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In this thesis three major topics of Reinforcement Learning (RL) are addressed: (1) The classical control and estimation problem, (2) the control task for the case that only sensory information are available and no state space representation and (3) a special non-Markov control problem, where the system needs to memorize important events. These three topics address main parts of a robotic control system. In a robotic setting no state space is available, but only sensory information and a control system needs to be able to deal with these (point 2). Furthermore, in real world setting the sensory information alone are not enough. The system needs to identify and memorize important information and actions. For example, a robot that works in a household and uses a camera for navigation will be unable to derive the “state of the house” out of the current image. He needs to remember what he did and what he observed before (point 3). Based on the sensory processing and possibly memorized information the system needs to derive a reasonable control (point 1). We treat all three topics in the simplest setting, where the topic makes “sense”: Finite state space Markov Decision Processes (MDPs) for topic 1, a camera based robotic task where the system is Markovian and the sensory information are sufficient, i.e. no unobserved environmental states, for topic 2 and finite state space Partially Observable Markov Decision Processes (POMDPs) for topic 3.

In the following we provide some background information to the studies and introduce basic concepts.

1.1 Value Estimation for MDPs

An important task in Reinforcement Learning is the estimation of state values by means of different estimators. Natural questions which arise are: (1) Does the estimator converge to the correct value with an increasing number of examples? (2) Which estimator is better for a fixed number of examples? These are standard questions in statistical estimation theory (for example [63], [75], [48]) and they are typically addressed in a two step procedure. First, a measure for
the distance between an estimator and the true value is defined (error measure). Second, statements about the distance are derived. In this sense convergence means that the distance converges to zero with an increasing number of examples. While an estimator $A$ is better than an estimator $B$ if it has a smaller distance for a fixed number of examples. The following two subsections deal with the convergence and the finite example case.

1.1.1 Convergence

An important property of estimators is the convergence to the correct value with an increasing number of examples. Different kinds of convergence exist, for example point-wise, norm-wise and so on. Three important kinds of convergence in probability and estimation theory are: convergence in probability, almost sure convergence (a.s.) and convergence in the average ($L^1$-convergence). A series of estimators $(A_n)$, with $n$ being the number of examples, converges in probability to $\theta$ if

$$\lim_{n \to \infty} P[|A_n - \theta| > \epsilon] = 0$$

for all $\epsilon > 0$. This means that the distance between an estimator $A_n$ and the true value will be arbitrarily small for a sufficient number of training examples with probability one. An estimator $A_n$ converges almost surely if

$$P\left( \lim_{n \to \infty} A_n = \theta \right) = 1.$$

This means that the series of estimators differs from $\theta$ only on a set of probability 0. Almost sure convergence is similar to convergence in probability. This can be observed, by using the following alternative definition of almost sure convergence. $A_n$ converges almost surely, if

$$\lim_{n \to \infty} P[\sup_{m \geq n} |A_m - \theta| > \epsilon] = 0$$

holds for all $\epsilon > 0$. Again the probability of a deviation tends to zero, however, the distance between the estimate and the true value is now measured with the supremums norm. The almost sure convergence is stronger and implies convergence in probability. The contrary does not hold in general. Intuitively the difference between these two types of convergence is that for a given $N$ for which $P[|A_n - \theta| > \epsilon] < \delta$ holds it is likely to have “outliers”. This is because the probability of a deviation of a single element of the series is bounded and not a set of elements, like for the almost sure convergence. Contrary, for the almost sure convergence the probability of finding an “outlier” after $N$ is bounded by $\delta$. In this sense the almost sure convergence is uniform, while the convergence in probability is not. Finally, the $L^1$-convergence is a convergence in the average. It is defined through

$$\lim_{n \to \infty} E[|A_n - \theta|] = 0.$$

$E$ denotes the expectation. This kind of convergence is different to the former two in the sense that we do not look at the probability of a deviation but we measure the distance directly on the space of the estimators with the $L^1$-norm. The convergence in probability follows from the $L^1$-convergence. Other implications, like $L^1 \iff a.s.$, do not hold in general. $a.s. \to L^1$ can, however, often be
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derived if a further “integrability” property is available using convergence theorems like the Lebesgue theorem. More general theorems for this direction use the concept of uniform integrability. A family of measurable functions \((f_i)_{i \in I}\) is uniformly \(\mu\)-integrable if for every \(\epsilon > 0\) a \(\mu\)-integrable function \(g\) exists with
\[
\int_{|f| \geq g} \! |f|d\mu \leq \epsilon
\]
for all \(f_i\). The index set must not be countable. In summary, these three kinds of convergence differ in the choice of distance measure. We will see a similar setup in the next section, where we measure the distance between an estimator and the true value in different ways (for example with the \(L^2\)-norm).

1.1.2 Comparison of Estimators

The convergence results tell us what happens for an infinite number of examples. However, in practice we want to choose the estimator which is best for a finite number of examples. So the first question which arises is: How can we say that an estimator \(A\) is better than estimator \(B\)? One way would be to show that \(A\) is always closer to the true value for any fixed number of examples. Again, this is a bit imprecise as an estimator is a random variable. To be more precise we could say that \(A\) is better than \(B\) if it has a higher probability to be close to the true value. Formalising this results in the following criterion: Whereas \(A\) is better than \(B\) if for all \(\lambda_1, \lambda_2 > 0\) and parameter \(\theta\)
\[
P(\theta - \lambda_1 < A < \theta + \lambda_2) \geq P(\theta - \lambda_1 < B < \theta + \lambda_2)
\]
holds. \(A\) is said to be optimal if this holds for all possible estimators \(B\). This criterion is also called largest possible concentration criterion because \(A\) has the highest concentration of probability mass around the true parameter [63]. Although the criterion is appealing from a theoretical point of view, it is not applicable in a practical setting [63]. Instead of this measurement for the distance one can use any of the distance measurements which are used for convergence, like \(P(|A - \theta| > \epsilon)\) or the distance implied by the \(L^2\)-norm. These distance measurements provide weaker statements then the largest possible concentration criterion but are often related to this criterion. For example, the distance implied by the squared \(L^2\)-norm is related in the sense that it is a necessary but not sufficient condition for the largest possible concentration criterion to hold that an optimal estimator has also the lowest squared \(L^2\)-norm. This distance is often used in statistical estimation theory and is named the mean squared error (MSE).

\[
mse(A) = E[(A - \theta)^2]
\]
The MSE is the expected squared-distance between the estimator and the parameter. The MSE can be decomposed in a bias and a variance part:

\[
mse(A) = \text{V}[A] + (E[A] - \theta)^2.
\]

The first term is the variance of the estimator and the second is the bias. \(A\) is called unbiased if the bias term is zero. In the unbiased case the MSE equals the variance of the estimator and the MSE bounds the probability of a deviation of more than \(\epsilon\) from the parameter:
\[
P(|A - \theta| \geq \epsilon) \leq \frac{1}{\epsilon^2} \text{mse}(A).
\]
This follows from the Chebyshev inequality \([7]\). One should be aware of the difference between the MSE and the empirical or sample mean squared error which is often used as an error function. The MSE used here corresponds to the value obtained by averaging the empirical mean-squared-error values from an infinite number of learning tasks on a given problem. The MSE is often used for estimator comparison. See \([63]\) for a discussion on estimator comparison. A special problem are counterintuitive effects like the following: Consider the class of constant estimators \(c\) (\(c\) does not change with data and always gives the same value). In this class an estimator with \(\text{mse}(c) = 0\) exists and is hence optimal. This is the case because \(c\) has zero variance and one \(c\) equals \(\theta\). However, one does not know the correct \(c\). It is possible to overcome such strange effects by restricting the estimator class to unbiased estimators. This is a typical setup in statistics, whereas one is interested in finding the best estimator in this class (the minimum variance unbiased estimator MVU, \([48]\)).

**Sufficient Statistics**

Naturally related to the estimation performance is the amount of information. Information about a sample is typically available through a statistic \(S\) of the data (for example \(S = \sum x_i\), where \(x\) is a sample). Especially important are statistics which contain all information of a sample. Such statistics are called sufficient\(^1\). They are of high importance, as they allow us to derive the optimal unbiased estimator for a distribution if they are minimal and complete. Many different sufficient statistics exist, but the most interesting one is the one with the smallest dimension. This is the minimal sufficient statistics. Formally, suppose that a statistic \(S\) is sufficient for \(\theta\). Then \(S\) is minimally sufficient if \(S\) is a function of any other statistic \(T\) that is sufficient for \(\theta\). Completeness is a more abstract property, which is needed to guaranty optimallity. Formally, a statistic \(S\) is complete if \(E_{\theta}[h(S)] = 0\) for all \(\theta\) implies \(h = 0\) almost surely. The famous theorem from Rao and Blackwell \([75]\) states that for a complete and minimal sufficient statistics \(S\) and any unbiased estimator \(A\) of a parameter \(\theta\) the estimator \(E(A|S)\) is the optimal unbiased estimator with respect to any convex loss function and hence the optimal unbiased estimator for the MSE. The parameter can also be vector valued, in which case the minimal statistics typically has the same size as the parameter vector. Furthermore, the theorem holds, if a function of the parameters is estimated (for example \(A\) estimates \(f(\theta)\)). We show the two main properties of the theorem (unbiased and that \(E(A|S)\) has a lower loss than \(A\), as they are short to derive, give some intuition and because the theorem is often stated only for the parameters, but not for functions of the parameters. The new estimator is unbiased because \(A\) is unbiased,

\[
E[E(A|S)] = E[A] = f(\theta).
\]

The new estimator has a lower convex loss. This follows from the Jensen-inequality for the conditional expectation \([7]\). Let \(l\) be a convex loss function, the loss of \(E[A|S]\) is given by

\[
E[l(E[A|S] - f(\theta))] = E[l(E[A - f(\theta)|S])] \overset{\text{Jensen}}{\leq} E[E[l(A - f(\theta))|S]] = E[l(A - f(\theta))].
\]

\(^1\)It is distribution dependent which statistics contain all information. A statistics might be sufficient for one distribution and not sufficient for another.
1.2. The Variance of a MDP and Variance based Cost Functions

An important measure of uncertainty and of risk is the variance of a MDP. An equation of the variance was first derived from Sobel [72]. I started to study the variance of a MDP in winter 2006. I wanted to submit a workshop paper to a PASCAL workshop about the exploration-exploitation problem. I thought the variance might be a “nice” measure for estimator uncertainty. I did not have too much time for the submission and, therefore, in my literature study I did not stumble over the work of Sobel and the follow ups. So I rederived the variance used it for the workshop paper and submitted a long version to ICML. There, one out of three reviewers was actually aware of the work of Sobel and told me to cite the paper instead of rederiving the equations. Yet, the other two reviewers did not know the work. I think this is a typical phenomena in Reinforcement Learning. There are many overlaps with other fields and the community is often unaware of important contributions. Respectively, for students like myself it is hard to have the needed broad overview. I think this problem applies in particular to Reinforcement Learning as a “standard textbook” summarizing and unifying the field is missing.

Being unaware of the work of [72] was particularly annoying, as he did not only derive the variance but he also showed with an example that the variance is not useful for optimization as it does not fulfill the so called monotonicity property. Intuitively, monotonicity means that a policy $\pi$ which has a higher variance than a policy $\pi'$ for successor states of a state $s$ has also a higher variance for state $s$, given that in state $s$ for $\pi$ and $\pi'$ the same action is chosen. I found the example in Sobel not that intuitive and want to give here a different example, emphasizing one of the factors that is responsible for this effect. Some basic properties of MDPs are used in this example. Readers unfamiliar with MDPs may consult the preliminaries section from Chapter 2 (2.2).

**Monotonicity Example** We use a MDP with 5 states with transitions $1 \rightarrow 2, 1 \rightarrow 3, 2 \rightarrow 4, 2 \rightarrow 5, 3 \rightarrow 4, 3 \rightarrow 5$. We want to decompose the variance of state 1 into the variance parts of state 2 and 3 and a further “covariance” term. We simplify the analysis by using a reward of 0 for the transitions from state 1 to state 2 and 3 and a discount factor of $\gamma = 1$. In the following we denote the second moment with $M$ and the first moment (the value) with $V$. The variance $V$ of state 1 is given by

$$V_1 = p_{12}(p_{24}r_{14}^2 + p_{25}r_{15}^2) + p_{13}(p_{34}r_{14}^2 + p_{35}r_{15}^2)$$

$$- (p_{12}p_{24}r_{14} + p_{12}p_{25}r_{15} + p_{13}p_{34}r_{14} + p_{13}p_{35}r_{15})^2$$

$$= p_{12}M_2 + p_{13}M_3 - (p_{12}V_2)^2 + 2p_{12}p_{13}V_2V_3 + (p_{13}V_3)^2$$

$$= p_{12}M_2 + p_{13}M_3 - (p_{12}V_2 + p_{13}V_3)^2.$$ 

Now the problem becomes obvious. The normalization is not the right one. Instead of $p_{12}V_2^2 + p_{13}V_3^2$ we have the term $(p_{12}V_2 + p_{13}V_3)^2$. If we reformulate this with variance terms, we get:

$$V_1 = p_{12}V_2 + p_{13}V_3 + p_{12}p_{13}(V_2 - V_3)^2.$$
So the variance of state 1 does not only depend on the variance of state 2 and 3 but also on the difference in value of state 2 and 3. This effect is problematic as we cannot define optimization problems using directly the variance. For example, if we have a policy $\pi$ with $V_2 = V_3 = 0$, $V_2 = 100$, $V_3 = -100$ and a policy $\pi'$ with $V_2 = V_3 = 1$ and $V_2 = 0$, $V_3 = 0$ then policy $\pi$ has a higher variance for states 2 and 3 but a lower variance for state 1 than $\pi'$. If we want to maximize the variance in state 1 then we need to choose policies in state 2 and 3 that does not achieve the maximal variance in these states.

In operations research different approximations are known which replace the variance with alternative measures. We summarize different approximations and corresponding "Mean-Variance Tradeoffs" in Chapter 3.

1.3 Function Approximation and Control

Another major topic of my thesis is a camera based robotic control system. We addressed the control problem with Reinforcement Learning methods that are constructed for the function approximation setting, i.e. for the case that no discrete state space is given but only sensory signals. This setting is currently quiet popular in Reinforcement Learning and in my opinion will become even more popular in the future. The reason for this is that we are currently at the point where computers are fast enough to apply the Reinforcement Learning methods to “real-world” problems. The robotic task we are studying is still a simple one, but its a huge step forward compared to old Reinforcement Learning tasks of the 90’s like for example pole balancing. Certainly, there were already good applications at that time like the TD-Gammon. Yet, I think a really huge field for applications can be explored in the future using robots. And our work is in this sense a first step in this direction.

Working on this robotic task yielded to us a lot of insight knowledge for the methods and the problem. One particular interesting insight was for me that in control tasks it is possible to construct “functions on the environment” with unsupervised procedures. Usually, one wants to have independent and identical distributed (iid) examples. In a control setting the examples are not iid. This certainly introduces problems, yet it also allows us to construct “more powerful” unsupervised algorithms. For example, the Slow Feature Analysis we used in our work constructs trigonometric functions “on the environment”. Using these functions in combination with a linear value estimator is similar to performing a Fourier expansion. And the resulting method inherits all the nice approximation properties of the Fourier expansion. I think the Fourier expansion is just a first step towards a new set of unsupervised methods for control tasks. Approximation theory, for example, provides us with a broad number of “well” structured function spaces that are useful for approximating functions.

1.4 Vanishing Gradient and Reinforcement Learning

In the final two chapter of the thesis we discuss vanishing gradient related topics and an application to Reinforcement Learning. Both are smaller works, but in
1.5 Contributions and Outline

I separated the thesis into three parts. Each part corresponds to another stochastical model:

1. Discrete Markov Decision Processes (MDPs).
2. A continuous state space system with sensory observations.
3. Partially Observable Markov Decision Processes (POMDPs).

It might be more natural to first treat the discrete case (MDPs and POMDPs) and then move on to the continuous setting. My motivation was here the relevance of the different studies. In my opinion the MDP studies are the most significant with a couple of open questions that can be further explored. After that I find the continuous setting very important. Currently, there is a lot of interest in this setting and I think our study provides an interesting new approach. Finally, the POMDP studies are smaller works and no main stream topics. However, I think the combination of methods from time-series analysis and control problems is a good and interesting approach. And I am quite sure that the problems considered in part 3 will become popular in the near future.

In Chapter 2 we study value estimation in MDPs. Most of the previous works in RL were concerned with asymptotic properties of estimators, i.e. does
an estimator converge to the value. In practice, however, only a finite number of samples is available and it is important to know which estimators are best in this situation. We addressed this question with methods from statistical estimation theory. We applied the Rao-Blackwell theorem to derive the optimal unbiased value estimator (Minimum Variance Unbiased estimator, MVU) and we compared it to three well known estimators from RL: Temporal Difference Learning (TD), Monte Carlo estimation (MC) and Least Squares Temporal Difference Learning (LSTD). In particular, we demonstrate that the LSTD estimator is equivalent to the MVU for acyclic Markov Reward Processes (MRPs) and show that both differ for cyclic Markov Reward Processes as LSTD is then typically biased. In general, estimators that fulfill the Bellman equation, such as LSTD, cannot be unbiased. Two main factors that separate unbiased estimators and estimators that fulfill the Bellman equation, are identified: 1) the discount and 2) a normalization. Furthermore, we show that in the undiscounted case the MC estimator is equivalent to the MVU and to the LSTD estimator if the same amount of information is available to MC. In the discounted case this equivalence does not hold anymore. For the case of TD we show that TD gets unbiased with a minor modification for acyclic MRPs. In general, the TD update rule “moves” the estimate towards the LSTD solution. Consequently, TD is biased for cyclic MRPs. Finally, counter-examples are presented to show that no general ordering exists between the MVU and the LSTD estimator, between MC and LSTD and between TD and MC. Theoretical results are supported by examples and an empirical evaluation.

In Chapter 3 we addressed the cost function which is optimized. It is common in RL to choose strategies that maximize the mean without regarding the corresponding variance. This strategy, however, is undesirable in many cases as the derived policies are unreliable and the performance may have high positive and negative peaks causing fatal effects (e.g. the bankruptcy of a trading company). In operations research several variations of mean-variance tradeoffs are used to control the variance and thus, the risk. The objectives have the drawback that a policy iteration cannot be applied and the optimization is slow, leading to problems for large state spaces. We overcame this problem by using a first order Taylor approximation to transform the objective to a value maximization objective with modified rewards. Furthermore, we derived estimators for the variance of a policy which can be used for evaluation of the associated risk. We compared the objectives and the methods in different experimental settings. We used two tasks from the series of paper by D. J. White on MDPs with real-world applications for the evaluation.

In Chapter 4 we present adaptive control system for navigating a camera equipped robot. The main feature of the system is the visual processing which generates a Fourier expansion on the area in which the robot acts. In our approach the system for visual processing is learned from examples of the concrete environment using a Slow Feature Analysis and not “hard-coded”. The control is learned by applying the Least-Squares Policy Iteration and the Least-Squares Temporal Difference Value estimator onto the learned visual features. The combination of the linear value estimator and the features corresponding to the elements of the Fourier expansion turns out to be a powerful tool to approximate value functions. The navigation capability of the control system is demonstrated and analyzed on a real robot and in simulated environments. In addition, we derived a Kernel Slow Feature Analysis to increase the capability
of the preprocessing.

In two smaller studies (Chapter 5 and 6) we studied the so called vanishing gradient problem which hinders the detection of long term dependencies in time series data. Most systems are affected by this problem and are unable to detect dependencies which are more than a few steps apart. A system called Long Short Term Memory (LSTM) has been proposed to solve the problem. The key element of the LSTM is a “volume conserving” unit that prevents the system from losing information. In the first study we modified the LSTM with an attention mechanism. This study was done with an emphasis on cognitive science and the goal was to address critical points which make the processing of the structure differ from human processing. In particular, we were interested in the encoding and the storage: (1) The LSTM structure is built to massively store information instead of carefully selecting few input signals for storage in memory. (2) Reweighting of stored information due to changing constellations is not possible. In this work we tackled these points through introducing an attention mechanism which drives the encoding and the storage of the structure. The mechanism “weakens” the volume conservation in that way that it allows to reweight stored information. Yet, the vanishing gradient problem is circumvented by lower bounding the weighting factors.

In the second study we applied a state space based system called Memory Input-Output Factorial Hidden Markov Model (MIOFHMM) to POMDPs. Similarly to the LSTM the MIOFHMM solves the vanishing gradient problem. In particular, we addressed in this part POMDPs where observations are available, which contain information about the true MDP state. In simulations we showed that a MIOFHMM based system is able to resolve MDPs even if a critical observation is about 100 000 steps before a related effect (T-maze task). In comparison, other methods can at maximum handle up to 60-70 steps.

Each chapter starts with an abstract and a short introduction followed by chapter specific preliminaries.
Part I

Control in Markov Decision Processes
CHAPTER 2

The Optimal Unbiased Value Estimator and its Relation to LSTD, TD and MC

Abstract

In this analytical study we derive the optimal unbiased value estimator (Minimum Variance Unbiased estimator, MVU) and compare its statistical risk to three well known value estimators: Temporal Difference learning (TD), Monte Carlo estimation (MC) and Least-Squares Temporal Difference Learning (LSTD). In particular, we demonstrate that the LSTD estimator is equivalent to the MVU for acyclic Markov Reward Processes (MRPs) and show that both differ for cyclic MRPs as LSTD is then typically biased. In general, estimators that fulfill the Bellman equation, such as LSTD, cannot be unbiased. Two main factors that separate unbiased estimators and estimators that fulfill the Bellman equation, are identified: 1) the discount and 2) a normalization. Furthermore, we show that in the undiscounted case the MC estimator is equivalent to the MVU and to the LSTD estimator if the same amount of information is available to MC. In the discounted case this equivalence does not hold anymore. For the case of TD we show that TD gets unbiased with a minor modification for acyclic MRPs. In general, the TD update rule “moves” the estimate towards the LSTD solution. Consequently, TD is biased for cyclic MRPs. Finally, counterexamples are presented to show that no general ordering exists between the MVU and the LSTD estimator, between MC and LSTD and between TD and MC. Theoretical results are supported by examples and an empirical evaluation.

2.1 Introduction

One of the important theoretical issues in reinforcement learning are rigorous statements on convergence properties of so called value estimators (e.g. [77], [80], [44], [19]) which provide an empirical estimate of the expected future reward for every given state. So far most of these convergence results were restricted
to the asymptotic case and did not provide statements about the deviation of the estimate from the true value for the case of a finite number of observations. In practice, however, one wants to choose the estimator which yields the best result for a given number of examples or in the shortest time.

Current approaches to the finite example case are mostly empirical and few non-empirical approaches exist. [49] present upper bounds on the generalization error for Temporal Difference estimators (TD). They use these bounds to formally verify the intuition that TD methods are subject to a “bias-variance” trade-off and to derive “schedules” for estimator parameters. Comparisons of different estimators with respect to the bounds were not performed. The issue of bias and variance in reinforcement learning is also addressed in other works ([70], [55]). [70] provide analytical expressions of the mean squared error (MSE) for various Monte Carlo (MC) and TD value estimators. They further provide a software that yields the exact mean squared error curves given a complete description of a Markov Reward Process (MRP). The method can be used to compare different estimators for concrete MRPs and concrete parameter values. But it is not possible to prove general statements with this method. The most relevant works for our analysis are provided by [55] and by [69].

In [55] the bias and the variance in value function estimates is studied and closed-form approximations are provided for these terms. The approximations are used in a large sample approach to derive asymptotic confidence intervals. The underlying assumption of normally distributed estimates is tested empirically on a dataset of a mail-order catalog. In particular, a Kolmogorov-Smirnov test was unable to reject the hypothesis of normal distribution with a confidence of 0.05. The value function estimates are based on sample mean estimates of the MRP parameters. The parameter estimates are used in combination with the value equation to produce the value estimate. Different assumptions are made in the paper to simplify the analysis. A particularly important assumption is that the number of visits to a state is fixed. Under this assumption the sample mean parameter estimates are unbiased and the application of the value equation results in biased estimates. We show that without this assumption the sample mean estimates underestimate the parameters in the average and the value estimates can therefore be unbiased in special cases. We address this point in detail in Section 2.3.4.

In [69] different kinds of eligibility traces are introduced and analyzed. It is shown that TD(1) is unbiased if the replace-trace is used and that it is biased if the usual eligibility trace is used. What is particularly important for our work is one of their side findings: The Maximum Likelihood and the MC estimates are equivalent in a special case. We characterize this special case with Criterion 3 (p. 24) and we make frequent use of this property. We call the criterion the Full Information Criterion because all paths that are relevant for a value estimator in a state $s$ must hit this state (For details see p. 24).

In this work we follow a new approach to the finite example case using tools from statistical estimation theory (e.g. [75]). Rather than relying on bounds, on approximations, or on results to be recalculated for every specific MRP this approach allows us to derive general statements. Our main results are sketched in Figure 2.1. A major contribution is the derivation of the optimal unbiased value estimator (Minimum Variance Unbiased estimator (MVU), Sec. 2.3.3). We show that the Least-Squares Temporal Difference estimator (LSTD) from [19] is equivalent to the Maximum Likelihood value estimator (ML) (Sec. 2.3.4)
and that both are equivalent to the MVU if the discount $\gamma = 1$ (undiscounted) and the Full Information Criterion is fulfilled or if an acyclic MRP is given (Sec. 2.3.4). In general the ML estimator differs from the MVU as estimators that fulfill the Bellman equation such as ML cannot be unbiased. The main reasons are the discount and a normalization (Sec. 2.3.1). In the undiscounted case the ML estimator approaches the MVU exponentially in the number of observed paths. In general, neither the ML nor the MVU estimator are superior to each other (Appendix 2.B.5). For the first-visit MC estimator it is known that the estimator is unbiased and the first-visit MC estimator is therefore inferior to the MVU. However, we show that for $\gamma = 1$ the MC estimator is equivalent to the MVU if the Full Information Criterion applies (Sec. 2.3.5). Finally, we compare these estimators to TD($\lambda$). We show that TD($\lambda$) gets unbiased through a minor modification for acyclic MDPs (Appendix 2.A) and is thus inferior to the MVU and to the ML estimator. In the cyclic case the bias of TD is related to the bias of ML (Sec. 2.3.6).

Figure 2.1: The figure shows two classes of estimators: Unbiased estimators and estimators that fulfill the Bellman equation. The best estimators (MVU and ML/LSTD) are drawn at the bottom. The arrows represent relations between the classes and between individual estimators. Different properties are needed for these relations. These properties are written above or below an arrow and they are highlighted with the line styles of the arrows.

For the sake of readability proofs are presented in Appendix 2.B.

### 2.2 Estimation in Reinforcement Learning

Reinforcement learning methods typically consist of a value estimation and a policy update step (value/policy iteration, [76]). A common assumption underlying the value estimation is that the environment can be described by a Markov Decision Process (MDP). This assumption allows us to improve the estimation performance beyond the performance of general estimators, such as the sample mean (Monte Carlo) estimator. The best known estimator, which uses the Markov structure to collect information that is “invisible” to general estimators,
is the temporal difference estimator. Despite this principal advantage of TD, simple cases exist where MC outperforms TD.

In our work, we focus on systems which are modeled as Markov Reward Processes (MRP). The difference between an MRP and an MDP is that there is only one action in MRPs. Therefore, there is only one policy for the MRP case and “learning” is thus restricted to the estimation of the value function. MDPs with fixed policies (e.g. no online update) can be described with MRPs as it is possible to account for the effect of nondeterministic policies through the transition distribution of the MRP.

### 2.2.1 Markov Reward Processes and Value Estimators

A Markov Reward Process (MRP) consists of a state space $S$ (in the following we will consider a finite state space), starting probabilities $p_i$ for the initial states, transition probabilities $p_{ij}$ and a random reward $R_{ij}$ between states $i$ and $j$. In principle, the reward can have an arbitrary distribution such as multinomial or normal. The statements we derive are valid at least for deterministic rewards as well as for multinomial distributed rewards. For arbitrary reward distributions they do not hold. For example, distributions exist for which no unbiased estimators exist for the mean and thus no unbiased estimator exists for the corresponding value function. However, this is a property of the reward distribution and not of the MRP. Therefore, we will not address this topic any further.

Our goal is to estimate the value $V_i$ of each state $i$, i.e. the expected future reward received after visiting the state. This value function is given by

$$V_i = \sum_{j \in S} p_{ij} (\mathbb{E}[R_{ij}] + \gamma V_j),$$

respectively in vector notation by

$$V = \sum_{t=0}^{\infty} \gamma^t \mathbf{P}^t \mathbf{r} = (\mathbf{I} - \gamma \mathbf{P})^{-1} \mathbf{r},$$

where $\mathbf{P} = (p_{ij})$ is the transition matrix of the Markov process, $\mathbf{I}$ the identity matrix, $\gamma$ a discount factor and $\mathbf{r}$ is the vector of the expected one step reward ($r_i = \sum_{j \in S} p_{ij} \mathbb{E}[R_{ij}]$).

We compare different value estimators with respect to their risk (not the empirical risk)

$$\mathbb{E}[\mathcal{L}(\tilde{V}_i, V_i)],$$

where $\tilde{V}_i$ is the value estimator of state $i$ and $\mathcal{L}$ is the loss function, which penalizes the deviation from the true value $V_i$. We will mainly use the mean squared error

$$\text{MSE}[\tilde{V}_i] := \mathbb{E}[(\tilde{V}_i - V_i)^2], \quad (2.1)$$

which can be split into a bias and a variance term

$$\text{MSE}[\tilde{V}_i] = \underbrace{\mathbb{V}[\tilde{V}_i]}_{\text{Variance}} + \underbrace{(\mathbb{E}[\tilde{V}_i - V_i])^2}_{\text{Bias}}.$$
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The MSE used here corresponds to the value obtained by averaging the empirical mean-squared-error values from an infinite number of learning tasks on a given problem. An estimator is called unbiased if the bias term is zero.

In Reinforcement Learning it is not unbiasedness with respect to $E[\cdot]$ that is important, but it is conditional unbiasedness on the event $\{N_i \geq 1\}$. Here, $N_i$ denotes the number of times state $i$ is visited. In other words, one is interested in estimators that are on average correct, given that at least one example is available for estimation.

We conclude this section by introducing a simple criterion for a class of estimators. With this criterion it is possible to verify unbiasedness and minimal MSE in this class. This criterion provides an intuitive interpretation of a weakness of the TD($\lambda$) estimator. Let $x_i, i = 1, \ldots, n$ be a sample consisting of $n \geq 1$ independent and identically distributed (iid) elements from an arbitrary distribution (e.g. reward sequences of an MRP). The estimator

$$\sum_{i=1}^{n} \alpha_i x_i, \quad \text{with} \quad 0 \leq \alpha_i \leq 1, \quad \text{and} \quad \sum_{i=1}^{n} \alpha_i = 1, \quad (2.2)$$

is unbiased and has the lowest variance for $\alpha_i = 1/n$ [75]. This means that all examples should have an equal influence to achieve optimal performance.

2.2.2 Temporal Difference Learning

A commonly used value estimator for MRPs is the TD($\lambda$) estimator [77]. It converges on average ($L^1$-convergence, [77]) and it converges almost surely to the correct value ([80], [44]). In practical tasks it seems to outperform the MC estimator with respect to convergence speed and its computational costs are low. Analyses for the TD(0) estimator are often less technical. We therefore restrict some statements to the TD(0) case. The TD(0) estimator is given by

$$\hat{V}_{s}(i+1) = \hat{V}_s(i) + \alpha_{i+1}(R_{ss'}^i + \gamma \hat{V}_{s'}^i - \hat{V}_s^i), \quad (2.3)$$

where $\alpha_{i+1}$ is the learning rate, $\hat{V}_s(i)$ is the estimated value for state $s$ after the $i$th transition, $s'$ is the successor state of $s$, $\gamma$ is the discount factor, and $R_{ss'}^i$ is the reward which occurred during the transition from $s$ to $s'$. The general TD($\lambda$) update equation is given by

$$\hat{V}_{s}(i+1) = \hat{V}_s(i) + \Delta \hat{V}_{s}^i(i+1) \quad \text{and} \quad \Delta \hat{V}_{s}^i(i+1) = \alpha_{i+1}(R_{ss'}^i + \gamma \hat{V}_{s'}^i - \hat{V}_s^i) e_s^i(i+1),$$

where $\alpha_i$ is the learning rate in sample path $i$ (the learning rate might be defined differently) and $e_s^i(i+1)$ is an eligibility trace. The update equation can be applied after each transition (online), when a terminal state is reached (offline) or after an entire set of paths has been observed (batch update). The eligibility trace can be defined in various ways. Two important definitions are the accumulating trace and the replacing trace [69]. In [69] it is shown that for $\lambda = 1$ the TD($\lambda$) estimator corresponding to the accumulating trace is biased while the one corresponding to the replacing trace is unbiased. The replacing trace is defined by

$$e_s^i(i+1) = \begin{cases} 1 & \text{if } s = t \\ \gamma \lambda & \text{else}. \end{cases} \quad (2.4)$$
In the acyclic case both definitions are equivalent. For \( \lambda < 1 \) the estimators are biased towards their initialization value. However, a minor modification is sufficient to delete the bias for acyclic MRPs (Appendix 2.A). In the following we will use this modified version.

### 2.2.3 Monte Carlo Estimation

The Monte Carlo (MC) estimator is the sample mean estimator of the future reward. In [76] it is defined as \( 1/n \sum_{i=1}^{n} \text{Return}(i) \), where \( n \) is the number of paths that have been observed and \( \text{Return}(i) \) the cumulated future reward of run \( i \). In the cyclic case there are two alternative MC estimators: First-visit MC and every-visit MC. First-visit MC makes one update per sampled path. It uses the part of the path which follows upon the first visit of the relevant state. Every-visit MC makes an update for each visit of the state. This leads to an overlap in the paths used for training. The every-visit MC estimator is equivalent to TD(\( \lambda \)) for the accumulate trace and the first-first-visit MC estimator for the replace trace if \( \lambda = 1 \) and \( \alpha_i = 1/i \). The first-visit MC estimator is unbiased while the every-visit MC estimator is biased in the cyclic case [69]. Both estimators converge almost surely and on average to the correct value.

![Diagram A](image1)

**Figure 2.2:** A: An MRP for which TD is inferior to MC. The transition from state 1 to state 2 is followed by a reward \( R_{12} = +1 \) and \( R_{12} = -1 \) with probability \( p = 0.5 \) each. B: An MRP for which MC is inferior to TD. No reward is received for transitions 1 \( \rightarrow \) 2 and 1 \( \rightarrow \) 3. \( p_1 \) and \( p_2 \) are the probabilities to start in state 1 and 2.

### 2.2.4 Comparison of TD and MC

Although TD is often preferred to the MC estimator, there is no guarantee that TD will converge faster. Using the mean squared error (eq. 2.1) as a performance criterion we will construct two MRPs: One for which MSE[MC] < MSE[TD] (Section 2.2.4), and one for which MSE[TD] < MSE[MC] (Section 2.2.4). Hence, cases exist in which estimators that use the Markov structure (here TD) are worse than estimators that do not use the Markov structure.
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(here MC) even if the learning rate is chosen optimally. This motivates the theoretical analysis of Section 2.3, where we derive the optimal unbiased value estimator which makes extensive use of the Markov structure.

MSE of MC is Smaller than MSE of TD

Figure 2.2 (A) shows an example for which the MC estimator is superior. We assume that the learning rate \( \alpha_i \) of TD(0) is between 0 and 1, that the learning rate in the first step is 1 (\( \alpha_1 = 1 \)) and that the estimator is initialized to 0 (we use this assumption for readability, it is also possible to use the unbiased TD(0) estimator (Modification 2)). Let state 1 be the starting state, \( n \) be the number of observed paths and let \( \gamma = 1 \) for simplicity.

The MC estimator for state 2 is \( \frac{1}{n} \sum_{i=1}^{n} Y_i \), where \( Y_i = R_{23} \) or \( Y_i = R_{24} \) are the rewards received after a transition from state 2 to state 3 or 4. For state 1 we obtain \( \frac{1}{n} \sum_{i=1}^{n} (Y_i + R_{12}^{(i)}) \), where the \( Y_i \) are the same as before and \( R_{12}^{(i)} \) is the received reward after a transition to state 2. The MC estimator is a weighted average of the examples and it is the optimal unbiased linear estimator (eq. 2.2) as \( \alpha_i = 1/n \) for all \( i \).

We now analyze the TD(0) estimator. Consider two different sequences \( \alpha_i \) and \( \tilde{\alpha}_i, i = 1, \ldots, n \), of learning rates for the TD(0) estimators \( \bar{V}_1 \) and \( \bar{V}_2 \). The TD(0) estimator \( \bar{V}_2^{(n)} \) can be written as (Lemma 12, Appendix 2.A)

\[
\bar{V}_2^{(n)} = \sum_{i=1}^{n} \tilde{\alpha}_i \prod_{j=i+1}^{n} (1 - \tilde{\alpha}_j) Y_i =: \sum_{i=1}^{n} \tilde{\beta}_i Y_i.
\]

The estimator is unbiased and has minimal variance if, and only if, \( \tilde{\beta}_i = 1/i \). This can be enforced by choosing \( \tilde{\alpha}_i = 1/i \). For state 1 we obtain

\[
\bar{V}_1^{(n)} = \sum_{i=1}^{n} \beta_i (\bar{V}_2^{(i-1)} + R_{12}^{(i)}) = \sum_{i=1}^{n} \beta_i \left( \sum_{j=1}^{i-1} \tilde{\beta}_j Y_j + R_{12}^{(i)} \right)
\]

\[
= \left( \sum_{i=1}^{n} \beta_i R_{12}^{(i)} \right) + \left( \sum_{i=1}^{n} \tilde{\beta}_i \sum_{j=i+1}^{n} \beta_j Y_i \right) =: \left( \sum_{i=1}^{n} \beta_i R_{12}^{(i)} \right) + \left( \sum_{i=1}^{n-1} \gamma_i Y_i \right),
\]

where \( \beta_i = \alpha_i \prod_{j=i+1}^{n} (1 - \alpha_j) \). Using the Bienaymé equality (e.g. [7]) the variance of the estimator takes the following form

\[
\text{Var}(\bar{V}_1^{(n)}) \overset{\text{ind}}{=} \text{Var}(\sum_{i=1}^{n} \beta_i R_{12}^{(i)}) + \text{Var}(\sum_{i=1}^{n-1} \gamma_i Y_i) \overset{\text{ind}}{=} \text{Var}(R_{12}^{(1)}) \sum_{i=1}^{n} \beta_i^2 + \text{Var}(Y_1) \sum_{i=1}^{n-1} \gamma_i^2,
\]

where “ind” abbreviates “independence”. \( Y_1 \) and \( R_{12}^{(1)} \) have the same variance. With \( \gamma_n = 0 \)

\[
\text{Var}(\bar{V}_1^{(n)}) = \text{Var}(Y_1)(\sum_{i=1}^{n} \beta_i^2 + \sum_{i=1}^{n-1} \gamma_i^2).
\]

Because \( 0 \leq \beta_i, \gamma_i \leq 1 \) and \( \sum_{i=1}^{n} \beta_i = \sum_{i=1}^{n} \gamma_i = 1 \) (see Appendix 2.A) this term would be minimal if, and only if, \( \beta_i = \gamma_i = 1/n \). From \( \beta_i = \tilde{\beta}_i = 1/n \), however, it follows that \( \gamma_i = 1/n \sum_{i+1}^{n-1} 1/n = (n-i-2)/n^2 \neq 1/n \). Hence
optimal value estimation cannot be achieved. Since both MC and TD are unbiased, we obtain \( \text{MSE}[MC] < \text{MSE}[TD] \).

This example demonstrates a major weakness of TD, namely that it is impossible for TD to weight the observed paths equally, even for simple MRPs. We will show in Section 2.3.5 that MC is actually the optimal unbiased estimator for this MRP and thus it also holds that \( \text{MSE}[MC] \leq \text{MSE}[TD(\lambda)] \) for each \( \lambda \).

**MSE of TD is Smaller than MSE of MC**

Figure 2.2 (B) shows an example where TD(0) is superior. Let the number of observed paths be \( n = 2 \) and \( \gamma = 1 \). The value of all states is zero. TD(0) and MC are unbiased for this example. The variance of the MC estimator for states 1, 2 and 3 is therefore given by

\[
\mathbb{E}[\hat{V}_3^2] = \mathbb{P}[R^{(1)} = 1, R^{(2)} = 1] \cdot 1^2 + \mathbb{P}[R^{(1)} = -1, R^{(2)} = -1] \cdot (-1)^2
\]

\[
+ \mathbb{P}[R^{(1)} = 1, R^{(2)} = -1] \cdot 0 + \mathbb{P}[R^{(1)} = -1, R^{(2)} = 1] \cdot 0
\]

\[
= (1/4)1^2 + (1/4)(-1)^2 + (2/4) \cdot 0 = 1/2
\]

\[
\mathbb{E}[\hat{V}_1^2] = \mathbb{E}[\hat{V}_2^2] = (1/4)1/2 + (1/2)1 + 0 = 5/8,
\]

where \( R^{(i)} \) denotes the received reward in run \( i \). The first term in the second line results from starting two times in state 1 or 2 and the second term in the second line from a single start in state 1. Setting the learning rate \( \alpha_i = \frac{1}{i} \) for TD, the estimator for state 3 is equivalent to the corresponding MC estimator and therefore the variance is 1/2. In the first run the standard TD(0) update rule uses the initialization value of state 3 to calculate the estimate in state 1 or 2. This is advantageous and results in a variance of 1/2. Without exploiting this advantage the variance is 17/32. This is still lower than the variance of the MC estimator. Since both estimators are unbiased we obtain \( \text{MSE}[TD(0)] < \text{MSE}[MC] \).

### 2.3 Comparison of Estimators: Theory

We have seen in the last section that the TD estimator does not outperform the MC estimator. That is astonishing as the MC/sample-mean estimator is a general estimator that can be applied to nearly any estimation problem at hand, while the TD estimator is specifically constructed for MDPs. In particular, the MC estimator of a state \( i \) does not use paths that does not hit state \( i \), while TD does. One would expect that the information contained in these paths would increase the performance. And indeed, this is the case. Just TD does not use this information efficiently.

In the following, we “condition” the MC estimator with “all the information” that is available through the observed paths and we show that the resulting estimator is the optimal unbiased estimator with respect to any convex loss function. The conditioning has two effects. First, the new estimator uses the Markov structure to make use of (nearly) all paths. Second, it uses “consistent” alternative cycles beside the observed ones. For example, if a cyclic connection from state 1 \( \rightarrow 1 \) is observed once in the first run and three times in the second run, then the optimal estimator will use paths with the cyclic connection being taken 0 to 4 times. Consistent with this finding, we show that if MC uses all
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information and the modification of cycles has no effect, then the MC estimator is already optimal.

Furthermore, we show in this section that the LSTD and ML estimators are very similar to the MVU. These estimators also use all information, but they are typically biased. We show that the bias of these estimators depends mainly on the discount $\gamma$ and a normalization. We conclude this section with a comparison of these estimators to TD(0) and MC.

We start our theoretical analysis with a discussion of two classes of estimators: (1) Estimators that are unbiased and (2) estimators that fulfill the Bellman equation. Following that we formalize what we mean with all information.

2.3.1 Unbiased Estimators and Bellman Equation

We say that an estimator $\bar{V}$ fulfills the Bellman equation if a $\bar{r}$ and $\bar{P}$ exist, such that

$$\bar{V} = \bar{r} + \gamma \bar{P} \bar{V}.$$  

First, we observe that the Bellman equation restricts the class of estimators considerably. Essentially, the only degree of freedom is the parameter estimate $\bar{P}$. If $\bar{P}$ is full rank then

$$\bar{V} = (I - \gamma \bar{P})^{-1}\bar{r} =: V(\bar{P}, \bar{r}),$$  

i.e. $\bar{V}$ is completely specified by $\bar{P}$ and $\bar{r}$. Here, $V(\bar{P}, \bar{r})$ denotes the value function for an MRP with parameters $\bar{P}$ and rewards $\bar{r}$.

The restrictions posed by the Bellman equation leads to an introduction of a bias. Essentially, for cyclic MRPs, the class of estimators fulfilling the Bellman equation and the class of unbiased estimators does not overlap. Here, unbiased refers to all value estimators, i.e. $E[\bar{V}_i|\{N_i \geq 1\}] = V_i$ for every state $i$. We will later see that value estimators for specific states can be unbiased, even if the Bellman equation is fulfilled. On the contrary, if all estimators are unbiased, then the Bellman equation can in general not be fulfilled. This does not change with a growing number of examples. The bias is reduced through more examples, but only in the asymptotic case do estimators that fulfill the Bellman equation become unbiased. In the following we argue that the factors that influence the bias are: (1) the discount, (2) the normalizations $\bar{P}[\{N_i \geq 1\}]$ and (3) value estimates for cases where not all states have been visited, i.e. where an $i \in S$ exists with $N_i = 0$. Points (2) and (3) are quiet technical and their effect vanishes quickly.

**Discount**

Consider the MRP from Figure 2.3 (A) with the following reward setting $R_{11} := 0$ and $R_{12} := 1$, for one run ($n = 1$) and for $\gamma < 1$. In this example we use a sample mean parameter estimate, i.e. $\bar{p} = i/(i + 1)$ if the cyclic transition has been taken $i$ times. This is also the maximum likelihood parameter estimate. The value of state 1 is

$$V_1 = (1 - p) \sum_{i=0}^{\infty} \gamma^i p^i = \frac{1 - p}{1 - \gamma p}$$  

19
and therefore the value estimate is
\[ \bar{V}_1 = \frac{1 - i/(i + 1)}{1 - \gamma i/(i + 1)}. \]

The estimator is unbiased if and only if
\[ (1 - p) \sum_{i=0}^{\infty} \gamma^i p^i = \mathbb{E}[\bar{V}_1] = (1 - p) \sum_{i=0}^{\infty} \frac{1 - i/(i + 1)}{1 - \gamma i/(i + 1)} p^i \]
\[ \iff \sum_{i=0}^{\infty} \left( \gamma^i - \frac{1 - i/(i + 1)}{1 - \gamma i/(i + 1)} \right) p^i = 0. \]

With induction one sees that \( \gamma^i \leq \frac{1 - i/(i+1)}{1 - \gamma i/(i+1)}. \) **Induction step:**
\[ \gamma^{i+1} \ \text{I.H.} \leq \gamma \frac{1 - \frac{i+1}{i+2}}{1 - \gamma \frac{i+2}{i+2}} \]
\[ \iff \gamma \left( 1 - \frac{i+1}{i+2} - \frac{\gamma}{i+2} \right) \leq 1 - \frac{i+1}{i+2} - \frac{\gamma i}{(i+1)(i+2)} \]
\[ \iff (1 - \gamma)(\gamma - 1) \leq (1 - \gamma)^2 \iff -(i - \gamma i) \leq 1 - \gamma, \]
where the last inequality holds, because \( -(i - \gamma i) \leq 0 \) and \( (1 - \gamma) \geq 0. \) I.H. denotes **Induction Hypothesis.** Further, for \( i = 1 \)
\[ 0 < (1 - \gamma)^2 = 1 - 2\gamma + \gamma^2 \iff \gamma - \frac{\gamma^2}{2} < \frac{1}{2} \iff \gamma < \frac{1 - \frac{1}{2}}{1 - \frac{1}{2}} \]
holds. Hence, the estimator is biased for all \( \gamma < 1. \)

The estimator is biased because it makes use of the value function, respectively fulfills the Bellman equation. In general, no value estimator exists that is unbiased for each MRP and each \( \gamma \in (0,1) \) which uses the value function:

**Theorem 1** (p. 42). *For any estimator \( \bar{P} \) there exists an MRP and a \( \gamma \in (0,1) \) such that \( V(\bar{P}) \) is biased.*

**Normalization** \( \mathbb{P}[\{N_i \geq 1\}] \) and **Value Estimates on** \( \{N_i = 0\} \)

Consider the MRP shown in Figure 2.3 (B) for one run. The MRP starts in state 2 and has a chance of \( p \) to move on to state 1. The value of state 1 and 2 is
\[ V_1 = V_2 = (1 - p) \sum_{i=0}^{\infty} i p^i = \frac{p}{1 - p}. \]

Using the sample mean parameter estimate \( \bar{p} = i/(i + 1), \) we get the following value estimate for state 2:
\[ \bar{V}_2(i) = \frac{\bar{p}}{1 - \bar{p}} = i \quad \Rightarrow \quad \mathbb{E}[\bar{V}_2(i)] = (1 - p) \sum_{i=0}^{\infty} \bar{V}_2(i) p^i = V_2, \]
where \( \bar{V}_2(i) \) denotes the value estimate, given the cyclic transition has been taken \( i \) times. The estimator fulfills the Bellman equation. Therefore, \( \bar{V}_1(i) = \)
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\[ R_{11} = 1 \]

\[ p \]

\[ (1 - p) \]

\[ \bar{V}_2(i) = i \text{, given at least one visit of state 1, i.e. conditional on the event } \{N_1 \geq 1\}. \] The expected value estimate for state 1 is therefore

\[
E[\bar{V}_1(i) | \{N_1 \geq 1\}] = \frac{(1 - p) \sum_{i=1}^{\infty} ip^i}{(1 - p) \sum_{i=1}^{\infty} p^i} = \frac{p/(1 - p)}{1 - (1 - p)} = \frac{V_1}{p},
\]

where \((1 - p) \sum_{i=1}^{\infty} p^i = p\) is the normalization. Hence, the estimator is biased.

More generally, assume \(\bar{V}_1, \bar{V}_2\) are unbiased, i.e. \(E[\bar{V}_1 | \{N_1 \geq 1\}] = E[\bar{V}_2] = V_1 = V_2\) and the estimator fulfills the Bellman equation, i.e. \(\bar{V}_1 = \bar{V}_2\) on \(N_1 := \{N_1 \geq 1\}\). Then

\[
E[\bar{V}_2 | N_1] \overset{\text{Bellm.}}{=} E[\bar{V}_1 | N_1] \overset{\text{unb.}}{=} V_1 \overset{\text{Bellm.}}{=} V_2 \overset{\text{unb.}}{=} E[\bar{V}_2]
\]

\[
= E[\bar{V}_2 | N_1] P[N_1] + E[\bar{V}_2 | N_1^c] P[N_1^c]
\]

\[
\Rightarrow E[\bar{V}_2 | N_1] = E[\bar{V}_2 | N_1^c] \Rightarrow E[\bar{V}_2] = 0,
\]

where \(N_1^c\) denotes the event \(N_1 = 0\). \(E[\bar{V}_2] = 0\) contradicts unbiasedness. Besides using the Bellman equation and unbiasedness we used that the estimator of the deterministic transition \(1 \rightarrow 2\) equals 1, i.e. \(\bar{p}_{12} = 1\) and that \(\bar{V}_2 = 0\) if only the transition \(2 \rightarrow 3\) is taken.

More intuitively the reasons for the bias are: Firstly, \(\bar{V}_1\) equals \(\bar{V}_2\) on \(\{N_1 \geq 1\}\) but the estimators differ (in general) on \(\{N_1 = 0\}\). In the example, we made no use of this point. We could make use of it by introducing a reward for the transition \(2 \rightarrow 3\). Secondly, the normalization differs, i.e. \(E[\cdot]\) versus \(E[\cdot | \{N_1 \geq 1\}]\). In our example we used this point. Both estimators are 0 on \(N_1^c\) and are therefore always equivalent. However the expectation is calculated differently and introduces the bias.

How does these effects behave in dependence of the number \(n\) of paths? Let \(p_i\) denote the probability to visit state \(i\) in one sampled path. Then the probability of the event \(\{N_i = 0\}\) drops exponentially fast, i.e. \(P(\{N_i = 0\}) \leq (1 - p_i)^n\) and the normalization \(1/P(\{N_i \geq 1\})\) approaches exponentially fast 1. Therefore, if the estimates are upper bounded on \(\{N_i = 0\}\) then the bias drops exponentially fast in \(n\).

Figure 2.3: A: Cyclic MRP with starting state 1 and with probability \(p\) for the cyclic transition. Reward is 1 for the cyclic transition and 0 otherwise. B: Cyclic MRP with starting state 2 and with probability \(p\) for the cyclic transition. Reward is 1 for the cyclic transition from state 2 to state 1 and 0 otherwise.
2.3.2 Maximum Likelihood Parameter Estimates and Sufficient Statistics

We start this section with a derivation of the maximum likelihood parameter estimates. After that we introduce a minimal sufficient statistics for MRPs and we show that this statistic equals the maximum likelihood estimates.

Maximum Likelihood Parameter Estimates

Let \( p_{ij} \) be the transition probability of state \( i \) to \( j \), \( p_i \) the probability to start in \( i \) and \( x \) a sample consisting of \( n \) iid state sequences \( x_1, \ldots, x_n \). The log-likelihood of the sample is

\[
\log P[x|p] = \sum_{k=1}^{n} \log P[x_k|p].
\]

The corresponding maximization problem is given by

\[
\max_{p_{ij}, p_i} \sum_{i=1}^{n} \log P[x_i|p_{ij}, p_i], \quad \text{s.t.:} \sum_{j \in S} p_{ij} = \sum_{j \in S} p_j = 1.
\]

The unique solution for \( p_{ij} \) and \( p_i \) (Lagrange multipliers) is given by

\[
p_{ij} = \frac{\mu_{ij}}{K_i} =: \bar{p}_{ij} \quad \text{and} \quad p_i = \frac{1}{n} (K_i - \sum_{j \in S} \mu_{ji}) =: \bar{p}_i,
\]

where \( K_i \) denotes the number of visits of state \( i \), \( \mu_{ij} \) the number of direct transitions from \( i \) to \( j \), \( \bar{p}_{ij} \) the estimate of the true transition probability \( p_{ij} \) and \( \bar{p}_i \) the estimate of the true starting probability \( p_i \).

Sufficient Statistics for the MRP Parameters

Information about a sample is typically available through a statistic \( S \) of the data (for example \( S = \sum_i x_i \), where \( x \) is a sample). A statistic which contains all information about a sample is called sufficient. Important properties of sufficient statistics are minimality and completeness. The minimal sufficient statistics is the sufficient statistic with the smallest dimension (typically the same dimension as the parameter space). Formally, suppose that a statistic \( S \) is sufficient for a parameter \( \theta \). Then \( S \) is minimally sufficient if \( S \) is a function of any other statistic \( T \) that is sufficient for \( \theta \). Formally, a statistic \( S \) is complete if \( \mathbb{E}_\theta[h(S)] = 0 \) for all \( \theta \) implies \( h = 0 \) almost surely. The theorem from Rao and Blackwell [75] states that for a complete and minimal sufficient statistics \( S \) and any unbiased estimator \( A \) of a parameter \( \theta \) the estimator \( \mathbb{E}[A|S] \) is the optimal unbiased estimator with respect to any convex loss function and hence the unbiased estimator with minimal MSE.

The maximum likelihood solution is a sufficient statistics for the MRP parameters. We demonstrate this with the help of the Fisher-Neyman factorization theorem [75]. It states that a statistic is sufficient if and only if the density \( f(x|\theta) \) can be factored into a product \( g(S, \theta)h(x) \). For an MRP we can factor
the density as needed by the Fisher-Neyman theorem \((h(x) = 1\) in our case),
\[
\mathbb{P}(x|p) = \prod_{i=1}^{n} \left( p_{x_i(1)} \prod_{j=2}^{L_i} p_{x_i(j-1)x_i(j)} \right) = \prod_{s \in S} p_{K_s} \left( \mu_{ss'} \right) \prod_{s,s' \in S} p_{K_s}^{\mu_{ss'}}^s,
\]
where \(x_i(j)\) is the \(j\)th state in the \(i\)th path, \(n\) the number of observed paths and \(L_i\) the length of the \(i\)th path. \(K_s\mu_{ss'}\) is sufficient for \(p_{ss'}\) and because sufficiency is sustained by one-to-one mappings \([75]\) this holds true also for \(\mu_{ss'}\). The sufficient statistics is \textit{minimal} because the maximum likelihood solution is unique \([75]\). The sufficient statistic is also \textit{complete} because the sample distribution induced by an acyclic MRP forms an \textit{exponential family} of distributions (Lemma 15, page 43). Due to \([51]\) any exponential family of distributions is complete.

### 2.3.3 Optimal Unbiased Value Estimator

The \textit{Rao-Blackwell theorem} \([75]\) states that for any unbiased estimator \(A\) the estimator \(\mathbb{E}[A|\mathcal{S}]\) is the optimal unbiased estimator, given \(\mathcal{S}\) is a minimal and complete sufficient statistic. For the case of value estimation this means that we can use any unbiased value estimator (e.g. the Monte Carlo estimator) and condition it with the statistic induced by the maximum likelihood parameter estimate to get the optimal unbiased value estimator.

**Theorem 2.** Let \(\bar{V}\) be the first-visit Monte-Carlo estimator and \(\mathcal{S}\) the sufficient and complete statistics for a given MRP. The estimator \(\mathbb{E}[\bar{V}|\mathcal{S}]\) is unbiased and the optimal unbiased estimator with respect to any convex loss function. Especially, it has minimal MSE.

From now on, we refer to the estimator \(\mathbb{E}[\bar{V}|\mathcal{S}]\) as the \textit{Minimum Variance Unbiased estimator (MVU)}. For a deterministic reward the estimator \(\mathbb{E}[\bar{V}|\mathcal{S}]\) is given by
\[
\mathbb{E}[\bar{V}|\mathcal{S}] = \frac{1}{|\Pi(\mathcal{S})|} \sum_{\pi \in \Pi(\mathcal{S})} \bar{V}(\pi),
\]
where \(\pi := (\pi_1, \ldots, \pi_i)\) denotes a vector of paths, \(\Pi(\mathcal{S})\) denotes the set of vectors of paths which are consistent with the observation \(\mathcal{S}\), \(|\cdot|\) is the size of a set and \(\bar{V}(\pi)\) is the MC estimate for the vector of paths \(\pi\). Essentially, \(\pi\) is an ordered set of paths and it is an element of \(\Pi(\mathcal{S})\) if it produces the observed transitions, starts and rewards. The MC estimate is simply the average value for the paths in \(\pi\). The estimator \(\mathbb{E}[\bar{V}|\mathcal{S}]\) is thus the average over all paths which could explain the (compressed) observed data \(\mathcal{S}\). As an example, take the two state MRP from Figure 2.3 (A). Assume that an agent starts twice in state 1, takes three times the cycle in the first run and once in the second. The paths which are consistent with this observation are:

\[
\Pi(\mathcal{S}) = \{((1,1,1,2),(1,2)),((1,1,1,2),(1,1,2)),((1,1,2),(1,1,1,2))\}.
\]

\(^1\)It is needed to use the minimal parameter set of the MRP to be formally correct. The minimal sufficient statistics excludes also one value \(\mu_{ss'}\), however the missing value is defined by the other \(\mu\)'s.
The MC estimator for the value of a state \( s \) does not consider paths which do not hit \( s \). On the contrary to that the conditioned estimator uses these paths. To see this, let us again take a look at the MRP from Figure 2.2 (A). Assume, that two paths were sampled: \((1, 2, 4)\) and \((2, 3)\). The MC value estimate for state one uses only the first path. Taking a look at

\[
\Pi(8) = \{(1, 2, 4), (2, 3), (1, 2, 4), (2, 3), (2, 4), (1, 2, 3)\},
\]

we see that the conditioned estimator uses the information.

Costs of Unbiasedness

The intuition that the MVU uses all paths is, however, not totally correct. Let us take a look at the optimal unbiased value estimator of state 1 of the MRP in Figure 2.3 (B) for \( \gamma = 1 \). Furthermore, assume that one run is made and that the path \((2, 1, 2, 3)\) is observed. No permutations of this path are possible and the estimate of state 1 is therefore the MC estimate of path \((1, 2, 3)\), which is 0. In general, if we make one run and we observe \( i \) transitions from state 2 to state 1, then the estimate is \((i - 1)\). I.e. we ignore the first transition. As a consequence, we have on average the following estimate:

\[
(1 - p) \sum_{i=1}^{\infty} (i - 1)p^i = p \frac{p}{1 - p} = pV_1.
\]

The term \( p \) is exactly the probability of the event \( \{N_1 \geq 1\} \) and the estimator is conditionally unbiased on this event. The intuition is, that the estimator needs to ignore the first transition to achieve (conditional) unbiasedness.

Hence, unbiasedness has its price. Another cost beside this loss in information is that the Bellman equation cannot be fulfilled. In Section 2.3.1 we started with estimators that fulfill the Bellman equation and we showed that the estimators are biased. Here, we have a concrete example of an unbiased estimator that does not fulfill the Bellman equation, as \( \bar{V}_1 = (i - 1) \neq i = \bar{V}_2 \). For this example this is counterintuitive as \( p_{12} = 1 \) and essentially no difference between the states exists in the undiscounted case.

Undiscounted MRPs

In the undiscounted case permutations of paths do not change the cumulated reward. For example, \( \sum_{i=1}^{n} R_{\pi(i)\pi(i+1)} = \sum_{i=1}^{n} R_{\pi(\sigma(i))\pi(\sigma(i)+1)} \), if \( \sigma \) is a permutation of \((1, \ldots, n)\), because the time at which a reward is observed is irrelevant. This invariance to permutations implies already a simple fact. We need the following criterion to state this fact:

**Criterion 3 (Full Information).** A state \( s \) has full information if, for every successor state \( s' \) of \( s \) and all paths \( \pi \), it holds that

\[
\pi(i) = s' \Rightarrow \exists j \text{ with } j < i \text{ and } \pi(j) = s.
\]

\( \pi(i) \) denotes the \( i \)th state in the path.

Let \( \pi \) be a vector of paths following the first visit of state \( s \) that are consistent with the observations. \( \bar{V}(\pi) \) is then given by \((1/|\pi|) \sum_i \sum_j R_{i,j+1}^{(i)}\), where \(|\pi|\)
is the number of paths contained in $\pi$ and $R_{jj+1}^{(i)}$ is the observed reward in path $i$ at position $j$. Rearranging the path does not change the sum and the normalizing term. Therefore each consistent path results in the same first-visit MC estimate and the MVU equals the first-visit MC estimator.

**Corollary 4.** Let $\bar{V}$ be the first-visit MC estimator and let the value function be undiscounted. If the Full Information Criterion applies to a state $s$, then

$$E[\bar{V}_s|S]=\bar{V}_s.$$ 

The undiscounted setting allows alternative representations of the optimal estimator. As an example, suppose we observed one path $\pi := (1, 1, 1, 2)$ with reward $R(\pi) = 2R_{11} + 1R_{12}$. The optimal estimator is given by $R(\pi)$. alternative representation of the estimator can be constructed by splitting the path in two: $\{\pi_1 := (1, 1, 2), \pi_2 := (1, 1, 1, 1, 1, 2)\}$ with reward $R(\pi_1) = (1R_{11} + 1R_{12})$ and $R(\pi_2) = (3R_{11} + 1R_{12})$ and with $P(\pi_1) + P(\pi_2) = 1$, e.g. "$\frac{1}{2}((1, 1, 2) + (1, 1, 1, 1, 2)) = (1, 1, 1, 2)$". More generally, the optimal unbiased estimator for this MRP can be represented as

$$\sum_j w_j (jR_{11} + R_{12}),$$

given $\sum_j w_j = 1$ and $\sum_j jw_j = i$, where $i$ denotes the number of times the transition $1 \rightarrow 1$ has been observed (in the example $i = 2$). We come back to this representation in the discussion of the ML estimator.

### Convergence

Intuitively, the estimator should converge because MC converges in $L^1$ and almost surely. Furthermore, conditioning reduces norm-induced distances to the true value. This is already enough to follow $L^1$ convergence but the almost sure convergence is not induced by a norm. We therefore refer to an integral convergence theorem which allows us to follow a.s. from $L^1$ convergence under weak assumptions. Details are given in Appendix 2.B.3.

**Theorem 5 (p. 44).** $E[V|S]$ converges on average and almost surely to the true value.

A MVU algorithm can be constructed using Equation 2.7. However, the algorithm needs to iterate through all possible paths and therefore has an exponential computation time.

### 2.3.4 Least-Squares Temporal Difference Learning

In this section we discuss the relation of the MVU to the LSTD estimator. The LSTD estimator was introduced by [19] and extensively analyzed in [17] and [18]. Empirical studies showed that LSTD often outperforms massively TD and MC with respect to convergence speed per sample size. In this section we support these empirical findings by showing that the LSTD estimator is equivalent to the MVU for acyclic MRPs and closely related to the MVU for undiscounted MRPs. We derive our statements not directly for LSTD, but for the maximum likelihood value estimator (ML) which is equivalent to LSTD.
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The estimator is briefly sketched in [77], where it is also shown that batch TD(0) is in the limit equivalent to the ML estimator. The estimator is also implicitly used in the certainty-equivalence approach, where a maximum likelihood estimate of the MDP is used for optimization.

**Maximum Likelihood Estimator**

The ML value estimator is given by \( V(\bar{P}, \bar{r}) \), where \( \bar{P} := (\bar{p}_{ij}) \) is the maximum likelihood estimate of the transition matrix and \( \bar{r} \) is the vector of the maximum likelihood estimates of the expected one step reward. Hence, the ML value estimator is given by:

\[
\bar{V} = \sum_{i=0}^{\infty} \gamma^i \bar{P}^i \bar{r} = (I - \gamma \bar{P})^{-1} \bar{r},
\]

(2.9)

whereas the Moore-Penrose pseudoinverse is used if \( \bar{P} \) is singular (e.g. too few samples).

**Acyclic MRPs**

If an estimator is a function of the sufficient statistic (e.g. \( A = f(S) \)) then the conditional estimator is equal to the original estimator, \( A = \mathbb{E}[A|S] \). If the estimator \( A \) is also unbiased then it is due to the Rao-Blackwell theorem the optimal unbiased estimator. The defined maximum likelihood estimator is a function of a minimal and complete sufficient statistic. It is unbiased in the acyclic case and therefore equivalent to the MVU.

**Theorem 6** (p. 45). *The ML estimator is unbiased if the MRP is acyclic.*

**Corollary 7.** *The ML estimator is equivalent to the MVU if the MRP is acyclic.*

**Undiscounted MRPs**

In the cyclic case the class of unbiased estimators is separated from the set of estimators that fulfill the Bellman equation if \( \gamma < 1 \) or the normalization effect of Section 2.3.1 applies. In this section we argue that these are essentially the only factors that separate the classes. In particular, if the Full Information Criterion holds for a state \( i \), then the normalization \( \{N_i \geq 1\} \) applies to all successor states of state \( i \) and no successor state got estimates if the event \( \{N_i = 0\} \) occurs. Thus, if this Criterion holds for a state then the normalization problem does not occur. And actually in this case estimators that fulfill the Bellman equation can be unbiased for state \( i \). In particular, the ML estimator is, in this case, unbiased and equivalent to the MVU. This can be shown by using Theorem 5 from [69], which states that the ML estimator equals the first-visit MC estimator if the Full Information Criterion holds. Furthermore, in this case the first-visit MC estimator is equivalent to the MVU (Corollary 4).

**Corollary 8.** *The ML estimator of a state \( i \) is unbiased and equivalent to the MVU if the Full Information Criterion applies to state \( i \) and an undiscounted MRP is given.*

We analyze this effect using a simple MRP.
**Cyclic MRP - Unbiased**  The value of state 1 for the MRP in Figure 2.3 (A) and $\gamma = 1$ is $V_1 = (1 - p) \sum_{i=0}^{\infty} i p^i$. The ML estimate for state 1 given a sample of $n$ paths is

$$
\hat{V}_1 = \left(1 - \frac{k}{k+n}\right) \sum_{i=0}^{\infty} i \left(\frac{k}{k+n}\right)^i = \left(1 - \frac{k}{k+n}\right) \frac{k/(k+n)}{(1 - k/(k+n))^2} = \frac{k}{n},
$$

where $k$ is the number of taken cycles (summed over all observed paths). Therefore

$$
\mathbb{E}[\hat{V}_1] = (1 - p) \sum_{i=0}^{\infty} \hat{V}(i)p^i = V_1,
$$

where $\hat{V}(i)$ denotes the ML estimate if the cyclic connection has been taken $i$ times. Hence, the ML estimator is unbiased. This point is interesting as in general nonlinear transformations of unbiased parameter estimates produce biased estimators, as

$$
\mathbb{E}[f(\hat{\theta})] = V = f(\theta) = f(\mathbb{E}[\hat{\theta}])
$$

essentially means that $f$ is a linear transformation. However, in our example the estimator $\hat{\theta}$ is actually not unbiased. For $n = 1$:

$$
\mathbb{E} \left[ \frac{k}{k+1} \right] = (1 - p) \sum_{k=0}^{\infty} \frac{k}{k+1} p^k < (1 - p) \sum_{k=1}^{\infty} p^k = (1 - p) \sum_{k=0}^{\infty} p^{k+1} = p.
$$

The parameter is underestimated on average. The reason for this lies in the dependency between the visits of state 1. For a fixed number of visits, respectively for iid observations the parameter estimate would be unbiased. The relation between these two estimation settings is very similar to the first-visit and every-visit MC setting. The first-visit MC estimator is unbiased because it uses only one observation per path while the every-visit MC estimator is biased. In our case, the effect is particularly paradox as for the iid case the value estimator is biased.

The MVU estimate for this MRP is also $\frac{k}{n}$. This can be seen in the following way. Let $u$ be the number of ways how $k$ can be split onto $n$-paths. For each split the summed reward is $k$ and the MC estimate is therefore $\frac{k}{n}$. Hence, the MVU is $\frac{uk/n}{u} = \frac{k}{n}$. Thus the MVU is equivalent to the ML and to the MC estimator. The reason for the equivalence of the MVU and the ML estimator is the unbiasedness of ML. The MC estimator equals the MVU as the Full Information Criterion and Corollary 4 apply. Intuitively, the ML estimator equals the MVU for this MRP because ML fulfills Equation 2.8 with $w_j = (1 - \bar{p})\bar{p}^j$ (for simplicity $n = 1$). In other words, the ML estimator is an alternative representation of the MVU.

**Relation to the MVU**

The ML estimator differs from the MVU because it uses paths that are inconsistent with the observation 8. For example, given the MRP from Figure 2.3 (A) and the observation $\{1, 1, 1, 2\}$. The set of paths consistent with this observation is again $\{(1, 1, 1, 2)\}$. The ML estimator on the other hand uses the following set of paths:

$$
\{(1, 2), (1, 1, 2), (1, 1, 1, 2), (1, 1, 1, 1, 2), \ldots \}.
$$
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This, however, does not mean that the ML estimator is worse than the MVU. The ML estimator is also a function of the sufficient statistics, it is just not unbiased. To demonstrate this, we present two examples based on the MRP from Figure 2.3 (A) in Appendix 2.B.5 (p. 45). One for which the MVU is superior and one where the ML estimator is superior.

The LSTD Estimator

The LSTD algorithm computes analytically the parameters which minimize the empirical quadratic error for the case of a linear system. [19] showed that the resulting algorithm converges almost surely to the true value. In [17] a further characterization of the least-squares solution is given. This turns out to be useful to establish the relation to the ML value estimator. According to this characterization, the LSTD estimate $\bar{V}$ is the unique solution of the Bellman equation, i.e.

$$\bar{V} = \bar{r} + \gamma \bar{P} \bar{V}, \tag{2.10}$$

where $\bar{r}$ is the sample mean estimate of the reward and $\bar{P}$ is the maximum likelihood estimate of the transition matrix.

Comparing Equation 2.10 with Equation 2.9 of the ML estimator it becomes obvious that both are equivalent if the sample mean estimate of the reward equals the maximum likelihood estimate.

Corollary 9. The ML value estimator is equivalent to LSTD.

2.3.5 Monte Carlo Estimation

We first summarize Theorem 5 from [69] and Corollary 4 from p. 25:

**Corollary 10.** The (first-visit) MC estimator of a state $i$ is equivalent to the MVU and to the ML estimator if the Full Information Criterion applies to state $i$ and an undiscounted MRP is given.

Essentially, the corollary tells us that in the undiscounted case it is only the “amount” of information that makes the difference between the MC estimator and the MVU, respectively the ML estimator. Amount of information refers here to the observed paths. If MC observes every path then the estimators are equivalent.

From a different point of view this tells us that in the undiscounted case the MRP structure is only useful for passing information between states, but yields no advantage beyond that.

Discounted MRPs

In the discounted cyclic case the MC estimator differs from the ML and the MVU estimator. It differs from ML because ML is biased. The MC estimator is equivalent to the MVU in the undiscounted case because the order in which the reward is presented is irrelevant. That means the time at which a cycle occurs is irrelevant. In the discounted case this is not true anymore. Consider again the MRP from Figure 2.3 (A) with the following two paths $\pi = ((1, 1, 1, 2), (1, 2))$. The MC estimate is $1/2((1 + \gamma) + 0)$. The set of paths consistent with this observation is $\Pi(S) = \{(1, 1, 1, 2), (1, 2), (1, 1, 2), (1, 2), (1, 1, 1, 2)\}$. 
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Hence, the MVU uses the cycle \((1, 1, 2)\) besides the observed ones. The MVU estimate is \[\frac{1}{3}((1 + \gamma)/2 + 2/2 + (1 + \gamma)/2) = 1/3(2 + \gamma).\] Both terms are equivalent if and only if \(\gamma = 1\). For this example the Full Information Criterion applies.

Similarly, for acyclic MRPs the MC estimator is different from the ML/MVU estimator if \(\gamma < 1\). Consider a 5 state MRP with the following observed paths: \(((1, 3, 4), (1, 2, 3, 5))\), a reward of +1 for 3 \(\rightarrow\) 4 and −1 for 3 \(\rightarrow\) 5. The ML estimate is \((1/4\gamma^2 + 1/4\gamma)(1 - 1) = 0\), while the MC estimate is \(1/2(-\gamma^2 + \gamma)\) which is 0 if and only if \(\gamma = 1\). Again the Full Information Criterion applies.

2.3.6 Temporal Difference Learning

One would like to establish inequalities between the estimation error of TD and the error of other estimators like the MVU or the ML estimator. For the acyclic case TD(\(\lambda\)) is essentially unbiased and the MVU and the ML estimator are superior to TD. However, for the cyclic case the analyzes is not straightforward, as TD(\(\lambda\)) is biased for \(\lambda < 1\) and does not fulfill the Bellman equation. So TD is in a sense neither in the estimator class of the MVU nor of the ML estimator and conditioning with a sufficient statistics does not project TD to either of these estimators.

The bias of TD can be verified with the MRP from Figure 2.3 (A). I.e. for the case of TD(0), a learning rate of \(\alpha_j = 1/j\), \(\gamma = 1\) and of one path, the value estimate for state 0 is \(i/(i + 1)\sum_{j=1}^{i} 1/j\) if \(i\) cyclic transitions have been observed. The estimate should on average equal \(i\) to be unbiased. However, for \(i > 0\) it is strictly smaller than \(i\).

While our tools are not usable to establish inferiority of TD, we can still interpret the weaknesses of TD with it. In the following we focus on the TD(0) update rule.

Weighting of Examples and Conditioning

We have seen in Section 2.2.4 that a weakness of TD(0) is that not all of the examples are weighted equally. In particular Equation 2.2 on page 15 suggests that no observation should be preferred over another. Intuitively, conditioning suggests so too: For an acyclic MRP TD(0) can be written as \(\bar{V}_i = \hat{p}_{ij}(R_{ij} + \gamma \bar{V}_j)\), whereas \(\hat{p}_{ij}\) differs from the maximum likelihood parameter estimates \(\bar{p}_{ij}\) due to the weighting. Generally, conditioning with a sufficient statistics permutes the order of the observations and resolves the weighting problem. Therefore, one would assume that conditioning with the element \(\hat{p}_{ij}\) of the sufficient statistics changes \(\bar{V}_i\) to \(\bar{p}_{ij}(R_{ij} + \gamma \bar{V}_j)\). As conditioning improves the estimate, the new estimator would be superior to TD(0). However, conditioning with just a single element \(\hat{p}_{ij}\) must not modify the estimator at all, as the original path might be reconstructed from the other observations. E.g. if one observes a transition 1 \(\rightarrow\) 2 and 2 \(\rightarrow\) 3, with 2 \(\rightarrow\) 3 being the only path from state 2 to state 3, then it is enough to know that transition 1 \(\rightarrow\) 2 occurred and state 3 was visited.

Despite these technical problems, the superiority of \(\bar{p}_{ij}\) over \(\hat{p}_{ij}\) and the weighting problem are reflected in the contraction properties of TD(0). Due to [77] TD(0) contracts towards the ML solution. Yet, the contraction is slow compared to the case where each example is weighted equally.
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Weighting of Examples and Contraction Factor

We continue with another look at the familiar ML equation: \( \bar{V} = \bar{r} + \gamma \bar{P} \bar{V} =: \bar{T} \bar{V} \). If the matrix \( \bar{P} \) is of full rank then the ML estimate is the sole fixed point of the Bellman operator \( \bar{T} \). The ML estimate can be gained by solving the equation, i.e. starting with an initial guess \( \bar{V}^{(0)} \) and iterating the equation, i.e. \( \bar{V}(n) = \bar{T} \bar{V}(n-1) \). Convergence to the ML solution is guaranteed by the Banach Fixed Point Theorem, because \( \bar{T} \) is a contraction. The contraction factor is upper bounded by \( \gamma \| \bar{P} \| \leq \gamma \), where \( \| \cdot \| \) denotes in the following the operator norm. The bound can be improved by using better suited norms (e.g. [15]). Hence, for \( n \) updates the distance to the ML solution is reduced by a factor of at least \( \gamma^n \).

Applying the TD(0) update (Eq. 2.3) to the complete value estimate \( \bar{V} \) using \( \bar{P} \) and a learning rate of \( 1/n \) results in

\[
\bar{V}^{(n)} = \bar{V}^{(n-1)} + \frac{1}{n} \left( \bar{r} + \gamma \bar{P} \bar{V}^{(n-1)} - \bar{V}^{(n-1)} \right) = \frac{n-1}{n} \bar{V}^{(n-1)} + \frac{1}{n} \bar{T} \bar{V}^{(n-1)} =: \bar{S}^{(n)} \bar{V}^{(n-1)}.
\]

In this equation the weighting problem becomes apparent: The contraction \( \bar{T} \) affects only a part of the estimate. Yet, the operators \( \bar{S}^{(n)} \) are still contractions. For \( \bar{V} \) and \( \bar{W} \):

\[
\| \bar{S}^{(n)} \bar{V} - \bar{S}^{(n)} \bar{W} \| \leq \frac{n-1}{n} \| \bar{V} - \bar{W} \| + \frac{1}{n} \| \bar{T} \| \| \bar{V} - \bar{W} \| \leq \frac{n-1 + \gamma}{n} \| \bar{V} - \bar{W} \|.
\]

The contraction coefficient is therefore at least \( \frac{n-1 + \gamma}{n} \). The ML solution (in the following \( \bar{V} \)) is a fixed point for the \( \bar{S}^{(i)} \) and for \( n \) iterations the distance is bounded by

\[
\| \bar{S}^{(n)} \ldots \bar{S}^{(1)} \bar{V}^{(0)} - \bar{V} \| \leq \prod_{i=0}^{n-1} \left( i + \gamma \right) \| \bar{V}^{(0)} - \bar{V} \|.
\]

The smaller \( \gamma \) the faster the contraction. Yet, even in the limit the contraction is much slower than the contraction with the ML fixed point iteration, i.e. for \( \gamma = 0 \) the distance decreases at least with \( 1/n \) while for the ML fixed point iteration it decreases with \( \gamma^n \). For \( \gamma = 0.1 \) and two applications of the Bellman operator the contraction is at least \( \gamma^2 = 1/100 \) and it needs 100 iterations with the TD(0) equation to reach the same distance.

TD(0) is applied only to the current state and not to the full value vector. The same can be done with the ML fixed point iteration, i.e. \( \bar{V}_i = \hat{p}_{ij} (\bar{R}_{ij} + \gamma \bar{V}_j) \).

We analyze the contraction properties of this estimator in the empirical part and we refer to the estimator as the iterative Maximum Likelihood (iML) estimator. The costs of the algorithm are slightly higher than the TD(0) costs: \( O(|\mathbb{S}|) \) (time) and \( O(|\mathbb{S}|^2) \) (space).

The restriction to the current path does not affect the convergence, i.e. the restricted iteration converges to the ML solution. Intuitively, the convergence is still guaranteed, as a contraction of \( \gamma \) is achieved by visiting each state once and because each state is visited infinitely often. Using that idea the following Theorem can be proved:
2.4. COMPARISON OF ESTIMATORS: EXPERIMENTS

**Theorem 11.** iML is unbiased for acyclic MRPs, converges on average and almost surely to the true value.

We use this algorithm only for the analysis and we therefore omit the proof.

### 2.4 Comparison of Estimators: Experiments

In this section we make an empirical comparison of the estimators. We start with a comparison using acyclic MRPs. For this case the ML estimator equals the MVU and the MVU solution can be efficiently computed. This allows us to make a reasonable comparison of the MVU/ML estimator with other estimators.

In a second set of experiments we compare the MVU with the ML estimator using a very simple cyclic MRP. In a final set of experiments we compare the contraction properties of iML and TD(0).

We start with a table that summarizes the properties of the different estimators. The row **Optimal** refers to the class of unbiased estimators and to convex loss functions. The statement that ML is unbiased if the Full Information Criterion is fulfilled and $\gamma = 1$ applies state wise. I.e. for a cyclic MRP there will exist a state for which the ML estimator is biased. However, if the Full Information Criterion applies to a state, then the ML estimator for this state is unbiased.

<table>
<thead>
<tr>
<th>Estimator</th>
<th>MVU</th>
<th>ML/LSTD</th>
<th>TD($\lambda$)</th>
<th>(First-visit)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Convergence</td>
<td></td>
<td></td>
<td>MC</td>
</tr>
<tr>
<td></td>
<td>a.s., $L^1$</td>
<td>a.s., $L^1$</td>
<td>a.s., $L^1$</td>
<td>a.s., $L^1$</td>
</tr>
<tr>
<td>Cost (Time)</td>
<td>exp?</td>
<td>O(</td>
<td>$S</td>
<td>^4)</td>
</tr>
<tr>
<td>Cost (Space)</td>
<td></td>
<td></td>
<td></td>
<td>O(</td>
</tr>
<tr>
<td>Unbiased</td>
<td>√</td>
<td>Acyclic or Cr. 3 and $\gamma = 1$</td>
<td>Acyclic (minor ch.)</td>
<td>√</td>
</tr>
<tr>
<td>Bellman</td>
<td>Acyclic</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal</td>
<td>Acyclic</td>
<td>Acyclic or Cr. 3 and $\gamma = 1$</td>
<td>Cr. 3 and $\gamma = 1$</td>
<td></td>
</tr>
</tbody>
</table>

#### 2.4.1 Acyclic MRPs

We performed three experiments for analyzing the estimators. In the first experiment we measured the MSE in dependence to the number of observed paths. In the second experiment we analyzed how the MRP structure affects the estimation performance. As we can see from Corollary 4 the performance difference between "MDP" based estimators such as TD or ML and model free estimators like MC depends on the ratio between the number of sequences hitting a state $s$ itself and the number of sequences entering the subgraph of successor states without hitting $s$. We varied this ratio in the second experiment and measured the MSE. The third experiment was constructed to analyze the practical usefulness of the different estimators. We measured the MSE in relation to the calculation time.

**Basic Experimental Setup** We generated randomly acyclic MRPs for the experiments. The generation process was the following: We started by defining a state $s$ for which we want to estimate the value. Then we generated randomly a graph of successor states. We used different layers with a random number
of states in each layer. Connections were only allowed between adjacent layers. Given these constraints, the transition matrix was generated randomly (uniform distribution). For the different experiments, a specific number of starts in state $s$ was defined. Beside that, a number of starts in other states were defined. Starting states were all states in the first layers (typically the first 4). Other layers which were further apart from $s$ were omitted as paths starting in these contribute few to the estimate, but consume computation time. The distribution over the starting states was chosen to be uniform. Finally, we randomly defined rewards for the different transitions (between 0 and 1), while a small percentage (1 to 5 percent) got a high reward (reward 1000). Beside the reward definition, this class of MRPs contains a wide range of acyclic MRPs. We tested the performance (empirical MSE) of the ML, iML, MC and TD estimators. For the first two experiments the simulations were repeated 300 000 times for each parameter setting. We splitted these runs into 30 blocks with 10 000 examples each and calculated the mean and standard deviation for these. In the third experiment we only calculated the mean using 10 000 examples. We used the modified TD(0) version which is unbiased with a learning rate of $1/i$ for each state. The ML solution was computed at the end and not at each run. This means no intermediate estimates were available, which can be a drawback. We also calculated the standard TD(0) estimates. The difference to the modified TD(0) version is marginal and therefore we did not include the results in the plots.

![Figure 2.4: MSE of ML, iML, TD(0) and MC in relation to the number of observed paths. The state space consisted of 10 layers with 20 states per layer.](image-url)
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Experiment 1: MSE in Relation to the Number of Observed Paths

In the first experiment, we analyzed the effect of the number of observed paths given a fixed rate of \( p_s = 0.2 \) for starts in state \( s \). The starting probability for state \( s \) is high and beneficial to MC (The effect of \( p_s \) is analyzed in the second experiment). Apart from ML, all three estimators perform quite similarly with a small advantage for iML and MC (Figure 2.4). ML is even for few paths strongly superior and the estimate is already good for 10 paths. Note that, due to the scale the improvement of ML is hard to observe.

Experiment 2: MSE in Relation to the Starting Probability

![Graph showing MSE in relation to Extra Paths](image)

Figure 2.5: MSE of ML, iML, TD(0) and MC in relation to the starting probability of the estimated state. The state space consisted of 10 layers with 20 states per layer.

In the second experiment we tested how strongly the different estimators use the Markov structure. To do so, we varied the ratio of starts in state \( s \) (the estimator state) to starts in the subgraph. The paths which start in the subgraph can only improve the estimation quality of state \( s \) if the Markov structure is used. Figure 2.5 shows the results of the simulations. The \( x \)-axis gives the number of starts in the subgraph while the number of starts in state \( s \) was set to 10. We increased the number exponentially. The exponential factor is printed on the \( x \)-axis. \( x = 0 \) is equivalent to always start in \( s \). One can see that the MC and ML estimator are equivalent if in each run the path starts in \( s \). Further, for this case MC outperforms TD due to the weighting problem of TD (Section 2.3.6). Finally, TD, iML and ML make a strong use of paths which does not visit state \( s \) itself. Therefore, TD becomes superior to MC for a higher number of paths. The initial plateau for the TD estimator appeared
in the modified and the standard version. We assume that it is an effect of the one step error propagation of TD(0). For the one step error propagation a path starting in a state $s'$ in the $i$th layer can only improve the estimate if $i$ paths are observed that span the gap between $s$ and $s'$. The probability of such an event is initially very small but increases with more paths.

**Experiment 3: MSE in Relation to Calculation Time**

![Figure 2.6: MSE in relation to the computation time of the ML, iML, TD(0) and MC estimator. The left plot shows pure computation time (we excluded computation time for MRP calculations like state changes). In the right plot, an extra factor for each observed path is included (one second per path). The state space consisted of 10 layers with 20 states per layer. We tracked for a given number of paths (ML: 10-50, iML, TD(0), MC: 10-1000) the MSE and the computation time. The plot was constructed with the mean values for every number of paths.](image)

In many practical cases the convergence speed per sample is not the important measure. It is the convergence speed per time that is important. The time needed for reaching a specific MSE level consists of the MSE for a given number of paths, the costs to calculate the estimate from the sample, and the costs for generating the paths. We constructed an experiment to evaluate this relation (Figure 2.6). We first tested which estimator is superior if only the pure estimator computation time is regarded (left part). For this specific MRP the MC estimator converges fastest in dependence of time. The rate for starts in state $s'$ was 0.2, which is an advantage for MC. The ratio will typically be much lower. The other three estimators seem to be more or less equivalent. In the second plot a constant cost of 1 was introduced for each path. Through this the pure computation time becomes less important while the needed number of paths for reaching a specific MSE level becomes relevant. As ML needs only very few paths, it becomes superior to the other estimators. Further, iML catches up on MC. For higher costs the estimators will be drawn further apart from ML (indicated by the arrow). The simulations suggest that MC or TD (dependent on the MRP) are a good choice if the path costs are low. For higher costs ML and iML are alternatives.
2.4.2 Cyclic MRPs: MVU - ML Comparison

Figure 2.7: A: The plot shows the difference in MSE between the ML estimator and the MVU (MSE(ML) - MSE(MVU)) for 10 paths and different values of $\gamma$ and $p$. In the top right part the MVU is superior and in the remaining part the ML estimator. B: The plot shows the MSE of the ML, the MVU and the MC estimator and the bias of ML in dependence of the number of paths for $p = \gamma = 0.9$. 30 000 samples were used for the mean and the standard deviation (30 blocks with 1000 examples).

Calculating the MVU is infeasible without some algebraic rearrangements. Yet, the algebraic rearrangements get tricky, even for simple MDPs. Therefore restrict the comparison of the MVU and the ML estimator to the simplest possible cyclic MDP, i.e. the MDP from Figure 2.3 (A). The MC and ML value estimates are

\[
\frac{1}{n} \sum_{u=1}^{n} \sum_{j=0}^{i_u} \gamma^j u = \frac{1}{1 - \gamma} - \frac{1}{n} \sum_{u=1}^{n} \frac{\gamma^{i_u+1}}{1 - \gamma} \quad \text{and}
\]

\[
(1 - \bar{p}) \sum_{i=0}^{\infty} \frac{1 - \gamma + 1}{1 - \gamma} \bar{p}^i = \frac{1}{1 - \gamma} - \frac{\gamma}{1 - \gamma} \frac{1 - \bar{p}}{1 - \gamma \bar{p}},
\]

where $i_u$ denotes the number of times the cycle has been taken in run $u$. The MVU sums the MC estimates over all consistent sets, i.e. over all vectors $(k_1, \ldots, k_n)$ which fulfill $\sum_{u=1}^{n} k_u = s := \sum_{u=1}^{n} i_u$. With the normalization $N$ being the size of this set the MVU is

\[
\frac{1}{nN} \sum_{(k_1, \ldots, k_n) = s} MC(k_1) + \ldots + MC(k_n)
\]

\[
= \frac{1}{nN} \sum_{k_1=0}^{s-1} \ldots \sum_{k_{n-1} = 0}^{s-k_1-1} MC(k_1) + \ldots + MC(k_n).
\]

The number of times $k_u$ takes a value $j$ is independent of $u$, i.e. $MC(k_1)$ appears equally often as $MC(k_n)$ if $k_1 = k_n$. Therefore, it is enough to consider $MC(k_1)$.
and the MVU is
\[
\frac{1}{N} \sum_{k_1=0}^{s} MC(k_1) \sum_{k_2=0}^{s-k_1} \ldots \sum_{k_{n-1}=0}^{s-k_1 \ldots -k_{n-2}} 1 =: \frac{1}{N} \sum_{k_1=0}^{s} MC(k_1) \mathcal{C}(k_1).
\]

Finally, the coefficient is \( \mathcal{C}(k_1) = \left( s + n - 2 - k_1 \right) \) and the normalization is \( N = \binom{s + n - 1}{n - 2} \). The derivation can be done in the following way. First, observe that \( 1 = \binom{k_1}{0} \). Then, that \( \sum_{k_{n-1}=0}^{s-k_1 \ldots -k_{n-2}} \binom{k_n}{0} = \left( 1 + \binom{s-k_1 \ldots -k_{n-2}}{1} \right) \) (e.g. rule 9 in [3] on page 13). And finally that
\[
\sum_{k_{n-2}=0}^{s-k_1 \ldots -k_{n-3}} \left( 1 + \binom{s-k_1 \ldots -k_{n-2}}{1} \right) = \sum_{k_{n-2}=0}^{s-k_1 \ldots -k_{n-3}} \left( 1 + k_{n-2} \right).
\]

Iterating these steps derives the normalization and the coefficients. In summary the MVU is given by
\[
\frac{1}{1 - \gamma} - \frac{1}{(1 - \gamma) \binom{s + n - 1}{n - 2}} \sum_{i=0}^{s} \binom{s + n - 2 - i}{n - 2} \gamma^i.
\] (2.11)

We compared the MVU with the ML estimator in two experiments. The results are shown in Figure 2.7. One can observe in Figure 2.7 (A) that high probabilities for cycles are beneficial for ML and that the discount which is most beneficial to ML depends on the probability for the cycle. We have seen in Section 2.3.4 that the Bellman equation enforces the estimator to use all cycle times from 0 to \( \infty \) and thus in a sense “overestimates” the effect of the cycle. Furthermore, the probability for the cycle is underestimated by ML, i.e. \( \mathbb{E}[\bar{p}] < p \) (Section 2.3.4), which can be seen as a correction for the “overestimate”. The parameter estimate is independent of the true probability and the discount. Therefore, a parameter must exist which is most beneficial for ML, i.e. ML is biased towards this parameter. The experiment suggests that the most beneficial parameter \( p \) is close to 1, meaning that ML is biased to systems with high probabilities for cycles.

In Figure 2.7 (B) the results of the second experiment are shown. In this experiment \( \gamma = p = 0.9 \) and the number of paths is varied. One can observe that the difference between the ML and the MVU estimator is marginal in comparison to the difference to the MC estimator. Furthermore, the bias of ML approaches quickly to 0 and the MVU and the ML estimator become even more similar.

2.4.3 Contraction: ML, iML and TD(0)

In a final set of experiments we compared the contraction factor of different operators. We generated randomly transition matrices for a state space size of 100 and applied the different operators. The results are shown in Figure 2.8. The left plot shows the results for the usual Bellman operator and the bound for different discount values. In the middle the TD(0) update equation is used and in the right plot the Bellman operator is applied state wise, whereas the state is chosen randomly from different priors. The prior probabilities for states \( 1, \ldots, n := |\mathcal{S}| \) are given by: \( p_1 = (1 - c)m, p_2 = (1 - c + 1/(n - 1))m, \ldots, p_n = \)
2.5 Summary

In this work we derived the MVU and compared it to different value estimators. In particular, we analyzed the relation between the MVU and the ML estimator. It turned out that the relation between these estimators is directly linked to the relation between the class of unbiased estimators and estimators that fulfill the Bellman equation. If the ML estimator is unbiased then it is equivalent to the

\[(1 + c)m,\] where \(m = 1/n\) (mean) and \(c\) denotes the deviation from the uniform prior. If \(c = 0\) then we got a uniform distribution. If \(c = 0.1\) then \(p_1 = 0.9m, p_2 = (0.9 + 1/(n-1))m, \ldots, p_n = 1.1m\).

While we were not able to proof that TD is in general inferior to ML, respectively to iML the plots suggest this to be the case for typical MRPs. Especially, the contraction of TD (middle plot) to the ML solution is magnitudes slower than the contraction using the Bellman operator. The state-wise update reduces the contraction speed further. The right plot shows the difference between the fixed point iteration and the state-wise update with the Bellman operator (corresponding to iML). The contraction factor of the state-wise update depends crucially on the distribution of visits of the different states. At best (i.e. uniform distribution over the states) the contraction is about \(|S|\)-times slower than the contraction with the Bellman operator applied to the full state vector.

Figure 2.8: The three plots show the contraction rate of different operators to the ML solution. The \(x\)-axis denotes the number of applications of the operators and the \(y\)-axis shows the distance to the ML solution. The left and the center plot are normed with the initial distance (before the first application). **Left:** The Bellman operator is used. The discount \(\gamma\) varies from 0.3 to 0.9. For each discount value the empirical distance and the bound (dotted line) is plotted. **Center:** Same setting as in the left plot but with the “TD(0)” operator. **Right:** In this plot \(\gamma = 0.9\). The ML curve corresponds again to the Bellman operator. For the other three curves only single states are updated with the Bellman operator, whereas the states which are updated are chosen randomly. The percent values denote the deviation from the uniform prior for the states (0% means uniform). For the single state curves not one update was performed per iteration but \(|S|\) many.
MVU and more generally the difference between the estimators depends on the bias of ML. This relation is interesting, in particular as the estimators are based onto two very different algorithms and proving equivalence using combinatorial arguments is a challenging task. Furthermore, we demonstrated in this work that the MC estimator is equivalent to the MVU in the undiscounted case if both estimators got the same amount of information. The relation to TD is harder to characterize. TD is essentially unbiased in the acyclic case and therefore inferior to the MVU and the ML estimator in this case. In the cyclic case TD is biased and our tools are not applicable.

We want to conclude the section with open problems. Possibly, the most interesting problem is the derivation of an efficient MVU algorithm. The combinatorial problems that must be solved appear to be formidable. Therefore, it is astonishing that in the undiscounted case the calculation essentially boils down to calculating the ML estimate. In particular, the exponential runtime of a brute force MVU algorithm which is intractable even for simple MRPs decreases in this case to an \(O(n^3)\) factor. This efficiency is mainly due to the irrelevance of the time at which a reward is observed. In the discounted case the time of an observation matters and the algorithmical difficulties increase considerably. Instead of the full geometric series of ML with arbitrary long paths it seems to be needed to make a cutoff at a maximum number of cycles, i.e. replacing \((I - \gamma P)^{-1}\) with something like \((I - \gamma P_s)(I - \gamma P)^{-1}\). Yet, Equation 2.11 shows that a weighting factor is associated with each time step and the MVU equation is not that simple.

Another interesting question concerns the bias of the ML estimator. We showed that the normalizations \(\{N_i \geq 1\}\) are the reason for the bias. Furthermore, if the Full Information Criterion applies then the normalization problem is not present and we used a theorem from [69] to deduce unbiasedness of ML for this case. Yet, there seems to be a deeper reason for the unbiasedness of the ML estimator and the theorem from [69] appears to be an implication from this and from Corollary 4 (MVU=MC).

2.5.1 Discussion

In the discussion section we address two questions: (1) What is the convergence speed of the MVU? (2) Which estimator is to be preferred in which setting? In this section the emphasis is put onto gaining intuition and not on mathematical rigor.

**Convergence Speed** We are interested in the MSE and in the small deviation probability of the MVU. First, let us state the variance and the Bernstein inequality (e.g. [54]) for the first-visit MC estimator with \(n\) paths available for estimation:

\[
\mathbb{V}[\bar{V}(n)] = \text{MSE}[\bar{V}(n)] = \frac{1}{n} \mathbb{V}[R] \quad \text{and}
\]

\[
\mathbb{P}(|\bar{V}(n) - V| \geq \epsilon) \leq 2 \exp\left(-\frac{\epsilon^2 n}{2 \mathbb{V}[R] + 2d\epsilon/3}\right),
\]

where \(\mathbb{V}[R]\) is the variance in the cumulated reward (see [72] for the variance of an MRP) and \(d\) is an upper bound for the cumulated reward of any path, i.e. \(|\sum R_t - V| < d|.
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How about the MVU? In the undiscounted case the MVU has the same variance and small deviation probability if the Full Information Criterion applies. The quality increases with further paths into the graph of successor states. Intuitively, the improvement in quality depends on the ”distance” of the entry point $s'$ in the successor state graph to the state $s$ of which we want to estimate the value. A natural distance measure for this setting is the probability to move from state $s$ to $s'$. Furthermore, the improvement will depend on the variation in the cumulative reward of paths starting in $s'$. Paths, that run through regions in which the reward has high variance will yield a better performance increase than paths which run through near deterministic regions. The performance will, however, be lower bounded by the case that all of these $N$ paths start directly in $s$. Therefore, for undiscounted MRPs the rough lower bound $(1/N)\mathbb{V}[R]$ will hold:

$$
\frac{1}{N} \mathbb{V}[R] \leq \text{MSE} \left[ \mathbb{E} [ \hat{V}^{(n)} | S] \right] \leq \frac{1}{n} \mathbb{V}[R].
$$

If starts in the successor graph are $c$ times more often than starts in $s$, i.e. $N = cn$ then

$$
\frac{1}{c} \text{MSE} [\hat{V}^{(n)}] \approx \text{MSE} [\mathbb{E} [\hat{V}^{(n)} | S]].
$$

Similarly, a “reasonable” Bernstein bound of the small deviation probability will lie between

$$
2 \exp \left( -\frac{c^2 N}{2 \mathbb{V}[R] + 2dc/3} \right) = 2 \exp \left( -\frac{cc^2 n}{2 \mathbb{V}[R] + 2dc/3} \right) \quad \text{and} \quad 2 \exp \left( -\frac{c^2 n}{2 \mathbb{V}[R] + 2dc/3} \right).
$$

Choosing an Estimator  Our study shows that we got essentially a tradeoff between computation time and convergence speed per sample. As one would expect, the methods which converge faster have a higher computation time. It seems that the fast methods with bad convergence speed are superior if we consider pure computation time (Experiment 3, Section 2.4.1). However, if there are costs involved for producing examples, then the expansive methods become competitive. In a high cost scenario it currently seems best to choose the ML/LSTD estimator. The MVU might become an alternative, but an efficient algorithm is currently missing. Furthermore, the algorithmic problems restricted the numerical comparison to ML and it is unclear in which setting which estimator is superior.

2.A Unbiased TD($\lambda$)

In this section we introduce a (minorly) modified TD($\lambda$) estimator. The estimates are, in contrast to the standard TD($\lambda$) estimator, independent of the initialization. In the acyclic case this is already enough to guarantee unbiasedness of TD($\lambda$). We first discuss the TD(0) case. This case contains the major arguments in an accessible form.
2.A.1 TD(0)

We first restate the TD(0) equation through unfolding the recursive definition (eq. 2.3, p. 15).

Lemma 12. If the TD(0) estimator is initialized with 0 then for an acyclic MRP it equals

$$\bar{V}^{(n)}_s = \sum_{i=1}^{n} \beta_i R^{(i)} + \sum_{s' \in S} \left( \sum_{i=1}^{n} T_{i,s'} \beta_i \bar{V}^{(i-1)}_{s'} \right),$$

where $$\beta_i := (\alpha_i \prod_{j=i+1}^{n} (1 - \alpha_j))$$, $$R^{(i)}$$ is the received reward in path $$i$$ and $$T_{i,s'}$$ a random variable which is one if in run $$i$$ the state $$s'$$ followed upon state $$s$$ and is zero otherwise.

Proof. The recursive TD(0) definition (eq. 2.3) can be written as:  

$$\bar{V}^{(n)}_s = (\gamma \bar{V}^{(n-2)}_s (1 - \alpha_{n-1}) + \alpha_{n-1} R^{(n-1)} + \gamma \bar{V}^{(n-2)}_{s'}) (1 - \alpha_n)$$  

$$= \gamma \bar{V}^{(n-2)}_s (1 - \alpha_{n-1}) (1 - \alpha_n) + \alpha_{n-1} (1 - \alpha_n) \left( R^{(n-1)} + \gamma \bar{V}^{(n-2)}_{s'} \right)$$  

$$= \sum_{i=1}^{n} \left( \alpha_i \prod_{j=i+1}^{n} (1 - \alpha_j) \right) \left( R^{(i)} + \gamma \bar{V}^{(i-1)}_{s'} \right) =: \sum_{i=1}^{n} \beta_i \left( R^{(i)} + \gamma \bar{V}^{(i-1)}_{s'} \right).$$

The estimate contains the values $$\bar{V}^{(0)}_{s'}$$ which bias the estimator towards the initialization. The estimator can be made unbiased for acyclic MRPs by excluding these values and by guarantying that the $$\beta_i$$ sum to one. With the following simple modification\(^2\) we exclude the initialization values and we guarantee that the sum is one:

Modification 1 Modified TD(0)

if $$\bar{V}^{(i)}_{s'}$$ has seen no example then
set the learning rate for this step to 1.
end if
if $$\bar{V}^{(i)}_{s'}$$ has seen no example then
first update the estimate $$\bar{V}^{(i)}_{s'}$$
end if
Use the TD(0) update rule (2.3).

\(^2\)The modification is easy to implement with a TD($$\lambda$$) algorithm. $$\lambda$$ is set to 0 if the successor state is initialized and it is set to 1 if the successor state is not. Further, the initial learning rate must be 1.

Setting the learning rate for the first example to 1 eliminates the initialization of $$\bar{V}_s$$ itself. The second rule assures that the initialization of the estimators of
the successor states is eliminated. Setting the learning rate \( \alpha_1 \) to 1 has also the effect that the weighting factors \( \beta_i \) sum to one, independent of the learning rate. For example for \( n=3 \), we have \( \sum_{i=1}^{3} \beta_i = 1(1-\alpha_2)(1-\alpha_3)+\alpha_2(1-\alpha_3)+\alpha_3 = 1 \).

**Theorem 13.** The modified TD(\( \theta \)) estimator is unbiased if the MRP is acyclic.

**Proof.** We prove this by induction. We start with the terminal states for which \( \bar{V}_s = 0 = V_s \) holds. The induction step considers now the states which have only successors that have already been handled. This way the complete state space will be addressed. The expectation has the form (Lemma 12):

\[
\mathbb{E} \left[ \sum_{i=1}^{n} \beta_i R^{(i)} \right] + \sum_{s' \in S} \left( \sum_{i=1}^{n} T_{i,s'} \beta_i \gamma \bar{V}^{(i-1)}_{s'} \right) \mid K_s = n = \\
\mathbb{E} \left[ \sum_{i=1}^{n} \beta_i R^{(i)} \right] \mid K_s = n + \sum_{s' \in S} \sum_{i=1}^{n} \beta_i \gamma \mathbb{E} \left[ T_{i,s'} \bar{V}^{(i-1)}_{s'} \right] \mid K_s = n = \\
\mathbb{E} \left[ \sum_{i=1}^{n} \beta_i R^{(i)} \right] \mid K_s = n + \sum_{s' \in S} p_{ss'} \sum_{i=1}^{n} \beta_i \gamma \mathbb{E} \left[ \bar{V}^{(i-1)}_{s'} \right] \mid K_s = n.
\]

It remains to show that \( \mathbb{E} \left[ \bar{V}^{(i-1)}_{s'} \right] \mid K_s = n \) is unbiased. For \( i \geq 2 \) this follows from the induction hypothesis. For the case \( i = 1 \) Modification 2 guarantees that the estimator has at least one example for estimation and is unbiased due to the induction hypothesis. Further, the \( \beta_i \)'s sum to one due to the modification and \( \sum_{s' \in S} p_{ss'} \gamma V_{s'} \sum_{i=1}^{n} \beta_i = \sum_{s' \in S} p_{ss'} \gamma V_{s'} \).

### 2.A.2 TD(\( \lambda \))

The TD(\( \lambda \)) case is essentially the same. The main difference is that the estimates of all states of a path are used. Therefore, it is not enough that the estimators of the direct successor states are set to “reasonable” values, but all states of the path must be:

**Modification 2 Modified TD(\( \lambda \))**

if \( V^{(i)}_s \) has seen no example then
set the learning rate for this step to 1.
end if
if for a successor \( s' \) in the path \( V^{(i)}_{s'} \) has seen no example then
first update the estimate \( \bar{V}^{(i)}_{s'} \)
end if
Use the TD(\( \lambda \)) update rule.

**Theorem 14.** The modified TD(\( \lambda \)) estimator is unbiased if the MRP is acyclic.

**Proof.** Proof by induction. **Induction Hypothesis:** \( \mathbb{E}[\bar{V} \mid K_s = n] = V_s \).

**Induction Basis:** For terminal states the Hypothesis trivially holds.

**Induction Step:** Let \( \pi(i,j) \) be state \( i \) in path \( j \) and let \( R_{\pi(i,n)} \) be the reward received at state \( j \) in run \( i \). In the acyclic case TD(\( \lambda \)) can be written as
We suppressed the “iteration” index of $\bar{V}_{\pi(i,n)}$ for readability. Like in the TD(0) case $\beta_j := \left(\alpha_j \prod_{k=j+1}^{n} (1 - \alpha_k)\right)$. Applying the expectation operator and using $\alpha_1 = 1$, we get

$$
E[\bar{V}_s^{(n)}|K_s = n] = \mathbb{E} \left[ \sum_{j=1}^{n} \beta_j \left( \sum_{i=1}^{n} (\gamma^i) R_{\pi(i,j)} + \gamma (1 - \lambda) \sum_{i=2}^{n} (\gamma^i) \bar{V}_{\pi(i,n)} \right) \Big| K_s = n \right]
$$

$$
= \mathbb{E} \left[ \sum_{j=1}^{n} \beta_j \left( \sum_{i=1}^{n} (\gamma^i) \mathbb{E}[R_{\pi(i,j)}|K_s = n] + \gamma (1 - \lambda) \sum_{i=2}^{n} (\gamma^i) \mathbb{E}[\bar{V}_{\pi(i,j)}|K_s = n] \right) \right].
$$

(2.12)

(2.13)

Instead of $\mathbb{E}[R_{\pi(i,j)}]$ and $\mathbb{E}[\bar{V}_{\pi(i,j)}]$ we use $\mathbb{E}[R_i]$ and $\mathbb{E}[\bar{V}_i]$ in the following to denote the expected reward in step $i$, respectively the expected value estimate in step $i$ (expected state times expected value estimate for that state). Due to the induction hypothesis

$$
\mathbb{E}[\bar{V}_i|K_s = n] = V_i = \sum_{j=i}^{n} \gamma^{j-i} \mathbb{E}[R_j].
$$

Substituting this term into equation 2.13:

$$
\sum_{j=1}^{n} \beta_j \left( \sum_{i=1}^{n} (\gamma^i) \mathbb{E}[R_i] + \gamma (1 - \lambda) \sum_{i=2}^{n} (\gamma^i) \sum_{j=i}^{n} \gamma^{j-i} \mathbb{E}[R_j] \right).
$$

Taking a specific $\mathbb{E}[R_i]$, we see that for the coefficient

$$
(\gamma^i) + \gamma (1 - \lambda) (\gamma^{i-2} \lambda^{i-2} + \ldots + \gamma^{i-2} \lambda) + (\gamma^{i-2} \lambda^{i-2} + \ldots + \gamma^{i-2} \lambda) + \ldots + \gamma^{i-2} \lambda + 1
$$

holds. We know already that the $\beta_j$ sum to one. Hence, the modified TD($\lambda$) is unbiased.

2. B Proofs

2. B.1 Unbiased Estimators - Bellman Equation

Theorem 1 For any estimator $\bar{P}$ there exists an MRP and a $\gamma \in (0,1)$ such that $V(\bar{P})$ is biased.
2.B. PROOFS

Proof. We use the MRP from Figure 2.3 (A) with the reward setting $R_{11} := 0$ and $R_{12} := 1$, $n = 1$ and $\bar{p}$ being a parameter estimator. For $V(\bar{p})$ to be unbiased, it must hold that

$$
\mathbb{E} \left[ \sum_{i=0}^{\infty} \gamma^i \bar{p}^i \right] = \sum_{i=0}^{\infty} \gamma^i \mathbb{E}[\bar{p}^i] = \sum_{i=0}^{\infty} \gamma^i (\mathbb{E}[\bar{p}^i] - p^i) = 0.
$$

If the equality holds for all $\gamma \in (0, 1)$, then $\mathbb{E}[\bar{p}^i] = p^i$. Otherwise, with $x_i := \mathbb{E}[\bar{p}^i] - p^i$ and $x_0$ being the first term different from 0: $|\gamma^n x_n| = |\sum_{i=n+1}^{\infty} \gamma^i x_i|$ and therefore $|x_n| = |\gamma \sum_{i=n+1}^{\infty} \gamma^{i-(n+1)} x_i|$. The sequence $|x_i|$ is bounded, i.e. $|x_i| < 2$ for all $i$ because $|\mathbb{E}[\bar{p}^i] - p^i| \leq |\mathbb{E}[\bar{p}^i]| + |p^i| \leq 2$. Hence,

$$
|\gamma | \sum_{i=n+1}^{\infty} \gamma^{i-(n+1)} x_i| \leq \gamma \sum_{i=n+1}^{\infty} \gamma^{i-(n+1)} 2 = \frac{2 \gamma}{1-\gamma}.
$$

With $\gamma := |x_n|/(2 - |x_n|)$ the term and the remaining part of the sum becomes smaller than $|x_n|$. This contradicts the assumption. Hence, $\mathbb{E}[\bar{p}^i]$ must equal $p^i$ for all $i$.

Hence, $p = \mathbb{E}[\bar{p}], \mathbb{E}[\bar{p}^2] = p^2 = \mathbb{E}[\bar{p}]^2, \ldots, \mathbb{E}[\bar{p}^i] = p^i = \mathbb{E}[\bar{p}]^i$ and therefore all central moments of $\bar{p}$ are zero. Consequently, $\bar{p}$ must be a constant. Otherwise, we would get a contradiction with the following argument: The possible values of $\bar{p}$ are countable (countable many outcomes). We denote the values with $a_i$ and with $q_i$ the probabilities for the values $a_i$. From $\mathbb{E}[\bar{p}^2] = \mathbb{E}[\bar{p}]^2$ it follows that $\sum_{i=0}^{\infty} q_i a_i^2 = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} q_i q_j a_i a_j \Rightarrow \sum_{i=0}^{\infty} \sum_{j \neq i} q_i q_j a_i a_j = 0$. Furthermore, $q_i, a_i > 0$ for all $i$ and therefore $q_i q_j a_i a_j = 0$ for all $i \neq j$. As a consequence, there can be only one $a_i > 0$. Because of unbiasedness it holds that $a_i = p/q_i$ and $q_i a_i^2 = p^2 = a_i^2 q_i^2$. This is impossible as $q_i \neq 0$.

The only possibility is now that $\bar{p}$ is a constant with $\bar{p} = p$. This, however, is not a well defined parameter estimator.

2.B.2 Markov Reward Process

Lemma 15. A MRP with finite state space and iid sequences forms an $s$-dimensional exponential family, where $s$ is the number of free MRP parameters.

Proof. A family $\{P_\theta\}$ of distributions is said to form an $s$-dimensional exponential family if the distributions $P_\theta$ have densities of the form

$$
p_\theta(x) = \exp \left( \sum_{i=1}^{s} \eta_i(\theta) T_i(x) - A(\theta) \right) h(x)
$$

with respect to some common measure $\mu$ [51]. Here, the $\eta_i$ and $A$ are real-valued functions of the parameters, the $T_i$ are real-valued statistics and $x$ is a point in the sample space. The $\eta$’s are called natural parameters. It is important that the natural parameters are not functionally related. In other words no $f$ should exist with $\eta_2 = f(\eta_1)$. Otherwise, the family forms only a curved exponential family [51]. A curved exponential family is not complete. First, we demonstrate that the transition distribution forms an exponential family. The density can be written as

$$
P(X_1 = \pi^{(1)}, \ldots, X_t = \pi^{(l)}) = \prod_{i=1}^{\infty} P_{\pi_i}^c = \exp \left( \sum_{i=1}^{\infty} c_i \log P_{\pi_i} \right),
$$
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with \( \pi^{(i)} \) being the observed paths, \((\pi_i)_{i \in \mathbb{N}}\) the set of paths, \(c_i\) the number of times path \(i\) has occurred and \(P_\pi\) the probability of path \(\pi\). The parameters \(P_\pi\) are redundant. We explore now the MRP structure to find natural parameters that are not functionally dependent. The size of this set of parameters is the number of necessary MRP parameters, that is

\[ |\text{Starting States} - 1 + \sum_{i \in S} (|\text{Direct Successors of } i - 1)|. \]

We reformulate the exponential expression to reduce the number of parameters. First, one can observe that \(\prod_{i=1}^{\infty} P^\pi_{\pi_i}\) is equivalent to \(\prod_{i \in S} (p_i^{\pi_i} \prod_{j \in S} p_j^{\mu_{ij}})\), where \(n_i\) is the number of starts in state \(i\). The parameters are still redundant: Let state \(1\) be a starting state and \(S\) the remaining set of starting states, then \(p_1 = 1 - \sum_{j \in S} p_j\). Furthermore, we got one redundant parameter \(p_{ij}\) for every state \(i\). The first problem can be overcome by using \(A(\theta)\) in the following way: \(n \log (1 - \sum_{j \in S} p_j) + \sum_{i \in S} n_i \log \frac{p_i}{(1 - \sum_{j \in S} p_j)}\). Here, \(A(\theta)\) equals the \(n\) term and \(n_i\) is the number of starts in state \(i\). Using the same approach for the transition parameters results in \(K_i \log \left(1 - \sum_{j \in S(i)} p_{ij}\right) + \sum_{j \in S} \mu_{ij} \log \frac{p_{ij}}{(1 - \sum_{u \in S(i)} p_{iu})}\), with \(S(i)\) being the set of successor states of \(i\) without the first successor. This time the \(K_i\) term cannot be moved into \(A(\theta)\), as \(K_i\) is data dependent. This problem can be overcome by observing that \(K_i = n_i + \sum_{j \in S} \mu_{ij}\) and by splitting the \(K_i\) terms. As a result we get

\[
\exp \left(n \log \left(1 - \sum_{i \in S} p_i\right) \left(1 - \sum_{u \in S(1)} p_{1u}\right) + \sum_{i \in S} n_i \log \frac{p_i \left(1 - \sum_{u \in S(i)} p_{iu}\right)}{(1 - \sum_{j \in S} p_j)}\right) + \sum_{i} \sum_{j \in S(i)} \mu_{ij} \log \frac{p_{ij} \left(1 - \sum_{u \in S(j)} p_{ju}\right)}{(1 - \sum_{u \in S(i)} p_{iu})}.
\]

If the reward is deterministic and the examples consist of state sequences, then the MRP forms an exponential family. If the reward is a random variable then it depends on the distribution of this random variable. In many cases, like for the binomial or multinomial distribution, the resulting MRP still forms an exponential family.

\[2.B.3 \text{ MVU}\]

\textbf{Theorem 5} \( \mathbb{E}[\hat{V}|S] \) converges on average and almost surely to the true value.

\textbf{Proof}. The estimator converges on average, because \(\mathbb{E}[|\mathbb{E}[\hat{V}|S] - V|] \leq \mathbb{E}[|\hat{V} - V|] \overset{n \to \infty}{\to} 0\), where \(n\) denotes the number of observed paths. The inequality follows from the Rao-Blackwell Theorem, respectively from the Jensen inequality because \(|\cdot|\) is convex.

It converges almost surely if the density function is bounded (e.g. discrete or gaussian reward distribution). Convergence follows from \(\lim \hat{V} = V\) a.s. \(\Rightarrow\) \(\mathbb{E}[\lim \hat{V}|S] = V\) a.s. (\((7)\|8\) Conditional Expectation)) and from \(\mathbb{E}[\lim \hat{V}|S] = \lim \mathbb{E}[V|S]\). The later equality holds due to an integral convergence theorem from \([8]\|8\) Theorem 15.1]. The theorem can be applied because \(\hat{V}\) converges in \(L^1\).
and because the change in measure induced by $\delta$ does not effect $L^1$ convergence (Bounded density and [8][Theorem 14.8]).

2.B.4 ML Estimator

**Theorem 6** The ML estimator is unbiased if the MRP is acyclic.

**Proof.** The value function can be written as

$$V_s = \mathbb{E}[R_s] + \sum_{s' \in S} \sum_{\pi \in \Pi_{s,s'}} P_{\pi}^{\gamma|\pi} \mathbb{E}[R_s'],$$

where $\Pi_{s,s'}$ is the set of paths from $s$ to $s'$, $P_{\pi}$ the probability of path $\pi$, $|\pi|$ the length of the path and $\mathbb{E}[R_s] = \sum_{s' \in S} p_{ss'} \mathbb{E}[R_{ss'}]$. The ML estimator can be written in the same form, whereas $P_{\pi}$ is replaced with $\bar{P}_{\pi} := \prod_{i} \bar{p}_{\pi_i}$ and the expected reward with the reward estimator. The sample mean estimator $\bar{p}$ is unbiased and the reward estimator is unbiased if, for example, the reward distribution is multinomial or gaussian. The main problem is to show that $\bar{P}_{\pi}$ is unbiased, i.e. that

$$\mathbb{E}\left[\prod_{i} \bar{p}_{\pi_i} | K_s = n\right] = \prod_{i} p_{\pi_i}.$$

The last of these estimators (denote it with $\hat{p}_{ss}$) is conditionally independent of the others given the number of visits of state $\hat{s}$ ($K_{\hat{s}}$). This is also the main point where acyclicity is needed. Using this together with the law of total probability and the fact that $\bar{p}$ is unbiased, leads to the following statement (with $L$ being the length of the path $\pi$):

$$\mathbb{E}\left[\prod_{i=1}^{L-1} \bar{p}_{\pi_i} \bar{p}_{\pi_i+1} | K_s = n, K_{\hat{s}} = l\right] \mathbb{P}[K_{\hat{s}} = l | K_s = n]$$

$$= \sum_{i=1}^{n} \mathbb{E}\left[\prod_{i=1}^{L-2} \bar{p}_{\pi_i} \bar{p}_{\pi_i+1} | K_s = n, K_{\hat{s}} = l\right] \mathbb{P}[K_{\hat{s}} = l | K_s = n]$$

$$= \mathbb{P}[K_{\hat{s}} = l | K_s = n] \mathbb{E}\left[\prod_{i=1}^{L-2} \bar{p}_{\pi_i} \bar{p}_{\pi_i+1} | K_s = n\right].$$

We used that for $l = 0$ the last estimator $\bar{p}$ in the product is zero. The procedure has to be repeated for every $\bar{p}$. As a result the expectation of this estimator is equal to the path probability. One can handle the reward estimator with the same procedure. In summary we find that the value estimator is unbiased. □

2.B.5 Counterexample: MVU/MC - ML

We show by means of counterexamples that neither the MVU is superior to the ML estimator nor is the ML estimator superior to the MVU or to the MC estimator. We use again the MRP from Figure 2.3 (A) with the following
reward setting $R_{11} := 0$ and $R_{12} := 1$ and $n = 1$. As we showed before, the value for state 1 is $(1 - p)/(1 - \gamma p)$ and the ML estimate is $(1 - \bar{p})/(1 - \gamma \bar{p})$, where $\bar{p} = i/(i + 1)$ and $i$ denotes the number of times the cyclic connection has been taken. The MC estimate and therefore the MVU estimate is given by $\gamma^i$. Because of the unbiasedness of the MVU/MC estimator the MSE is given by:

$$\text{MSE}[\bar{V}_1] = \mathbb{E}[\bar{V}_1^2] - V_1^2 = (1 - p) \sum_{i=0}^{\infty} \gamma^{2i} p^i - \frac{(1 - p)^2}{(1 - \gamma p)^2}$$

$$= \frac{p(1 - p)}{(1 - \gamma p)^2(1 - \gamma^2 p)} (1 - \gamma)^2,$$

where $\bar{V}_1$ denotes the MVU/MC estimator. For the MSE of the ML estimator $\bar{V}_1$ we need to calculate the first and the second moment. The first moment:

$$\mathbb{E}[\bar{V}_1] = (1 - p) \sum_{i=0}^{\infty} \frac{1 - \bar{p}}{1 - \gamma \bar{p}} p^i = (1 - p) \sum_{i=0}^{\infty} \frac{1}{1 + (1 - \gamma) \bar{p}} p^i.$$

In the following, we chose $\gamma$ such that $(1 - \gamma)^{-1} = m \in \mathbb{N}$. The sum can then be written as

$$m(1 - p) \sum_{i=0}^{\infty} \frac{1}{(m + i)^2} p^{m+i} = m(1 - p) \left( \sum_{i=1}^{\infty} \frac{p^i}{i} - \sum_{i=1}^{m-1} \frac{p^i}{i} \right)$$

$$= \frac{m(1 - p)}{p^m} \left( \ln \frac{1}{1 - p} - \sum_{i=1}^{m-1} \frac{p^i}{i} \right).$$

The second moment:

$$\mathbb{E}[\bar{V}_1^2] = (1 - p) \sum_{i=0}^{\infty} \frac{(1 - \bar{p})^2}{(1 - \gamma \bar{p})^2} p^i = (1 - p) \sum_{i=0}^{\infty} \frac{1}{(1 + (1 - \gamma) i)^2} p^i$$

$$= \frac{(1 - p)m^2}{p^m} \sum_{i=0}^{\infty} \frac{1}{(m + i)^2} p^{m+i} = \frac{(1 - p)m^2}{p^m} \left( \sum_{i=1}^{\infty} \frac{p^i}{i^2} - \sum_{i=1}^{m-1} \frac{p^i}{i^2} \right).$$

The infinite sum is called Spence function or dilogarithm and is denoted with $Li_2(p)$. Using these terms one can derive the MSE:

$$\frac{(1 - p)^2 m^2}{p^m(m(1 - p) + p)} \left( \frac{m(1 - p)}{1 - p} \left( Li_2(p) - \sum_{i=1}^{m-1} \frac{p^i}{i^2} \right) - \frac{2}{m(1 - p)} \ln \frac{1}{1 - p} \right)$$

$$- \sum_{i=1}^{m-1} \frac{p^i}{i} + \frac{p^m}{(m(1 - p) + p)}.$$

For $\gamma = p = 1/2$ the MSE of the MVU/MC estimator is 0.127 and 0.072 for the ML estimator. Contrary, for $p = 0.99$ the MSE of the MVU/MC estimator is 0.0129 and 0.0219 for the ML estimator.
2.C Supplementary Material

2.C.1 Convergence Proof and Unbiasedness of iML

**Theorem 16.** iML is unbiased for acyclic MRP. Furthermore, it converges in the average and almost surely to the true value.

*Proof.* We start with unbiasedness. The proof is similar to the TD proof.

\[
E[V_s^\epsilon|K_s = n] = E\left[\hat{R}_s + \gamma \sum_{s' \in S} \frac{P_{ss'} V_{s'}^{(k(s'))}}{K_s} | K_s = n \right]
\]

\[
= R_s + \frac{\gamma}{n} \sum_{s' \in S} E[\mu_{ss'} V_{s'}^{(k(s'))}|K_s = n].
\]

We use the conditional independence between \( \mu \) and \( V_{s'} \) given the number of visits to \( s' \):

\[
\sum_{m=1}^{n} E[\mu_{ss'} V_{s'}^{(k(s'))}|K_s = m, K_s = n]
\]

\[
= \sum_{m=1}^{n} E[\mu_{ss'}|K_s = m, K_s = n] E[V_{s'}^{(k(s'))}|K_s = m, K_s = n]
\]

\[
= \sum_{m=1}^{n} E[\mu_{ss'}|K_s = m, K_s = n] V_{s'}
\]

\[
= V_{s'} \sum_{m=0}^{\infty} E[\mu_{ss'}|K_s = m, K_s = n] = np_{ss'} V_{s'}.
\]

We continue with the almost sure convergence. We prove the discounted case. The undiscounted case where from each state a terminal state can be reached is nearly identical.

Almost sure convergence holds if and only if for every \( \epsilon_1, \epsilon_2 \) there exist an \( N \) such that for \( n \geq N \) \( P[\sup_{m \geq n} ||\tilde{V}(m) - V||_\infty > \epsilon_1] < \epsilon_2 \), where \( || \cdot ||_\infty \) denotes the sup-norm.

We start with the case that the update equation is \( \tilde{V}(n+1) = T^{(n)} \tilde{V}(n) \), where \( T^{(n)} := \tilde{f}(n) + \gamma \tilde{p}(n) \) is a contraction with contraction factor \( \gamma \). Due to the Banach fixed point theorem \( (T^{(n)})^l x \) converges to the unique fixed point \( \tilde{V}(n) \) for \( l \to \infty \) and any \( x \).

The fixed point \( \tilde{V}(n) = (I - \gamma \tilde{p}(n))^{-1} \tilde{f} \) depends continuously on \( \tilde{f} \) and \( \tilde{p}(n) \). Continuous dependency can be observed by noting that for invertible matrices \( A, B \):

\[
||A^{-1} - B^{-1}|| = ||A^{-1}(B - A)B^{-1}|| \leq ||A^{-1}|| ||B^{-1}|| ||A - B||
\]

and that

\[
||I - \gamma \tilde{p}(n)||^{-1} = ||\sum_{j=1}^{l} \gamma^j \tilde{p}(n)^j|| \leq \frac{\gamma^l ||\tilde{p}(n)||^l}{1 - \gamma},
\]

where \( || \cdot || \) denotes the operator norm (using \( || \cdot ||_\infty \) for the elements). Hence, for every \( \epsilon \) a \( \delta \) exists with

\[
||\tilde{V}(n) - V||_\infty \leq \epsilon \text{ if } ||\tilde{p}(n) - P|| \leq \delta \text{ and } ||\tilde{f}(n) - f||_\infty \leq \delta.
\]

\( \tilde{p}(n) \) and \( \tilde{f} \) converge almost surely. We chose \( N \) such that for \( n \geq N \) the probability of the event \( C := \{ \sup_{m \geq n} ||\tilde{p}(m) - P|| < \tilde{\epsilon} \} \cap \{ \sup_{m \geq n} ||\tilde{f}(m) - f||_\infty < \tilde{\epsilon} \} \) is greater than \( 1 - \epsilon_2 \), where \( \tilde{\epsilon} \) is chosen such that for \( m \geq N \):

\[
||\tilde{V}(m) - V||_\infty \leq \epsilon := \frac{\ell}{R} (1 - \gamma)
\]

holds. Thus for event \( C \) all the \( V(m) \) are contained in \( \frac{\epsilon}{R} (1 - \gamma) \)-ball around \( V \).

We now got the problem that in each step another contraction operator \( T^{(m)} \) is applied each with its own fixed point. However, each of the operators drags the value estimate to the ball \( U_{\epsilon}(V) \). Notice that the ball \( U_{\epsilon}(V) \) must not be
reached, but the estimate will be dragged into the larger ball $U_\epsilon(V)$. First, we observe that for $\|x - U_\epsilon(V)\|_\infty > \frac{\epsilon}{2}$ any $T^{(m)}$ contracts towards $U_\epsilon(V)$ at least with $\frac{1+\gamma}{2} < 1$:

$$
\|T^{(m)}x - T^{(m)}U_\epsilon(V)\|_\infty \leq \|T^{(m)}x - \bar{V}^{(m)}\|_\infty + \|\bar{V}^{(m)} - T^{(m)}U_\epsilon(V)\|_\infty \\
\leq \|T^{(m)}x - \bar{V}^{(m)}\|_\infty + \epsilon \leq \gamma \|x - \bar{V}^{(m)}\|_\infty + \epsilon \leq \gamma \|x - U_\epsilon(V)\|_\infty + 2\epsilon \\
\leq \frac{\gamma + 1}{2} \|x - U_\epsilon(V)\|_\infty 
$$

as $(\frac{1+\gamma}{2} - \gamma)\|x - U_\epsilon(V)\|_\infty - 2\epsilon = \frac{1-\gamma}{2} \|x - U_\epsilon(V)\|_\infty - \frac{(1-\gamma)\epsilon}{2} \geq 0$. Hence, a factor $l$ exists, such that $(T^{(m)})^lx \in U_\epsilon(V)$ for each $x$ on the event $C$ and almost sure convergence follows.

In the case of iML we update only one state in each turn, e.g. for state $i$: $\hat{x} = T^{(n)}_ix$, where $T^{(n)}_i$ is for $j \neq i$ the identity and is for $i$ given by $\hat{x}_i = \bar{r}^{(n)}_i + \gamma \bar{p}^{(n)}_i x$. For simplicity assume that $\bar{r}$ and $\bar{p}$ does not change with $n$. For a sequence of operators $\hat{T} = T_{i_1} \ldots T_{i_u}$ where each state is updated at least once, we have $\|\hat{T}x - \hat{T}y\|_\infty \leq \gamma \|x - y\|_\infty$, because for $\hat{x} = T_{i_1}x$ and $\hat{y} = T_{i_u}y$ we have $|\hat{x}_i - \hat{y}_i| = \gamma |\bar{p}^{(n)}_i(x - y)| \leq \gamma \|x - y\|_\infty$. As sequences of the form $i_1 \ldots i_u$ occur infinitely often with probability one the convergence in $\|\cdot\|_\infty$ is established. Convergence does not depend on the norm as the different norms on $R|S|$ are equivalent. The case where $T^{(n)}_i$ depends on $n$ is proved the same way as the $T^{(n)}$ case.

Convergence in the average can for bounded reward functions be shown with the Lebesgue convergence theorem. Because $\bar{V}^{(n)}_i \to V_i$ almost surely, $\bar{V}^{(n)}_i \in L^1$ and for all $n$: $|\bar{V}^{(n)}_i| \leq r_{max} \in L^1$ the theorem can be applied and proves $L^1$ convergence.
2.C.2 iML Algorithm

Algorithm 3 iML

Procedure main
  init: \(K=0, \mu = 0, A = 0\)
  for \(i = 1\) to number of paths do
    step 1: Observe starting state \(s\)
    step 2: Run: estimate\((s)\)
  end for

Procedure estimate\((s)\)
  if \(s\) is absorbing state then
    return
  end if
  step 1: Take one step and observe reward \(r\) and successor state \(s'\)
  step 2: Run: estimate\((s')\)
  step 3: Update estimate:
  \[
  \hat{V}(s) \leftarrow \frac{K(s)}{K(s)+1}\left(\hat{V}(s) - \frac{\gamma \mu(s, s')}{K(s)} A(s, s')\right) + \frac{\gamma}{K(s)+1}\left(\mu(s, s')\hat{V}(s') + r\right)
  \]
  step 4: Update \(\mu, K\) and \(A\):
  \[
  \mu(s, s') \leftarrow \mu(s, s') + 1 \\
  K(s) \leftarrow K(s) + 1 \\
  A(s, s') \leftarrow \hat{V}(s')
  \]
CHAPTER 3

Risk Sensitive Control: Mean-Variance Tradeoffs

Abstract

It is common in Reinforcement Learning to choose strategies that maximize the mean without regarding the corresponding variance. This strategy, however, is undesirable in many cases as the derived policies are unreliable and the performance may have high positive and negative peaks causing fatal effects (e.g. the bankruptcy of a trading company). In operations research several variations of mean-variance tradeoffs are used to control the variance and thus, the risk. The application of this mean-variance tradeoffs in a Reinforcement setting is straightforward. However, the objectives have the drawback that a policy iteration cannot be applied and the optimization is slow, leading to problems for large state spaces. We overcome this problem by deriving a variation of the mean-variance objective that is solvable by policy iteration and thus, allows us to use common methods such as the Temporal Difference Learning. Furthermore, we derive estimators for the variance of a policy which can be used for evaluation of the associated risk. We compare the objectives and the methods in different experimental settings. We use two tasks from the series of paper by D. J. White on Markov Decision Processes with real-world applications for the evaluation.

3.1 Introduction

In Reinforcement Learning (RL), an agent interacts with an unknown environment and attempts to maximize its cumulative reward. However, a policy that maximizes the reward is not necessarily reliable and the gained reward can vary arbitrarily over different runs. In many settings such a fluctuation is harmful and one is willing to trade in some of the expected reward for reliability. Different traders at a financial market, for example, will have different preferences over the risk that they are willing to accept. A risky trader may go for the max-
3.1. INTRODUCTION

imum payoff while a conservative trader will be more satisfied with a strategy that yields smaller payoff but has high reliability. In this work we introduce objectives to RL that incorporates preferences about the risk.

Little attention has thus far been paid to such risk-sensitive objectives in RL. In contrast, in the field of operations research several studies have addressed risk-sensitive objectives for Markov Decision Processes (MDPs) [72, 33]. One common approach for risk-sensitive objectives is the mean-variance tradeoff, where the mean is penalized by the variance. Unlike the maximum expected reward criterion, however, the mean-variance objective leads to an optimization problem that is hard to solve. In fact, the intuitive mean-variance tradeoff that uses the variance of an MDP appears unusable [72] and one needs to fall back on alternative objectives [33].

Here, we provide an overview of the popular approaches that incorporate a measure for the variance and discuss how they can be applied to the RL setting. In general, the risk-sensitive objectives lead to non-linear programs (mostly concave programs) that cannot be solved with a policy iteration. Corresponding optimization methods for the objectives rely on all MDP parameters and thus, are practically impossible to apply to MDPs with large state spaces. We present an alternative objective by approximating the discount-normalized variance [33] using a Taylor series. While there is some loss in quality, the optimization problem can be solved efficiently with standard approaches such as a value-policy iteration using the Temporal Difference estimator.

Since there are number of alternative objectives, the question is which of them is the "best", or rather, what is "best". In this work we take the intuitive mean-variance criterion as the benchmark. While the optimization problem with this criterion is not solvable, it still is the "correct" measure of the variance. Alternative objectives, thus, should not result in strategies which results in poor performances with respect to this criterion.

If the MDP is not fully known, one must rely on estimates of the variance to analyze the risk of different policies. Variance estimators can be constructed in complete analogy to value estimators. We introduce two estimators that are straightforward to derive: (1) the Monte-Carlo variance estimator (MC) and (2) the Maximum-Likelihood estimator (ML). The ML value estimator is also known as the Least-Squares Temporal Difference Estimator (LSTD, [19]). We derive basic properties such as the almost sure convergence for these estimators.

In an empirical evaluation we compare the risk-sensitive objectives and methods in different MDPs. We use two MDPs from the series of papers of D. J. White [82, 83, 84] for the evaluation. In these papers White collects models that had an industrial "impact", i.e., models which had certain influence onto industrial decisions. These papers are quite dated and the models used are relatively simple, but not as arbitrary as artificially created examples.

The first scenario is the control of storage reservoirs for the Grand Coulee plant at Columbia River. The reservoirs of the hydroelectric system collect water during high river flows for use during low flows season. A model for this task is described in [52]. Data of the river flows is available online. Monthly data during 1955-2005 were used.

The second task deals with claim decisions by policyholders in car insurance systems [79]. The goal is a decision rule on filing or not filing a claim when an accident occurs according to the current risk category of the driver and the number of claims that have already been filed.
3.2 Preliminaries and Definitions

We begin with basic definitions. A Markov Decision Process (MDP) $M$ on states $S = \{1, \ldots, N\}$ and with actions $a_1, \ldots, a_k$ consists of: (1) transition probabilities $p_{ij}^a \geq 0$, which for any action $a$, and any states $i$ and $j$, specify the probability of reaching state $j$ from state $i$ after executing action $a$. Thus, $\sum_j p_{ij}^a = 1$ for any state $i$ and action $a$. (2) Starting probabilities $q_i \geq 0$, which specify the probability to start in state $i$, thus $\sum_i q_i = 1$. (3) A payoff or reward $R_{ij}$, for each transition from state $i$ to $j$. For simplicity we assume a deterministic payoff, however, the extension to a random payoff is straightforward. A policy in $M$ is a mapping $\pi: \{1, \ldots, N\} \rightarrow \{a_1, \ldots, a_k\}$. An MDP $M$, combined with a policy $\pi$, yields a Markov Reward Process (MRP) on the states.

It is useful to use matrix notation in discussing MDPs. State $i$ is then represented by a vector of length $N$ with all elements being zero except the $i$th which is one. The transition probabilities for policy $\pi$ are given by the stochastic matrix $P^\pi$, where $P_{ij}^\pi = p_{ij}^a$ and $a = \pi(i)$. Similarly, the payoff for the states is given by a vector $r^\pi$ of length $N$, where the $i$th element is given by: $\sum_j p_{ij}^a R_{ij}$. We write $P$ instead of $P^\pi$ if we do not want to refer to the policy $\pi$, e.g. the policy stays the same.

The usual goal in RL is to find a policy which maximizes the expected future reward (value). The value of a state $i$ given a policy $\pi$ is defined as $V_\pi = \mathbb{E}_\pi[\sum_{t=0}^{\infty} \gamma^t R_t|s_0 = i]$, where $\mathbb{E}_\pi$ denotes the expectation with respect to the policy $\pi$, $s_0$ is the state at time $t = 0$, $R_t$ is the received reward at time $t$ and $\gamma \in (0, 1]$ is the discount factor. The average value for a given starting distribution $q$ is denoted with $V_{\pi,q} = \mathbb{E}_{\pi,q}[\sum_{t=0}^{\infty} \gamma^t R_t]$. The value can also be written as a function of the transition matrix and the reward, $v := V(P^\pi, r) := (I - \gamma P^\pi)^{-1}r$, where $I$ is the identity matrix. An important task in RL is the estimation of the value from observations and a number of different estimators have been proposed for this goal, including the Monte-Carlo estimation (MC) and the Maximum Likelihood (ML)/Least-Squares TD (LSTD, [19]).

The MC estimate is the sample mean of the cumulative discounted reward, $\frac{1}{n} \sum_{t=1}^{n} \left( \sum_{\tau=0}^{\infty} \gamma^\tau R_\tau^{(\tau)} \right)$, where $n$ is the number of paths and $R_\tau^{(\tau)}$ is the received reward in path $i$ at step $t$. The estimate converges a.s. and the estimator is unbiased if each path is used only once (First visit MC, [69]).

An alternative approach is to use the value equation in combination with a maximum likelihood parameter estimate $\hat{p}_{ij}^a$. The parameter estimate is the sample mean of taking transition $i \rightarrow j$ given state $i$ and action $a$. The value estimator is then given by $V(\hat{P}^\pi, r)$, where $\hat{P}^\pi$ is the sample mean, respectively the maximum likelihood estimate of the transition matrix. The resulting ML estimator is equivalent to the LSTD estimator [19] and the value estimate is also known as the value of the certainty-equivalence model. The estimator converges a.s..

3.3 Risk Sensitive Control

Mean-Variance tradeoffs are studied for a long time in operations research. A milestone is the work from Sobel in 1982 [72]. Sobel presented a formula for the variance of a MDP and a counter-example for the usability of the intuitive
mean-variance tradeoff. The variance is given by
\[
V(P, R) := (I - \gamma^2 P)^{-1} \theta
\]
with
\[
\theta_i := \sum_j p_{ij} (R_{ij} + \gamma v_j)^2 - v_i^2.
\]

(3.1)

However, the intuitive mean-variance approach, i.e., \( \max_\pi V(P^\pi, R) - \lambda V(P^\pi, R) \) cannot be used. The reason lies in the missing \textit{monotonicity} of the variance. Having monotonicity implies that a policy which is “good” for successor states of a state \( i \) is also “good” for state \( i \). This does not hold for the variance. Monotonicity is related to the existence of optimal stationary policies and to the convergence of a policy improvement algorithm to an optimum. As the variance lacks the monotonicity, there is no guarantee that an optimum exists and that a policy improvement algorithm converges [72].

3.3.1 Discount Normalized Variance

Whilst the variance is truly meaningful as a measure of uncertainty, the corresponding optimization problem seems to make the approach inapplicable. Due to this problem “alternative” definitions of the variance have been proposed (e.g. [33]). Two important alternatives are the \textit{stage-wise} and the \textit{discount-normalized variance} [33]. Assuming that the rewards at different stages \( t \) are independent the variance can be rewritten with the Biéanyme equality as follows:
\[
\mathbb{V}_\pi \left[ \sum_{t=0}^{\infty} \gamma^t R_t \right] = \sum_{t=0}^{\infty} \gamma^t \mathbb{V}_\pi [R_t].
\]

The right hand side of the equation is the definition of the stage-wise variance. Only in trivial MDP’s the \( R_t \)’s will be independent and therefore both definitions will in general differ.

While the objective using the stage-wise variance is appealing, the corresponding optimization problem is still problematic for two reasons. First, the algorithm in [33] requires a “product” of MDPs to solve the optimization problem and thus the state space size increases to \( |S|^2 \). Second, as shown in the example in [33], the corresponding mean-variance cost function \( C \) does not fulfill the recursive equation \( C_i = c_i + \gamma \sum p_{ij} C_j \), where \( c_i \) is the direct costs occurring in \( i \). The problem lies in the squared bias term \( \mathbb{E}_\pi [R_t]^2 \). For example, for \( t = 3 \):
\[
\mathbb{E}_1 [R_t]^2 = \left( \sum_{i_1} p_{i_1 i_2} \gamma \sum_{i_2} p_{i_2 i_3} \gamma \sum_{i_3} p_{i_3 i_4} R_{i_4 i_5} \right)^2
\]
\[
= \gamma^2 \sum_{i_1} \sum_{i_4} p_{i_1 i_2} \mathbb{E}_{i_1} [R_t]^2 \mathbb{E}_{i_1} [R_t]^2.
\]

It is thus questionable whether a policy iteration can be applied.

The second alternative definition of the variance, i.e., the discount-normalized variance, is in a sense a further simplification of the stage-wise variance. As seen above, the main problem with the stage-wise variance is the mean term \( \mathbb{E}_\pi [R_t] \) around which the fluctuation is measured. For the discount-normalized variance this term is replaced with the average reward \( (1 - \gamma) \mathbb{V}_{\pi,q} \). \( (1 - \gamma) \) is used
to normalize the "weights" $\gamma^t$ for the rewards $R_t$, i.e. $(1 - \gamma) \sum \gamma^t = 1$. The discount-normalized variance, denoted hereafter by $V$, is defined as:

$$V_{\pi,q} := \sum_{t=0}^{\infty} \gamma^t E_{\pi,q}[ (R_t - (1 - \gamma)V_{\pi,q})^2 ] = E_{\pi,q} \left[ \sum_{t=0}^{\infty} \gamma^t R_t^2 \right] - (1 - \gamma)V_{\pi,q}^2.$$ 

In summary, $V$ and $V'$ are similar if the rewards at different time steps are independent and if $(1 - \gamma)V_{\pi,q}$ is a good approximation of $E[R_t]$. Independence of the $R_t$’s is related to the independence between the future behavior and the current state, e.g. the probability to enter a state $u$ is independent of the current state: $p_{iu} \approx p_{ju}$ for $i, j \in S$. The similarity between $(1 - \gamma)V_{\pi,q}$ and $E[R_t]$ depends largely on the time $t$ and on $\gamma$ as the weighting for $R_t$ is $(1 - \gamma)\gamma^t$, e.g. for $\gamma = 0.1$ the coefficient is approximately $10^{-t}$. However, as the resulting term is scaled by another $\gamma^t$ to calculate $V$, the difference in the mean is not that crucial.

### 3.3.2 Taylor Approximation of the Discount Normalized Variance

The quadratic terms of the mean-variance objective introduces few undesired properties, some of which can be avoided by replacing $E[(\sum_t \gamma^t R_t)^2]$ with the term $\sum_t \gamma^t E[R_t^2]$ and $E[R_t]^2$ with $(1 - \gamma)V_{\pi,q}^2$. Yet, the associated optimization problems are still computationally expensive and moreover, a policy iteration cannot be applied. The problem arises from the $V_{\pi,q}^2$ term. Similar to $E[R_t]^2$, this term introduces products $p_{i_1i_2}p_{i_1i_2}$ which prevent us from formulating the cost function recursively and thus from applying a policy iteration. One way to overcome this problem is a linearization of the normalization term using a first order Taylor approximation around an expansion point $V_0$, i.e.

$$V_{\pi,q}^2 \approx 2V_{\pi,q}V_0 - V_0^2.$$ 

Using this approximation we are nearly able to apply a policy iteration. The final problem is the average with respect to $q$. As different states have different prior "weights" $q_i$, there will be a problem with the recursive definition. The easiest way to avoid this complication is to omit averaging and use the value of the current state. We denote the corresponding approximation of the discount-normalized variance with $V$. The complete approximation of the variance for a state $i$ and policy $\pi$ is given by

$$V_{i,\pi} := E_{i,\pi} \left[ \sum_{t=0}^{\infty} \gamma^t R_t^2 \right] - (1 - \gamma)(2V_{i,\pi}V_0 - V_0^2).$$

The linearization of the normalization induces multiple effects. The advantages are the computation time and the possibility to formulate the cost function recursively to derive a policy iteration. The disadvantage is that the approximated value may be far off if we take an inappropriate expansion point. In particular, care must be taken that $V_0$ does not overestimate the value. Otherwise the normalization term may end up being higher than the second moment term and thus, the "variance" can be negative.
3.3.3 Mean-Variance Tradeoffs

Using $\mathcal{Y}$, respectively $\mathcal{V}$, mean-variance tradeoffs can be defined. We begin with the mean-variance tradeoff using the Taylor approximation, as the optimization is straight forward.

**Taylor Approximation**

The Mean-Variance Tradeoff for the Taylor approximation is given by

$$\max_{\pi} V_{\pi} - \lambda V_{\pi}.$$  \hspace{1cm} (3.2)

Rewriting this to formulate a recursive expression and dropping the index $\pi$ gives:

$$V_i - \lambda V_i = \mathbb{E}_i \left[ \sum_{t=0}^{\infty} \gamma^t (R_t - \lambda R_t^2) \right] + 2\lambda V_0 (1 - \gamma) V_i - (1 - \gamma) \lambda V_0^2 = c.$$  \hspace{1cm} (3.3)

The constant $c$ is unaffected by the policy and can be ignored for the optimization. The first term on the right hand side of the equation is the value term with a modified reward, i.e. $\tilde{R}_t := 1 + 2\lambda V_0 (1 - \gamma) R_t - \lambda R_t^2$. One can therefore treat the optimization problem like an ordinary value optimization and apply the usual methods.

**Discount Normalized**

The tradeoff corresponding to the discount-normalized variance is given by

$$\max_{\pi} V_{\pi} - \lambda \mathcal{V}_{\pi}.$$  \hspace{1cm} (3.3)

The optimization is not as straight forward as for the Taylor approximation. Yet, in [33] it is shown that this optimization problem is well-posed, i.e. there is an optimum and the corresponding policy is stationary and deterministic. Due to [33] the optimal policy is the solution of the following quadratic optimization problem with linear constraints:

**Optimization Problem: Discount Normalized**

$$\max_{x} \sum_{i,a} R_{ia} x_{ia} - \lambda \sum_{i,a} R_{ia}^2 x_{ia} + \lambda (1 - \gamma) \left( \sum_{i,a} R_{ia} x_{ia} \right)^2$$  
$$\text{s.t.} \sum_{i,a} (\delta_{ij} - \gamma p^a_{ij}) x_{ia} = q_j \quad \text{and} \quad x_{ia} \geq 0.$$  

Here, $r_{ia} := \sum_{j=1}^{N} p^a_{ij} R_{ij}$ and $x_{ia}$ denotes the probability to select action $a$ in state $i$. The maxima of the optimization problem correspond to deterministic policies. At the extreme points for every state $i$ only one $x_{ia}$ is greater than zero and the optimal policy is simply $\pi(i) = a$ for $x_{ia} > 0$. For the optimization
problem, there are specialized and efficient algorithms (concave minimization
under linear constraints, [42]). We used the standard algorithm for constraint
nonlinear programming (Matlab Optimization Toolbox) which worked well for
our tasks. There are different alternatives to this optimization problem. See
[43] and [73] for details.

3.3.4 Estimation

If the MDP parameters are unknown then two common approaches are: (1)
use maximum likelihood estimates of the parameters, treat the estimate of the
MDP as the true MDP and apply the usual optimization methods (certainty
equivalence approach); or (2) estimate the costs for the different states and use
these estimates in a value-policy iteration like optimization.

The first approach has the advantage that the estimates converge fast in
dependence of the number of observed paths. For example, the ML/LSTD
value estimator usually massively outperforms the value estimators such as the
TD(\( \lambda \)). The disadvantage is the high computational costs as the number of
parameters that must be estimated are in the order of \( |S|^2 \), e.g., for 1000
states we need to keep track of about 1000 000 entries.

Similar to the first approach, the second approach has the disadvantage of
slow convergence per observed path and the advantage of low computational
costs. It is for example needed to keep track of only \(|S|\) entries.

For the discount-normalized objective only the first approach is applicable
and the size of the MDP for which the optimization is computationally tractable
is rather small, i.e. some thousands of states.

The Taylor approximation has got the advantage that the second approach
can be applied and thus, the objective can be used for large state spaces.

3.4 Evaluation of the Risk: Variance Estimation

Although the variance of an MDP cannot be used for the optimization, it is still
the “correct” measure of the risk associated with a policy. It is thus useful to
have estimators of the variance at hand to evaluate the found solutions, might
they be derived from value maximization, the discount-normalized tradeoff or
completely different objectives. We introduce two variance estimators: the MC
and the ML variance estimator. The latter converges faster but is only applicable
for small numbers of states.

3.4.1 Monte Carlo Variance Estimator

The MC estimate is the sample mean of the variance of the cumulative dis-
counted reward, where a normalization of \( 1/(n-1) \) is used to make it unbiased:

\[
\frac{1}{n-1} \sum_{i=1}^{n} \left( \sum_{t=0}^{\infty} \gamma^t R_{t}^{(i)} - \bar{V} \right)^2,
\]

\( R_{t}^{(i)} \) is the received reward in path \( i \) at step \( t \) and \( \bar{V} \) is the MC estimate of the
value.
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Analogous to the MC value estimator, there are different possibilities if a state is visited for multiple times in a run [69]. If each path is used only once for each estimate (First visit MC), then the estimator is unbiased. The proof of this property and of almost sure convergence is straightforward:

**Lemma 17.** The First-visit MC variance estimator is unbiased and converges almost surely.

### 3.4.2 Maximum Likelihood Variance Estimator

We use Equation (3.1) with the maximum likelihood estimates to get an estimator for the variance:

\[
\mathbb{V}(\tilde{P}, R) = (I - \gamma^2 \tilde{P})^{-1} \tilde{\theta} \quad \text{with} \quad \tilde{\theta}_i := \sum_j \tilde{p}_{ij} (R_{ij} + \gamma \tilde{v}_j)^2 - \tilde{v}_i^2
\]

where, \( \tilde{v}_i \) is the ML value estimate for state \( i \). It is straightforward to show the convergence:

**Lemma 18.** The ML variance estimator \( \mathbb{V}(\tilde{P}, R) \) converges almost surely.

**Proof.** The sample mean parameter estimates converge a.s. due to the strong law of large numbers [7], i.e. \( \tilde{p}_{ij} \rightarrow p_{ij} \) (a.s.). That means \( \mathbb{P}\{\lim_n \tilde{p}_{ij}^{(n)} \neq p_{ij}\} = 0 \). As we have a finite set of parameters

\[
\mathbb{P}\{\text{An } i, j \text{ exists with } \lim_n \tilde{p}_{ij}^{(n)} \neq p_{ij}\} = \mathbb{P}\left(\bigcup_{i,j} \{\lim_n \tilde{p}_{ij}^{(n)} \neq p_{ij}\}\right)
\]

\[
\leq \sum_{i,j} \mathbb{P}\{\lim_n \tilde{p}_{ij}^{(n)} \neq p_{ij}\} = 0.
\]

Hence, \( \mathbb{P}\{\lim_n \mathbb{V}(\tilde{P}^{(n)}, R) \neq \mathbb{V}(P, R)\} = 0 \) and the estimator converges a.s.

The ML variance estimator has different desirable properties concerning bias and convergence speed per sample. In particular, it is nearly unbiased for the acyclic and the undiscounted MDPs. Furthermore, the difference between the ML estimator and the optimal unbiased estimator depends essentially on the size of the bias. In the unbiased case both are equivalent and for small bias values they are very similar. With optimal we refer to the expected loss where the loss function needs to be convex. An example for such an expected loss is the mean squared error (MSE).

We restrict the discussion to the acyclic. We first split the estimator into a second moment part and a value part:

**Proposition 3.4.1.** \( \mathbb{V}(P, R) \) is equal to \( M(P, R) - V(P, R) \odot V(P, R) \), where

\[
M(P, R) = (I - \gamma^2 P)^{-1} \theta \quad \text{with} \quad \theta_i := \sum_j p_{ij} (R_{ij}^2 + 2\gamma R_{ij} v_j).
\]

\( M(P, R) \) is the second moment of the reward sequence and \( \odot \) denotes the entry wise multiplication.
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Proof. $\mathbb{V}(P, R) = M(P, R) - V(P, R) \odot V(P, R)$ is the standard variance decomposition, e.g. [7]. Equation (3.1) can be written as $\mathbb{V}(P, R) = \theta + \gamma^2 P \mathbb{V}(P, R)$. Combining the equations

\[
M(P, R) - V(P, R) \odot V(P, R) = \theta + \gamma^2 P (M(P, R) - V(P, R) \odot V(P, R))
\]

\[
\Rightarrow M(P, R) = (\theta + V(P, R) \odot V(P, R) - \gamma^2 P \mathbb{V}(P, R) \odot V(P, R)) + \gamma^2 P M(P, R)
\]

\[
\Rightarrow M(P, R) = \left( I - \gamma^2 P \right)^{-1} \theta.
\]

\[
\square
\]

The ML variance estimator is biased even for the acyclic MDPs. The reason is analogous to that of the sample mean the normalization, i.e. $1/n$ instead of $1/(n-1)$. Yet, for the associated estimator of the second moment we got

Lemma 19. For the acyclic MDP the estimator $M(\hat{P}, R)$ of the second moment is unbiased and the unbiased estimator with minimal expected loss if the loss function is convex.

Essentially, one needs to show that the estimator is unbiased. The optimality statement follows then from the Rao-Blackwell theorem [51] as the maximum likelihood parameter estimates are a complete sufficient statistics for a MDP. The derivation of unbiasedness is analogous to the case of the ML value estimator.

3.5 Experiments

We performed three sets of experiments. In the first set we compared the values of the different “variances”. In the second set, we determined the optimal policies with respect to the value, the discount-normalized, and the Taylor approximation trade-off. In the last set we compared the performance of the variance estimators.

3.5.1 Tasks

For the evaluation, we used two models that were applied to real-life situations. These models were chosen from the papers from D. J. White [82, 83, 84]. In these papers MDPs that had an impact onto industrial decisions were collected.

Grand Coulee Plant

Water reservoirs of a hydroelectric system collect water during the high river flow and use during low flows, aiming to generate adequate amounts of electricity that meet the demand throughout the year. In [52], the amount used and stored at the reservoir for the Grand Coulee steam plant on the Columbia River is modelled to find the optimum water usage. The model consists of: an electricity demand; the predicted amount of water influx (probability density function generated from the 39-year record of river flows); the amount stored before and after the usage; and the action. The action is defined as the amount of water used to generate the electricity (indexed by 1 to 24). The states are defined by
the current amount stored (1 to 40) and the month of the year (1 to 12). The transition probabilities depend on the predicted water influx of the month the amount used at the hydroelectric system. Rewards depend on the state and the action (Equation 5 in [52]).

Automobile Insurance

In most automobile insurance systems the insurance premium depends on the number of filed claims per year. In [79] the german automobile insurance system is modelled. We use this model with the slight simplification that we assume stationarity over the years. The state is given by the number of accidents that occurred in a year (0 to 4) and the risk category of the insured (1 to 10). The actions are the number of claims filed (0 to 4). The transition probabilities depend deterministically on the old risk category and the number of claims filed (Table 1 in [79]) and probabilistically on the number of occurred accidents. The number of occurrences is modelled in [79] with a Poisson distribution. We used a mean of 2. The rewards depend solely on the risk category (Equation 1 and Table 1 in [79]).

3.5.2 Comparison of the “Variances”

To compare the values of the different ”variances”, we generated random policies for the two models and calculated the mean-variance costs (10000 runs). Figure 3.5.1 shows the results. One can observe that the Taylor approximation is well correlated with the discount normalized variance (2 and 4). Yet, the discount normalized is only well correlated with the true variance for the insurance data (3) while it is decorrelated for the Grand Coulee data (1). The right side of the Figure shows the effect of the expansion point (growing distance from bottom to top). While the values differs strongly the correlation stays nearly the same (for the insurance data this is hard to observe on the plot).
3.5.3 Mean-Variance Tradeoffs

We calculated optimal policies for the data sets based on: value, discount normalized and Taylor Tradeoff. We measured the performance with the value equation, with the true variance and with the discount normalized variance. We were unable to calculate the discount normalized solution for the Grand Coulee data set, as the memory requirement was too high. The optimal value policy is best for the Grand Coulee data with regard to the variance. The reasons are two: (1) the discount normalized variance is rather decorrelated from the true variance and (2) the optimization of the value reduces for this MDP strongly the variance.

<table>
<thead>
<tr>
<th>Task</th>
<th>Grand Coulee</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Policy</td>
<td>Discount-Normalized</td>
<td>Taylor</td>
</tr>
<tr>
<td>Value</td>
<td>NA</td>
<td>$4.55 \cdot 10^9$</td>
<td>$6.4 \cdot 10^9$</td>
</tr>
<tr>
<td>Variance</td>
<td>NA</td>
<td>$7.64 \cdot 10^{13}$</td>
<td>$3.99 \cdot 10^{15}$</td>
</tr>
<tr>
<td>D-N Variance</td>
<td>NA</td>
<td>$1.88 \cdot 10^{18}$</td>
<td>$2.78 \cdot 10^{19}$</td>
</tr>
<tr>
<td>Task</td>
<td>Insurance</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Policy</td>
<td>Discount-Normalized</td>
<td>Taylor</td>
</tr>
<tr>
<td>Value</td>
<td>615</td>
<td>615</td>
<td>632</td>
</tr>
<tr>
<td>Variance</td>
<td>$9.06 \cdot 10^4$</td>
<td>$9.06 \cdot 10^4$</td>
<td>$9.52 \cdot 10^4$</td>
</tr>
<tr>
<td>D-N Variance</td>
<td>$2.21 \cdot 10^4$</td>
<td>$2.21 \cdot 10^4$</td>
<td>$2.22 \cdot 10^4$</td>
</tr>
</tbody>
</table>

3.5.4 Variance Estimation

We compared the ML and MC variance estimators. The following table shows the MSE (10000 runs). First number is for Gr. Coulee, second for Insurance. The errors are scaled by the terms written beside ML and MC. ML is in the order of magnitudes better than MC.

<table>
<thead>
<tr>
<th>Runs</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML ($10^3/10^6$)</td>
<td>5.45/5.93</td>
<td>4.43/3.08</td>
<td>2.56/1.98</td>
<td>2.46/1.06</td>
<td>0.57/0.48</td>
</tr>
<tr>
<td>MC ($10^6/10^9$)</td>
<td>5.8/8.38</td>
<td>4.81/7.99</td>
<td>3.35/7.82</td>
<td>1.9/7.75</td>
<td>0.53/7.7</td>
</tr>
</tbody>
</table>

3.6 Summary

We introduced different Risk-Sensitive objectives to RL. In particular, we derived a Taylor approximation for the discount normalized variance. The quality of the approximation is very good in the simulations. The discount normalized variance, however, is not always a good measure for the true variance. Care must therefore be taken in applying the objectives. The simulations suggest that the solutions should be cross-checked with the true variance or with variance estimators.
Part II

Sensoric Processing and Control in Feature Space
Abstract

We present an adaptive control system for navigating a robot using camera images. The main feature of the system is the visual processing which generates a Fourier expansion on the area in which the robot acts. In our approach the system for visual processing is not “hard-coded” but learned from examples of the concrete environment using a Slow Feature Analysis. The control is learned by applying the Least-Squares Policy Iteration and the Least-Squares Temporal Difference Value estimator onto the learned visual features. The combination of the linear value estimator and the features corresponding to the elements of the Fourier expansion turns out to be a powerful tool to approximate value functions. The navigation capability of the control system is demonstrated and analyzed on a real robot as well as in simulated environments. In addition, we derive a Kernel Slow Feature Analysis to increase the capability of the preprocessing.

4.1 Introduction

A long term goal of robotics is to develop robots that can reliably interact with everyday environments to support humans in all kinds of tasks. One major difficulty for such robotic systems is the immense variability of environments and tasks. Assume, for example, that a company wants to sell a cleaning robot. Every robot will face a different household and owner with particular expectations about what the robot should do. Therefore, it appears to be impossible to predefine the control and it seems more reasonable to aim for a robot that adapts quickly to the household and the task. As the task is only known to the owner, there is a need of interaction with him. The usual owner will not have a technical background and the interaction should therefore stay as simple
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A natural and simple way for such an interaction is by means of reward and punishment. Adaptation to the concrete task can then be achieved by applying Reinforcement Learning methods.

A major problem with real-world environments is that no state space is available, but only sensory observations of the environment. In recent years a feature space setting has become increasingly popular in Reinforcement Learning, which can be applied to such environments. Different value estimators like Least Squares Temporal Difference Learning (LSTD, [19, 18]) and policy iteration methods like Least Squares Policy Iteration (LSPI, [50]) have been developed for this setting. The methods, however, rely on a well structured input space to achieve a good performance. In most cases, raw sensory observations are not sufficient and a sophisticated preprocessing is needed. Images from a camera, for example, induce a high-dimensional space and it is intractable to apply methods like LSTD directly.

In the feature space setting the performance of a learned control depends strongly on how well the value function can be approximated. The question now is, can we construct a feature space that facilitates the approximation capabilities? Furthermore, the feature space should be low dimensional such that methods like LSTD and LSPI can be applied and topological properties of the environment like the distance between states should be preserved in the feature space. I.e. if states $s$ and $s'$ have a small distance then $\phi(s)$ and $\phi(s')$, where $\phi$ denotes the mapping into the feature space, should also have a small distance in feature space. The motivation for this property is that the difference in value between states usually depends on the distance between the states, i.e. two states that are close by will have a similar value.

To make the feature space low dimensional is certainly not a problem. More interesting is the value approximation problem. This problem is, however, extensively studied in approximation theory (e.g. [27]) and we can use results from there. In this work we use a “classical” approximation space: the space of trigonometric functions. Projecting a function into this space corresponds to a Fourier transform of this function.

Till here it sounds straightforward to construct a “good” feature space, but there is a catch! We want to construct trigonometric functions on our unknown state space. How should that be possible if we have only sensory data like camera images detached from the state space? The key idea is now that images from the robot camera are temporally close by if they correspond to similar coordinates, i.e. two images that are taken with a delay of 1 second will correspond to similar coordinates while images that are taken with a delay of 100 seconds are likely

---

**Figure 4.1:** Left Side: Top view of a quadratic room and a path taken by the robot. Right Side: Transformation of the camera images in relation to the delay.
to be far apart (Figure 4.1). Therefore, a function that has small distances in feature space for temporally close feature vectors will automatically have small distances with respect to the coordinates in the environment. We can put it differently: the topology of the environment corresponds to the topology that is induced by the temporal structure in the observed sensory data.

This similarity between the topologies allows us to define optimization problems that generate a feature space with a distance measure that is related to the distances in the environment, i.e. $\phi(s) \sim \phi(s') \Leftrightarrow s \sim s'$, where $\phi(s)$ corresponds to the representation in feature space of state $s$ and $\sim$ refers to suitable metrics in feature space, respectively in the environment. One way to define this as an optimization problem is to enforce small distances between $\phi(s)$ and $\phi(s')$ for states $s$ and $s'$ that are close to each other. Whereas we need to replace the minimization with respect to the distance between $s$ and $s'$ in the environment with the “temporal distance” between the sensory signals corresponding to $s$ and $s'$. The distance in feature space can be measured with different metrics, like the ones that are induced by the $L^1$- or $L^2$-norm. Beside this distance measure it is needed to define constraints to avoid trivial solutions like $\phi(s) = 0$ for all $s$. Both the metric and the constraints can be used to define the form of the features. We are interested in generating trigonometric functions, therefore we need to find the right metric and the constraints which enforce this form under reasonable assumptions on the initial sampling process.

A method that fulfills all our demands is a method called Slow Feature Analysis (SFA, [88]), where slow refers to small changes between successive feature vectors that are enforced by the SFA objective. Under suitable conditions the SFA optimization problem generates trigonometric functions [87, 34]. Whereas exact trigonometric functions can only be achieved in theory. In practice these optimal solutions cannot be achieved because the representation of the data (images from the video) and the class of functions used (e.g. linear, polynomial) restricts the solution space. A crucial element is the model complexity and the number of samples that are used for optimization. The original linear SFA from [88] is too weak to deal with video data. Therefore, in [34] a hierarchical SFA was developed which can be applied to video data. Yet, the hierarchy introduces a large number of parameters and the optimization is cumbersome. Here, we make a kernel based approach and we extend the linear SFA to a kernel SFA to increase the capability of the method. The complexity of the kernel SFA can directly be adjusted by the number of support vectors that are used. With growing model complexity the features generated by the kernel SFA get increasingly similar to the “optimal features”, i.e. the trigonometric functions.

We use the SFA to preprocess the camera images and to generate a “good” feature space for Reinforcement Learning methods. We use in this work the LSPI policy iteration in combination with the LSTD value estimator to learn a control. Here, we use LSTD to estimate Q-values, i.e. values for state-action combinations. This is needed to circumvent the problem of “building” a model for transitions between states. Such a model would be needed if we would estimate values for states.

We tested our system in simple navigation tasks. The goal in these navigation tasks was always to reach a specific spot inside a room. To evaluate the performance, we conducted robotic experiments in a small rectangular room and virtual experiments in two connected rooms. The control system was learned without prior knowledge about the environment, i.e. no specialized feature de-
4.1. INTRODUCTION

The complete control process from the camera image to the control signal is shown in Figure 4.2. The camera image (b) is preprocessed with SFA. As a result, we get a feature vector $\phi$, where each component $\phi_i$ corresponds to a multivariate trigonometric function. The camera image at location $(x, y)$ and orientation $\theta$ is mapped to a vector $\phi(x, y, \theta)$ (vertical line in (c)). Applying LSTD onto these features results in a weighted sum of trigonometric functions, i.e., an approximation of the value function (lowest layer in c). We use this approximation to control the robot (d).

In the “real-world” robotic experiments the system succeeded (reached the goal) in 17 of 20 trials if the goal was in the middle of the room and in 15 of 20 trials if the goal was in the lower right corner (Figure 4.7, p. 76).

4.1.1 Alternative Approaches

Camera based navigation using Reinforcement Learning has to our best knowledge not been done before. Visual processing is, however, an active field and approaches exist that are similar to our visual processing. The approaches that are most similar address the simultaneous localization and mapping (SLAM) problem. The goal of SLAM is the estimation of positions of landmarks and of the camera position (for visual SLAM). SLAM was originally used with sonar sensors [71]. Roughly a decade ago, the methods were adapted to visual sensors [24] and are currently under development by several groups [25, 68, 28].

Many of the SLAM methods rely on extended Kalman filters (EKF) for po-
position estimation [24, 28]. The EKF tracks dependencies between landmarks over different camera positions and therefore has a complexity of $O(n^2)$, where $n$ is the number of landmarks. The complexity makes the approach not usable for larger environments. One approach that is used to tackle this problem are particle filters [60, 58]. In this approach each particle represents a camera position with the corresponding landmarks. Landmark dependencies over different camera positions are ignored. The particle filter methods have a complexity of $O(mn)$, where $m$ is the number of particles. Particle filters have been applied to visual SLAM by [68] and [28]. An alternative approach to particle filters has been made in [32]. There, the EKF approach has been extended by producing independent local maps of limited size. These local maps are stitched together in a global layer and the algorithm is called hierarchical maps. Recently, in [23] this approach has been applied to visual SLAM.

Another speedup can be achieved by using so called active measurement strategies. In the common approach a set of landmarks is available which must be compared to the camera image. I.e. each landmark is a small 2-D patch and these patches are convolved with the whole image. If a convolution at a point $(x, y)$ in the image yields a high value, then the landmark is detected. Testing each landmark at each position of the image is computationally expensive [68]. Active measurement strategies overcome this problem by incorporating information about the expected location of a landmark. This way, visual SLAM can be performed in real time [25, 23, 28].

**Differences** The SLAM approach differs from the SFA approach in different aspects. The SLAM approaches are less adaptive then the SFA approach. Usually, the SLAM approaches “adapt” to the environment by building a database of landmarks. In visual SLAM a fixed set of landmark detectors like edge or corner detectors are usually used for this task. A problem with these detectors are all sorts of transformations, like rotations or optical distortions (e.g. by a lens). Approaches to overcome this problem are (1) the application of 2-D transformations onto the set of landmarks [28], i.e. rotate a corner and perform a convolution with the rotated corner and (2) the use of scale and rotation invariant features (SIFT, [68]). The SFA approach is different. A set of images from the environment is recorded and the SFA constructs automatically a visual processing that is best suited to detect differences in this concrete environment. For example, if a lot of optical distortions are present in the images, then the SFA will try to generate a visual processing that is unaffected by these transformations. So the SFA based system is very specialized to the concrete environment.

Another difference is that SLAM tracks the current state of the system and updates this with incoming observations. The SFA based system is instantaneous and has no internal estimate of the current state.

### 4.2 Control: Reinforcement Learning

Our control setting differs from the classical Reinforcement Learning setting as we observe only camera images and because we have a continuous state space with discrete actions at discrete time steps. The continuous state space is not problematic since we use an approximation of the value function [15]. Yet, the
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formal definitions are cumbersome and we fall back to the discrete state space case for explaining the concepts. The interested reader may, however, consult [14] for formal details.

We start with the definition of a Markov Decision Process (MDP). A MDP consists of a state space $S$, an action space $A$, transition probabilities $p_{ij}^a$ to move from state $i$ to state $j$ with action $a$ and a reward $r_i$ associated with state $i$. The control is introduced through policies $\pi$. In this work we use deterministic and randomized policies. The goal in Reinforcement Learning is the maximization of the value with respect to the policy. The value for a state $i$ given a policy $\pi$ is $V_\pi(i) := \mathbb{E}_{\pi}[\sum_{t=0}^{\infty} \gamma^t r_t | s_0 = i]$, where $\mathbb{E}_{\pi}$ denotes the expectation given policy $\pi$, $\gamma \in (0, 1]$ is the discount and $r_t$ the reward received at time $t$.

We use a policy-iteration (PI) based approach to find a policy that maximizes the value [76, 15]. The PI algorithm alternates between a policy evaluation and a policy improvement step. A policy $\pi_u$ at iteration $u$ is evaluated with a value estimator and the estimate is used to calculate a new policy $\pi_{u+1}$. In our setting we do not observe the states directly. Instead we have observations from a high dimensional space that represent the states. Instead of a value for each state $i$, i.e. $V(i)$, we got now an approximation of the value function, i.e. a function $V$ that maps an observation $o \in \mathcal{O}$ representing state $i$ onto an approximate value ($V(o) \approx V(i)$). Instead of the exact PI we must use in this setting an Approximate Policy Iteration (API, [15]). An API must not converge to the optimal policy, respectively it can happen that it does not converge at all.

In the following we shortly describe two problems that we encountered in the practical application of current API approaches and that are rarely documented: (1) If a value estimator like LSTD is used then a model for the transition probabilities between states is needed to apply the API. In [31] this problem is circumvented by providing the system with the true transition model and in [64] an explicit transition model is learned. Learning a transition model for a complex real-world problem is, however, a challenging task. An easier solution is provided by switching from value estimation to Q-value (values for state-action pairs) estimation. This approach is documented in [50] and the method is called LSPI. We followed this approach.

(2) The sampling, i.e. the movement of the robot is important. If the sampling of this training data is unbalanced, meaning a lot of transitions are observed at few locations of the environment or if only a subset of the available actions are observed then the estimates will be bad for the other locations, respectively actions. The sampling is particularly problematic for an API if actions are chosen deterministically (e.g. greedy). For such a sampling the Q-values are badly estimated for most actions with fatal effects for the API. In [29] such an approach is taken and is named SARSA. In [50] the problem is circumvented by using samples $(s, a) \rightarrow (s', a')$, where only $a'$ is chosen greedily while $a$ is chosen randomly. We essentially followed this approach, with the minor modification of including a sample for every possible action $a' \in A$ (in our case we had 3 actions). This small modification improved the convergence properties considerably. Yet, it is just a heuristical modification without a theoretical argument supporting it.

Popular value/Q-value estimators are linear, i.e. $\hat{V}(\phi) = \phi^T w$ [19, 29], where $\phi$ is a feature vector (e.g. an preprocessed image). In contrast to supervised learning the value is not observed directly. Therefore, the methods
minimize the Bellman error. We use in this work the LSTD value estimator. The corresponding optimization problem and the solution is given by

$$\min_w \| \Phi(\Phi^\top \gamma w - r) \| \Rightarrow w = -(\Phi \gamma K \Phi^\top \gamma)^{-1} \Phi \gamma K r,$$

where $\Phi \in \mathbb{R}^{k \times n}$ denotes the data matrix, $K := \Phi^\top \Phi$, $k$ is the size of the feature space and $n$ is the number of examples. Furthermore, $\Phi \gamma \in \mathbb{R}^{k \times n}$ denotes the discrete derivative of the observations scaled by the discount, e.g. the $t$'th column is given by $\gamma \phi_{t+1} - \phi_t$.

4.3 Slow Feature Analysis

The goal of the preprocessing are the generation of trigonometric functions on the environment in which the robot acts. SFA is the method which produces these functions. We start with defining the SFA optimization problem in a general form. In the following section we describe the linear SFA from [88] and we extend it to a kernel SFA. After these sections we describe the “optimal SFA features” [87, 34]. These features are generated if our model space is not restricted and if different assumptions concerning the environment and the sampling are fulfilled. Following that we discuss the approximation properties of the SFA features and we link them to API convergence statements.

4.3.1 Optimization Problem

Given a sequence of observations $x^{(1)}, \ldots, x^{(n)} \in \mathbb{O} \subseteq \mathbb{R}^d$, we want to find a set of $p$ continuous and differentiable mappings $\phi_i(x) : \mathbb{O} \to \mathbb{R}$ where $1 \leq i \leq p$ that satisfy [88]:

$$\min_{\phi_i} s(\phi_i) := \mathbb{E}[\dot{\phi}_i^2]$$

s.t. $\mathbb{E}[\phi_i] = 0$ (Zero Mean)

$\mathbb{E}[\phi_i^2] = 1$ (Unit Variance) (4.1)

$\forall j \neq i : \mathbb{E}[\phi_i \phi_j] = 0$ (Decorrelation),

where $\mathbb{E}$ denotes the expectation, $\dot{\phi}$ the temporal derivative and $s(\phi_i)$ the slowness. The slowness of a feature $\phi_i$ is measured with the 2-norm. The indices $i$ are sorted in ascending order according to their slowness. Trivial solutions like the constant $\phi_i(x) = 0$ are avoided by the unit variance constraint. The decorrelation constraint guarantees that more than one function is generated, i.e. without it all $\phi_i$ would be equivalent.

4.3.2 Linear SFA

We aim to find a set of $k$ functions that solve minimization problem 4.1. The expectation is replaced with the empirical average $\hat{\mathbb{E}}$ with respect to $n$ observations $x^{(1)}, \ldots, x^{(n)} \in \mathbb{O} = \mathbb{R}^d$. In this section we restrict the solution space in which we search for a minimizing element to the space of affine functions, i.e. functions $\phi_i(x^{(t)}) = \mathbf{w}_i^\top x^{(t)} - c_i$, where $\mathbf{w}_i$ is a weight and $c_i$ a constant. To keep the notation simple, we group observations and features into the matrices.
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\( \mathbf{X}_{it} = \nabla \gamma \) and \( \Phi_{it} = \phi_i(\mathbf{x}(t)) \). Instead of the temporal derivative the discrete temporal derivative \( \dot{\mathbf{X}} = [\dot{\mathbf{x}}^{(2)} - \dot{\mathbf{x}}^{(1)}, \ldots, \dot{\mathbf{x}}^{(n)} - \dot{\mathbf{x}}^{(n-1)}] \) is used.

The \( k \) solutions are calculated simultaneously in 3 steps [88]:

1. **Centering of the data:** \( \mathbf{x}_c := \mathbf{x} - \mathbf{x}_m \), where \( \mathbf{x}_m = \bar{\mathbf{x}} \).

2. **Sphering of the centered data:** \( \mathbf{x}_s := S \mathbf{x}_c \), where \( \bar{\mathbf{x}}[\mathbf{x}_s \mathbf{x}_s^\top] = I \). Sphering establishes unit variance and decorrelation. An eigenvalue decomposition of the covariance matrix \( \bar{\mathbf{E}}[\mathbf{x}_c \mathbf{x}_c^\top] = \frac{1}{n} \mathbf{X} \mathbf{X}^\top - \mathbf{x}_m \mathbf{x}_m^\top = \mathbf{U} \Lambda \mathbf{U}^\top \), can be used to determine the sphering matrix \( \mathbf{S} = \Lambda^{-1/2} \mathbf{U}^\top \).

3. **Minimizing the slowness:** This can only be achieved by a rotation of the sphered data, since any other operation would violate the already fulfilled constraints. Again, an eigenvalue decomposition of the covariance matrix \( \bar{\mathbf{E}}[\mathbf{x}_c \mathbf{x}_c^\top] = \frac{1}{n-1} \mathbf{S} \mathbf{X} \mathbf{X}^\top \mathbf{S}^\top = \mathbf{U} \mathbf{A} \mathbf{U}^\top \) can be used. The solutions are given by the \( p \) smallest eigenvectors \( \tilde{\mathbf{U}}_p \).

Combining the steps the affine function \( \phi \) that solves the optimization is given by \( \phi(\mathbf{x}) = \mathbf{W}^\top \mathbf{x} \), where \( \mathbf{W} = \mathbf{U} \mathbf{A}^{-1/2} \tilde{\mathbf{U}}_p \) and \( \mathbf{c} = \mathbf{W}^\top \mathbf{x}_m \).

The algorithm has to collect the mean \( \frac{1}{n} \mathbf{X} \mathbf{1} \), the covariances \( \frac{1}{n} \mathbf{X} \mathbf{X}^\top, \frac{1}{n} \mathbf{X} \dot{\mathbf{X}}^\top \) and has to perform two eigenvalue decompositions in step 2 and 3. Since the eigenvalue decompositions have complexity \( O(d^3) \), the algorithm has an overall complexity of \( \max(O(d^2 n), O(d^3)) \).

4.3.3 Dual Approach - Kernel SFA

Linear methods are usually not powerful enough for real-world applications. The usual approach to increase their power is an embedding of the data items into a high-dimensional feature space and an application of the learning algorithm in this space. This embedding is usually done implicitly with the help of a kernel function. Learning methods can make use of this approach if they do not need the coordinates of the data items but only their pairwise inner product.

SFA can be formulated in terms of inner products and the approach can therefore be applied. For SFA the approach is particularly simple due to the close relation between kernel and covariance matrix. Furthermore, due to this relation the linear SFA algorithm needs to be modified only minorly.

Background

In this section we give a rough summary of the needed kernel terminology. For a detailed introduction see for example [66]. First, let \( \psi : \mathbb{R}^d \rightarrow \mathbb{R}^k \) be an embedding of the data items into an usually high dimensional feature space. If an algorithm is formulated in terms of inner products \( < \cdot, \cdot > \), then \( < \mathbf{x}, \mathbf{x}' > \) can be replaced by \( < \psi(\mathbf{x}), \psi(\mathbf{x}') > \) and the algorithm can be run in feature space without modification.

Usually \( k \gg d \) and algorithms cannot be applied efficiently in feature space. An alternative is provided by kernels. Instead of an explicit construction of the feature space kernels imply a feature space, i.e. given a symmetric and positive definite kernel \( k(\mathbf{x}, \mathbf{x}') \) a Hilbert space \( \mathcal{H}, < \cdot, \cdot >_{\mathcal{H}} \) and a mapping \( \psi \) exists such that \( k(\mathbf{x}, \mathbf{x}') = < \psi(\mathbf{x}), \psi(\mathbf{x}') >_{\mathcal{H}} \). An inner product based algorithm can
now be applied by replacing $\langle x, x' \rangle$ with $k(x, x')$. Popular kernels are the polynomial kernel of degree $g$ $k(x, x') = (x^T x' + 1)^g$ and the RBF (or Gaussian) kernel $k(x, x') = \exp(-\frac{||x-x'||^2}{2\sigma^2})$, where $\sigma$ denotes the standard deviation.

Covariance Matrix and Kernel Matrix

The SFA algorithm performs an eigenvalue decomposition of the covariance matrix. In feature space this corresponds to $nE[\psi \psi^T] = \Psi \Psi^T = U \Lambda U^T$, where $\Psi_n = \psi_i(x^{(i)})$ denotes the matrix of the embedded samples. The decomposition has a complexity of $O(k^3)$ and is therefore infeasible in a high dimensional space.

Luckily, the nonsingular eigenvalues of the kernel matrix $K = \Psi^T \Psi = V \Lambda V^T$ are the same as the eigenvalues of the covariance matrix and the eigenvectors are related by $U = \Psi V \Lambda^{-1/2}$ [66]. If we express the eigenvalue decomposition of the covariance matrix in terms of the kernel matrix, the complexity decreases to $O(n^3)$, where usually $n \ll k$.

Kernel SFA Algorithm

In this section we derive the kernel SFA. For a related cost function a kernel approach has been made in [20]. Beside the difference in the cost function their approach differs from ours because they do not use a kernel matrix but work directly with support vectors. Using a specific kernel matrix approximation, their approach turns out to be a special case of ours.

In the following let $k(x, x')$ be a given kernel and $\psi$ the corresponding feature mapping. Similar to linear SFA the kernel SFA algorithm consists of three steps:

1. **Centering**: can be performed directly on the kernel matrix [66]: $K_c = (I - \frac{1}{n}1 1^T)K(I - \frac{1}{n}1 1^T)$. In the following we make use of the centered matrix $K_c$ and with it $\Psi_c$.

2. **Sphering**: As discussed in 4.3.3, we substitute the nonsingular eigenvectors $U$ in the sphering matrix with those of the kernel matrix: $S = \frac{1}{\sqrt{n}} \Lambda^{-1/2} V^T \Psi_c^T$.

3. **Minimizing the slowness**: Let $\tilde{\Psi}_c := \Psi_c D$, with $D \in \mathbb{R}^{n \times n-1}$ being a matrix which is everywhere zero except for $D_{i,i} = -1$ and $D_{i+1,i} = 1$. This way we can express the sphered covariance matrix $S = \frac{1}{n-1} \tilde{\Psi}_c \tilde{\Psi}_c^T S^T$ in feature space as $\frac{1}{n(n-1)} \Lambda^{-1/2} V^T K_c \tilde{K}_c^T V \Lambda^{-1}$ with $K_c = \Psi_c^T \psi_i D$. The eigenvectors corresponding to the smallest $p$ eigenvalues of this covariance matrix are the rotations $U_p$ which optimize the problem.

The kernel solution to optimization problem 4.1 is given by $\phi(x) = W^T k(x) - c$, $W = (I - \frac{1}{n}1 1^T) \Lambda^{-1/2} U_p$ is the weight matrix, $k(x) := [k(x^{(1)}, x), \ldots, k(x^{(n)}, x)]^T$ and $c = \frac{1}{n} W^T K 1$ is the weighted mean.

The algorithm collects the matrix $K$ and derives $\tilde{K}_c \tilde{K}_c^T$ from it. The two eigenvalue decompositions in steps 2 and 3 are responsible for an overall complexity of $O(n^3)$.
4.3. SLOW FEATURE ANALYSIS

Figure 4.3: The figure shows the performance of the kernel SFA in dependence of the model complexity (number of support vectors). The measure is the slowness of the produced features. The lower the slowness the better the method. The lowest line is the optimal solution, i.e. the slowest possible features. One can observe that with growing model complexity more “reasonable” SFA features are produced and the earlier features become very similar to the optimal solutions.

Kernel Matrix Approximation

Working with kernel matrices is restricted to a small amount of samples (5000-10000). Different approaches have been made to overcome this problem by means of an approximation \( \mathbf{K} \in \mathbb{R}^{m \times m} \) of the kernel matrix \( \mathbf{K} \in \mathbb{R}^{n \times n} \), where \( m \ll n \) (see for example [65]).

The simplest approach is called subset of data. In this approach only a subset of \( m \) samples (support vectors) is used and the approximation has size \( m \times m \). Because, only the support vectors influence \( \mathbf{K} \) all information of the remaining \( n - m \) samples is lost.

A better approach is called projected process. Here, the non support vector rows are removed but all columns are kept and the resulting matrix \( \mathbf{K} \) has size \( \mathbb{R}^{m \times n} \). The matrix \( \mathbf{K} \mathbf{K}^\top \in \mathbb{R}^{m \times m} \) is then used to approximate \( \mathbf{K}^2 \). While preserving much more information, the method can only be applied to algorithms which use \( \mathbf{K}^2 \).

If one aims to preserve as much information as possible, the choice of support vectors is crucial. Finding the optimal set of support vectors is, however, a NP hard problem. Therefore a number of heuristics have been proposed. We use a heuristic which was proposed in [21] and applied to Gaussian Process Temporal Difference Learning [30]. This heuristic runs sequentially through the sample and includes data points into the set of support vectors if the orthogonal residual between the data point and the span of the current set of support vectors \( \{s_1, \ldots, s_n\} \) is above a threshold \( \beta \), i.e. if

\[
\min_{\alpha_1, \ldots, \alpha_n} |\psi(x) - \sum_i \alpha_i < \psi(x), \psi(s_i) > \psi(s_i)| > \beta.
\]

Intuition being that new data points contribute essentially the residual, i.e. if the residual is zero then nothing is gained.

The number of support vectors \( m \) is largely dependent on the data and the kernel. This can lead to problems, since the complexity of the algorithm scales with \( O(m^2 n) \).

One would like to apply the projected process method to the kernel SFA, but this method only provides approximations of \( \mathbf{K}^2 \). Luckily, \( \mathbf{K}^2 = \mathbf{V} \Lambda^2 \mathbf{V}^\top \).
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Figure 4.4: The upper rows show four learned SFA features, evaluated on a test set. The arrows indicate the orientation of the robot. On the right, a plot of the achieved slowness against different model classes (as number of used support vectors) is shown. The continuous lines are means over 10 sfa features each and are getting closer to the optimal features (dashed lines) the more support vectors are used. The bounded box shows results from the simulator. Here, we get place and orientation sensitive features by varying the ratio between movements and rotations in the training videos. Further, for settings with multiple rooms, we get features that encode the room or specialize in a specific room. All experiments were performed with kernel SFA and RBF kernels.

has the same eigenvectors and the squared eigenvalues of $K$. If we perform the eigenvalue decomposition on $\hat{K}\hat{K}^T$ and take the square root of the eigenvalues, the solution is the projected process approximation of $K$.

With this approximation, the algorithm has complexity $O(m^2n)$ because it requires the collection of the matrices $\hat{K}\hat{K}^T$ and $\hat{K}\hat{K}^T$. Additionally, one has to pick a set of support vectors, which usually is costly, too.

We tested the performance of the kernel SFA in an experiment (Figure 4.3 and right side of Figure 4.4). We compared kernel SFA with different numbers of support vectors to the optimal solutions (see next Section). With growing model complexity the kernel SFA approaches the optimal solutions.

4.3.4 Theoretical Solutions

One can address optimization problem 4.1 with (classical) variational calculus to find solutions in the class of continuous functions. The linear SFA and the kernel SFA produce continuous functions. With growing model complexity (more support vectors) the set of functions that can be represented grows and the solution of the kernel SFA approaches the variational solution. The variational solutions tell us therefore how the “limit solution with respect to model complexity” looks like.

The application of variational calculus, however, is not straightforward. As with optimization problems in finite dimensional spaces only in few cases the analytical solutions can be calculated explicitly. The difficulties for optimization problem 4.1 are introduced through boundary conditions, which depend on the structure of the room in which the robot navigates.

In [34] the variational approach has been taken for a rectangular room. For this case the solutions to the optimization problem are trigonometric functions.
More precisely, let $K := [0, 1] \times [0, 1] \times [0, 2\pi]$ denote the room\(^1\) and the viewing angle and let $(x, y, \theta) \in K$ be a point in the room. If the movements in the different directions $(x, y, \theta)$ are decorrelated then the (variational) solutions of problem 4.1 are

$$
\phi_{ijl}(\iota(x, y, \theta)) = \begin{cases} 
\sqrt{2} \cos(i\pi x) \cos(j\pi y) \sin(\frac{l+1}{2}\theta), & l \text{ odd} \\
\sqrt{2} \cos(i\pi x) \cos(j\pi y) \cos(\frac{l}{2}\theta), & l \text{ even},
\end{cases}
$$

where $i, j, l \in \mathbb{N}$ and $\iota(x, y, \theta) \rightarrow O$ represents the function that maps coordinates onto camera images. We refer to these solutions as the optimal features.

If features have the same slowness, a linear mixture is also possible. For example, if $\phi_{100}$ and $\phi_{010}$ have the same slowness, then $s(\phi_{100}) = s(\phi_{010}) = s(a\phi_{100} + b\phi_{010})$ holds as long as $a^2 + b^2 = 1$. This corresponds to an arbitrary rotation between features of equal slowness.

The slowness of the optimal feature is influenced by the frequency and by the driving speed in the three directions of the room $(x, y, \theta)$. If, for example, the rotation speed is high compared to driving speed then features are generated that are invariant to rotation. These features are also called place cells. Similarly, if the rotation speed is low then features are generated that are invariant to the place (orientation features). Place and orientation features are shown in Figure 4.4. Under realistic conditions separated place and orientation features appear seldom. Usually, mixtures of them are generated. The upper line of Figure 4.4 shows different features, whereas we controlled the robot tightly to produce orientation invariant features. The first two features are orientation invariant, but, despite our effort, mixtures appear already at feature 4.

We did the same experiment using the simulator (for details about the simulator see Section 4.4.3). There we were able to produce very clean place and orientation features (Simulator box, Figure 4.4).

A derivation of the variational solutions for general room structures seems to be impossible. In experiments with other room structures we found features that are often very similar to these trigonometric functions. However, beside these features other solutions exist. For example, in the case of two connected rooms features that identify rooms and features that are exclusive to one of the rooms were generated (Simulator box, Figure 4.4).

### 4.3.5 Function Approximation and Policy Iteration

In general one is interested in having guarantees for the performance of a learned control. For example, when we apply a policy iteration in combination with a value estimator we would like to get a policy that is in some way close to the optimal control. According to [15] and [59] it is actually possible to bound the distance between the achieved performance and the performance of the optimal policy (regret). These bounds rely on the approximation quality (bias) of the approximate value function and on the estimation quality (variance). The bound of [15] is based on the $\| \cdot \|_\infty$-norm while the bound from [59] is based on $\| \cdot \|_p$-norm. In general, the measure of the estimation error is the mean-squared error (MSE). Therefore, we get a good estimate in the $\| \cdot \|_2$-norm and not in the $\| \cdot \|_\infty$-norm from estimators like LSTD. For these the $\| \cdot \|_p$-norm

\(^{1}\) quadratic for simplicity
Figure 4.5: The plot shows the value approximation quality in dependence of the number of features. The upper line shows approximations of a value function for optimal SFA features and the lower line for learned SFA features. The learned SFA features are evaluated on video frames. The value functions (target functions) are shown on the right. The shape of the value approximations in the upper and lower line differ, because the learned SFA features got more frequencies in x-direction and fewer in y-direction then the optimal features. The approximation error (MSE) in dependence of the number of features is plotted on the right side of the figure (green line: learned features, blue line: optimal features). For the optimal features one can clearly see that the shape of the approximation becomes more similar to the target function with growing feature size. For the learned features this is more difficult to observe due to the scatter plot, however in the MSE plot a clear improvement can be observed.

bounds are better suited. We will not discuss the bounds any further, but we will concentrate on the approximation (bias) part on which these bounds rely.

The first interesting question is: Given a growing number of optimal features, can a large set of value functions be approximated arbitrarily well? In the appendix we show that we are able to approximate continuous functions arbitrarily well in $||·||_\infty$. Furthermore, we can approximate bounded functions arbitrarily well in the $||·||_p$-norms. Our value functions are not continuous since we choose actions at discrete time steps. However, they are bounded.

Beside statements about the asymptotic case it is possible to derive statements for a finite number of features. In particular, it is possible to bound the approximation error for function classes like the continuous functions or the bounded functions using so called Jackson Theorems [45, 27] from approximation theory.

In Figure 4.5 the approximation behavior in dependence to the expansion size is shown for optimal and kernel SFA features. The figure shows the least squares fit to a value function and the corresponding approximation error (MSE). The value function is generated “by hand”. The reward is in the middle of the room. The needed number of steps is the sum of the number of needed rotations to turn the “agent” to the middle of the room and the number of steps to move the agent to the goal after rotating it. This heuristic is very similar to the optimal policy. One can observe that the approximation error drops continuously with a growing number of features, despite the fact that the value function is not continuous.
4.4 Empirical Analysis

We tested the method on a robot in a rectangular room (Section 4.4.1) and additionally on a simulator in two other room structures (Section 4.4.3).

The only sensory input for the control are the images from the video camera, mounted on top of the robot, respectively, the virtual images. Part b) of Figure 4.6 shows an example image. The fact, that no prior knowledge about the environment is given, makes the navigation task challenging.

4.4.1 Setup

Since experiments with the robot are time consuming, we aimed to reduce the necessary training data to one random walk video. The frames of this video were scaled down to $32 \times 16$ RGB images. The SFA was trained on a subset of approximately 35,000 of these. Out of this training set, approximately 8000 support vectors were chosen according to Section 4.3.3.

An advantage of the used LSPI method is that no additional trajectories are needed for the policy iteration, but a set of transitions from the training video and the gained rewards are sufficient. We chose such a set with approximately 12,000 transitions. To each transition there corresponds one of 3 possible actions: Move approximately 30 cm forward, turn 45 degrees left or right. We chose LSTD as the value approximator. The robot receives a positive reward if a transition ends at the goal. Contrary, if the robot comes too close to a wall it receives a negative reward. After training, the robot follows a greedy policy.

4.4.2 Robotic Experiments

We performed two types of experiments: the first set of experiments was done with the robot (40 runs, Figure 4.7). These experiments are time consuming and are not suited for a large scale analysis. Therefore, we performed a second set of experiments using optimal SFA features (2000 runs).

In both settings the goal areas were placed for half the runs in the middle of the room and for the other half in the lower right corner (red painted area). The training set was the same for both experiments the only difference was that we replaced the learned SFA features with optimal SFA features for the large scale experiment. The control behavior was in both experimental settings very
similar. For example, in both experiments starts in the lower left corner were problematic if the goal was in the middle.

The trajectories for the robot experiments are shown in the figure. Red trajectories mark the unsuccessful runs. In numbers, the success rate for the robot was 17/20 (middle) and 15/20 (corner). For the optimal features we achieved a success rate of 907/1000 (middle) and 986/1000 (corner).

### 4.4.3 Simulator Experiments

By simulations we tested the degree to which the performance depends on the room structure. We used 3 different room settings: (1) a quadratic room, (2) a quadratic room with a block in the middle (O-Room) and (3) a two-room environment (the two-room is shown in Figure 4.2). The SFA was trained with a weaker model class (around 3000 support vectors) and the images were obtained by a simulator. To simplify the policy iteration step, we used a discrete state space (a grid of equidistant points), where each state corresponds to exactly one image. In this setting it is easily possible to apply other PI methods. Besides LSPI, we used an optimistic policy iteration version of Sarsa [29]. We used 180 SFA features for all but the O-Room for which we used 324 features. Each experiment was repeated 10 times. The following table shows the mean and standard deviation of the regret (absolute value).

<table>
<thead>
<tr>
<th>Task</th>
<th>Qu. Room</th>
<th>O-Room</th>
<th>Two-Rooms</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSPI</td>
<td>12.9/2.6</td>
<td>36/3.3</td>
<td>28/1.7</td>
</tr>
<tr>
<td>O-Sarsa</td>
<td>11.5/0.9</td>
<td>16.5/1.2</td>
<td>27/2.5</td>
</tr>
<tr>
<td>LS</td>
<td>2.7</td>
<td>6.8</td>
<td>18</td>
</tr>
<tr>
<td>Random</td>
<td>32.7/0.2</td>
<td>55.5/0.4</td>
<td>53.5/0.1</td>
</tr>
</tbody>
</table>

The LS row shows the performance if no PI is used but a least-squares fit of the true value function (about the best possible policy for the given feature space). The Random row shows the results for a random policy.
4.5 Conclusion

We presented a new approach to robotic navigation. The central idea is the use of a feature space consisting of trigonometric functions as the basis for reinforcement methods. The motivation for the trigonometric functions is their usefulness for function approximation (e.g. approximation of the value function). It is possible to learn with SFA a projection from sensory data into this feature space. As a result we are able to learn a control process for almost any kind of sensory systems. We demonstrated this on a simple real-world task: A robot learned to navigate using camera images only. Furthermore, we demonstrated with a simulator that the method is also applicable in more complex environments if the computational power is sufficient. In general, the limiting factor is the computational power, as the number of support vectors directly relates on it. We did not focus on computational aspects and we assume that a big improvement can be achieved with more sophisticated numerical methods.

We think that our approach has the potential to allow robot navigation in manifold environments. The advantages of the approach are: (1) The system adapts to the environment quiet fast (in our setting around 6 hours of recording) and can therefore be applied to very different settings. (2) The approach is not restricted to visual data. Essentially, without any adjustments it would be possible to use any other sensory system, e.g. ultrasonic sensors.

4.4 Approximation Results

In this section we discuss approximation properties of linear functions that are applied on optimal SFA features. We are interested in the following question: Can we approximate a large class of functions well in an appropriate norm in the limit?

In the following let $K := [a_x, b_x] \times [a_y, b_y] \times [0, 2\pi]$ describe the rectangular room and the viewing angle. Let $(\phi_i)_{i \geq 1}$ be the set of optimal features, let $\phi_0$ be the constant function $1$ and let $\mathcal{M}$ be the set of functions for which $f(x, y, 0) = f(x, y, 2\pi)$.

4.4.1 Denseness

We start with the limit case. The function classes we are interested in are the continuous functions and the $L^p$ functions. In approximation theory a lot of powerful theorems are known for denseness. To apply these theorems it is typically sufficient to check a number of simple properties of $\mathcal{G}$.
Theorem 20. The space spanned by the $\phi_i$ is dense in the continuous functions $(C(K) \cap \mathcal{M}, \| \cdot \|_\infty)$, $(C(K) \cap \mathcal{M}, \| \cdot \|_p)$ and in $(L^p(K) \cap \mathcal{M}, \| \cdot \|_p)$, with $1 \leq p < \infty$, if the assumptions from [34] are fulfilled (Section 4.3.4).

Dense means that we can approximate any of the $C(K)$ and $L^p(K)$ functions arbitrarily well in the corresponding norm. In particular, we can approximate any bounded function in the p-norms arbitrarily well.

Proof. First the case $(C(K) \cap \mathcal{M}, \| \cdot \|_\infty)$. We use a version of the Stone-Weierstraß Theorem ([27][Th. 4.3]). We denote the space spanned by the $\phi_i$ with $\mathcal{G}$. We need to check that

(a) $g(x) = 0$ for all $g \in \mathcal{G}$ implies $f(x) = 0$. Due to the constant 1 which we included there is no $x$ for which all $g$ are 0 and (a) is fulfilled.

(b) $\mathcal{G}$ needs to separate any two points separated by $f$. $f$ does not separate $(x, y, 0)$ and $(x, y, 2\pi)$, therefore we can ignore these points. Further, points at the boundary of the rectangle are not a problem, as the slowest features in $x$, respectively $y$ direction separate them. For any other set of points one can argue that if a cosine assigns the same value to the positions then a cosine with a frequency increased by 1 does not.

(c) $\mathcal{G}$ must be an algebra. Due to [27] it is sufficient to check that $g_1, g_2 \in \mathcal{G}$ implies $g_1g_2 \in \mathcal{G}$. Each $g_i$ is a linear combination of $\phi = \cos(ax)\cos(by)\cos(c\theta)$, respectively $\sin(c\theta)$ factors, where $a, b = n/2, n \in \mathbb{N}$ and $c = n \in \mathbb{N}$ [34]. Taking the product $g_1g_2$ we get linear combinations of terms $\phi\phi$. Therefore, if every $\phi\phi$ is contained in $\mathcal{G}$ then every $g_1g_2$ is contained in $\mathcal{G}$. Let, $\phi\phi := (\cos(ax)\cos(\tilde{a}x))(\cos(by)\cos(\tilde{b}y))(\cos(c\theta)\cos(\tilde{c}\theta))$. Each such cosine product, e.g. $\cos(ax)\cos(\tilde{a}x)$ is a linear combination of the $\phi$'s. Let $a \geq \tilde{a}$, then $\cos(ax)\cos(\tilde{a}x) = 1/2 \cos((a + \tilde{a})x) + 1/2 \cos((a - \tilde{a})x)$ and $a \pm \tilde{a} \in \mathbb{N}$. The cases $\cos(c\theta)\sin(\tilde{c}\theta)$ and $\sin(c\theta)\sin(\tilde{c}\theta)$ are similar. In summary $\mathcal{G}$ is closed under multiplication and an algebra. (a),(b) and (c) are the needed properties for the Stone-Weierstraß Theorem to apply.

The case $(C(K) \cap \mathcal{M}, \| \cdot \|_p)$ follows directly as $\|f-g\|_p \leq A\|f-g\|_\infty$, with $A$ being the size of the rectangle times $2\pi$. Further, $(C(K) \cap \mathcal{M}, \| \cdot \|_p)$ is dense in $(L^p(K) \cap \mathcal{M}, \| \cdot \|_p)$ (e.g. [81]).
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CHAPTER 5

Attention Driven Memory

Abstract

Categorization is a skill which is used extensively in everyday life and is therefore an important aspect of human cognition. Consequently a variety of studies exist which address the topic and revealed that diverse factors affect human categorization performance. A critical but not extensively studied factor is time. Imagine watching a basketball game for 30 minutes. In this period of time plenty of actions will take place resulting in diverse impressions which make you afterwards categorize the game as interesting or boring. Such a categorization task is very similar to a time series classification task in the context of machine learning. In the field of machine learning a phenomena called “vanishing gradient” is known which makes it generally hard to solve such a categorization task. A prominent method that overcomes this phenomena is the long short term memory which basically consists of a memory that is controlled by two gate units which can be interpreted as adaptive encoding and recall units. Critical points which make the processing of the structure differ from human processing concern the encoding and the storage: (1) The structure is built to massively store information instead of carefully selecting few impressions for storage in memory. (2) Reweighting of stored information due to changing constellations is not possible. Coming back to the example this would mean that a nice action at the beginning of the game has a strong impact on your categorization independent of what kind of actions - might they be impressive or not - followed afterwards. In this work we tackle these points through introducing an attention mechanism which drives the encoding and the storage of the structure. We analyze the model behavior in category learning tasks.
5.1 Introduction

Diverse factors like category dimensionality [67], covariance complexity [4] or, for rule-based task, if a rule is conjunctive or disjunctive [16] are responsible for human categorization performance. Another important but not extensively studied factor is time. Categorization tasks which involve the temporal domain come up all the time in everyday life, think for example of the different ways you can take to your work place. You will surely have categorized them according to the time you need to arrive at work.

In the machine learning field similar classification problems are studied, whereas the machine learning methods here face a similar problem like a human. The information they need for classification is spread over time so not all of the relevant information is available at one moment. Just like a human these methods have to memorize relevant information to yield good performance in the task.

Interestingly, studies in the machine learning field revealed that such classification tasks are generally hard to solve. This mainly relies on the so called vanishing gradient problem ([39], [12] and [40]). This “problem” comes up when stored information decays with time. This results in the effect that information that might be strongly related to a later signal being downscaled with time and

Figure 5.1: Interpretation of the LSTM. The central element is the memory which is controlled by adaptive encoding and recall units. Encoding/recall activation scales the memory input/output through a multiplicative relation to the ordinary pathway (dashed line). The hidden layer (memory, encode, recall) is fully connected (not drawn due to readability).
finally when the later signal comes the original information can no longer be distinguished from noise. This way the relation between the signals cannot be revealed, respectively learned. This has dramatic effects on the performance of methods. Due to this effect traditional recurrent networks\(^1\) are hardly able to relate two signals which are 15 time steps or more apart from each other.

A prominent machine learning method that overcomes this problem is the Long Short Term Memory (LSTM, [38]). The LSTM is a recurrent neural network structure which basically consists of a memory unit that is controlled by adaptive encoding and recall units (see Figure 5.1 and next section). Similarities of the LSTM structure to recent neuropsychological models of working memory exist as stated in [61].

Despite these similarities some obvious differences still exist between the processing through the LSTM structure and human processing of information. Two points are especially critical: (1) The LSTM tends to massively store information in its memory in contrast to the very selective storage in humans. (2) Information that is once stored cannot be reweighted due to changed conditions.

We address these two points through introducing an attention mechanism which drives the encoding unit and rescales the memory content when needed. Furthermore, we analyze the behavior of this process model in category learning tasks.

### 5.2 Long Short Term Memory (LSTM)

Figure 5.1 shows the LSTM structure [38]. The key element is the memory unit in the center of the LSTM. The unit uses the identity as an activation function and is self-connected with a recurrent connection. This recurrent connection has a weight of one which guaranties that no information is lost, respectively information is conserved and so the vanishing gradient problem does not apply.

A problem that occurs directly from the conservation of all information which is encoded in the unit, is that the capacity of the memory unit will be quickly exceeded. This problem is overcome through introducing an encoding unit which controls the inflow of information into the memory. Beside that a recall unit is used to control the flow of information out of the memory cell back into the network.

The control of the inflow and outflow is achieved through scaling the input to the memory respectively the output from the memory, with the activation of the encoding/recall unit. Whereas both units got a sigmoidal activation function in \([0,1]\). Thus when the activation of these control units tends to zero the information flow is stopped.

An important aspect about the encoding and recall units is that they are adaptive and through training learn when to store information and when to use stored information.

### 5.3 Attentional Driven Encoding and Storage

Encoding in human memory is driven by attention. This has the advantage that the memory can be used according to current needs or objectives. Fur-
5.3. ATTENTIONAL DRIVEN ENCODING AND STORAGE

1) Full Model

2) Attention

Figure 5.2: 1) Full Model: Modified LSTM structure. Like in the LSTM the central element is the memory cell and the input to the memory is controlled by an encoding unit. In difference to the LSTM the encode and rescale units are driven by an attention process which weights the input according to its relevance and reweights the memory when new constellations come up (e.g. a new signal attracts most attention). Encode and rescale units have exponential activation functions which are used to emphasize strong attended input and downscale input of low attention value. 2) A detailed view on the attention box of the left part. The input activates a set of features which lead to an attention value. This attention value is compared with the stored maximal attention value and replaces this when it is higher. It further drives together with the maximal attention value the encode unit. The rescale unit on the other hand is driven by the difference between the new and the old maximal attention value.

Therefore, storing information selectively reduces the needed memory and this way it is easier to detect a relation between past attended and present events. A disadvantage is, that when a relation exists between past and present events, but attention is not drawn to the relevant past events then the relation will hardly be detected. Encoding in the LSTM varies in these points from human encoding. The LSTM massively stores information. Therefore problems arise with the memory capacity. Additionally, through this massive storage the LSTM is on the one hand able to detect a wide variety of relations, however, on the other hand it takes a long time to extract relations. Thus, a well working attention mechanism should be able to improve the LSTM performance, make its encoding behavior more human like and thus make it a memory structure
whose processing is more similar to human information processing.

We start from a basic and general assumption of how the memory content should be computed out of input and attention values at different time steps. It shows up that critical elements of the attention process are predetermined from this first assumption and thus at the core of the attention structure no variations are possible when the defined equation (5.1) should hold.

Basically we want the memory content to “concentrate” on few strongly attended information and to downscale the impact of information which has a low attention value relative to the strongly attended signals. Due to the vastly reduced amount of stored information that must be processed, detecting relations between attended signals should be much easier. Furthermore, we don’t want the storage of information to rely on the special time step when the information arrives. So basically the memory content at time $T$ should look like this.

$$\text{mem}_i(T) = \sum_{t=1}^{T} \text{in}_i(t) \cdot \phi(A_{\text{max}}(T) - A(t)). \quad (5.1)$$

$\phi$ denotes a function which operates on the relative value between the strongest and the actual attention value at step $t$. If the relative value is high the input should be strongly downgraded.

When storage is limited and thus not every $A(T)$ and $\text{in}_i(t)$ can or should be stored it is not simply possible to rescale the stored information when $A_{\text{max}}$ changes. What we need is a function $\phi$ that makes it possible to rescale the stored information in the way that

$$\text{mem}_i(T) = \underbrace{K \cdot \text{mem}_i(T-1)}_{\text{rescale}} + \underbrace{\text{in}_i(T) \cdot \phi(A_{\text{max}}(T) - A(T))}_{\text{encode}}.$$  

To do so it must be possible to transform the ‘-’ into a multiplicative factor, in other words $\phi(A_{\text{max}}(T) - A(t)) = \phi(A_{\text{max}}(T)) \cdot \phi(-A(t))$. This only holds for the exponential function thus $\phi = \exp$. After introducing an additional minus and a scaling factor $\sigma$ we get

$$\text{mem}_i(T) = \sum_{t=1}^{T} \text{in}_i(t) \cdot \exp(-\sigma(A_{\text{max}}(T) - A(t))).$$

The rescaling factor $K$ computes now to

$$K = \exp(\sigma(A_{\text{max}}(T - 1) - A_{\text{max}}(T))).$$

To guarantee that the equation holds in every step we only need to store the memory value $\text{mem}_i(T)$ and the highest activation value $A_{\text{max}}(T)$ that has come up till the time step $T$.

In the next section we present a model which is based on these equations.

### 5.3.1 Model Description

Figure 5.2 shows the model structure. The input is passed to the attention process and to the memory. The attention process computes an attention value
for the momentary time step due to the input. According to this attention value it drives the encode and rescale units which control if the new input is stored, respectively how “strong” it is stored, and how the memory content must be reweighted due to changed conditions.

Diverse factors exist which drive our attention in one special moment. An example is our physical condition. When we are hungry or thirsty totally different objects attract our attention than when we are tired. Also totally different conditions like a task we are working on at the moment or personal preferences affect what attracts our attention. The study of the influence of these points is beyond the scope of this work. Instead of realizing an attention mechanism which is driven by all these factors we used some abstract variables $F_i(t)$ which might be used to represent a variety of features which are relevant to control attention. The only condition the variables must fulfill is that the values the variables can take lie in a bounded interval.

Due to these features the attention value at time step $t$ calculates in our method as follows:

$$A(t) = f(\max(\hat{w}_i F_i(t) + b_i)),$$

Here max is the maximum function and $f$ is a logistic sigmoidal function. Variable $F_i(t)$ is dependent on the input and as stated above simulates a feature detector that signals if a feature $i$ is present at time step $t$ (in simulations the range of $F_i(t)$ was chosen to be in $[0, 1]$). A short remark: the function to calculate $A(t)$ must not have the upper form, one might for example also use a weighted sum of the different feature activations. Finally, in the above equation $\hat{w}_i$ is the weight of feature $i$ and $b_i$ a bias. Both are adaptive and modulated through learning.

Contrary to the choice of $A(t)$ the following variables are predefined through our initial assumption (equation 5.1).

As stated above the maximal attention value which appears until step $t$ is needed to encode and rescale:

$$A_{\text{max}}(t) = \max(A(t), A_{\text{max}}(t - 1)).$$

Building up on the value $A(t)$, $A_{\text{max}}(t)$ and $A_{\text{max}}(t - 1)$ the encode and the rescale value can be calculated:

$$\text{encode}(t) = \exp(-\sigma(A_{\text{max}}(t) - A(t))),$$
$$\text{rescale}(t) = \exp(\sigma(A_{\text{max}}(t - 1) - A_{\text{max}}(t))).$$

Finally the activation of the memory at time step $t$ calculates as follows:

$$\text{mem}_i(t + 1) = in_i(t) \cdot \text{encode}(t) + \text{mem}_i(t) \cdot \text{rescale}(t).$$

And the output of the network:

$$\text{out}(t + 1) = f(\sum_i w_i \text{mem}_i(t) + b).$$

In this simple setup adaptive parameters that must be learned are the $w_i$ values which weight the impact of the memory content to the output of the network and the $\hat{w}_i$ values which weight the impact of the different features to
the attention value at one time step. The latter ones are the interesting ones, because they define how the network uses its memory. Another remark: in the LSTM input is bundled through a weighted sum and thus concentrated in one memory unit. This can also be done here through introducing another weight layer between the input and the memory. The attention at one special moment will in this case have a large impact on the learning of the input weights. Input units that are active when attention is high and thus the encode unit stores information will be strongly affected by a learning process.

Training the network can be done with any gradient descent algorithm which does not rely on higher derivatives (see below). We used back-propagation through time [37] for training. The derivatives are straightforward to calculate. We only want to single out two of them. First, the derivative of $\frac{\partial A_{\text{max}}(t)}{\partial A(t)}$ because the maximum function is involved. The maximum function is differentiable, however its derivative is not continuous:

$$\frac{\partial A_{\text{max}}(t)}{\partial A(t)} = 1, \quad A(t) \geq A_{\text{max}}(t-1).$$

This makes no problem for calculating the gradient and thus to train with a gradient descent method which does not rely on the second or higher order derivatives.

The other derivative which we want to single out is

$$\frac{\partial \text{mem}_i(t+1)}{\partial \text{mem}_i(t)} = \text{rescale}(t).$$

This one is important because of the vanishing gradient problem ([39], [40] and [12]) which makes it hard to process temporal information. Like in the original LSTM in our model this problem does not apply. The reason for this is that the rescaling for stored information is bounded, as long as the range of $A(t)$ lies in a bounded interval (for our case $[0,1]$), information, respectively the gradient, cannot vanish. The upper bound for rescaling is 1, which is trivial and the lower bound can be inferred in the following way.

Because $A_{\text{max}}(j) - A_{\text{max}}(i) \geq -1$ for $i > j$ due to the choice of the function $\exp$ it holds that

$$\prod_{k=i+1}^{j} \text{rescale}(t) = \exp(\sigma(A_{\text{max}}(i+1) - A_{\text{max}}(i))).$$

$$\ldots \exp(\sigma(A_{\text{max}}(j) - A_{\text{max}}(j-1)))$$

$$= \exp(\sigma(A_{\text{max}}(j) - A_{\text{max}}(i)))$$

$$\geq \exp(-\sigma).$$

the overall rescale value summed over all time steps is lower bounded by $e^{-\sigma}$. Thus stored information cannot be rescaled arbitrary low and thus will in all situations still have a noticeable effect. This leads to the statement that the vanishing gradient problem does not apply.

### 5.4 Simulation

We evaluate our model in category learning tasks. The tasks we consider here are rule-based category learning tasks [5]. In the simulations we presented the
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Figure 5.3: We presented a sequence of 15 steps to a network. In the first 10 steps cards were drawn randomly with equal probability from a pool of 20 cards, whereas each card could appear only once. In the final 5 steps no card was presented. At step 15 the network got an error signal for its classification response. In the upper part one such sequence is shown. The sequence is presented from left to right with one card per time step. The relation of the sequence and the class was deterministic. If the black square card (* in the figure) was presented the class of the sequence was 1 otherwise the class was 0. The variables \( F_i(t) \) where chosen to be reactive to only one of the cards, so we got 20 variables (one for each card). This way the calculation of \( A(t) \) was trivial and the emphasis laid on the weighting over the different time steps. The according weights of \( F_i(t) \) were initialized with a value of 0.2 whereas the weights between the memory and the output layer were chosen randomly in \([-0.1, 0.1]\). The bias values where negatively initialized (-2) to initially hold attention values low. The lower part shows the memory of a trained network (20 000 training steps, mean squared error < 0.1). At the position of the correct card the memory is rescaled and the stored values are strongly downgraded. At the same moment the input is stored with a high attention value and overshadows the other input signals.

network a set of cards (see Figure 5.3) whereas at each point in time only one card was presented. Thus the networks had to learn to memorize information about the seen cards to solve the categorization task. The relation between the presented cards and the category was deterministic, if a special card was present in the sequence then the according category was one, otherwise zero. Each card was represented through a 5x5 matrix of input activation. To each input unit directly one memory unit corresponded, thus we also had a matrix of 5x5 memory units. Input to the memory, respectively the rescale of the memory, was, however, controlled by just one unit. So a single attention mechanism was responsible for the inflow of information to the 5x5 memory units.

In the first simulation we were interested in how the memory is used from a network which had learned to solve the categorization task (see Figure 5.3). It shows up that the network has learned to extract the relevant feature and stores it in the memory whereas the other input elements are downscaled when
Figure 5.4: We measured how the initial weighting of the correct feature and its relative weighting to other features effects the performance of the model. The signals and features were chosen like in simulation described in Figure 5.3. We used the number of training steps which are needed to bring the mean squared error below 0.1 as a measurement for the performance of the network. We initialized the feature weights in the following way: $\hat{w}_i = 0.1 \cdot i$ and changed the position of the correct feature. So in the worst case the initial weight was 0.1 and in the best 2.1 for the correct feature. For each setup we made 100 runs. Notice that beside the effect of the rank also interference effects came up because the different cards we presented had similarities. Especially the cards which were similar to the black square card (this was the relevant feature) had an impact on the performance. This becomes most obvious in the plot at position 3. Here the feature responsible to detect the black square card with a dot in center (in figure 5.3 the card in the upper left) was initialized with a low weight which resulted in a low attention value when the card came up. Because this card is very similar to the relevant feature the reduced attention to this card boosted the performance of the network. We also made a run with the standard LSTM to compare the performance. We have chosen the same learning rate as in our model and initialized the other parameters similar to [38]. The mean number of training steps was 17640 and standard deviation was 781.28 (dashed line in the figure).

We made a second experiment to study how the performance of the network changes when attention is directly drawn towards the correct feature against the case when attention is high for irrelevant features and low for the correct one. Figure 5.4 shows the results. An interesting side effect became apparent in this simulation. The cards we have chosen are in parts similar. During the simulation it became clear that this has a considerable impact on the performance of the network. Especially, as the performance was strongly boosted when a card which was nearly the same as the relevant card attracted no attention (the arrow in

the relevant feature is seen.
5.5 Conclusion

An important factor in categorization is time. Categorizing events which are spread over time puts humans in a similar position as machine learning models which have to classify time series. A prominent machine learning method, the Long Short Term Memory, which successfully processes time series has some similarities to recent neuropsychological models of the working memory. However different points make its processing behavior vary from human processing. Especially, it tends to massively memorize information and is not able to reweight memorized information due to changing constellations. We showed that these points can be tackled through introducing an attention mechanism which drives the encoding and the storage process. Especially, when the attention mechanism is working well, the performance of the network increases and learning becomes faster than with standard LSTM. However, the network performance strongly relies on the quality of the attention process (in our simulations an exponential relation shows up), thus when attention is attracted by irrelevant signals and the relevant signals are omitted then performance dramatically decreases. Beside this point the simulations revealed that the network is very sensitive to the effects of interference between input signals.
Abstract

Reinforcement learning has a long history in studies of Markov Decision Processes (MDPs) and has produced a variety of algorithms. In recent times the focus of attention has switched towards partially observable MDPs (POMDPs), which are more general but harder to handle. Consequently, algorithms constructed for MDPs are not applicable or do not perform well. In this work we consider POMDPs for which the environment is Markov, but the learner has restricted access to the state information. In particular, we address the problem where observations are available, which contain information about the true MDP state. For these problems we propose a method which resolves the Markov structure and enables us to apply arbitrary MDP methods to solve the control problem. Our approach builds up on studies about long term dependencies. We show in simulations that our method is able to resolve MDPs even if a critical observation is about 100 000 steps before a related effect.

6.1 Introduction

Markov Decision Processes (MDPs) are a popular and successful approach for modeling stochastic environments in which actions must be performed. In this work we are concerned with MDPs in which not all properties of the environment are encoded in the observable states. As an example one might think of a camera equipped household robot which has to cook, wash the cloth, clean the room and so on. The camera image can be used as an observation corresponding to the MDP states. Yet, this observation will in general be ambiguous, because: (1) the image will be distorted by noise (light, etc.) and (2) because hidden states might exist in the environment. For example, the robot might have washed the cloth and put it outside on a line or it might have started cooking water and is cleaning the room in between. In these cases the robot cannot infer these
6.1. INTRODUCTION

Figure 6.1: The Figure shows the vanishing gradient problem schematically. The three plots show how credit is distributed to observations over time. A,B,C are cases for three different dynamical systems $\mathcal{f}$. The plots differ in the volume transformation of the system (A: $|\det J| < 1$, B: $|\det J| > 1$, C: $|\det J| = 1$).

properties from the current observation (camera image) but must remember them. In nearly any everyday setting hidden-states like these are present and a system that should be able to interact in human environments needs to deal with these.

In this work we address this topic of hidden states extraction. The setting is a special case of a Partially Observable Markov Decision Process (POMDP). The definition of a POMDP includes a number of other cases like fuzzy sensors (case 1 above) that we do not address here. We are essentially interested in scenarios in which critical observations are available at some time which make it possible to infer the environment’s true state. To derive a sensible control strategy it is needed to store, respectively memorize these observations. A control strategy can then be applied to the directly available observation, e.g. the camera image, and the memorized signals.

The problem of memorizing information is strongly related to problems in time-series analysis, where critical signals are often only shortly available. Typically, such signals do not occur immediately before the target and learning systems must memorize the information for a longer period. Problems of learning can be significantly hindered by the presence of such long-term dependencies [13, 10, 40]. In general, a sequence of observations $o_1, \ldots, o_T$ is said to exhibit
long-term dependencies if the observations at a time \( t \) are significantly dependent on observations \( o_{t_0} \) at much earlier time \( t_0 \ll t \). Long-term dependencies introduce learning problems, because "credit assignment" over time becomes increasingly complicated with longer sequences. The term credit refers to the "impact" an input signal has onto an observed signal. In differentiable systems the assigned credit is related to the partial derivative of the costs with respect to the input signal. Essentially, the problem with credit assignment for long sequences is that dynamical systems need to store information about all former observations in order to learn dependencies. If, for example, at time \( t \) no "information" about an observation \( o_{t_0} \) is left in the system then it will be impossible for a learning algorithm to detect a dependency between \( o_{t_0} \) and \( o_t \) at time \( t \).

Standard methods for time series processing facilitate this problem, because they "weight" information not uniformly over time, but assign an exponentially higher weight to recent information. Such systems are therefore unable to detect dependencies that are more than a few steps apart. For continuous systems the effect can be analyzed by utilizing the Jacobian \( J \) of the dynamical system, where \( J_{ij} := \frac{\partial s_i}{\partial s_j} \), and \( s_t \) is the \( n \)-dimensional state of the system at time \( t \). The Jacobian is a measure for the influence of the state of the system at time \( t-1 \) to the new state at time \( t \). If the Jacobian is in a given matrix norm smaller than 1 for each possible state \( s \), i.e. \( \sup_s |J_s| \leq c < 1 \) then the influence of the state \( s_0 \) onto the state \( s_t \) vanishes exponentially fast due to the chain rule:

\[
||D_{s_0} f^{(t)}|| = ||D_{f^{(t-1)} s_0} f D_{f^{(t-2)} s_0} f \ldots D_{s_0} f|| \leq \sup_s ||D_s f||^n = \sup_s ||J_s||^n \leq c^n,
\]

where \( f \) describes the system evolution, \( f^{(t)} \) denotes the \( t \)-times application of \( f \) and \( D_s \) denotes the differential at point \( s \). In the vanishing gradient literature the volume transformation from the Jacobian is usually measured with the determinant and not with a norm \([13, 40]\). In dependence of this measure one can distinguish three cases: (A) \( |\det J| < 1 \), (B) \( |\det J| > 1 \), (C) \( |\det J| = 1 \).

In Figure 6.1 the three cases are displayed schematically. On the \( x \)-axis the observations at different time steps are drawn. The \( y \)-axis describes the credit, which is assigned to the observations. Case A corresponds to the so called vanishing gradient problem. This is the usual case for dynamical systems. The signals close to the target time get the most credit whereas far apart signals get exponentially less credit. Therefore, it is hard to extract important observations if they are far apart from the target time. Case B is the contrary. In this case the first signals get a high credit. Case C is an important special case which is utilized to solve the vanishing gradient problem \([38, 41]\). In this case each observation gets the same credit and far apart events can be related.

In \([10]\) it is shown that similar problems occur for Hidden Markov Models (HMMs, \([62]\)). The effect is the same as with other dynamical systems, however, it is needed to argue differently for HMMs. A different approach is needed because the sup-norm of \( |J| = 1 \), \( |J| = 1 \) holds, because the system evolution is given by a stochastic matrix. Therefore, there is in general "no loss" of information, but a diffusion of information. In \([10]\) the problem is broken down to the ergodicity of the transition probability matrices and it is shown that this diffusion of context and credit information hampers both the representation and the learning of long-term context in the state variables.

The effect of the vanishing gradient problem is tremendous, because of the exponential information loss. For example, if a classical recurrent neural network
is used then the system is able to learn to relate signals which have a gap
of about $\sim 15$ time steps between them at best. In [38] a neural network
structure named Long Short Term Memory (LSTM) was proposed that solves
the vanishing gradient problem. The idea of the LSTM network is quite simple.
To circumvent the information loss a subsystem is introduced for which $|\det J| = 1$ holds. This subsystem is called a memory unit. The memory unit enables the
LSTM network to relate far apart signals. Despite the simplicity of this approach
it has strong practical implications. The LSTM network is, for example, able
to relate signals that are up to 1000 steps apart.

Nearly all approaches to handle POMDPs do not address the vanishing gra-
dient problem (e.g. [22, 56, 57, 86, 1, 47]). As a consequence these methods
have problems with environments in which critical signals must be memorized
for a longer period (whereas longer means for more than about 10-20 steps).
Actually, many of the methods are designed to handle other problems related
to POMDPs, especially the problem of noisy sensory and the problem to con-
struct an underlying MDP from scratch [22, 56, 57, 86]. The latter problem is a
very hard one. Some of the methods try to solve it through modeling the MDP
structure with a HMM. The methods try to learn the state structure of the
HMM with the help of statistical tests. If the used test says that an observation
actually corresponds to two different MDP states then the HMM structure is
expanded about one node (for more details see [86] where these methods are
summarized). As a consequence of the complexity of the problem the meth-
ods are very slow and not usable for larger state spaces, respectively for the
detection of dependencies with a longer time gap.

Another approach is taken in [6]. In this work the LSTM network is used to
predict the value function. However, this approach has a major disadvantage.
Learning the value for each state action combination is a quite hard task for a
network. The network parameters must be adjusted to give the correct value
in each state (regression). It is known that for LSTM and other recurrent
networks the regression problem leads to difficulties if too many outputs must
be predicted. This can easily be seen with a look at the empirical risk function,
which is minimized (typically: $1/2 \sum_i \sum_t (y_{i,t} - f(x_{i,t}))^2$, with $y_{i,t}$ being the
observed output in sequence $i$ at time $t$, $T$ being the length of the sequences, $x_{i,t}$ being the input and $f$ the network). If $T$ is large, then a single term $y_{i,t} - f(x_{i,t})$
will have a negligible influence. The result is that a system $f$ concentrates on
the mean response $y_{i,t}$. It is often unable to learn a different behavior in non
standard cases (unbalanced data). In [6] this results in a reduced performance,
which makes the method only usable for small size systems. In simulations the
proposed system was able to solve tasks with 60-70 steps of time gap between
the signals, respectively 60-70 observations in the POMDP (in contrast to 1000
time steps, which have been reported for other tasks [38]). For special cases
where the MDP allows only actions in a few states (in [6] it was one state) the
performance gets better (between 100-1000 states/steps).

Essentially, the problem of the approach from [6] is that the LSTM is used
for controlling. If the usage of the LSTM would be restricted to detecting
important patterns and a second method would be used for the controlling itself,
then the performance could be dramatically improved. However, coupling the
LSTM with a state space based method like a MDP based algorithm is not easy,
because neural networks and state space models are in a sense quite different
systems. In this work we make another approach with a state space system,
which accounts for the vanishing gradient problem. Due to the natural relation to standard reinforcement learning approaches the coupling of the systems is straight forward and the performance improves in the order of magnitudes (in simulations we solved tasks with up to 100 000 states, respectively steps between the signals). The major advantage against the LSTM approach is that the controlling can be performed by any of the methods constructed for MDPs. In simulations we used Temporal Difference Learning (TD(0), [77]), Least-Squares Temporal Difference Learning (LSTD, [19, 18]) and MDP based exploration strategies [78].

The system we use is a so called Memory based Input-Output Factorial Hidden Markov Model (MIOFHMM,[41]). It is like the LSTM constructed to solve the vanishing gradient problem. We use the most probable state of the MIOFHMM (Viterbi) to expand the observation vector. The approach has some similarity to [47]. In [47] the agent has the possibility to set a number of memory bits through actions. However, the approach has a major disadvantage. It does not account for the vanishing gradient problem. Hence it is only able to relate signals which come close to each other.

In our opinion the lack of knowledge of the vanishing gradient problem and the corresponding literature hampers the development of methods for POMDPs. The main goals of this work are therefore: (1) To demonstrate the importance of the subject for POMDPs. We do so by solving two POMDPs: One in which we increase the solvable state-space size from roughly 100 to 100 000 and one in which we solve a complicated maze task that currently cannot be solved by other methods. (2) To provide an approach that accounts for the vanishing gradient problem for solving POMDPs. The usual tool to address the vanishing gradient problem is the LSTM network. Yet, the LSTM network and the state-space structure from (PO)MDPs do not fit well together. We use the MIOFHMM as an alternative because it fits naturally to the POMDP setting. However, the MIOFHMM has not been the focus of research as it has few advantages over the LSTM for time-series processing. Consequently, the structure is not well studied. For example, in [41] the exact Expectation-Maximization algorithm (EM, [26]) is used. However, as the MIOFHMM is a factorial HMM, the exact EM is very costly and most often intractable [35]. Due to the usage of the exact EM the usefulness of the MIOFHMM is very limited. We address this point, we furthermore describe two problems of the MIOFHMM and we provide a solution for them.

6.2 Preliminaries

A Partially Observable Markov Decision Process (POMDP) consists of a finite state space $\mathcal{S} = \{s_1, s_2, \ldots, s_n\}$, a finite set of actions $\mathcal{A} = \{a_1, a_2, \ldots, a_n\}$, a finite set of observations $\mathcal{O} = \{o_1, o_2, \ldots, o_n\}$, transition probabilities $p^a_{ss'}$, which denote the probability to move from state $s$ to $s'$ if action $a$ is taken, probabilities $O^a(s, o)$ for observing $o$ while choosing action $a$ in state $s$, and a reward function $R^a(s) \in \mathbb{R}$ which denotes the reward for performing action $a$ in state $s$. The transition probabilities and the probabilities for the observations sum to one, $\sum_{s' \in \mathcal{S}} p^a_{ss'} = 1$ and $\sum_{o \in \mathcal{O}} O^a(s, o) = 1$. The system evolves due to the transition probabilities $p^a_{ss'}$ and the chosen actions $a$. However, an agent which interacts with the system does not observe the states but observes only
the observations. Observations are typically ambiguous and the agent does not know the state of system.

The task for the agent is to determine a control policy that maximizes the value. The value is the expected sum of discounted rewards (infinite horizon), $E_{\pi}\left[\sum_{i=1}^{\infty} \gamma^{i-1} r_i\right]$, where the discount is denoted with $\gamma \in (0, 1]$, $r_i$ is the received reward in step $i$ and $\pi$ a policy. The policy is a mapping from a sequence of observations and actions to an action, $\pi(o_1, a_1, o_2, a_2, \ldots, o_n) = a_n$. In the case that the state of the system is fully observable it is enough to consider only the last observation. For a “real” POMDP it is needed to consider the past actions and observations. Instead of the full history it is enough to store the belief vector [74]. The belief vector encodes the belief about the state of the system, e.g. $b(s)$ is the probability to be in state $s$. The probabilities sum to one, $\sum_{s \in S} b(s) = 1$.

Standard methods for solving a POMDP use the belief vector representation [74]. A problem with this approach is that the space of belief states is continuous and algorithms are computationally expensive. A natural approach for determining the belief state and to learn the transition model is to apply a Hidden-Markov Model (HMM) [62]. The states of the HMM represent in this case the states of the POMDP and the observations of the HMM are the observations of the POMDP. Actions can be incorporated through using the Input-Output Hidden Markov Model (IOHMM) [11]. The IOHMM is in principal a HMM where the state transitions depend on an input signal. To model a POMDP one uses the actions as the input. In this way the state transitions of the HMM depend on the chosen actions of the policy. The IOHMM needs to be trained. This can be done by running the POMDP and collecting the input and output sequences. The transition model can then be learned by applying the Expectation-Maximization algorithm [9, 26].

A different way to apply an IOHMM, which is particularly suited to hidden state extraction, is to predict the reward sequence given the observations of the
POMDP. The inputs to the IOHMM are in this case the POMDP observations. The basic idea from this approach is that observations which influence the reward must be represented in the state space of the IOHMM to achieve a good performance.

Often a system consists of more or less independent sub-systems and each of these systems evolve by its own dynamics. Such cases can be modeled by using a Factorial Hidden-Markov Model [35], respectively a Factorial IOHMM. We make use of this approach in Section 6.4 by introducing factors for hidden states of the system.

6.2.1 Policy Iteration and Value Estimators

For our setting we assume that the true state of the system can be inferred from the observation sequence. In this case it is possible to apply standard methods from the MDP setting. In our simulations we used a policy-iteration approach [15]. The policy-iteration algorithm alters between a policy evaluation and a policy improvement step. The policy is evaluated with a value estimator and the estimate is used to calculate a new policy. We used two value estimators, the Temporal Difference Learning value estimator (TD(0), [77]) and the Least-Squares Temporal Difference Learning value estimator (LSTD, [19, 18]).

The TD(0) estimator is defined by the following update equation which is applied after each step

\[ V(s) \leftarrow V(s) + \alpha (r + \gamma V(s') - V(s)), \]

where \( V(s) \) is the value estimate for state \( s \), \( \alpha \) is the learning rate and \( r \) the observed reward in that step.

For a MDP the LSTD value estimator coincides with the maximum likelihood value estimate [18]. The value estimate applies the value equation onto estimates of the MDP parameters. The maximum likelihood parameter estimates \( \bar{p}_a^{s,s'} \) are given by

\[ \bar{p}_a^{s,s'} := \frac{T_a^{s,s'}}{N_a^{s}}, \]

where \( T_a^{s,s'} \) denotes the number of times the transition \( s \rightarrow s' \) has been taken while performing action \( a \) and \( N_a^{s} \) is the number of times action \( a \) has been performed in state \( s \). The parameter estimate is simply the observed frequency of the transition.

The parameter estimates define another MDP that converges to the original MDP with growing sample size. In our simulations we applied dynamic programming algorithms [15] to calculate the optimal policy for this estimated MDP. The advantage of this approach against TD(0) is that the value estimate is strongly superior and that fewer samples are needed to yield a reasonable policy. Further, there are no free parameters like the learning rate that must be adjusted. The disadvantage is the higher computation time which is \( O(|S|^3) \) (TD(0) has \( O(|S|) \)).

6.2.2 Exploration

Exploration is an important aspect of the initial control process. This is especially true for environments with hidden states, because the hidden relation
must be observed in a number of trials to be detectable for a learning system. In our simulations we applied a very simple counter-based exploration strategy from [78]. This strategy chooses the action that has been chosen the fewest times in each state. Despite the simplicity, the exploration strategy typically visits every state in the state space for a number of times and allows a learning system to infer hidden relations.

6.3 Hidden State Representation

We are interested in detecting hidden states of the environment. These hidden states are only of interest if they affect the distribution of the reward. The hidden states that affect the reward distribution are important for modeling the reward distribution and a generative model will produce a better fit to the reward distribution if it incorporates the hidden states. We use a IOHMM in our approach and hidden environment states are most naturally represented through hidden states of the IOHMM. The details of the IOHMM that we use are explained in the next section. The input to the IOHMM are the observations and the target sequences are the gained rewards.

6.3.1 Expanded MDP

Our goal is to remove the ambiguities induced by the observation of the POMDP with the help of the hidden environment states. The hidden environment states are represented through the IOHMM states and the ambiguities can be removed by expanding the observation vector with the values of the different hidden states. If all hidden states have been extracted then the POMDP is transformed into a MDP and MDP algorithms can be used to solve the control problem.

For a Factorial IOHMM with $M$ factors the new states are given by

$$\tilde{s} := (o, h^{(1)}, \ldots, h^{(M)})$$

where $o \in O$ and $h^{(i)}$ is a state of the $i$th factor of the Factorial IOHMM. The size of the new state space is $|O| \times |S_1| \times \ldots \times |S_M|$, where $S_i$ is the state space of the $i$th factor. In our each factor consists of two states. The state space size is therefore $2^M|O|$.

The transition probabilities of the IOHMM factors depend not only on the last IOHMM state, but also on the input (the observations from the POMDP). The transition probabilities for the new MDP are therefore given by:

$$\tilde{P}^a((o_i, h_i^{(1)}, \ldots, h_i^{(M)}), (o_j, h_j^{(1)}, \ldots, h_j^{(M)}))$$

$$= P^a(o_i, o_j) P(h_1^{(1)}, h_2^{(1)}|o_i) \ldots P(h_1^{(M)}, h_2^{(M)}|o_i),$$

where $P(\cdot, \cdot|o)$ denotes the transition probability of the IOHMM. The transition probabilities of the observations are induced by the original MDP: $P^a(o_i, o_j) = \sum_{s_b=1}^{n_S} \sum_{c=1}^{n_S} P(s_b) P^a(s_b, o_i) P^a(s_c, o_j)/P(o_i)$, where $P(s_b)$ denotes the prior probability to be in state $s_b$ and $P(o_i)$ the probability to observe $o_i$.

In this work we use the most probable IOHMM state (Viterbi algorithm [62]) to determine the MDP state. An alternative would be to use the probabilities for being in the different IOHMM states. This would result in a belief vector representation (see [2, ch. 6]). We did not try this approach.
6.3.2 Example

Let us consider the example given in Figure 6.2. The environment is a so-called T-maze [6]. In one state (typically the first) a sign is shown which gives the spatial position of the reward. In state \( n \) the agent must decide whether to move north or south. If the correct action is taken, a reward of +1 will be received, otherwise \(-1\). The agent must memorize the seen sign for at least \( n \) steps to achieve a good performance. The problem can be interpreted as a POMDP with an underlying MDP structure. The original MDP structure consists actually of two T-mazes, each with a fixed sign and a fixed reward distribution (left side of Figure 6.2). Given the full state information, it is easy to learn a good policy. However, due to the partially observability, the situation results in a POMDP (right side). The agent is only able to observe ambiguous information \( o_2, ..., o_n \) with \( o_1 \) being the only unambiguous information (sign up or down). Our goal is to reconstruct the original MDP structure using information like the sign (right-left arrow in Figure 6.2).

Now, let us further assume that a Factorial IOHMM with one factor (\( M = 1 \)) has been successfully trained and assume that the sign is shown in state \( k \). The agent would have the following observation vector in the beginning \( o^{(0)}_1, ..., o^{(0)}_{k-1} \) (upper index is the IOHMM state). In state \( k \) the IOHMM would switch to state 1 or stay in state 0 according to the coding of the sign. Assume that the shown sign is coded as 1, then the agents final observation sequence looks like \( o^{(1)}_k, ..., o^{(1)}_n \). The extracted MDP corresponds to a split in two paths (and T-Mazes) at the sign. In this case the MDP structure of Figure 6.2 varies from the extracted one, because no information gives a hint that the first \( k-1 \) observations correspond to different states. Nevertheless the extracted MDP problem is easy to solve for any MDP learning algorithm, e.g. value-policy iteration with a TD(0) value estimator [77].

6.3.3 Training

HMMs are typically trained with the EM or an approximate EM algorithm\(^1\). The EM is a batch and not an online algorithm. Therefore, it is not possible to train the IOHMM in parallel to an reinforcement learning algorithm. We used two different approaches in order to overcome this problem and to incorporate the IOHMM in a reinforcement learning architecture. The first approach was to train the IOHMM ones with randomly sampled trajectories. This method works fine, as long as the random sampling covers the state space and as long as the important signals are included in a reasonable number of trajectories (in simulations the signals were present in a quarter or less of the total number of trajectories). The second approach combines the IOHMM with the MDP based method and performs an iteration between the methods, similar to a value-policy iteration. In this way the IOHMM is trained multiple times and with a sample distribution that is policy dependent. The advantage of this approach is that the IOHMM adapts to the needs of the current control policy. We used

\(^1\)As an alternative to the EM we directly maximized the likelihood in a number of simulations. We did this with a batch algorithm and the performance was comparable to the EM. The maximization can also be done with a gradient ascent and can thus be performed online. We did not follow this direction, because the EM approach worked very well for our tasks.
the following algorithm in simulations:

**Algorithm 4 IOHMM-Value/Policy Iteration**

```plaintext
while IOHMM Transition Matrix Changed? do
  for i = 1 to batchsize do
    while Not in terminal state do
      Step 1: Update IOHMM state with current observation (Viterbi)
      Step 2: Choose action for current observation and IOHMM state
      Step 3: Update value estimates
      Step 4: Collect observations and given reward
    end while
  end for
  Step 5: Train IOHMM
end while
```

In our simulations we stopped when no transition probability changed more than a given threshold $\theta$, i.e. if for all inputs $x$ and IOHMM states $i, j$ it holds that $|P_x(i, j) - \tilde{P}_x(i, j)| < \theta$, where $P_x(i, j)$ denotes the new transition probability of the IOHMM and $\tilde{P}_x(i, j)$ the old transition probability. A drawback of the multiple training is that in a factorial HMM the factors can interchange their meaning and the control policy will get invalid. In our simulations we used the old IOHMM solution as the initialization for the new EM procedure. If the new batch of examples is drawn from a similar distribution like the old one, then few learning steps are needed (often 1 or 2). Furthermore, the coding of the states remains typically the same and the value estimates stay valid.

## 6.4 MIOFHMMS

We use a special IOHMM in this work, the so called Memory Input Output Factorial HMM (MIOFHMMS) from [41]. The MIOFHMMS is the HMM analog to the LSTM network. The MIOFHMMS is an input output Hidden Markov Model [11] which consists of $M$ different factors [35]. Each factor is equivalent to a two state HMM model with the following transition matrix depending on the input $x$ and on an input and factor dependent parameter $c_x^{(m)} \in [0, 1]$:

$$P_x^{(m)} = \begin{pmatrix} c_x^{(m)} & 1 - c_x^{(m)} \\ 0 & 1 \end{pmatrix}$$

(6.1)

Each of the factors represents a memory latch with the catch state being state 2. The $c$’s play the role of diffusion factors. If a parameter $c$ is close to 1 then the system remains in state 1, while for $c$ close to 0 the system “diffuses” from state 1 to state 2. The intuition of the memory latch is that the system should adjust the diffusion probabilities in the way that state 2 is only accessed if a critical input information is observed. In this way state 2 memorizes the occurrence of signals. We can increase the memory capacity to $2^M$ by using multiple factors/latches.

The MIOFHMMS was proposed as a solution to the “vanishing gradient” problem. However, some care must be taken with the application of the MIOFHMMS, because two problems exist that are related to diffusion of state 1 to state 2. We discuss these problems and a simple solution in Appendix 6.A.
6.4.1 Model Details

We use a factorial IOHMM with M factors [35]. Each of the factors has the transition probability defined by (6.1). In [41] the output was modeled in analogy to traditional HMMs through multinomial distributions for each possible complex state, hence it was represented through matrices of dimension $D \times 2^M$, where $D$ is the number of output signals. Such a representation has some drawbacks (see [35] for details). In our case it is especially problematic because we do not calculate the EM directly but we approximate it (s. below). The strong coupling due to this matrix representation is unsuitable for the approximation. We therefore use an alternative approach from [46]. In this approach the output distribution is given by a linear combination of the expected values of the hidden states on which a monotonic and differentiable function $h$ is applied. $h$ is chosen according to the output distribution. For example, if the output is binomial then $h$ is the logistic function. The setting is very flexible and allows to model a variety of continuous and discrete distributions. This is also the advantage to approximations suggested in [35] which are, for example, not usable for discrete distributions.

6.4.2 Training

The MIOFHMM is trained with the EM algorithm [26]. In our work we use an approximate EM which is suggested in [46]. The approximation is based on the backfitting algorithm for generalized additive models [36]. The approximation updates the different factors sequentially. The first factor is adapted to account as good as possible to the overall distribution. Then the second factor is adapted to account for the remaining uncertainty, and so on. The method is very similar to boosting. For details see [46]. Like in the variational approximations from [35] a direct coupling between the states of different factors does not exist.

6.4.3 Variations of the Memory Latch

It is possible to use other structures then the 2-state memory latch. Instead one can use for example multiple catch states. This increases the representation power of one factor. It is further possible to account for a series of events, where the different events have a long time gap in-between. A structure that would be suitable for this case is a chain of states with a final catch state and high probabilities for staying in the current state. The structure of the MIOFHMM can in this sense be adapted to the task at hand.

6.5 Experiments

We tested the capability of the MIOFHMM to detect hidden states in the environment and to reconstruct the underlying MDP in two experiments. In the first experiment we used the T-Maze from [6] to test the maximal distance for which our method is able to relate a source to a target signal. The control problem in the T-Maze is quite simple (mainly one decision must be learned). In the second experiment we used the 986-State Maze from [85] to test the capability of the method in a non-trivial control problem.
6.5. EXPERIMENTS

6.5.1 T-Maze

The T-maze problem has been described in Section 6.4. We used the following setup to solve the T-maze problem. We first generated a set of 1000 trajectories with a counter-based exploration strategy from [78] (Section 6.2.2). This exploration strategy takes in state \( s \) the action which has been taken the fewest times. For the T-maze, this sampling leads to a trajectory which walks from the sign to the goal states and makes no step back. In fact, the needed number of steps to reach the goal in case of pure random sampling, increases exponentially with the length of the corridor. We then trained the MIOFHMM with the samples. For the T-maze, the MIOFHMM consisted of just one factor, which is enough to code the observed sign. Notice that in this case the approximate EM is equivalent to the exact EM. After the training of the MIOFHMM we applied the TD(0) estimator on the extended observation vector. In this step we used again the counter-based exploration strategy for sampling. In a final step we used a greedy policy on the TD(0) estimates and we verified the performance of the method in 100 greedy runs. In all trials (10/10) the final policy achieved in all runs a reward of +1 for a maximal corridor length of 100 000. In contrast the current best method for this task from [6] can handle a length of about 70 and for a simpler task a corridor length below 1000.

![T-Maze Diagram](image)

Figure 6.3: 986-State Maze. (G) denotes the goal state and (K) the key. See text for details.

6.5.2 986-State Maze.

The second POMDP is a modified version of the so called 986-State Maze from [85]. The POMDP is shown in Figure 6.3. The original setup is the following: The POMDP contains one goal state (G) in the lower right corner. The goal is
blocked by a door, which can only be opened by a key. The key is located in the upper right corner (K).

The difficulty for an agent is to memorize if it visited the key state or not. This is difficult for a MDP algorithm since it must decide for a given state if it should walk to the key or to the door without knowing whether it has the key or not. However, in the original setup a solution for MDP algorithms is possible and one can bypass the memory task. This is the case because one can construct a path from the starting position to the key and a path from the key to the goal which does not cross each other (in this way the states of the path contain the information if the key has been visited or not). The following MDP policy solves the task: first walk from the starting position (for example in the left area of the map) along the left wall until the key room and then from the Key state walk along the right wall to the door and to the goal.

![Image of State Maps]

**Figure 6.4:** The figure shows the value maps which correspond to the different HMM states. The left map corresponds to the case that both factors are in state 1. This case represents the situation that the signal has not yet been observed. The map in the middle corresponds to the case that the first factor is in state 2 and the right map to the case that the second factor is in state 2. Both cases encode the situation that the signal has been observed, whereas one encodes signal one and the other signal two. The color denotes the value (dark blue = low value, red = high value). For state (2,1) and (1,2) the value gets higher from the key to the goal, while for state (1,1) the value is highest at the key.

We changed the original setup to overcome this effect. In our setup the key was associated with a signal (like in the T-Maze). Furthermore, in the goal the agent can take two possible actions, one with positive reward and one with negative reward. The door was removed. The signal at the key state denotes the correct action. This task is not solvable for a MDP algorithm, which will have an equal chance for positive or negative reward. The task is considerably harder than the T-Maze task because the trajectories differ strongly for different runs and the control task is not trivial.

We solved the 986-State Maze problem with a similar setting as for the T-Maze. This time we used a 2-factor MIOFHMM and sampled again with the counter-based exploration strategy. We tested the method for three different cases: (1) deterministic transitions, (2) 1/4 of the action result in a random
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movement, (3) 1/2 of the actions result in a random movement. In all cases (10/10) the MIOFHMM extracted the relevant signal, whereas a high number of EM steps was needed (up to 500). Instead of TD(0) we used the LSTD based approach as discussed in Section 6.2.1 for control (5000 trajectories). The LSTD approach solved the problem nearly perfectly. In a few cases it happened that from some states the goal was not reached. Figure 6.4 shows value maps for the different MIOFHMM states (in this case 1/4 of the actions were random). State (1,1) means that both MIOFHMM factors are in state 1. State (2,1) and (1,2) denote the case where one of the factors switched to state 2. The case that both factors switched to state 2 does not occur.

We did not try alternative methods on this task, as a method should at least solve the T-maze for a length of > 1000. The only candidate would in principle be the method from [6] but this method achieves such a performance only if few actions must be taken.

6.6 Summary

Environments with hidden states are the common case in everyday life. The knowledge of such hidden states is often crucial for a successful control strategy. Extraction of hidden states is, however, not trivial. An indication for this point is the shortcoming of most reinforcement learning methods in quite simple environments like the T-maze. One reason for the difficulties is the vanishing gradient problem, which states that it is getting exponentially harder in time to extract relations between signals. In a complex control task in which a sequence of actions must be performed to achieve a goal, it is typically the case that a long time gap exists between the first actions and the final result (e.g. the reward). It is needed to account for the vanishing gradient problem to be successful in such scenarios.

In this work we used the MIOFHMM from [41] to deal with the vanishing gradient problem. The MIOFHMM is able to relate far apart signals and is therefore well suited for large environments. In contrast to [41] we did not apply the exact EM but an approximation suggested in [46]. The advantage of our approach is that it is computationally feasible to use multiple factors and in this way to increase the size of the memory for environmental signals. We showed in simulations that in the extreme case our method can reconstruct MDPs if the signals are up to 100 000 steps apart. This is a significant improvement in comparison with other approaches, which are mostly only able to solve POMDPs where the signals are fewer than 100 steps apart. Our method is explicitly constructed for extracting hidden signals and does not handle other sources of partial observability. We think that it is an interesting line for future research to combine our method with approaches that handle other sources like fuzzy sensors.

6.6.1 Diffusion and Credit Assignment

We discuss in this appendix two problems of the MIOFHMM which have to do with diffusion from state 1. For simplification we assume in the following that the output must only be generated at the last time step.
The probability to be in state 1 depends exponentially on $t$, due to the diffusion. With $s_t$ being the state at time $t$, $\{x_t\}$ being the input sequence and $k$ being a point in time with $k < t$:

$$P(s_t = 1|s_k = 1, \{x_t\}) = \prod_{i=k}^{t} c_{x_i} \sim c^{t-k} \quad (6.2)$$

The factor of interest in the system is the probability for a transition from state 1 to state 2. The learning method (in our case EM, [26, 9]) must adjust this parameter to be high for important signals and low otherwise. The update rule for this parameter depends on the difference between $\xi_t(1, 2)$ and $\xi_t(1, 1)$, where $\xi_t(i, j)$ denotes the probability of being in state $i$ at time $t$ and state $j$ at time $t+1$ (we use the notation of [62]). These probabilities are

$$\begin{align*}
\xi_t(1, 1) &= (1/Z)\alpha_t(1)a_{11}\beta_{t+1}(1) \sim a_{11}\beta_{t+1}(1), \\
\xi_t(1, 2) &= (1/Z)\alpha_t(1)a_{12}\beta_{t+1}(2) \sim a_{12}\beta_{t+1}(2),
\end{align*}$$

where $Z$ is a normalization factor, $\alpha_t(i)$ the probability to be in state $i$ at time $t$ given the observation sequence until time $t$, $\beta_t(i)$ the probability to be in state $i$ given the observations from time $t+1$ to the end of the sequence and $a_{ij}$ the probability for a state transition from state $i$ to $j$. Crucial in these equations are the $\beta$’s. These should be as different as possible to detect important information at time $t$. However, due to the diffusion these are:

$$\begin{align*}
\beta_{t+1}(1) &\approx c^{T-t-1}b_1(o_T) + (1 - c^{T-t-1})b_2(o_T), \\
\beta_{t+1}(2) &= b_2(o_T),
\end{align*}$$

where $o_T$ is the observation at time $T$ and $b_1(o_T), b_2(o_T)$ are the observation probabilities, i.e. the probabilities to observe $o_T$ given state 1, respectively 2. $c^k$ goes exponentially in $k$ to zero and $\beta_{t+1}(1)$ approaches $\beta_{t+1}(2)$. Hence, it gets exponentially more difficult to separate the states in dependence of the time and adjustments will get marginal. This results in an effect similar to the vanishing gradient (Case A in Figure 6.1).

The second weakness becomes obvious when taking a closer look at the probability to be in state 2 at time $T$ if the important signal comes either at time $t$ or time $l$ (for simplification we assume $l=0$). Due to equation (6.2) the probability is exponentially lower for the later point in time (here $t$): Using

$$P(s_T = 2|\{x_T\}) = \sum_{i=1}^{T-1} P(s_{t+1} = 2|s_t = 1, x_t)P(s_t = 1|\{x_{t-1}\}),$$

assuming that the transition probability for signal $I$ is $d$ and setting $\tilde{c} := 1 - c$:

$$P(s_T = 2|x_0 = I) - P(s_T = 2|x_T = I) = \tilde{c}c^t + d - dc^t - \tilde{c} = (d - \tilde{c}) - (d - \tilde{c})\tilde{c}.$$

For $t \to \infty$ the value approaches exponentially the value $(d - \tilde{c})$. Hence the probability to be in state 2 is exponentially less affected by the later signal (e.g. for $d = 0.5$, $\tilde{c} = 0.1$ and $t = 10$ the probability difference is 0.36). The probability directly affects the change in the output distribution. For the multinomial case

$$b_2(k) = \frac{\sum_{i=1}^{n} P(s_T = 2|\{x_T, i\})\delta_{o_T, k}}{\sum_{i=1}^{n} P(s_T = 2|\{x_T, i\})},$$
Figure 6.5: The Figure shows the effect of the initialization of the diffusion factor \( c \). If it is too high a vanishing gradient like problem is present (The number of training runs needed to correctly predict the reward for a T-Maze of length 1000 is plotted).

where \( \delta \) denotes the Dirac delta function. The output distribution affects the values of the \( \beta \)'s. Hence, the detection of the signal is inhibited. Therefore, we have a problem that corresponds to case B in Figure 6.1.

In simulations the first disadvantage was dominant, however, both can lead to considerable problems. Yet, being aware of the problems it is easy to circumvent them. Despite the exponential relation of the critical factor \( c^t \) to the time \( t \) it is possible to control the “minimal” influence through a thorough initialization. If we know, for example, that we have to cope with sequences of maximal length 100 then we can bound this influence factor easily (for example by 0.9):

\[
0.9 < c^t < c^{100} \Rightarrow c > 0.9^{1/100}.
\]

This way the transition probability is extremely low in the beginning, but all signal times are nearly equally important. The low initial value did not result in problems in our simulations. In Figure 6.5 the effects of different initial values of \( c \) are plotted. The x-axis denotes the signal time and the y-axis the number of training runs needed to solve a prediction problem for the T-maze ([6], see also Section 6.4) in dependence of the time of the signal. The task was to predict the given reward for the last transition (time \( t = 1000 \)).


