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Abstract

A numerical framework for simulation of the steady-state thermal behaviour in keyhole mode welding has been developed. It is based on the equivalent heat source concept and consists of two parts: computational thermo-fluid dynamics and heat conduction. The solution of the thermo-fluid dynamics problem by the finite element method for a bounded domain results in a weld pool interface geometry being the input data for a subsequent heat conduction problem solved for a workpiece by a proposed boundary element method. The main physical phenomena, such as keyhole shape, thermo-capillary and natural convection and temperature-dependent material properties are taken into consideration. The developed technique is applied to complete-penetration keyhole laser beam welding of a 15 mm thick low-alloyed steel plate at a welding speed of 33 mms\textsuperscript{-1} and a laser power of 18 kW. The fluid flow of the molten metal has a strong influence on the weld pool geometry. The thermo-capillary convection is responsible for an increase of the weld pool size near the plate surfaces and a bulge formation near the plate middle plane. The numerical and experimental molten pools, cross-sectional weld dimensions and thermal cycles of the heat affected zone are in close agreement.
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1. Introduction

At the present time, the keyhole mode welding technique enables the joining of thick materials [1]-[3]. Due to the concentrated heat sources, such as a laser beam, an electron beam, a plasma jet, and the mechanical effects of the gas and the metal vapour a narrow and deep cavity called keyhole forms.

The fitness-for-purpose prediction of a welded joint requires data on the local microstructure and mechanical properties which are conditioned by the local thermal cycle of the metal. A formulation of the heat conduction problem includes welding conditions which have to be expressed in terms of (1) a heat input or (2) a temperature. In the first approach two different heat source models can be used in order to predict the thermal cycle of the welding process: concentrated and non-concentrated. Here a distinction of the idealised heat source is made according to whether the heat input is concentrated and uniformly distributed, e.g. a point, line or plane heat source [4]-[8], or concentrated and non-uniformly distributed [9]. The non-concentrated heat sources are split into two groups: distributed over a surface, e.g. disc, cylinder, cone, strip, etc. [6]-[8],[10] or over a volume, e.g. cylinder, semi-infinite body, etc. [11]-[13]. Both groups can use a uniform or non-uniform distribution, e.g. a Gaussian, exponential, parabolic distribution, etc. [12], [14]. In the second approach, the temperature is prescribed in fixed points, e.g. within a cylindrical surface [10], [15], conical surface, etc. [16, 17].

The critical point in the formulation of the heat conduction problem is how the welding conditions have to be taken into account. In general, the total power of the welding source $q_{\text{gross}}$ can be easily measured. However, the net power $q_{\text{eff}}$ and the power distribution on the workpiece surface are poorly known. Strictly speaking, the object of modelling should include simultaneously the heat source, the metal vapour, the deformed heat source – liquid interface, the molten pool and the solid with allowance for different occurring physical phenomena, such as vaporization, radiation, thermo-capillary and natural convection, vapor induced shear stresses, phase transformations, etc. [18]-[20]. The consideration of these highly nonlinear and strongly coupled effects requires a multi-scale simulation [21]-[23]. This kind of modelling is limited through computational resources and time and therefore remains highly challenging [24]-[26]. One solution method to this problem is proposed by the concept of the so-called equivalent heat source...
It is based on the postulate that all heat source parameters required for the simulation of the heat propagation outside the weld pool are included into the solid-liquid interface, defined by the isotherm of the solidus temperature $T_S$. Therefore, in order to find the temperature field around the molten pool, it is sufficient to specify the geometry of the solidus interface in time and space. This interface can be obtained by a simulation or an experimental procedure. The concept of the EHS was used in the early sixties to solve 2D problems by the finite difference method (FDM) [27]. During the last two decades, also the 3D case of the problem is investigated by applying the FDM [28] and more recently the finite element method (FEM) [17].

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$m^2 s^{-1}$</td>
<td>thermal diffusivity</td>
</tr>
<tr>
<td>$Bi$</td>
<td>–</td>
<td>Biot number</td>
</tr>
<tr>
<td>$C_{\varepsilon_1}$</td>
<td>–</td>
<td>turbulent model constant, see [32]</td>
</tr>
<tr>
<td>$C_{\varepsilon_2}$</td>
<td>–</td>
<td>turbulent model constant, see [32]</td>
</tr>
<tr>
<td>$C_\mu$</td>
<td>–</td>
<td>turbulent model constant, see [32]</td>
</tr>
<tr>
<td>$c$</td>
<td>$J kg^{-1} K^{-1}$</td>
<td>specific heat capacity</td>
</tr>
<tr>
<td>$c_1$</td>
<td>$kg m^{-3} s^{-1}$</td>
<td>model constant, see [34]</td>
</tr>
<tr>
<td>$c_2$</td>
<td>–</td>
<td>model constant, see [34]</td>
</tr>
<tr>
<td>$F$</td>
<td>$kg m^{-2} s^{-2}$</td>
<td>source term, see [34]</td>
</tr>
<tr>
<td>$f_L$</td>
<td>–</td>
<td>liquid fraction</td>
</tr>
<tr>
<td>$G$</td>
<td>$KW^{-1}$</td>
<td>Green’s function</td>
</tr>
<tr>
<td>$g$</td>
<td>$ms^{-2}$</td>
<td>gravity acceleration</td>
</tr>
<tr>
<td>$H$</td>
<td>$J kg^{-1}$</td>
<td>specific enthalpy</td>
</tr>
<tr>
<td>$h$</td>
<td>$m$</td>
<td>plate thickness</td>
</tr>
<tr>
<td>$I$</td>
<td>–</td>
<td>identity matrix</td>
</tr>
<tr>
<td>$K_0$</td>
<td>–</td>
<td>modified Bessel function of second kind of order zero</td>
</tr>
<tr>
<td>$l$</td>
<td>$m$</td>
<td>domain length</td>
</tr>
<tr>
<td>$m$</td>
<td>–</td>
<td>running index</td>
</tr>
<tr>
<td>$n$</td>
<td>–</td>
<td>running index</td>
</tr>
<tr>
<td>$n$</td>
<td>–</td>
<td>outward unit normal vector</td>
</tr>
<tr>
<td>$P_\kappa$</td>
<td>$kg m^{-1} s^{-3}$</td>
<td>turbulent production term</td>
</tr>
<tr>
<td>$p$</td>
<td>$Pa$</td>
<td>pressure</td>
</tr>
<tr>
<td>$p_0$</td>
<td>$Pa$</td>
<td>atmospheric pressure</td>
</tr>
<tr>
<td>$q_2$</td>
<td>$W m^{-2}$</td>
<td>area-specific heat power density, heat flow density</td>
</tr>
</tbody>
</table>
\( q_{\text{eff}} \) \( \text{W} \) net (effective) power of the heat source

\( q_{\text{gross}} \) \( \text{W} \) gross heat source power

\( R \) \( \text{m} \) radius in space

\( r \) \( \text{m} \) radius in plane

\( \top \) – transponse operator

\( T \) \( \text{K} \) temperature

\( T_0 \) \( \text{K} \) initial and ambient temperature

\( T_{\text{ev}} \) \( \text{K} \) evaporation temperature

\( T_L \) \( \text{K} \) liquidus temperature

\( T_{\text{max}} \) \( \text{K} \) peak temperature

\( T_{\text{melt}} \) \( \text{K} \) melting temperature

\( T_S \) \( \text{K} \) solidus temperature

\( u \) \( \text{m s}^{-1} \) fluid velocity vector

\( u' \) \( \text{m} \) independent parameter of the function \( B_k \)

\( u_x, u_y, u_z \) \( \text{m s}^{-1} \) components of the velocity vector

\( v \) \( \text{m s}^{-1} \) travel speed of the heat source (welding speed)

\( w \) \( \text{m} \) domain width

\( x \) \( \text{m} \) longitudinal axis in the welding direction

\( x, y, z \) \( \text{m} \) Cartesian frame

\( y \) \( \text{m} \) space coordinate in the weld-transverse direction

\( z \) \( \text{m} \) space coordinate in the thickness direction of the plate

<table>
<thead>
<tr>
<th>Greek symbol</th>
<th>Unit</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>( \text{W m}^{-2} \text{K}^{-1} )</td>
<td>surface heat transfer coefficient</td>
</tr>
<tr>
<td>( \beta )</td>
<td>( \text{K}^{-1} )</td>
<td>volumetric thermal expansion coefficient</td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>( \text{m}^2 )</td>
<td>weld pool interface</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>( \text{Nm}^{-1} )</td>
<td>surface tension</td>
</tr>
<tr>
<td>( \partial \gamma / \partial T )</td>
<td>( \text{Nm}^{-1} \text{K}^{-1} )</td>
<td>Marangoni coefficient</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>( \text{m}^2 \text{s}^{-3} )</td>
<td>turbulent dissipation rate</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>( \text{m}^2 \text{s}^{-2} )</td>
<td>turbulent kinetic energy</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>( \text{W m}^{-1} \text{K}^{-1} )</td>
<td>thermal conductivity</td>
</tr>
<tr>
<td>( \mu )</td>
<td>( \text{Pas} )</td>
<td>dynamic viscosity</td>
</tr>
<tr>
<td>( \mu_T )</td>
<td>( \text{Pas} )</td>
<td>turbulent viscosity</td>
</tr>
<tr>
<td>( \mu_k )</td>
<td>–</td>
<td>positive roots, see Eq. (13)</td>
</tr>
<tr>
<td>( \xi, \eta, \zeta )</td>
<td>( \text{m} )</td>
<td>coordinate of the heat sources</td>
</tr>
<tr>
<td>( \rho )</td>
<td>( \text{kg m}^{-3} )</td>
<td>mass density</td>
</tr>
<tr>
<td>( \sigma_e )</td>
<td>–</td>
<td>turbulent model constant, see [32]</td>
</tr>
<tr>
<td>( \sigma_k )</td>
<td>–</td>
<td>turbulent model constant, see [32]</td>
</tr>
</tbody>
</table>
Another well-known concept of the so-called apparent heat source is close to that of the EHS by means of its physical interpretation. Here beside the real heat source, fictitious heat sources are added into the weld pool in such a way as to achieve an agreement between the calculated and the desired values: peak temperature at the weld pool interface, thermal cycles at specific fixed points, etc. The unknown parameters of the fictitious heat sources are sought by an inverse modelling approach. This concept offers a number of advantages when solving the heat conduction problem by a functional-analytical method [29, 30]. In the case of using numerical methods, such as FEM, FDM or the boundary element method (BEM) the concept of the EHS becomes more feasible.

As mentioned the coupled heat source – molten pool – workpiece problem still represents a challenge and its tackling faces insurmountable obstacles. Decoupling this multi-scale task would allow approaching the problem successively and obtain a solution within a reasonable computing time without the need for a high-performance computing system even for large scale systems. Hence, the methodological task of decoupling has to be further analysed and improved.

The aim of the presented study is to develop a more suitable approach for calculating the thermal cycles of the keyhole mode welding process, taking into account the most important physical phenomena, such as thermo-capillary and natural convection, latent heat of phase transformations and temperature-dependent material properties. The proposed approach is based on the concept of the EHS. The numerical results are compared with measurements of the weld-pool shape and the thermal cycles within the heat affected zone (HAZ) of the weld and show a good correlation.
2. Theory

It is a well-known fact that the physics behind the keyhole mode welding process is very complicated. It includes the following main physical aspects: keyhole formation, thermo-capillary and natural convection of the liquid metal, heat conduction in the weld pool and in the solid part and surface heat transfer, see Fig. 1.

The corresponding problem is strongly coupled and highly non-linear. Hence its tackling remains challenging [26]. In order to make the solution of this coupled problem feasible it is divided in the sequence of separate problems on the basis of the EHS concept, see Fig. 2. Thus the energy of the heat source absorbed by the body is the EHS governing the formation of the keyhole, the keyhole shape and surface temperature define then an EHS determining the weld pool boundary and in its turn the weld pool defines an EHS governing the heat conduction in the solid part of the material. The dashed frame in Fig. 2 shows the problems solved in this study, including a computational thermo-fluid dynamics (CFD) model for the weld pool and surroundings and a heat conduction model for the solid material outside.
the weld pool. Hence, there are two computational domains in the simulation. Hereby the CFD domain is bounded and has the length $l$, the width $w$ and the thickness $h$, see Fig. 3. It is placed inside the computational domain of the heat conduction model which is an unbounded plate of the same thickness $h$. Both domains exploit a symmetry condition so that each domain represents only half of the real part to be modelled. The assumptions and formulations of the modelled problems are given below.

2.1. *Thermo-fluid dynamics*

The basic assumptions for the coupled heat transfer and fluid flow simulation of the welding process are given as follows:

- The heat source moves along the $x$-axis with a constant velocity $v$ (Fig. 3).
- Quasi-steady-state approach is used to describe the temperature and fluid velocity fields. Therefore transient phenomena, such as keyhole formation at the weld start and keyhole closing at the weld end are not included in the model.
- A fixed keyhole geometry is used in the model based on the assumption that the recoil pressure in the keyhole is perfectly balanced by the surface tensions forces. Thus the oscillations of the keyhole surface and their interaction with the molten material in the weld pool are neglected. Based on the assumption that the temperature inside the keyhole should be at least equal or higher than the evaporation temperature of the material, since the material inside the keyhole vaporises, its surface temperature is replaced by the evaporation temperature.

![Figure 3: Moving keyhole and computational fluid dynamics domain in the plate](image-url)
• Free-slip boundary condition on the keyhole surface is valid.
• The liquid is incompressible.
• The Boussinesq approximation is used to model the impact of the density deviation caused by the temperature difference in the molten material [31].
• The turbulent flow behaviour is described by combining the steady-state Reynolds-averaged-Navier-Stokes equations with the standard $\kappa - \varepsilon$ turbulence model [32].

The mathematical formulation of the CFD problem under the assumptions made was used in similar studies and is presented below [17, 33]. In this simulation set-up, the workpiece moves relative to the origin of the Cartesian coordinate system which coincides with the origin of the heat source (fixed keyhole).

• Mass conservation equation

$$\nabla \cdot \mathbf{u} = 0 \quad (1)$$

where $\mathbf{u} = (u_x, u_y, u_z)$ is the fluid velocity vector.

• Momentum conservation

$$\rho (\mathbf{u} \cdot \nabla) \mathbf{u} = \nabla \cdot \left[ -p \mathbf{I} + (\mu + \mu_T) \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^\top \right) - \frac{2}{3} \rho \kappa \mathbf{I} \right] + \mathbf{F} \quad (2)$$

where $\rho$ is the density, $p$ is the pressure, $\mathbf{I}$ is the identity matrix, $\mu$ is the dynamic viscosity, $\mu_T$ is the eddy viscosity, also known as the turbulent viscosity, superscript $\top$ denotes the transpose of a matrix and the source term $\mathbf{F}$ is defined as follows:

$$\mathbf{F} = -\rho g \beta (T - T_{melt}) - c_1 \frac{(1 - f_L)^2}{f_L^3 + c_2} (\mathbf{u} - \mathbf{v}) \cdot (3)$$

Here $g$ is the gravity acceleration, $\beta$ is the volumetric thermal expansion coefficient, $T_{melt}$ is the melting temperature defined as $T_{melt} = (T_S + T_L) / 2$ and $\mathbf{v}$ is the welding speed vector. The computational constants $c_1$ and $c_2$ are chosen to be very large ($\sim 1 \times 10^6 \text{kg m}^{-3} \text{s}^{-1}$) for the deceleration of the flow and very small ($\sim 1 \times 10^{-3}$) to avoid division by zero, respectively. The function $f_L$ represents the liquid fraction in the element and is defined as follows:

$$f_L = \begin{cases} 0 & \text{for } T < T_S \\ \frac{T - T_S}{T_L - T_S} & \text{for } T_S \leq T \leq T_L, \\ 1 & \text{for } T > T_L. \end{cases} \quad (4)$$
The first term on the right-hand side of Eq. (3) accounts for the buoyancy force. The second term is defined in such a way that the momentum equation is forced to mimic the Carman-Kozeny equations, describing a flow in a dendritic mushy region [34].

- The transport equation for the kinetic energy $\kappa$ and the turbulent dissipation rate $\varepsilon$ read [35]:

$$
\rho (u \cdot \nabla) \kappa = \nabla \cdot \left[ \left( \mu + \frac{\mu_T}{\sigma_\kappa} \right) \nabla \kappa \right] + P_\kappa - \rho \varepsilon, \quad (5)
$$

$$
\rho (u \cdot \nabla) \varepsilon = \nabla \cdot \left[ \left( \mu + \frac{\mu_T}{\sigma_\varepsilon} \right) \nabla \varepsilon \right] + C_{\varepsilon_1} \frac{\varepsilon}{\kappa} P_\kappa - C_{\varepsilon_2} \rho \frac{\varepsilon^2}{\kappa}, \quad (6)
$$

where the turbulent viscosity $\mu_T$ and the turbulent production term $P_\kappa$ are given as follows:

$$
\mu_T = \rho C_\mu \frac{\kappa^2}{\varepsilon}, \quad (7)
$$

$$
P_\kappa = \mu_T \left[ \nabla u : \left( \nabla u + (\nabla u)^T \right) \right], \quad (8)
$$

all the remaining model constants $C_\mu, C_{\varepsilon_1}, C_{\varepsilon_2}, \sigma_\varepsilon, \sigma_\kappa$ are designed to satisfy the physical consistency of the turbulence model. These are determined from experimental data and taken from the literature [32].

Figure 4: Boundary conditions for the thermo-fluid dynamics simulation
- Energy conservation equation

\[ \nabla \cdot (\lambda \nabla T) - \rho c u \cdot \nabla T = 0 \quad (9) \]

where \( \lambda \) is the thermal conductivity and \( c \) the specific heat capacity. Here \( c \) accounts for the latent heat of solid-solid and solid-liquid phase transformations. By definition \( c = \frac{dH}{dT} \) with \( H \) as the specific enthalpy.

The boundary conditions for the CFD problem are shown in Fig. 4. On the upper and lower surface of the plate, a Marangoni boundary condition was applied to consider the fluid flow due to the temperature-dependent surface tension [36]. The side boundary \( y = w \) is considered to be heat-impermeable \( (\partial T / \partial y = 0) \), which is reasonable for the CFD domain, because of the high relation of the domain width to the weld pool width.

By using such an approach it should be ensured that the amount of energy absorbed by the workpiece from the keyhole surface has approximately an expected value according to the standard efficiency values of the process. This means, that the surface integral of the heat fluxes through the keyhole surface should result in an energy amount in the range of 60% to 80% of the input power. The simplified flowchart of the fluid dynamics computation is shown in Fig. 5. All equations are solved by the commercial finite element software COMSOL Multiphysics 5.0. Detailed data on the algorithm are presented in [17].

Figure 5: Simplified flowchart of the two-step simulation: calculation of the fluid dynamics and calculation of the temperature field in the workpiece
2.2. Heat conduction

The following assumptions are made:

- The object to be investigated is a solid part $S$ of a homogeneous unbounded plate of thickness $h$, see Fig. 6.
- The thermophysical properties (thermal conductivity $\lambda$, specific heat capacity $c$, density $\rho$, thermal diffusivity $a = \lambda/c\rho$, coefficients of heat transfer at upper and lower plate surfaces $\alpha_1$ and $\alpha_2$) are temperature-independent. The molten pool $L$ moves with a constant speed $v$ along the $x$-axis, see Fig. 6.
- The coordinates and the temperature of the weld pool boundary (the interface between the weld pool and the unmelted metal) $\Gamma$ are known and constant, and the temperature field is steady, see Fig. 6.
- The heat energy is introduced only through the molten pool; the initial and ambient temperature $T_0$ is constant.

Then the 3D linear heat conduction equation for a thick plate (slab) in a moving reference frame takes the form:

$$a \nabla^2 T + v \frac{\partial T}{\partial x} = 0 \quad (10)$$

Figure 6: Boundary conditions for the heat conduction simulation
The boundary conditions for the unbounded solid domain \( S \) with a hole \( L \) inside are written in Fig. 6. The temperature of the hole surface \( \Gamma \) equals the solidus temperature \( T_S \), the temperature far away from the hole equals the initial temperature \( T_0 \), and the heat transfer at the upper and lower surfaces obeys Newton’s law, see Fig. 6.

The boundary element method is applied to solve the stated problem [37]. It offers the advantage, in comparison to the FEM and the FDM, of lowering the problem dimensionality by one. The investigated homogeneous volume \( S \) is expanded up to the unbounded domain \( S + L \) of similar material properties. As next fictitious heat sources with unknown distribution of the area-specific power density \( q_2(\xi, \eta, \zeta) \) are introduced at the surface \( \Gamma \) in the domain \( S + L \). Here \( \xi, \eta, \zeta \) represent the coordinates for the corresponding heat sources. Note that the origins of the coordinates \( x, y, z \) and \( \xi, \eta, \zeta \) coincide, see Fig. 7. Then the temperature increase at any point under study is determined by combined action of all fictitious heat sources by integration along the surface \( \Gamma(\xi, \eta, \zeta) \) [38]:

\[
T(x, y, z) - T_0 = \int_{\Gamma} q_2(\xi, \eta, \zeta) G(x, y, z, \xi, \eta, \zeta) \, d\Gamma(\xi, \eta, \zeta)
\]  

where \( G(x, y, z, \xi, \eta, \zeta) \) is the fundamental solution of Eq. (10), also known as the Green’s function. The function \( G \) corresponds to the temperature at any point \( x, y, z \) due to a point source at \( \xi, \eta, \zeta \). The Green’s function \( G(x, y, z, \xi, \eta, \zeta) \) can

---

**Figure 7:** a) Schematic of the weld pool interface divided into boundary elements. b) An exemplary triangular element with a centre of gravity (point \( C \)) and the Gaussian points of integration (marked by \( x \)).
be found by using the source method [38]:

\[
G(x, y, z, \xi, \eta, \zeta) = \frac{1}{2\pi \lambda h} \exp \left( -\frac{v(x-\xi)}{2a} \right) \sum_{k=1}^{\infty} A_k B_k(\zeta) B_k(z) \times \\
\times K_0 \left( \frac{vr}{2a} \left[ 1 + \left( \frac{2a}{vh} \right)^2 \right]^{1/2} \right)
\]

(12)

where

\[
r = \left[ (x-\xi)^2 + (y-\eta)^2 \right]^{1/2},
\]

\[
A_k = \frac{2}{(\mu_k + Bi_1^2) \left( 1 + \frac{Bi_2^2}{\mu_k^2 + Bi_2^2} \right) + Bi_1^2}
\]

\[
B_k(u') = \mu_k \cos \left( \frac{\mu_k u'}{h} \right) + Bi_1 \sin \left( \frac{\mu_k u'}{h} \right)
\]

Here \( K_0 \) is the modified Bessel function of second kind of order zero, \( Bi \) is the Biot number, \( u' \) is the independent parameter of the function \( B_k \), and \( \mu_k \) are the positive roots of the following equation:

\[
\cot(\mu) = \frac{\mu^2 - Bi_1 Bi_2}{\mu (Bi_1 + Bi_2)},
\]

(13)

\[
Bi_1 = \frac{\alpha_1 h}{\lambda} \quad \text{and} \quad Bi_2 = \frac{\alpha_2 h}{\lambda}.
\]

If the upper and the bottom surface of the plate are treated as adiabatic (\( \alpha_1 = \alpha_2 = 0 \)) then the Green’s function is represented as [38]:

\[
G(x, y, z, \xi, \eta, \zeta) = \frac{1}{4\pi \lambda} \exp \left( -\frac{v(x-\xi)}{2a} \right) \sum_{i=-\infty}^{\infty} \sum_{j=-1,1} 1 \times R_{i,j} \exp \left( -\frac{vr_i j}{2a} \right)
\]

(14)

with

\[
R_{i,j} = \left[ (x-\xi)^2 + (y-\eta)^2 + (z-j\zeta - 2i h)^2 \right]^{1/2}
\]

or in a Fourier series:

\[
G(x, y, z, \xi, \eta, \zeta) = \frac{1}{2\pi \lambda h} \exp \left( -\frac{v(x-\xi)}{2a} \right) \times \\
\times \left[ K_0 \left( \frac{vr}{2a} \right) + 2 \sum_{i=1}^{\infty} \cos \frac{\pi i z}{h} \cos \frac{\pi i \zeta}{h} K_0 \left( \frac{vr}{2a} \sqrt{1 + \left( \frac{2\pi ai}{vh} \right)^2} \right) \right].
\]

(15)
Finite width of the plate can be easily taken into consideration by using the method of images [38, 39].

If the workpiece shape is more complex, e.g. a T-joint, then the Green’s function for a moving point source in an infinite body can be taken from [4]. However in this case to meet the boundary conditions is more difficult [40]. In order to find the unknown functions \( q_2(\xi, \eta, \zeta) \) in Eq. (11) it is required that the temperature at the surface \( \Gamma \) is coincident with the prescribed values \( T_S \) at the boundary \( \Gamma \) of the domain \( S \):

\[
\int_{\Gamma} q_2(\xi, \eta, \zeta) G(x, y, z, \xi, \eta, \zeta) \, d\Gamma(\xi, \eta, \zeta) = T_S(\xi, \eta, \zeta) - T_0
\]  

(16)

In practice, the exact solution of the integral equation (16) with respect to the function \( q_2 \) is impossible, therefore approximation methods have to be used. In this case, a closed curved surface \( \Gamma \) can be approximated by \( N \) plane triangles, see Fig. 7. Let the power distribution \( q_{2m} \) within each \( m \)-th triangular element be constant. Hence, the unknown function \( q_2(\xi, \eta, \zeta) \) in Eq. (16) is replaced by a piecewise-constant function by a series of unknown values \( q_{21}, q_{22}, \ldots, q_{2N} \). These unknown values are found from the condition that the total temperature in the middle of each element (node) \( C_n \) \((n = 1, \ldots, N)\) due to each source \( q_{2m} \) \((m = 1, \ldots, N)\) is equal to the prescribed solidus temperature \( T_{Sn} \). As a result, a system of \( N \) linear equations with respect to the unknown \( q_{2n} \) is formed. Each \( n \)-th element takes the form:

\[
\sum_{m=1}^{N} q_{2m} \int_{\Gamma_m} G(x_{C_n}, y_{C_n}, z_{C_n}, \xi_m, \eta_m, \zeta_m) \, d\Gamma_m(\xi_m, \eta_m, \zeta_m) = T_{Sn} - T_0
\]  

(17)

where \( x_{C_n}, y_{C_n} \) and \( z_{C_n} \) are the coordinates of the points \( C_n \) (the centre of the \( n \)-th element), see Fig. 7b. Integration over the area of each element is performed numerically [37], [41, 42].

Note that the integral in Eq. (17) is improper since the integrand has a singularity, when \( x_{C_n} = x_m, y_{C_n} = y_m, z_{C_n} = z_m \). In this case, the Gauss-Legendre quadrature can be used (the Gaussian points of integration are marked by \( x \) in Fig. 7b.)

The system of equations (17) with respect to \( q_{2n} \) \((n = 1, \ldots, N)\) can be solved by known methods [37], [41, 42]. Using the obtained values \( q_{2n} \) the temperature at any point \( x, y, z \) inside the solid can be calculated by ordinary integration:

\[
T(x, y, z) - T_0 = \sum_{m=1}^{N} q_{2m} \int_{\Gamma_m} G(x, y, z, \xi, \eta, \zeta) \, d\Gamma(\xi, \eta, \zeta)
\]  

(18)
Equation (18) enables the calculation of all characteristics of the temperature field: peak temperature $T_{\text{max}}(y,z)$, temperature gradient $\nabla T(x,y,z)$, cooling rate $\partial T/\partial t(x,y,z)$ and thermal cycle $T(y,z,t)$, where $t$ is the time variable.

A flowchart of the calculation of the temperature field in the workpiece is shown in Fig. 5 (Step 2). The input is the weld pool interface (equivalent heat source) which is the solution of the fluid dynamics problem for the CFD domain, see Fig. 5 (Step 1).

3. Example

A 15 mm thick S355J2G3 (0.17 % C, 1.4 % Mn) low-alloyed steel plate is laser welded with an Ytterbium fibre laser. The keyhole mode welding process occurs under the following conditions: laser power $q_{\text{gross}} = 18\text{kW}$ and welding speed $v = 33\text{mm s}^{-1}$. The initial and ambient temperature $T_0$ is 298K [17]. The thermo-physical properties of the material: thermal conductivity $\lambda$, heat capacity $c$ and dynamic viscosity $\mu$ are shown in Fig. 8. The rest of the material properties are presented in Table 1.

![Temperature-dependent material properties of the low-alloyed S355J2G3 steel [43]-[46]](image)

Figure 8: Temperature-dependent material properties of the low-alloyed S355J2G3 steel [43]-[46]
Table 1: Material properties of the low-alloyed S355J2G3 steel [43]-[46]

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Averaged thermal diffusivity</td>
<td>$a$</td>
<td>7.11</td>
<td>m$^2$s$^{-1}$</td>
</tr>
<tr>
<td>Averaged thermal conductivity</td>
<td>$\lambda$</td>
<td>34.11</td>
<td>W m$^{-1}$K$^{-1}$</td>
</tr>
<tr>
<td>Averaged specific heat capacity</td>
<td>$c$</td>
<td>625</td>
<td>Jkg$^{-1}$K$^{-1}$</td>
</tr>
<tr>
<td>Averaged mass density</td>
<td>$\rho$</td>
<td>7850</td>
<td>kgm$^{-3}$</td>
</tr>
<tr>
<td>Averaged coefficient of heat transfer</td>
<td>$\alpha$</td>
<td>15</td>
<td>Wm$^{-2}$K$^{-1}$</td>
</tr>
<tr>
<td>Liquidus temperature</td>
<td>$T_L$</td>
<td>1835</td>
<td>K</td>
</tr>
<tr>
<td>Melting temperature</td>
<td>$T_{melt}$</td>
<td>1800</td>
<td>K</td>
</tr>
<tr>
<td>Solidus temperature</td>
<td>$T_S$</td>
<td>1765</td>
<td>K</td>
</tr>
<tr>
<td>Evaporation temperature</td>
<td>$T_{ev}$</td>
<td>3100</td>
<td>K</td>
</tr>
<tr>
<td>Marangoni coefficient</td>
<td>$\partial \gamma/\partial T$</td>
<td>$-4.3 \cdot 10^{-4}$</td>
<td>Nm$^{-1}$K$^{-1}$</td>
</tr>
<tr>
<td>Coefficient of thermal expansion</td>
<td>$\beta$</td>
<td>$1.5 \cdot 10^{-5}$</td>
<td>K$^{-1}$</td>
</tr>
</tbody>
</table>

3.1. Verification of input data & validation of numerical results

In order to verify the input data (weld pool geometry) used in the proposed numerical framework and as well as to validate the obtained numerical results (quasi steady-state temperature field), welding experiments are performed. The accuracy of the numerically obtained weld pool dimensions, later on used as an EHS for the heat conduction in the solid part of the workpiece, is verified by metallographic cross-sections and an additional comparison of the weld pool length, on the top and bottom surfaces, to the length of the weld end crater from the experiments. For the validation of the calculated thermal cycles, the temperature at difference distances from the weld centerline, between 1mm and 2mm is measured with thermocouples of type K. A full description of the experimental set-up and procedure can be found in [17].

3.2. CFD simulation (Step 1)

The computational domain for the CFD simulation has the geometric dimensions of $l \times w \times h = 70$mm $\times 10$mm $\times 15$mm providing a symmetry plane at $y = 0$mm, see Fig. 3. The shape of the keyhole is approximated by a truncated right circular cone with a radii $r = 0.41$mm at the top ($z = 0$mm) and $r = 0.26$mm at the bottom ($z = 15$mm). The keyhole surface temperature equals the evaporation temperature $T_{ev} = 3100$K according to the assumptions made in the model, see Section 2.1. The domain is discretised by about 1,460,000 tetrahedral finite elements. The minimum element size used is 0.1mm. The finest meshing is
The steady-state velocity field of the liquid metal in reference to the solid is shown in Fig. 9a. The velocity difference $u - v$ characterizes the flow of the liquid metal. It is seen that the weld pool is divided into three regions (upper, middle and lower). With distance from the keyhole, the temperature decreases and consequently the surface tension increases causing two vortexes. These transport the hot liquid away from the keyhole to the edge of the weld pool and form the upper and lower regions, the longer one on the upper side and the smaller one on the bottom side as a result of the reduced energy input through the conical keyhole (Fig. 9a). From the simulation results, a strong interaction between the movement of the laser source and the thermo-capillary driven vortexes is obtained leading to a teardrop shape at the upper and bottom surface of the workpiece. Additionally, it shows that a bulging in the weld pool, near the middle of the plate thickness occurs caused by the backflows on the upper and lower side due to the thermo-capillary driven flows [47]. The effect of natural convection is very small as compared to the thermo-capillary convection. The temperature distribution near the keyhole surface and the free surfaces for resolving the steep temperature and velocity gradients. The turbulent model constants are as following [32]: $C_\mu = 0.09, C_{\varepsilon_1} = 1.44, C_{\varepsilon_2} = 1.92, \sigma_\kappa = 1.0$ and $\sigma_\varepsilon = 1.3$. The detailed data on the meshing can be found in [17]. The algorithm for solving the CFD problem (Step 1) is presented in Section 2.1. As basic the finite element software COMSOL Multiphysics 5.0 is used taking into account the main relevant physical phenomena.
Figure 10: Weld pool interface defined by the solidus temperature $T_S$

behind the keyhole is formed by the flow of the melt around it (Fig. 9b). The calculated weld pool length is about 6.3 mm on the upper and 4.4 mm on the lower side, see Fig. 10. These values agree very well with the experimentally obtained values of about 6.9 mm and 4.6 mm for the weld end crater, respectively [17]. Note here that the geometrical dimensions of the crater are slightly bigger than those of the experimental weld pool due to overheating effects of the molten material once the laser is shut down, leading to further melting of material.

3.3. BEM heat conduction simulation (Step 2)

The weld pool interface is the main result of the solution of the CFD problem. It is used as an equivalent heat source in the heat conduction problem for the workpiece, see Fig. 10. The source surface was divided into 20,044 triangular boundary elements. The algorithm for the solution of the 3D heat conduction problem by the BEM is set out in Section 2.2.

The obtained solution results in a heat flux $q_2$ across the weld pool interface. Integration of the heat flux $q_2$ over the interface gives an effective (net) heat source power $q_{eff}$. The temperature distribution around the weld pool at the upper ($z = 0$ mm) and lower ($z = 15$ mm) surface is shown in Fig. 11. The ratio of the power $q_{eff}$ to the total laser power $q_{gross}$ gives the heat source efficiency $\eta_h$:

$$\eta_h = \frac{q_{eff}}{q_{gross}} \approx 10900 \text{W}/18000 \text{W} = 0.6.$$
Due to the high welding speed (more precisely, the high Peclet number) the temperature gradients are very high in front of the weld pool and low behind it. The temperature distribution outside the weld in the symmetry plane \( (y = 0\text{ mm}) \) is shown in Fig. 11. The obtained solution allows to obtain the peak temperature field \( T_{\text{max}}(y, z) \) and, consequently, to compute the weld cross-section including the HAZ (Fig. 12b). The computed weld cross-section in the heat conduction simulation is directly linked to the weld pool shape, see Section 2.2. Since the numerically calculated weld pool shape is reproduced by the BEM, the verification of the simulated weld pool shape can be done by the comparison of the cross-

Figure 11: a) Temperature field in the longitudinal section and b) at depth \( z = 0\text{ mm} \) and 15 mm

Figure 12: a) Metallographic cross-section (weld pool is outlined in white) [17]. b) Simulated temperature distribution \( T(y, z) \) in the plate cross-section
section calculated in Section 3.3 and the experimentally obtained metallographic cross-section in [17]. Note, that the reproduction of the weld pool is strongly dependent on the number of triangles used for its description, see Section 2.2. Figure 12 shows good correlation of the obtained results.

The thermal cycles enable the prediction of the local microstructure and the mechanical properties of the part to be welded. Figure 13 shows the comparison of the measured and calculated thermal cycles at different distances from the sym-

![Thermal Cycle Graph](image)

Figure 13: Comparison of the calculation and experimental thermal cycles on the upper a) and lower side b) of the plate at different distances from the weld centreline
metry plane. The simulated thermal cycles follow from the equality \( T(t,y,z) = T(-x/v,y,z) \). It is evident from the curves that the numerical model captures well the thermal behaviour of the workpiece.

4. Conclusions

A numerical model for the assessment of the thermal cycle during keyhole mode welding is developed. It allows the consideration of different welding conditions, keyhole shape, thermo-capillary and natural convection of the molten metal and latent heat of phase transformations. Furthermore, the accuracy of the EHS for the proposed BEM can be enhanced by taking into account other main physical phenomena.

The equivalent heat source concept permits to formulate a coupled heat source – keyhole – weld pool – solid problem as a sequence of decoupled problems of fluid dynamics and heat conduction.

The steady-state thermo-fluid dynamics problem is solved by the finite element method. The steady-state heat conduction problem is solved by the boundary element method. The proposed framework lowers the problem dimensionality by one and excludes the transient phenomena enabling the computation of the thermal cycles for large scale systems and leading to a high reduction of the computational time and effort.

The fluid flow of the molten metal shows a strong influence on the weld pool geometry. The thermo-capillary convection is responsible for the convex-concave melt pool shape due to an increase of the weld pool dimensions near the plate surfaces and a bulge formation near the middle of the plate thickness.

The calculated and experimental weld pool, cross-sectional dimensions and thermal cycles in the heat affected zone are in close agreement.
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