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Zusammenfassung

Die fortschreitende globale Digitalisierung treibt die Entwicklung von Netzwerktechnolo-
gien, Analyseplattformen und datengetriebenen Diensten voran. Damit einhergehend ist eine
steigende Anzahl an Komponent wie Sensoren, Aktoren, Rechen- und Netzwerkknoten sowie
unterschiedlichen Applikationen. Infolgedessen nimmt die Komplexität von IT Infrastrukturen
stetig zu. Ein System mit hoher Komplexität ist anfällig für Fehler oder Ausfälle jedoch er-
warten Anwender, dass die Dienste immer verfügbar sind. Darüber hinaus ist eine hohe Ver-
fügbarkeit unerlässlich für die Nutzung von IT Systemen in kritischen Bereichen wie Medizin,
Logistik, Energie oder der Fertigungsindustrie. Dort haben Ausfälle, die nicht schnell genug
behoben werden, katastrophale Folgen. Die Konsequenz daraus ist, dass Betreiber zunehmend
mit der Aufgabe überfordert sind die notwendige Verfügbarkeit zu gewährleisten.

Dies erfordert Lösungen, die den Betrieb und die Wartung von komplexen IT Systemen un-
terstützen. Dafür wird der Einsatz KI-gestützter Methoden erforscht, die die Wartbarkeit, Ver-
fügbarkeit und Zuverlässigkeit von IT Systemen verbessern sollen. Diese werden eingesetzt um
Systemkomponenten zu überwachen, die Überwachungsdaten zu analysieren und bei Bedarf
automatisch Operationen auszuwählen und auszuführen, um einen effizienten Betriebszustand
aufrechtzuerhalten. Durch diese Automatisierung von Wartungs- und Administrationsaufgaben
soll eine höhere Robustheit gegenüber Ausfällen realisiert werden.

In dieser Arbeit erfoschen wir Methoden, die die Verfügbarkeit von IT Systemen erhöhen
sollen, indem die notwendige Zeit für die Behebung von Fehlern und Ausfällen reduziert wird.
Dazu werden Daten von Systemkomponenten, deren Betriebszustand von einer bekannten
Norm abweicht, nach spezifischen Mustern durchsucht. Diese als Anomaliesymptome beze-
ichneten Muster dienen dazu Fehlerfälle zu identifizieren. Falls diese bereits in der Vergangen-
heit aufgetreten sind und erfolgreich Behoben wurden, ermöglicht das eine automatisierte und
somit schnelle Wiederherstellung eines normalen Systemzustands. Die von uns entwickelten
Erkennungsmethoden sind in der Lage Muster, die noch nicht bekannt sind, zu identifizieren
und deren Behandlung an menschliche Experten zu delegieren. Dieser "Human-in-the-Loop"-
Ansatz stellt eine schrittweise Übertragung des Wissens von menschlichen Experten in unser
System dar.
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Abstract

The progressing global digitalization is driving innovative network technologies, computation
platforms, and data-driven services. The number of components such as sensors, actuators,
computing, storage, and network nodes, as well as a variety of service applications increases
and results in IT systems of high complexity. A complex system is prone to errors or failures,
but users expect services always to be available. Furthermore, high availability is essential for
utilizing IT systems in critical areas such as medicine, logistics, energy, or the manufacturing
industry. There, failures that are not immediately resolved can lead to hazardous situations.
Consequently, system operators are increasingly overwhelmed with the task of keeping com-
plex IT systems at an operational state.

Solutions that support the operation and maintenance of complex IT systems are required
to support humans. For this purpose, artificial intelligence for IT system operations (AIOps)
is being explored to improve the availability, maintainability, and reliability of IT systems. It
combines the research areas of artificial intelligence, machine learning, and system operation
to monitor relevant components, analyze the monitoring data, and automatically select and
execute operations to maintain an efficient operational state. The automation should enable
improved robustness against failures.

This thesis introduces methods to increase the availability of IT systems by reducing the
time required to resolve errors and failures. Thereby, system components whose operational
state deviates from a known norm are referred to as anomalies. We employ pattern recognition
to search monitoring data from anomalous components for specific patterns. The identification
of these anomaly symptoms allows a comparison to historical occurrences of anomalies and an
automatic selection of feasible operations to resolve them. Further, our implemented methods
can identify patterns that are representing yet unknown anomalies. Such cases are delegated
to human experts. This "human-in-the-loop" approach represents a step-by-step transfer of
knowledge from human experts into our system.
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Chapter 1

Introduction

Digitalization is an integral part of today’s world. Our everyday life increasingly depends on
web and mobile applications. Furthermore, numerous industries like energy, transportation,
manufacturing, and health care depend on data-driven services. Thereby, the number of com-
ponents within the whole IT ecosystem is growing fast. Reports from Gartner and Cisco pre-
dict that the number of interconnected devices will reach numbers between 20 and 30 billion
by 2022 [84, 124]. These trends require network connectivity and computational resources to
meet the growing demand for digitalization. Network technologies like 5G or 6G enable access
and connectivity, while cloud computing systems provide computation and storage resources.
Emerging technologies such as fog and edge computing promise low latencies and reduced
data volume transmissions to data centers, which is achieved by providing location-agnostic
service access. Data should be processed as close as possible to its source. Although these
trends introduce increased flexibility and improve business opportunities, they come at the cost
of significantly higher complexity.

Human users and a growing amount of machines expect highly available and reliable ser-
vices. Moreover, the high availability of IT systems in critical industries is a fundamental
requirement since unresolved problems can lead to hazardous situations. Danger to our envi-
ronment or even human life must be prevented. However, system complexity grows, which
leads to an increased proneness to failures [49, 178]. An empirical study done by Fiondella
et al. [83] analyzes system outages of major IT companies and shows an exponential growth
of the number of outage incidents per year. Another empirical study conducted by Garraghan
et al. [93] analyzes a cloud computing environment of 12,500 servers. It observes the average
amount of time between the occurrences of two consecutive failures on the same server, which
is referred to as Mean Time Between Failure (MTBF). For servers, an MTBF of 12.5 days is
identified. Considering the 12,500 servers, this translates to an average of 1000 failures per day.
Furthermore, the time needed to resolve the failure is analyzed, which is referred to as Mean
Time To Recovery (MTTR). The MTTR values for servers follow a heavy-tailed distribution
with an overall mean value of 5.2 hours. Their study provides no explicit information about the
type of failures. Other studies show that failed hardware causes less than 10% of failures, and
around 80% are caused by software or operational mistakes [99, 111].

Human experts are currently responsible for the operation and maintenance of IT systems.
However, recovering 1000 failures per day is a challenge. Additionally, the diversity of soft-
and hardware components from different vendors and an increasing geographical distribution
aggravates that difficulty. These aspects result in longer MTTR values and are reflected in the

1
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increased demand for qualified and specialized system operators. Numerous job positions like
DevOps experts, Site Reliability Engineers (SREs), or Network reliability Engineers (NREs)
are created to cope with the challenges of system operation [27]. Nevertheless, human ex-
perts are increasingly overwhelmed with the operation of the rapidly growing systems [29, 48].
Solutions supporting the operation and maintenance of distributed systems are required to pre-
vent a complete loss of control. Such support aims at adding autonomy to distributed systems
by enabling capabilities to resolve occurring problems automatically [138]. Therefore, human
involvement should be gradually reduced by implementing methods that autonomously keep
system components at an operational state.

Artificial intelligence for IT System operations (AIOps) is an upcoming research field con-
cerned with developing such methods. It combines the areas of artificial intelligence (AI),
machine learning (ML), and system operations (Ops). Thereby, solutions are usually designed
as a closed-loop control that consists of several methods [138, 213]. First, the observability of
systems is realized by monitoring relevant system metric data at runtime. Second, anomaly de-
tection analyzes these data to detect if component states are deviating from a known norm [210,
222]. Thereby, anomaly refers either to a failed system component or to a degraded state that
potentially indicates an imminent failure. Latter enables the recovery of components before
failures happen, giving human experts more time to react and plan. At this point, human op-
erators are still left to analyze anomalies, compiling operations, and executing them. Working
with current production systems puts high pressure on experts since every minute of downtime
or service degradation entails losses in revenue for companies [78, 166]. Working with sys-
tems that are used in critical industries entails that operators must assume a potential danger for
human lives if problems are not resolved fast enough. Thus, the third step closes the loop by
automatically selecting and eventually executing recovery or remediation operations that trans-
fer the anomalous component to a known norm. It finally enables fast recovery of anomalies
and the reduction of the MTTR [6, 96].

In this work, we aim at enabling an automatic selection of remediation or recovery oper-
ations to restore the normal state of anomalous system components. This process is initiated
after anomalies are detected. We assume to receive alarms that contain binary information,
i.e., a component is either normal or anomalous [171, 211, 222]. Based on this, the recent
monitoring data from the anomalous component is searched for specific patterns, which enable
the recognition of anomaly states. The knowledge about a specific anomaly state, or anomaly
type, is then used to select recovery operations and eventually restore a normal operational
state. The patterns within the monitoring data that are specific for anomaly types are referred
to as anomaly symptoms. We name the identification of anomaly type-specific symptoms in the
monitoring data of anomalous components as anomaly symptom recognition.

The precise recognition of anomaly type-specific symptom patterns is challenging in com-
plex IT systems, consisting of diverse components affected by numerous internal and external
factors. Examples of diversity are different hardware specifications, changing software ver-
sions, or varying configuration parameters. Examples of internal or external factors are the
availability of computation resources or the current workload. During anomalies, the observed
monitoring data represent a mixture of anomaly-related patterns and patterns specific for the
component type and the current internal and external factors, which lead to deviations between
symptoms of the same anomaly type, i.e., intra-type variation. Furthermore, anomalies are ex-
pected to occur infrequently. It is challenging to identify variating symptom patterns based on
a few available examples [28].
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1.1 Problem Definition
An AIOps system requires an automatic selection of operations to resolve anomaly states of
components that are part of a complex IT system. The research question is formulated as
follows:

"Given the monitoring data of an anomalous IT system component, how an
automatic selection of operations to restore its normal functional state can be

enabled?"

We realize the automatic selection of operations by recognizing anomaly type-specific
symptom patterns in the monitoring data of an anomalous system component. The automation
stems from the assumption that anomaly types represented by similar symptom patterns repeat-
edly occur in a complex IT system. Methods for symptom pattern recognition and anomaly
type inference based on the monitoring data of anomalous system components are required.
They must be efficient in the sense that precise pattern detection is realized without causing an
extensive overhead.

We focus on the following four research questions:

1. We investigate the ability of pattern analysis methods to recognize anomaly type-specific
symptoms in monitoring data from anomalous components and emphasize the limited
availability of anomaly type examples.

2. Distributed systems are dynamic, and their components must be assumed to change over
time. Also, new components can appear. We evaluate the ability of our pattern recogni-
tion methods to identify symptoms that represent yet unknown anomaly types.

3. The value of an IT system stems from the execution of a regular workload. Automation
methods to keep it operational should consume a small fraction of available resources. We
investigate the trade-off that is required between computational complexity and precise
symptom recognition.

4. We integrate the anomaly symptom recognition methods into an AIOps platform and
test whether an efficient and precise anomaly symptom recognition can be employed
alongside regular workload execution. Thereby, different deployment concepts are tested
to infer general deployment guidelines.

1.2 Contributions
This thesis proposes methods to enable the automatic selection of operations that resolve de-
tected anomalies in components of a complex IT system. The concrete contributions are:

1. The precise recognition of anomaly type-specific symptom patterns is challenging in
complex IT systems. The observed monitoring data represent a mixture of anomaly-
related and varying normal patterns, resulting in intra-type variations. The existence
of few available examples in combination with high intra-type variations is the major
challenge to recognize anomaly type-specific symptoms. We develop two methods for
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anomaly symptom recognition. One focuses on low computation overhead, while the
other applies complex computation to recognize symptom patterns under high intra-type
variation.

2. The occurrence of previously not observed anomaly types must be considered. Soft-
ware systems undergo updates, hardware is changed, and new components are deployed.
These are few examples of the system dynamics. Furthermore, an initially empty knowl-
edge base, i.e., cold-start, needs to be considered when deployment is done on a new IT
system. Based on this, we extend the methods and enable the recognition of yet unknown
anomaly types. We further introduce a human-in-the-loop approach to gradually extend
the knowledge base enabling automatic operation selection for an increasing number of
anomaly types.

3. A system needs to process a regular workload. Only a fraction of available resources
can be reserved for keeping it in an operational state. We analyze the trade-off between
the computational overhead for high anomaly symptom recognition precision and the
efficiency due to the limited availability of computation resources.

4. Different AIOps methods must interact with each other to achieve automatic handling
of occurring anomalies. To conduct a functional investigation of the anomaly symptom
recognition, we integrate our methods into the AIOps platform called ZerOps. We inves-
tigate the AIOps deployment requirements of cloud and fog computing systems. Thereby,
different deployment concepts are tested. Based on the result, we elaborate on guidelines
to realize an efficient AIOps platform deployment.

The work of this thesis builds upon the following list of peer-reviewed articles:

[1] Acker, Alexander and Schmidt, Florian and Gulenko, Anton and Kao, Odej. “Online
Density Grid Pattern Analysis to Classify Anomalies in Cloud and NFV Systems”.
In: 2018 IEEE International Conference on Cloud Computing Technology and Science
(CloudCom). IEEE. 2018, pp. 290–295.

[2] Acker, Alexander and Schmidt, Florian and Gulenko, Anton and Kietzmann, Reinhard
and Kao, Odej. “Patient-individual morphological anomaly detection in multi-lead elec-
trocardiography data streams”. In: 2017 IEEE International Conference on Big Data
(Big Data). IEEE. 2017, pp. 3841–3846.

[3] Acker, Alexander and Wittkopp, Thorsten and Nedelkoski, Sasho and Bogatinovski,
Jasmin and Kao, Odej. “Superiority of Simplicity: A Lightweight Model for Network
Device Workload Prediction”. In: 2020 15th Conference on Computer Science and In-
formation Systems (FedCSIS). IEEE. 2020, pp. 7–10.

[4] Becker, Soeren and Schmidt, Florian and Gulenko, Anton and Acker, Alexander and
Kao, Odej. “Towards AIOps in Edge Computing Environments”. In: 2020 IEEE Inter-
national Conference on Big Data (Big Data). IEEE. 2020, pp. 3470–3475.

[5] Gulenko, Anton and Acker, Alexander and Kao, Odej and Liu, Feng. “AI-Governance
and Levels of Automation for AIOps-supported System Administration”. In: 2020
29th International Conference on Computer Communications and Networks (ICCCN).
IEEE. 2020, pp. 1–6.
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[6] Gulenko, Anton and Acker, Alexander and Schmidt, Florian and Becker, Soeren and
Kao, Odej. “Bitflow: An In Situ Stream Processing Framework”. In: 2020 IEEE Inter-
national Conference on Autonomic Computing and Self-Organizing Systems Compan-
ion (ACSOS-C). IEEE. 2020, pp. 182–187.

[7] Gulenko, Anton and Schmidt, Florian and Acker, Alexander and Wallschlaeger, Mar-
cel and Kao, Odej and Liu, Feng. “Detecting anomalous behavior of black-box services
modeled with distance-based online clustering”. In: 2018 IEEE 11th International Con-
ference on Cloud Computing (CLOUD). IEEE. 2018, pp. 912–915.

[8] Nedelkoski, Sasho and Bogatinovski, Jasmin and Acker, Alexander and Cardoso, Jorge
and Kao, Odej. “Self-Attentive Classification-Based Anomaly Detection in Unstruc-
tured Logs”. In: 2020 IEEE International Conference on Data Mining (ICDM). IEEE.
2020, pp. 1196–1201.

[9] Nedelkoski, Sasho and Bogatinovski, Jasmin and Acker, Alexander and Cardoso, Jorge
and Kao, Odej. “Self-supervised Log Parsing”. In: Machine Learning and Knowledge
Discovery in Databases: Applied Data Science Track. Springer. 2021, pp. 122–138.

[10] Ott, Harold and Bogatinovski, Jasmin and Acker, Alexander and Nedelkoski, Sasho
and Kao, Odej. “Robust and Transferable Anomaly Detection in Log Data using Pre-
Trained Language Models”. In: Workshop Proceedings of the 43rd International Con-
ference on Software Engineering. ACM. 2021.

[11] Scheinert, Dominik and Acker, Alexander. “Telesto: A graph neural network model for
anomaly classification in cloud services”. In: Service-Oriented Computing – ICSOC
2020 Workshops. Springer International Publishing. 2021, pp. 214–227.

[12] Scheinert, Dominik and Acker, Alexander and Thamsen, Lauritz and Geldenhuys, Mor-
gan K and Kao, Odej. “Learning Dependencies in Distributed Cloud Applications to
Identify and Localize Anomalies”. In: Workshop Proceedings of the 43rd International
Conference on Software Engineering. ACM. 2021.

[13] Schmidt, Florian and Gulenko, Anton and Wallschlaeger, Marcel and Acker, Alexander
and Hennig, Vincent and Liu, Feng and Kao, Odej. “Iftm-unsupervised anomaly detec-
tion for virtualized network function services”. In: 2018 IEEE International Conference
on Web Services (ICWS). IEEE. 2018, pp. 187–194.

[14] Schmidt, Florian and Suri-Payer, Florian and Gulenko, Anton and Wallschlaeger, Mar-
cel and Acker, Alexander and Kao, Odej. “Unsupervised anomaly event detection for
cloud monitoring using online arima”. In: 2018 IEEE/ACM International Conference
on Utility and Cloud Computing Companion (UCC Companion). IEEE. 2018, pp. 71–
76.

[15] Schmidt, Florian and Suri-Payer, Florian and Gulenko, Anton and Wallschlaeger, Mar-
cel and Acker, Alexander and Kao, Odej. “Unsupervised anomaly event detection for
vnf service monitoring using multivariate online arima”. In: 2018 IEEE International
Conference on Cloud Computing Technology and Science (CloudCom). IEEE. 2018,
pp. 278–283.
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[16] Schroeder, Daniel Thilo and Styp-Rekowski, Kevin and Schmidt, Florian and Acker,
Alexander and Kao, Odej. “Graph-based Feature Selection Filter Utilizing Maximal
Cliques”. In: 2019 Sixth International Conference on Social Networks Analysis, Man-
agement and Security (SNAMS). IEEE. 2019, pp. 297–302.

[17] Wallschlaeger, Marcel and Acker, Alexander and Kao, Odej. “Silent Consensus: Proba-
bilistic Packet Sampling for Lightweight Network Monitoring”. In: International Con-
ference on Computational Science and Its Applications. Springer. 2019, pp. 241–256.

[18] Wallschlaeger, Marcel and Gulenko, Anton and Schmidt, Florian and Acker, Alexan-
der and Kao, Odej. “Anomaly Detection for Black Box Services in Edge Clouds Using
Packet Size Distribution”. In: 2018 IEEE 7th International Conference on Cloud Net-
working (CloudNet). IEEE. 2018, pp. 1–6.

[19] Wittkopp, Thorsten and Acker, Alexander. “Decentralized federated learning preserves
model and data privacy”. In: Service-Oriented Computing – ICSOC 2020 Workshops.
Springer International Publishing. 2021, pp. 176–187.

[20] Wu, Li and Tordsson, Johan and Acker, Alexander and Kao, Odej. “MicroRAS: Auto-
matic Recovery in the Absence of Historical Failure Data for Microservice Systems”.
In: 2020 IEEE/ACM 13th International Conference on Utility and Cloud Computing
(UCC). IEEE. 2020, pp. 227–236.

1.3 Outline of the Thesis

The rest of this thesis is structured as follows.
Chapter 2 provides the necessary background on service deployment in cloud and fog

computing systems, the dependability of such system, a failure model, and an overview of fault
tolerance policies.

Chapter 3 gives an extensive overview of the related work. Thereby, we focus on the vi-
sion of autonomous computing, self-healing frameworks, AIOps in general, and related AIOps
methods for monitoring data analysis.

Chapter 4 introduces the concept of automatic selection of remediation operations. We
analyze the problems and requirements of a solution for complex IT systems. After that, our
anomaly type recognition objective is presented, and its embedding into an AIOps system is
shown. The system architecture is described and analyzed in detail before a modeling concept
for anomaly symptom recognition is presented.

Chapter 5 presents our first method for anomaly symptom recognition. It combines a
transformation of monitoring data to a grid space, resulting in different grid patterns for the
respective anomaly symptoms. A comparison of grid patterns realizes the anomaly symptom
recognition. Furthermore, we introduce a cloud computing environment, where evaluation ex-
periments are conducted and evaluate the ability to recognize a set of anomaly types.

Chapter 6 shows the necessity of a method specialized in the classification of sequential
data and realizes this in the form of a model based on gated recurrent units (GRUs). It em-
ploys a method of higher computational complexity that should be applied to anomalies with
a high intra-type variation. A focus lies on improving the training of such models when few
anomaly type examples are available by proposing an augmentation method for monitoring
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data. The evaluation shows the effect of data augmentation and investigates the ability to rec-
ognize anomaly types on components that execute heterogeneous workloads.

Chapter 7 describes the implementation of the anomaly type recognition and the automatic
operation selection into an AIOps platform named ZerOps. It is a system prototype wherein we
integrate both our methods. We test different method combinations and deployment concepts
to derive conclusions for the applicability of such systems.

Chapter 8 concludes our work, summarizes findings, and identifies directions for future
research.





Chapter 2

Background

This chapter presents the background for this work. Our general focus is to increase a dis-
tributed systems’ dependability by enabling an automatic selecting remediation operations
when system components become anomalous. We first give a definition of dependability and
explain cloud and fog computing systems focusing on their dependability. After that, several
failure models from the literature are presented. They are essential to describe the transition of
a normal system state to an failure. Based on this transition, we apply the terminology on the
previously described distributed systems and derive the term anomaly. Third, we elaborate on
different fault-tolerance policies, which aim at managing systems that are expected to fail over
time. From this, we draw implications for the design of the automatic selection of operations
to resolve anomalies and their embedding into a AIOps system.

2.1 Dependability of Distributed Systems

Computer systems are expected to eventually fail over time an thus, suffer from reduced de-
pendability [100, 169, 175, 178, 191]. Different attributes are used to measure the dependabil-
ity of a system of which the following five are commonly used [120, 141, 223]. The availability
defines the percentage of time within a specific time frame, during which the service is deliv-
ered correctly. It is usually defined as the MTBF divided by the sum of MTBF and MTTR.
The reliability is the expected time that a system operates without failures. It is essential to
distinguish availability from reliability. A system can fail once a year and be unavailable for
two weeks or can fail every day and be unavailable for one minute. Considering one year as
the time frame, the former is more reliable but has the availability of 96.2% while the latter is
less reliable but has the availability of 99.9%. It can be seen that the MTTR plays an essential
role in the availability of a system. By reducing the MTTR the availability can be increased.
Safety is a measure of catastrophic effects when failures occur, and maintainability quantifies
the effort to repair a failed system.

A general rule is that a system increasing in size and complexity becomes less depend-
able [244]. Northrop et al. [178] analyze the challenges of large distributed systems and iden-
tify the preservation of high dependability as a critical problem. Based on these and other
studies [19, 63, 111], the status quo is that complex distributed systems will fail over time. This
reduced dependability is a fundamental problem since many IT companies rely on the avail-
ability of their services [78]. Therefore, the necessity for concepts that tolerate the occurrence

9
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of failures by mitigating their effects was recognized early on [32, 33, 122, 191].

2.1.1 Cloud Computing
The relevance of distributed systems is growing, especially since the beginning of the com-
mercial use of cloud computing [9, 85, 159]. Fox et al. [85] analyze the main drivers behind
the success of cloud computing. They identify simpler payment methods for internet-based
services, lower prices for electricity and data center housing, and growing demand for applica-
tions such as interactive web and mobile applications and big data analytic services as the main
drivers. These observations partly comply with the essential characteristics of cloud computing
given by NIST [159]: On-demand self-service, broad network access, resource pooling, rapid
elasticity, and measured service. Instead of deploying and managing their own IT infrastruc-
tures, many companies favor hosting their applications and services within cloud computing
systems [78, 201].
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Virtualization Layer

Physical Server Physical Server

Data Center Network Data Center Network

Identity Management
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Service Access

Deployed Services Deployed Services
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Figure 2.1: Overview of cloud computing systems.

Figure 2.1 shows an exemplary cloud computing system deployed across two data cen-
ters, its layered architecture, and its distributed nature. The carrier network connects both data
centers and is usually managed by network providers. It can be seen that physical servers are
connected via the data center’s internal network. Networking within the data center, the compu-
tation, and storage hardware, and the virtualization and management software are maintained
by cloud providers [20, 159]. The virtualization layer provides an abstraction to decouple
physical hardware from virtual host provisioning. The cloud management is a collection of
services controlling different functions of the cloud computing system. The depicted example
consists of an access API and identity, virtual network, storage, and machine management ser-
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vices. Real cloud management systems contain a variety of such interdependent management
services [214]. The virtual hosts contain user applications that are usually accessed via the
Internet. Example interdependencies between user applications are shown as well. The dis-
tribution of responsibilities between the cloud provider and application owner depends on the
service model. There are three basic service models defined by NIST [159]

⋄ Software as a Service (SaaS): The application is entirely managed by the cloud provider
and is accessed via interfaces. Only the services provided by the application are accessi-
ble to customers.

⋄ Platform as a Service (PaaS): Applications are developed via programming languages,
libraries, services, and tools that the cloud provider supports. The customer has control
over the deployment of the application.

⋄ Infrastructure as a Service (IaaS): The customer has control over virtually provisioned
fundamental computing resources such as computation, storage, and networking. It is
possible to deploy arbitrary software, including the operating system.

The number of services hosted within cloud computing systems increases constantly [7,
162, 201]. Service providers that deploy their applications in cloud computing systems entrust
the operation of a significant part of the IT infrastructure to the cloud providers. For connec-
tivity, cloud providers rely on the carrier network which is managed by network providers. In
this setup, many stakeholders do both, provide own and rely on external services, resulting in
a system where services are highly interdependent. The availability of each service can impact
the availability of the whole system. The legal basis of such interdependencies is the definition
of service level agreements (SLAs) [24]. They define particular service criteria between the
provider and the user of a service and measure these via observable metrics. SLAs also contain
defined penalties for service providers when these metrics fall below certain thresholds. These
penalties are usually refunds or additional monetary compensation payments. A widely used
metric is the availability of services. For example, as of April 2021, the Google Cloud Platform
entitles the customer to a refund of 10%, 25%, and 100% when a single virtual machine avail-
ability falls respectively below 99.9%, 99% and 95% during one month 1. The same concept is
applied for Amazon AWS 2 and Microsoft Azure 3. The availability and refund values differ.
Whether a service is responsive defines its "availability", which is a binary decision. However,
a reduced service quality such as a higher response time is possible. The SLAs, as mentioned
above, do not cover these degraded service states.

To operate continuously growing distributes systems, industry and public research develop
methods to increase availability while keeping the operational costs moderate [33, 69, 94, 153].
By combining the fact that complex systems are prone to failures and the requirement of high
availability, we conclude that occurring failures must be recovered as fast as possible. A low
MTTR directly translated to higher availability. A possible solution is to introduce additional
automation into the handling of system anomalies.

1https://cloud.google.com/compute/sla (last access 28 April 2021)
2https://aws.amazon.com/compute/sla (last access 28 April 2021)
3https://azure.microsoft.com/en-us/support/legal/sla (last access 28 April 2021)

https://cloud.google.com/compute/sla
https://aws.amazon.com/compute/sla
https://azure.microsoft.com/en-us/support/legal/sla
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2.1.2 Fog and Edge Computing
The increasing number of interconnected devices is predicted to pose a significant challenge
for the existing IT infrastructures [25, 84, 124]. An exponentially increasing data volume com-
bined with low latency requirements of services makes it challenging to solve this with cloud
computing alone. Despite their described benefits, cloud computing systems are centralized
and usually far away from end-user devices, sensors, or other components. Sending data back
and forth over long distances brings the disadvantages of high latency and high energy con-
sumption for network transfer. Furthermore, it is difficult for network providers to keep up with
the increasing data volume transferred via their networks.

Methods to analyze and reduce the network latency and bandwidth usage are researched [38,
98]. A widely pursued solution in industry and research is to move computational resources
closer to the end devices [25, 150, 186]. This concept is depicted in Figure 2.2. A set of in-
termediate components that provide computational resources is located between end devices
and the cloud computing system. Preprocessing, filtering, compressing, or complete data anal-
ysis can be done as close as possible to the data source [187], which potentially enabled more
data privacy since a central storage can be avoided [98, 179] Only relevant and required data
are expected to be sent to cloud data centers. There are different terminologies for solutions
and computational paradigms that are referred to as fog computing, mist computing, cloudlets,
or edge computing [130]. However, at the time this work was written, no commonly agreed
consensus existed. Many works refer to the first set of nodes after end devices that provide
computational resources as the edge [25, 150]. Others refer to end devices, on which it is possi-
ble to execute workload, as edge devices [130]. The set of intermediate nodes between the end
devices and the cloud computing systems is usually referred to as fog.

Cloud Computing
System

Carrier Network

End Devices

Edge Device

Intermediate Node

Figure 2.2: Moving computational resources closer to end devices. Adjusted from [25].

Providing nodes between end devices and the cloud computing system entail geographical
distribution. Failures in such systems have a significant impact on dependability [18]. These
nodes are not located in central data centers but are expected to be exposed and potentially
non-stationary. This requires a widely available mobile connectivity [195], adaptivity [220],
and access and mobility management [79]. Whenever anomalies occur, a remote connection is
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required to resolve them. However, anomalies can affect the connectivity. The last option is
a local recovery which requires human operators to move to the remote fog nodes. It results
in an overall increased MTTR and, thus, a reduced availability [151]. Integrating additional
automation into fog nodes to locally resolve eventually occurring anomalies is a solution to
reduce MTTR and increase availability.

2.2 Failure Models
A failure model is required to analyze failures in IT systems [14, 68, 192]. It consists of
definitions that describe the evolution from a normal system state to a failure. Thereby, a
widely used definition of failures is provided by Aviz̆ienis and Laprie:

"A system failure occurs when the delivered service deviates from the specified
service, where the service specification is an agreed description of the expected
service." [14]

Other works adopt this definition [144, 203] or a variation of it [68, 200, 227]. The central
aspect of this definition is that external entities (other services or users) notice the discrepancy
between expected and delivered service results. Furthermore, the definition implies that failures
are effects of a system state that deviates from the norm.

There are different existent categorizations of failures [22, 67, 203, 227]. A widely applied
failure categorization is provided by Cristian et al. [67] which is further extended by Laranjeira
et al. [142]. It defines six failure categories:

⋄ Crash failure: It is also referred to as fail-stop failure [203, 227]. The service is not
responsive and remains unresponsive until it is repaired.

⋄ Omission failure: The service does not respond to a request. The difference to a crash
failure is that the service remains responsive in general but fails to respond to certain
requests.

⋄ Performance failure: The service response is delivered with an intolerable delay. Com-
puting the results took longer than expected.

⋄ Timing failure: The response was requested to be delivered at a certain time interval.
However, the service responds outside of this time interval.

⋄ Incorrect computation failure: The results contained in the response are incorrect.

⋄ Arbitrary failure A default category where all failures are assigned to which do not fit
any of the above categories.

Barroso and Hölzle [22] provide a simplified definition of four failure categories descendingly
sorted by their severity.

⋄ Corrupted: The service is not responding to requests (fail-stop failure). The state of the
service is lost and cannot be restored.

⋄ Unreachable: The service is not responding (fail-stop failure).
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⋄ Degraded: The service responds, but the received results deviate from the expected
norm.

⋄ Masked: The failure occurred but was detected internally. Countermeasures were exe-
cuted to deliver expected results to external entities.

Thereby, crash failures as defined by Laranjeira et al. [142] are split into two sub-categories
based on the recoverability of the service state. An unrecoverable state is considered more
severe. Whenever a service response is not meeting the expectations of external entities, it
is considered to be degraded. No sub-categorization based on the degradation type is done.
Masked failures represent a contradiction to the general definition of failures by Aviz̆ienis and
Laprie [14] since external entities are not aware of a discrepancy between the received and
expected results. However, enabling the awareness of what external entities expect allows the
detection of expectation deviations before it is externally observed. Without internal detection
and subsequent masking, the discrepancy would be observable to external entities. Cotroneo et
al. [65] further provide a gradual definition of performance anomalies. Thereby, the severity of
a failure depends on the degree of discrepancy between expected and delivered results.

Observation

Event

Error Error

Symptoms

Undetected Detected

Monitoring

State

Fault

Audition

Root Cause

Failure

Anomaly

Unreach-
able

Figure 2.3: Failure model based on definitions from [141] and [144].

Failures are events and as such, consequences of defective states of system components [1,
141, 202]. The defective states are referred to as errors. An error must not necessarily result in
a failure. As long as the service can be provided to external entities without deviations, a failure
has not occurred. The origin of errors and failures are faults. These are system defects that do
not influence the system up until certain conditions are met. A software bug in the source code
is a fault that becomes an error if the code branch which contains it is executed. Damaged
sections of a disk do not have an effect until data is written to or read from it. Figure 2.3
shows the fundamental relationships between faults, errors and failures [141, 144, 202]. The
role of each component is represented at the top of the boxes. The tools required to detect them
are shown at the bottom. An arrow connecting two elements represents a causal relationship.
Faults are expected to be existent but do not influence the runtime behavior of the system.
Therefore, they must be actively searched for to detect them. This procedure is referred to as
audition [202]. Errors are states of running system components. The transition from a normal
state to an error results from a fault that was triggered by encountering certain conditions. They
can be either detected or undetected. The detection of errors is realized via the monitoring of
system components. Specific deviations within the monitoring data are referred to as symptoms.
Analyzing monitoring data to identify symptomatic patterns allows the general detection of an
error state.
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This failure model assumes the observability of all components to determine if an error
state is causing failures. However, the effect of errors often cannot be observed. User-service
providers usually cannot observe how their users perceive the requested service results. Com-
ponents in cloud and fog computing systems are not accessible to all stakeholders. Deployed
services usually cannot be accessed by cloud computing providers. Devices that are connected
to the carrier network are not directly observable by network providers. Due to legally de-
fined SLAs between the stakeholders, crash or corruption failures are noticed. Nevertheless,
for other failures, the distinction between errors and failures cannot always be made. Recent
publications introduce the term anomaly and use it for errors and failures where components
are still reachable but are degraded or masked [5, 210, 241].

The above failure model considers one system component and its effects on external entities
in the form of failures. Cristian [66] is extending this by considering the propagation of anoma-
lies in distributed systems. System components that rely on each other’s service results can
become anomalous due to failures of dependant services. Thereby, the inability to cope with
anomalies of dependent services represents the fault, and the occurrence of such anomalies is
the condition that causes their failure (or anomaly). It can result in a propagation throughout
interdependent services of a distributed system, entailing to recover several components. The
identification of the source of this propagation is referred to as the root cause (RC) and the
identification of it is named root cause analysis (RCA) [2, 240].

Anomalies are caused by different faults, which implies the necessity of different mecha-
nisms to handle them [215, 242]. Resolving resource leakage is handled differently than a con-
nectivity issue or overload of components. The detection of anomalies requires human experts
to analyze monitoring data and search for symptoms. Thereby, recognizing fault-specific symp-
tom patterns allows them to compile remediation operations and execute them to resolve the
anomaly. This process highly depends on the knowledge and experience of these experts [29,
48]. This process entails the possibility to automate the selection of remediation operations by
analyzing fault-specific symptom patterns.

2.3 Fault Tolerance

Distributed systems consist of different interconnected components and interdependent ser-
vices. Like any IT system in general, such systems suffer from reduced dependability [175,
178, 223]. Components must be expected to contain faults, and thus, anomalies can occur,
eventually resulting in an unreachable component. To maintain systems in an operational state,
concepts to handle anomalies and unreachable components are required. In literature, this is
referred to as fault tolerance. Aviz̆ienis et al. define four general fault tolerance categories to
achieve this [14, 15]. The fault prevention includes methods to avoid the presence of faults in a
system. These can be realized via policies to prevent programmers from writing code that con-
tains bugs or to introduce generally standardized processes during the construction of hardware
components. Although prevention can reduce the number of faults in a system, it is considered
impossible to eliminate their existence [14, 225]. Aside from other factors, this is mainly due to
the complexity of systems, their interconnection and potential incompatibility, and the number
of parties involved in the development process. Faults are assumed to be present even in critical
system domains such as spacecraft [86], medicine [125] or nuclear power industry [43], where
fault prevention mechanisms are highly sophisticated. Employed fault tolerance methods aim
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to prevent faults from becoming visible to external entities, i.e., the failure event should be
avoided, masked, or its severity mitigated. Fault removal techniques deal with faults that are
identified at runtime or during tests and remove them by adjusting the system. This is done
via software updates or by using a different material when building hardware components. An-
alyzing systems and the historical occurrence of faults enable fault forecasting. Considering
different properties of components like complexity, interoperability, or the number of involved
parties during developments, allows estimating the number of faults that it eventually contains.
Such estimations can be used to determine resources that are required for fault prevention dur-
ing the development process and fault tolerance after deployment.

2.3.1 Fault Tolerance Policies
Our work is focused on fault tolerance, where faults are assumed to be a part of components
in a distributed system. Whenever faults happen to cause anomalies or lead to unreadability of
a component, operations should be selected automatically to reduce the MTTR. The work of
Aviz̆ienis et al. [15] provides a taxonomy of fault tolerance methods which is further extended
by Kaitovic and Malek [136]. Similar taxonomies are described in [81, 202, 225]. We align
this taxonomy with the failure model explained in Section 2.2. The overview of the taxonomy
is depicted in Figure 2.4. Fault tolerance policies are generally separated into two groups, reac-
tive and proactive. Originally, these terms refer to failures of a system component. However, as
previously explained, failure types where components are still reachable are often not observ-
able. Therefore, we consider the remediation of anomalous components as proactive and the
recovery of unreachable components as reactive.

Fault Tolerance
Policies

Reactive

Proactive

Immediate Recovery

Masking & Recovery

Prediction & Preparation

Prediction & Avoidance

Figure 2.4: Taxonomy of fault tolerance policies. Adjusted from [136].

The reactive fault tolerance group is divided into two policy types: Immediate recovery and
masking & recovery. In both cases, recovery operations are selected and executed but with
different objectives. Former assumes operations to recover the unreachable component. Latter
hides the unreachable component before recovering it, which assumes redundancy. During the
recovery process, requests are relayed to other components that can serve them. Redundancy
can be realized via load balancing between a set of replicas, cold or warm redundancy, or N-
version programming [12].

The group of predictive fault tolerance aims at the prediction of failures where system com-
ponents become unreachable. The prediction is either done by observing temporal regularities
(e.g., periodicity) of failure events or analyzing monitoring data and searching for symptoms
that indicate anomalies. Whenever failures are predicted, a fault tolerance policy is applied.
Two general policy types are defined: Prediction & preparation and prediction & avoidance.
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The prediction & preparation policy prepares the system for the unreachability of a component,
usually aiming to reduce the MTTR. Examples are warming up spare components to speed
up the switch-over when the primary component fails [60] or creating backups or checkpoints
when a failure is predicted [11]. The prediction & avoidance policy tries to avoid the un-
reachability of a component. Balancing requests between a set of replica components allows
reconfiguring the load balancer, such as no requests are assigned to the component for which a
failure is predicted. This isolation allows selection and execution of remediation operations first
and reassign it to handle requests afterward. Although the component might become unreach-
able during recovery, the overall service does not become unreachable because the replicas can
provide it.

2.3.2 Temporal Analysis of Fault Tolerance Policies
We analyze the temporal progress of a system component’s status to understand the implica-
tions behind the different fault tolerance policies. Therefore, Figure 2.5 illustrates two exem-
plary visualizations of a temporal progress. Thereby, the reactive and predictive fault tolerance
policies are considered. A component can either have a normal, recovery, anomaly, or unreach-
able status. The anomaly and unreachable statuses are conforming the definitions provided in
Section 2.2. The recovery status means that operations are executed for components that either
become unreachable or to avoid their unreachability. A system that is being recovered might
be unreachable (e.g., during an ongoing reboot) until the recovery operations are successfully
finished. Furthermore, we separate the observed and real status of the component to distinguish
detected and undetected anomalies. In the shown examples, it is assumed that the unreacha-
bility of a component is immediately apparent. Also, anomalies are causing a failure after a
delay. In real systems, a component can become immediately unreachable. A reactive pol-
icy must handle such cases. Alternatively, anomalies must not cause a component to become
unreachable at all but might cause degraded failures.

The top illustration shows the temporal progress of a reactive policy. Thereby, recovery
operations are selected and executed when a component becomes unreachable. No monitor-
ing data analysis to search for anomaly symptoms is employed. After anomalies occur, the
component remains in an undetected anomaly state until it eventually becomes unreachable.
Alternatively the anomaly can be reported by external entities which receive results that deviate
from the expected norm. It remains in an unreachable or anomaly state until recovery operations
are selected and executed. Applying this policy entails that the availability and eventual SLAs
are affected. To reduce the impact on those, the time to select and execute operations must
be reduced. This reduction translated to a shorter time that a component is unreachable and,
thus, to overall higher availability. We state that this can be achieved by automatic selection of
recovery operations.

Predictive fault tolerance policies are either analyzing the periodicity of past failures or the
monitoring data to identify symptoms of anomalies. Such anomalies are assumed to either put
the component into a degraded failure state or imminently result in unreachability. After the
occurrence of an anomaly, the detection of its symptom patterns enables the alignment of the
real (green line) and observed (red line) status. After that, it is possible to select operations that
either prepare the system for the unreachability of this component or avoid its unreachability.
It is favourable to select and execute these operations before the component fails. Otherwise, a
reactive policy must be applied. After the detection of an anomaly, it is hard to predict when the
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Figure 2.5: Comparing temporal progress of different fault tolerance policies.

component will fail [93]. Therefore, the available time for selecting and executing operations is
not precisely known. Also, the impact of degraded failures can have severe consequences [132].
Therefore, the fast selection and execution of operations are crucial when predictive fault toler-
ance is applied.

It might seem obvious to favor the predictive over the reactive fault tolerance policy. How-
ever, the selection of a policy depends on the use case [34, 87, 136, 141]. We want to highlight
the following aspects 4:

⋄ The overall assumption behind a predictive policy is that the negative effect on the avail-
ability of a component can be reduced by executing preparation or avoidance opera-
tions [15, 136]. If this cannot be achieved, employing a predictive policy cannot be
justified.

⋄ The monitoring of system components and the execution of analysis methods to identify
anomaly symptoms causes computational overhead [110, 224]. Furthermore, it intro-
duces additional complexity into the system [109]. On the one side, the eventual detection
of anomalies enables the selection and execution of precedent preparation or avoidance
operations increasing the overall system availability. On the other side, this increases
the overall system complexity and computational overhead. These aspects need to be
weighed against each other when choosing a fault tolerance policy.

⋄ Detecting anomalies is imperfect. Whenever anomalies remain undetected until the com-
ponent becomes unreachable, predictive policies lose their benefit. Such cases are han-
dled as if a reactive policy is employed, but with increased overall system complexity and

4The list is not claimed to be complete but gives an overview of aspects relevant to this work.
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computational overhead. Contrary, the false detection of anomalies can trigger the exe-
cution of unnecessary preparation or avoidance operations. Therefore, using a predictive
fault tolerance policy depends on the correct detection of anomalies.

⋄ Whether to prefer operations that prepare for or avoid the unreachability failure depends
on the use case. After detecting an anomaly, it is challenging to predict the time until
the component becomes unreachable. Replacing hardware devices that show anomalies
before they fail can be expensive depending on the consequences of a failure and the time
between anomaly detection and failure [235]. When components are rebooting, they
are unavailable until the reboot is completed and potentially result in lost optimization-
related states like caches or prefetching policies [47]. Such aspects must be considered
when selecting operations, making the selection itself difficult.

Reactive fault tolerance policies require a fast selection and execution of recovery opera-
tions to minimize the negative impact on availability. The ability to detect anomalies is the
prerequisite to apply a predictive fault tolerance policy. Anomaly detection methods are not
perfect, and mispredictions must be assumed when operations are selected and executed. The
selection of operations defines whether to prepare for or to avoid the unreachability of sys-
tem components. This choice depends on many aspects that are hard and time-consuming to
consider for human experts.





Chapter 3

Related Work

In this thesis, we develop methods for anomaly symptom recognition that enable the automatic
selection of operations to resolve anomalies. On a high level, this can be categorized as a
fault-tolerance method since anomalies and failures are assumed to occur. Automation should
accelerate the process of resolving anomalies and failures and mitigate negative consequences.
Therefore, we give a brief overview of the history of fault-tolerant IT systems and analyze
the methods. Based on this, we infer the requirement of general and holistic approaches and
analyze the concept of autonomic computing. It provides a variety of aspects where autonomy
for IT systems is required. We focus our review of related literature on the aspect of self-healing
and present frameworks and systems. The area of AIOps is concerned with researching the
application of methods from artificial intelligence and machine learning to support IT system
operation. We provide an overview of this research direction, focusing on symptom pattern
recognition and automatic operation selection methods.

3.1 A Brief History of Fault-Tolerant IT Systems

Due to the growing size of distributed systems and increasingly strict criteria defined within
SLAs, human operators require support to operate these systems [123]. However, the neces-
sity to implement fault tolerance into IT systems exists for an extended period. Early works
focus on the theoretical fundamentals of IT system reliability [21, 198]. Utilizing concepts
from probability theory, they estimate the reliability properties of systems that consist of mul-
tiple components and predict eventual failures. Based on the work of Epstein and Sobel [77],
Hosford [120] defines the term dependability as the probability that a IT system is operable
when needed and provides quantitative measures. He further uses the terms availability and
reliability and proposes formal definitions for both. Brian Randell [191] introduces modular-
ity as a key requirement for fault tolerance of complex IT systems. The modularity allows
the separation of a distributed system into fault blocks. He analysis different constellation and
segmentation strategies and defines an analytical model to express the ability of a system to
tolerate faults. Algirdas Avizienis provides a qualitative discussion on fault tolerance, system
faults, and fault-tolerant design concepts [16]. He further investigates design concepts for IT
systems that support fault tolerance [13]. His and the work of Laprie [14, 141] define failures
in IT systems together with a general failure model and taxonomy of fault tolerance methods.

Early implementation of fault tolerance in IT systems can be found in critical application

21
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fields like aircraft [67, 237], spacecraft [193], or military [167]. Gray and Siewiorekkey [100]
define concepts and techniques to build highly available systems. They propose five key as-
pects that can be utilized to improve the fault tolerance of IT systems: modularity, fail-fast
modules, independent failure modes, redundancy, and repair. In the area of fault-tolerant oper-
ating systems, Anita Borg’s publications are well recognized. She develops a distributed UNIX
operating system with a focus on fault tolerance [32, 33]. Redundancy is the primary approach
to realize fault tolerance for hardware components of a system, Najjar and Gaudiot [169] an-
alyze the fault tolerance of networks and propose concepts to design network topologies that
tolerate the outage of single nodes. Their fault-tolerant topologies proclaim a design that con-
tains redundant routes between network endpoints. Works on redundancy distinguish cold,
warm or standby, and hot redundancy [216]. Thereby, the respectively redundant components
are either turned off, in standby mode, or turned on, with respective implications to energy con-
sumption and switch-over times. Early work in the area of fault tolerance in software systems
concentrates around executing a task multiple times. Chen and Avizienis introduce the term
N-version programming whereby N>2 equivalent programs with the identical initial specifica-
tion are started [52]. A decision algorithm is required to evaluate the N results and make a final
selection. Variants of this have been investigated for tasks like matrix operations [122], or the
calculation of the invariant distribution of a Markov chain [142].

It can be seen that the focus of fault tolerance research shifted from a theoretical perspective
towards practical and implementable solutions. This process correlates with the increasing
availability and usage of IT systems. Thereby, an initial strong focus lies on redundancy which
should mitigate the effects of occurring failures.

3.2 Fault Tolerance Methods
The growing availability of IT systems accelerates the pace at which data analysis platforms
and digital applications are developed. On the one hand, the system complexity is considerably
growing, but on the other hand, this comes with powerful hardware, which allows the em-
ployment of increasingly sophisticated fault tolerance methods. In related work, mostly three
different fault-tolerance policies are investigated.

1. A reactive policy handles failures when they occur. Most works that employ redundancy
can be categorized as reactive.

2. The periodic policy executes operations in regular intervals, where the interval is a config-
uration parameter and subject to optimization. A periodic failure immersion is assumed
to realize this policy [115].

3. A proactive policy employs models to predict failures and handle them before they occur.
An antecedent system state deviation, referred to as degraded state [39] or anomaly [64,
71, 90, 172, 173, 188, 238], is assumed to be recognizable. This enables the preparation
of the system for failure or the execution of countermeasures to avoid failure.

Castelli et al. [46] compare the impact on system availability and component downtime
between the three fault-tolerant policies. They apply the reactive policy as the baseline and
show that the periodic policy could reduce the downtime by 25 %, whereas the proactive fault
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tolerance policy achieves a downtime reduction of 60 %. Egwutuoha et al. [76] compare a re-
active and proactive fault tolerance policy. They are monitoring the system health of compute
nodes that host virtual machines. When detecting a degraded health status, VMs were migrated
to a healthy node. By applying the proactive policy, the execution time of the application de-
ployed within the VMs could be reduced by up to 30 % compared to the reactive policy. By
applying Markov models, Eckart et al. [75] implement a combination of fault prediction and
proactive fault tolerance. They analyze simulations of different RAID configurations and show
that the mean time to data loss can be extended by up to 85% compared to a reactive policy.
Instead of avoiding a failure, other approaches are preparing the system for the occurrence of
the failure. An example is a periodic checkpointing of a running application’s state. When-
ever failures are predicted to occur, a checkpoint is computed to reduce the re-computation
effort. Experimental evaluations of such an approach conducted by Bouguerra et al. [35] shows
a performance-boosting of an HPC system by 30% while introducing only 6% of additional
overhead.

Several works assume an ideal failure prediction model for proactive fault tolerance either
implicitly [46, 76] or explicitly [75]. However, based on the imperfection of failure predic-
tion models, these assumptions limit the evidential magnitude of the results and conclusions
for practical applications. Since this imperfection is not considered, the presented performance
improvements might differ when applied in productive environments. Occurring false predic-
tions will decrease the improvement or might even fall below the performance of a reactive fault
tolerance policy, which is shown by Aupy et al. [11] They address the impact of an imperfect
failure prediction for proactive fault tolerance. Simulations under varying model parameters
reveal that proactive approaches are not always the best option. A frequent false prediction of
failures results in an increased overhead due to the execution of unnecessary operations. There-
fore, analyzing the prediction performance of the models is an essential step towards practical
applicability. By combining proactive migration and reactive checkpointing, Lan and Li [140]
define the runtime of an application as the performance criteria for their evaluation. They man-
age to decrease the execution time by 27 % when the model perfectly predicts the failures.
However, decreasing the prediction performance results in an increased runtime by up to 10 %.

The importance of the failure prediction correctness is shown to impact the performance of
a fault tolerance policy significantly. Therefore, it is important to consider the ability to predict
failures when applying predictive fault tolerance correctly. Salfner and Malek [204] present an
availability model that includes prediction model performance measures. They aim to optimize
the availability of a system by analyzing the impact of the model performance measure. It
quantifies the model performance required for a proactive fault tolerance policy to outperform
a reactive policy. Similar work is done by Kaitovic et al. [136]. They extend the proposed
model of Salfner and Malek and include additional model performance parameters. A formal
definition of a break-even point is given, which provides a quantitative answer to whether to
use a reactive or proactive policy. Their results show a significant impact of false predictions
on the availability of systems managed by proactive fault tolerance. Matos et al. [157] ana-
lyze a complex availability model having 14 parameters. By applying a parametric sensitivity
analysis, they identify the parameters with the most substantial influence on availability. Be-
sides that, they consider monetary costs for normal, degraded, failed system states and present
optimization results based on cost-related parameter values.

Although depending on the ability to predict failures correctly, fault tolerance research fo-
cuses on the proactive fault tolerance policy. Thereby, increasingly precise methods to detect
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anomalies are developed. However, the described proactive methods focus on specific failures.
Whenever its occurrence is predicted, a defined operation is executed to avoid it or to prepare
the system for its occurrence. The complexity of IT systems entails a variety of components
that can be affected by different failures. This complexity requires the execution of different
operations to resolve imminent failures. A more general view of fault tolerance in IT systems
is needed.

3.3 Autonomic Computing

In 2001, IBM addressed the problem of generality for IT system fault tolerance. They raised
the initiative of autonomic computing [119] and proposed their vision of IT systems that are
self-managed [138]. The inspiration of autonomic computing systems is drawn from biology,
more precisely, the autonomic nervous system. The analogy implies that IT systems should ex-
ecute their tasks entirely without external - i.e., human - intervention, including the continuous
adaption to environmental changes and the handling of occurring problems.
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specific functionality. The autonomic agent performs four core activities: self-

configuration, self-healing, self-optimization, and self-protection. As previously

noted, all these activities are primarily focused on understanding and managing

its own internal structure, state, and the state of its subsystems. In order to

implement these activities, the autonomic agent consists of high-level building

blocks as depicted in Figure 2.3. Sensors deliver monitoring data that describes

aspects of the managed element. The monitoring data can be numerical or of

some other format, but must ultimately be machine readable. Next, the collected

data is analyzed, a plan of action is created, and finally executed. Since the

sensors continuously deliver their data, the consequences of the executed actions

can be observed, and saved for future iterations. This closed-loop system allows

to continuously learn how the managed element behaves in different situations,

which is symbolized by the central knowledge extraction part. Together, the steps

Monitor, Analyze, Plan, Execute, and Knowledge form the MAPE-K loop [82].

Figure 2.3: The MAPE-K loop of autonomic computing systems: Mon-

itor, Analyze, Plan, Execute & Knowledge [82]Figure 3.1: The MAPE-K closed loop for autonomic computing [123].

To achieve autonomic computing, IBM [126] design a closed-loop control. Later, it is
referred to as MAPE-K [158]. Figure 3.1 shows the MAPE-K architecture. It is composed of
an autonomic manager and a managed element. In our work, we refer to the managed element
as the system under operation (SuO). The manager takes the role of a controller that accesses
the sensor interfaces to assess the state of the managed element, performs analyses, and takes
action if needed. This workflow of the manager contains four steps. First, monitoring (M) is
realized by accessing the sensors of the managed system. Second, collected monitoring data
are analyzed (A) to recognize indications that necessitate taking action. Third, operations are
selected, and an execution plan (P) is compiled. Fourth, the effector interfaces are accessed to
execute (E) the operations. Over time, the autonomic manager should improve and operate the
managed element more efficiently. Knowledge (K) management is required to improve. It is
continuously updated and central for future analyses and control decisions.
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The employment of methods for analysis, planning, and execution depends on the objec-
tives of an autonomic computing system. The vision is that every aspect in a life-cycle of an
IT system (e.g., deployment, configuration, maintenance, or protection) should be executed au-
tonomously. However, it is recognized that this is a vast field of problems that requires separa-
tion into sub-problems. In their original publication of autonomic computing [119], the authors
defined four attributes of self-management: self-configuration, self-optimization, self-healing,
and self-protection.

The self-configuration addresses the dynamics of complex IT systems. Whenever the en-
vironment changes, an autonomic configuration adjustment should be applied to ensure the
continued operability of the system. This is often applied for wireless networks [121, 168,
184] and the Internet of things (IoT) [10, 51]. Wireless network connectivity is susceptible
to environmental disturbances, which necessitates a fast adaption. However, the adjustment
to environmental disturbances always comes at a cost, which could be energy, computation
resources, or any monetary cost. Therefore, the self-configuration is often coupled with self-
optimization [121, 184]. It results in the objective to keep the system operational but adds
constraints regarding defined cost metrics. Besides environmental changes, IT systems are al-
ways prone to external threats. It is stated that the identification and protection against various
types of attacks are required to enable autonomic computing. The attribute of self-protection is
defined to cover this problem field. However, IT system security is a huge industrial and public
research area, even before autonomic computing [8]. The attribute self-healing is defined to
enable fault tolerance. IBM describes this by discovering problems or potential problems and
finding alternatives of using available resources or applying reconfigurations to keep the system
functional.

Overlappings exist between the objectives of the four attributes. Self-configuration, protec-
tion, and healing allow IT systems to react to occurring problems. The difference lies in the
origin of the problems: external environmental disturbances for self-configuration, malicious
external or internal attackers for self-protection, and inherent faults in soft- and hardware with
the potential to cause anomalies or failures for self-healing. Self-optimization serves as a con-
straint that should prevent the system from excessively using resources to resolve the different
problems. Our work is related to self-healing and considers self-optimization.

There are three well-recognized surveys on self-healing [94, 190, 213]. Ghosh et al. [94]
give an overview of publications that are related to self-healing. Psaier and Dustdar [190] pro-
vide an extensive analysis of autonomic computing with a focus on self-healing before present-
ing self-healing publications based on their grouping into nine categories. Schneider et.al. [213]
present a categorization of self-healing systems based on the management style, computing en-
vironment, and learning methodology. The published approaches can be further categorized
as invasive and non-invasive. Former assumes that self-healing is part of a system itself and
must be integrated into it during the development process (e.g., use respective materials for
hardware or having self-healing within the source code of an application). Latter is realized via
an additional self-healing system that passively monitors and operates the managed system by
applying adjustments like reconfiguration or redeployment when required.

An example of an invasive approach is given by Dashofy et al. [70]. They provide an
architecture of a development framework for event-based software systems with inherent self-
healing. Further, guidelines are presented to enable the efficient self-healing of software sys-
tems. For the implementation, the software is described via an abstract XML-like language.
After deployment, it is possible to adapt the XMl descriptions, whereupon changes are applied
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to the application. Miorandi et al. present Embryo-ware [163, 164], which is inspired by bi-
ological reproduction, healing, and immunity. Thereby system components are provided with
meta-information that is comparable to genomes. Genomes are replicated among all compo-
nents. They contain definitions and constraints regarding the tasks of a component. Failures are
compensated by reassigning the tasks of a failed system part among the remaining components.

In contrast to invasive methods, Garlan and Schmerl [92] present a non-invasive approach
by using an adaptation of the managed system. In other publications [55, 91], they further
extend the architecture and refer to it as Rainbow. Thereby, one or more models of a system are
generated and adapted at run time. Based on these models, human experts can define invariants
which are constraints for the collected system information. Violation of invariants is regarded
as anomalies that require operations to resolve them. The architecture of Rainbow is related to
this thesis. The main differences are the employed methods for recognizing anomaly patterns
in the monitoring data and the selection of operations based on this. While Rainbow utilizes a
constraint-based approach, we apply pattern matching to recognize anomaly symptom patterns
and couple this with an automatic operation selection.

The systems presented so far focus on self-healing architectures, propose domain-specific
solutions, or assume an adaption of the application source code. We conclude that additional
generality of methods is required to enable fully automated IT system operation to cope with
the fast pace at which these systems are developed.

3.4 AIOps
Autonomic computing requires data analysis methods. Thereby, the state of SuO components
needs to be observed, and the monitoring data must be analyzed. Whenever deviations from
an expected norm occur, operations should be compiled and executed to transfer it to a normal
operation mode again. This process is realized as a set of data analysis methods taking system
monitoring data as input and eventually executing operations to resolve anomalies or realize
runtime optimization [17, 95, 213]. The recent advances in machine learning and artificial in-
telligence inspire the application of methods from these areas to analyze IT system monitoring
data. The company Gartner, Inc. initially named this research direction Algorithmic IT Opera-
tions in 2014. In a later publication (2018), they renamed it to AIOps (artificial intelligence for
IT operations) [97]. Due to their complexity, heterogeneity and increased distribution, AIOps
methods are especially researched for systems like cloud [89], fog [18], and edge [133] com-
puting, network function virtualization (NFV) [61], or high-performance computing [171].

Several publications are further investigating the general implications, opportunities, and
challenges of AIOps. Dang, Lin, and Huang [69] analyze and motivate the utilization of AIOps
methods to enhance fault tolerance of IT systems. They further identify challenges and innova-
tions that AIOps will bring. A book written by Masood and Hashmi [156] discusses the topic
of AIOps, how it differs from traditional IT system operation, and the potential to improve
fault tolerance. The idea of AIOps is picked up by the industry as well. Big IT companies
and startups apply AIOps solutions to their systems and add them to their product portfolio.
Qu and Ha provide insights into the software development and system operation processes of
Baidu 1 and explain how they envision the employment of AIOps. Microsoft [155], Amazon 2,

1https://www.baidu.com/ (last access 22 May 2021)
2https://aws.amazon.com/de/devops-guru/ (last access 22 May 2021)

https://www.baidu.com/
https://aws.amazon.com/de/devops-guru/


3.4. AIOps 27

and Google [97] are applying AI and ML to increase the dependability of their systems and
offer such services for their cloud platforms allowing customers to integrate them with their
services. Moogsoft 3 is a startup with a specific focus on AIOps. They offer solutions for sys-
tem monitoring, anomaly detection, root cause analysis, log data analysis, and several others.
They give insights into the models they are using, including clustering, probabilistic sequence
analysis, and metric correlation analysis. Dynatrace 4 offers automatic discovery of system
component interdependencies coupled with different analytical models to detect anomalies or
to identify root causes. Several other projects such as BigPanda 5, Logz 6, or Resolve 7 offer
similar product portfolios.

With AIOps systems, it should be possible to realize robustness against anomalies based on
non-specific system data like metrics [64, 95, 239], or enable the processing of multiple data
sources [31]. Thereby, domain-specific assumptions are reduced to realize generality. Several
methods are published in this research direction including anomaly detection [64, 90, 172, 173,
188, 238], root cause analysis [114, 135, 148, 208, 233, 239], symptom analysis [30, 54, 94,
131, 137, 174], and operation selection [50, 128, 139, 145, 161].

Anomaly detection in the context AIOps should analyze monitoring data and recognize if
SuO components deviate from the expected operational state. Recent solutions focus on one-
class methods that utilize only the normal system states for training [64, 173, 238]. When
deployed, they should recognize deviations from the trained norm and raise alarms. This con-
cept is referred to as binary, two- or bi-class anomaly detection since these methods report
either a normal state or an anomaly. Published solutions for this type of anomaly detection
rely on fundamentals of stochastic theory [64, 188], classical machine learning [238], or deep
learning [90, 173]. Moreover, the analysis is applied on different monitoring data, which are
traces [172], logs [73], and metrics [173, 238].

IT systems are undergoing a transition from monolithic architectures to microservices en-
abling advantages such as resilience, agility, and scalability [176]. These are deployed on cloud,
fog, or edge computing systems, resulting in complex and distributed environments. The inter-
dependencies in such systems result in propagating anomalies, which means that an anomalous
component can cause anomalies on dependent components, eventually resulting in a cascade of
alarms [114]. Root cause analysis methods are concerned with the identification of the node that
initially became anomalous. Again, the RCA is applied on different monitoring data sources,
i.e., traces [148], logs [135], and metrics [208, 233, 239]. Most RCA follow a similar workflow.
First, a graph structure is constructed based on the available normal data. Whenever anoma-
lies occur, a subgraph is acquired containing all components that are reported as anomalous.
Based on different graph search methods, a single node is identified in the subgraph. This node
represents the anomalous component.

Anomaly detection and root cause analysis are essential parts of a AIOps system. However,
additional analyses are required to enable autonomy for the automatic resolving of anomalies.
We focus on the recognition of symptom patterns to identify anomaly types. Based on this, an
operation to resolve the anomaly should automatically be selected.

3https://www.moogsoft.com/ (last access 22 May 2021)
4https://www.dynatrace.com/ (last access 22 May 2021)
5https://www.bigpanda.io/ (last access 22 May 2021)
6https://logz.io/ (last access 22 May 2021)
7https://resolve.io/aiops (last access 22 May 2021)
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3.4.1 Anomaly Symptom Analysis

The origin of anomalies are faults in hard- or software components. When faults become
anomalies, their symptoms are assumed to be observable in the monitoring data. Different
faults require respective operations to be resolved [94]. Therefore, the symptom analysis is
concerned with recognizing patterns in the monitoring data based on which the anomaly type
that represents a specific fault should be inferred. This is often approached as a classification
problem, whereby different anomalies are classes that should be predicted by a classification
model based on available monitoring data.

Islam and Manivannan [131] propose a model for sequential metric data analysis to predict
failures in the Google cluster workload trace. Based on the memory and CPU utilization met-
rics, they predict the failure codes of executed jobs and tasks. Furthermore, they utilize a cloud
simulation system to recreate memory and CPU utilization metrics of executed jobs and tasks.
Predicting return codes instead of anomaly types is owed to the missing labels in the dataset that
they used. It is questionable if different return codes reflect the whole set of existing anomaly
types.

Bodik et al. [30] referring to the classification of various data center crises as data center fin-
gerprinting. Thereby, system resource metrics from all data center components are aggregated
via quantile discretization, and feature selection methods are applied to choose only relevant
metrics for distinguishing different data center crisis types. The reported results were achieved
by an aggregation of system resource metrics collected over 30 minutes. For distributed system
environments, the central aggregation of metrics from all system components limits scalability.
Furthermore, the requirement of 30 minutes aggregation time windows results in a significant
delay between emerging anomalies and their classification.

Kajó and Nováczki [137] provide a comparison of different machine learning algorithms
together with a genetic algorithm approach. Given monitoring data from a System Architec-
ture Evolution (SAE) core network, they select an optimized metric subset used as input for
different classification algorithms. The focus lies on metric selection, whereby each metric is
averaged over a 15 minutes interval. The delay prevents a timely selection of operations from
resolving an anomaly. Furthermore, the models are trained on a set of 850 anomaly observa-
tions. A sparse occurrence of anomalies is expected, and thus only a few available examples
for each anomaly type must be expected. The requirement of many training data poses a limit
for practical application.

Another work of Cheng et al. [54] applies a multi-scale long short-term memory model
to classify four different anomalies during update messages of the border gateway protocol
(BGP). They use a sequence of collected metrics during each of the four anomalies and the
normal system state. For model training, several hours of anomalous metric data are expected.
However, the occurrence of anomalies is usually time-limited. The objective is to transfer the
system back to a normal operation state as fast as possible. The expectation of long consecutive
anomalous metric sequences limits the applicability.

Netti et al. [174] test four machine learning methods to classify eight anomaly types in an
HPC cluster node. They use 144 metrics from the node, which are sampled at each second. 22
features from each metric series are extracted based on 60-second windows with a stride of 10
seconds. The machine learning methods are applied individually on each metric. Evaluation
is done separately for each model and averaged across all models eventually. The employment
of 144 models per node poses a limitation regarding scalability. Prediction with and potential
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retraining of a large number of models requires a significant amount of computation resources.
Anomaly type symptom recognition is needed to infer the anomaly type of observed symp-

tom in the metric data and couple this information with operations to resolve the anomaly.
However, the precise recognition of patterns in metric data is hard to achieve. Existing methods
either require many examples to train the models or apply a fine-grained separation of metric
data into sub-metrics for which respective models are utilized. A system should use only a small
fraction of available resources for monitoring data analysis. This requirement restricts the num-
ber of models that can be used to analyze the data. Furthermore, IT systems are dynamic and
constantly change, which entails the occurrence of novel anomaly types. An anomaly symp-
tom recognition method should be able to recognize yet unknown anomaly types. None of the
presented methods address this issue.

3.4.2 Automatic Remediation or Recovery
This thesis aims to enable the automatic selection of operations to resolve anomalies. It is
achieved by inferring anomaly types based on symptom patterns, which are coupled with spe-
cific operations. Therefore, we want to investigate related approaches and analyze how the
automatic remediation or recovery of system components is achieved. In many publications,
methods are proposed that resolve one specific anomaly type [11, 35, 46, 75, 76, 140, 149].
Thereby, it is implicitly assumed that either a single anomaly type occurs on the component or
that all anomaly types that occur can be resolved by executing the same operation. Often, the
timing of the execution is subject to optimization, or the system is adjusted in a way that accel-
erates the execution of the operation. Examples of such approaches are minimizing the time of
a reboot operation for containers or virtual machines [45], efficient estimation and adjustment
of resource provisioning in cloud systems [152, 170] or optimal checkpointing of data process-
ing jobs [140]. In the case of checkpointing, a high overhead due to frequent checkpoint should
be balanced with the time that is required to recompute the results when a failure occurs [11].
Another example is to hit a favorable moment for a restart of a component [46] or the ahead of
time provision of virtual resources to decrease the time until they are operational [149].

Research has also been conducted on system disaster recovery. After hazardous accidents,
the system is typically redeployed in the same or an alternative location. Pokharel et al. [189]
present an approach based on geographic redundancy of distributed system components. By
employing a Continuous Time Markov Chain, they analyze the overall system reliability in
dependence on the reliability of individual system components. However, having full redun-
dancies of every single component is expensive and requires more computation resources, even-
tually leading to increased energy consumption. A reactive approach is expounded by Lavriv et
al. [143]. They define disaster as a phenomenon that puts the system into a state where it cannot
be recovered from. A redeployment is required in this case. They compare a manual redeploy-
ment with a scripted redeployment workflow defined with infrastructure as code (IaC) scripts
and show that the latter reduces the time until the system is operational again. Chang [50] in-
vestigate disaster recovery of Big Data systems across three different data centers and show that
their methods of data distribution and replication significantly accelerate the recovery process
of one data center. They rely on backups and four complementary retrieval methods. Although
enabling automation of the recovery process, disaster recovery deals with a different problem
than our approach. Hazardous accidents are immediately evident and do not require sophisti-
cated monitoring data analysis methods. Also, the time frames until the system is expected to
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be operational again differs as well. After an outage of the system part or the whole system,
the redeployment is expected to require an extended period (hours or even days). In our case,
anomalies should be resolved much faster, whereby mitigations within minutes or seconds are
expected.

We use three categories for the further related publications.
Rule-based methods allow human experts to define rules based on IF-THEN expres-

sions [139, 161]. The IF-part matches defined policies, e.g., alarms from specific components
or recognized anomaly symptom patterns. The THEN-part is connected with the conditions
of the IF-part and executes operations if the condition matches. Platforms exist that connect to
alerting or monitoring systems to receive data that can be matched by IF-statements and support
a variety of tools to execute operations 89. We see these platforms as complementary to our pro-
posed method. The detection of anomaly type symptom patterns can be defined as conditions
via IF-statements to trigger the automatic selection of operations with THEN-matches.

Learning-based methods use reinforcement learning to infer remediation and recovery op-
erations without human intervention [128, 245]. Thereby, a trial and error policy is applied.
The methods are provided with a pool of commands, out of which sequences of commands are
composed and executed against anomalous system components. The effects are observed and
considered successful if the system reaches a normal operational state after executing a com-
mand sequence. Although this enables AIOps systems to resolve anomalies automatically, rein-
forcement learning has three disadvantages. As stated by Zhu et al. [245], a growing amount of
available commands results in exponential growth of the search space. Reinforcement learning
methods require thousands of trial and error attempts to find a command sequence that resolves
the anomaly. A guided search based on heuristics can be applied to mitigate this. However,
even a guided search relies on trial and error to recover from an anomaly. System operators are
very conservative when it comes to the execution of commands with the unpredictable outcome
and is regarded as an infeasible system in productive deployment [105, 107, 218]. Additionally,
a sequence of commands must exist in the search space. Otherwise, the reinforcement method
will not be able to find a solution. Therefore, human experts need to verify that the reinforce-
ment method can find a solution by checking if such a solution exists. It is contradictory to let
an algorithm search for a solution which existence is already known to the expert.

Case-based methods utilize the occurrence of previous anomalies or failures as cases and
match them against future occurrences [145, 165]. These can be automatically resolved by ex-
ecuting respective operations. Resolving occurred cases works under two central assumptions.
First, anomalies and failures, i.e., cases in this context, must reoccur. Second, operations that
were executed for past cases will resolve the future case as well. Based on this, it is possible
to couple past anomalies or failures with the operations used to resolve them, which allows
the automatic selection of these operations for future occurrences. Thereby, the challenge is
to recognize anomalies or failures. Publications from Montani and Anglano [165] as well as
Li et al. [145] require service-specific metrics like responses to HTTP requests or application
error messages to match the cases. We propose a method based on anomaly type symptom
patterns in system metric data to recognize reoccurring anomalies and match theses with a set
of operations to resolve them.

8https://stackstorm.com/ (last access 21 May 2021)
9https://www.rundeck.com/ (last access 21 May 2021)
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Chapter 4

Anomaly Symptom Recognition in an
AIOps System

This chapter introduces the analysis of anomaly type-specific symptom patterns to automati-
cally select operations and resolve anomalies in components of a distributed system. First, we
describe the role of symptom pattern recognition and its enabling of automatic operation selec-
tion in an AIOps system and analyze the challenges and assumptions. Second, an overview of a
closed-loop control is given. We introduce a set of modules and their respective tasks to realize
an automatic recover of anomalies and highlight the focus of our thesis. The framework archi-
tecture of our proposed ReCoMe engine is presented and explained in detail. It contains consec-
utive modules to enable system metric data analysis, symptoms pattern recognition, anomaly
type inference, and automatic operations selection. Third, we model the anomaly symptom
recognition as a classification problem applied to monitoring data. Different modeling con-
cepts are analyzed, and requirements for anomaly symptom recognition are inferred.

4.1 Challenges and Assumptions

Our work aims to accelerate the remediation and recovery of anomalous or failed system com-
ponents by enabling an automatic operation selection. However, the operation selection cannot
be considered a stand-alone problem. It relies on aspects like the applied fault tolerance pol-
icy, the ability to detect anomalies, the recognition of anomaly type-specific symptom patterns,
or interfaces to the relevant system components. Therefore, we consider our approach in the
context of an AIOps system. Enabling anomaly recovery automation for IT systems is a com-
plex problem and usually split up into several subproblems whose solution methods can be
combined [94, 154, 208]. Considered subproblems are the monitoring, anomaly detection, root
cause analysis, operation selection, and operation execution [94, 109, 213].

Our methods are applied on a System under Operations (SuO), which can be any compo-
nent of an IT system. The monitoring of SuOs is concerned with an efficient observation of
monitoring data from relevant components [2]. Anomaly detection provides methods to raise
alarms whenever a component state deviates from the known norm [206]. In distributed sys-
tems, anomalies can propagate. The component from which the propagation started is referred
to as the root cause. Root cause analysis methods are concerned with its localization. If anoma-
lies are detected, operations need to be selected and executed to resolve them. The propagation
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entails selecting and executing respective remediation operations for every component - poten-
tially in a specific order - to recover the SuO.

Anomalies can result from different faults and usually require respective operations to be
resolved [215, 242]. Our anomaly symptom recognition methods assume a categorization of
faults. They can be recovered by respective operations whenever faults lead to anomalies.
However, anomaly states cannot be directly observed at runtime. Instead, their manifestation
in the form of symptoms must be recognized by analyzing the monitoring data. We propose
a respective categorization of anomalies based on their symptom patterns. Suchlike categories
are referred to as anomaly types, and we refer to the assignment of anomalies to categories
based on symptom patterns as anomaly symptom recognition. The recurrence of such anomaly
types enables the automatic selection of operations to resolve them.

4.1.1 Challenges

We consider two types of challenges. The first type focuses on anomaly symptom recognition
based on patterns in monitoring data. The second type refers to the implementation of anomaly
symptom recognition and automatic operation selection into an AIOps system.

Due to the nature of complex IT systems, anomaly symptom recognition based on recur-
ring symptom patterns is challenging. Cloud and fog computing systems consist of various
components. Symptoms of the same anomaly types can differ significantly depending on the
component they occur on [42]. Furthermore, system components are interconnected, and their
states depend on several internal and external aspects, which affect the symptoms. We summa-
rize the following central challenges for anomaly symptom recognition:

1. Rareness of anomaly type examples: In contrast to normal component states, anomalies
are expected to occur rarely and have a limited duration. Therefore, anomaly symptom
recognition must cope with few examples of anomaly symptoms when trying to recognize
them. Identifying general similarities or dissimilarities of patterns in data based on few
examples is considered a challenging task [28]

2. Component heterogeneity: We consider complex IT systems with a variety of compo-
nents. Different service types like web servers, content streaming services, or identity
management services run on virtual resources with different specifications like virtual
CPUs or available memory. The sources of virtual resources are physical nodes with
potentially different hardware specifications. These dynamics are represented as varia-
tions in observed monitoring data and pose a challenge to recognizing specific anomaly
symptoms.

3. Varying external factors: External entities such as human end-users, other services,
sensors, or effectors are expected to interact with SuO components. Furthermore, the SuO
components are interconnected. These high interdependencies result in chaotic usage
patterns [4, 41]. It affects the respective SuO components, their utilization and leads to
variating patterns in their monitoring data.

4. Incomplete knowledge: Components of a SuO can change, or new components can be
integrated over time. These dynamics entail the eventual occurrence of anomaly types
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that were not observed yet. The knowledge base that contains all known anomaly symp-
toms must be considered incomplete at all times. It requires an anomaly symptom recog-
nition method to admit that symptoms do not match any known anomaly types yet are
unknown.

Both the component heterogeneity and varying external factors lead to variations of symptom
patterns of the same anomaly type. We refer to this as the intra-type variation. This variation
in combination with anomaly-type examples’ rareness makes it difficult to recognize anomaly
type-specific symptoms.

Several challenges need to be considered when integrating anomaly symptom recognition
and automatic operation selection into an AIOps system.

⋄ The incomplete knowledge assumption requires an approach to handle unknown anomaly
types. Furthermore, a knowledge base that contains historical anomaly symptoms cannot
always be assumed. The acquisition of anomaly symptom examples until automation can
be realized is referred to as the cold-start problem. A concept on how to handle empty
knowledge bases and novel anomaly types is needed.

⋄ Integrating monitoring data analysis into an IT system must assume a limited availability
of computation resources to execute data analyses. The main value of the SuO stems
from the execution of regular workloads. The analysis must utilize a small fraction of
the available resources to limit interference with the regular workload. However, the
recognition of anomaly symptoms with a high intra-type variation requires computation-
intensive calculations. A trade-off between both aspects is required.

⋄ Anomalies can propagate in distributed systems and affect several components. Multiple
anomalous components entail identifying the root cause and managing the order in which
anomalies should be resolved. Such order requirement has implications for the automatic
operation selection.

⋄ Operations to resolve anomaly types depend on the anomalous component, the current
system load, the preference of different human operators, and several other aspects.
Therefore, an anomaly type can eventually be resolved by more than one operation. When
assuming more than one available operation for an anomaly type, a concept to select an
operation from a set of available candidates must be realized.

4.1.2 Assumptions
The first assumption is the existence of a preceding anomaly detection method that raises
alarms whenever states of system components deviate from a known norm. The anomaly symp-
tom recognition and operation selection are only executed when taking action is required, i.e.,
when anomalies are detected. Detection of anomalies entails that their symptoms must be ob-
servable. It can be the case that anomalies remain undetected. A reason for this invisibility
might be the fact that the symptoms are present in data that are not observed or that the symp-
toms cannot be detected due to high noise caused by regular workload execution. Undetectable
anomalies cannot be considered.

When several components are reported to be anomalous within a short time frame, a propa-
gating anomaly must be expected. To reasonably manage the order in which the anomalies are
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resolved, knowledge about the root cause is required. Therefore, our second assumption is the
existence of a root cause analysis that can be requested on-demand to localize the root cause
component from a set of anomalous components.

The anomaly symptom recognition groups anomalies based on common symptoms to au-
tomatically select recovery or remediation operations. Historical occurrences of respective
anomaly types are expected to have been resolved by previously defined operations. Based
on this, the third assumption is that anomalies of the same type occur multiple times.

Although it is often envisioned, immediate automation of operation selection is hard to
achieve when handling unknown anomaly types. Different policies exist to select recovery
operations for yet unknown anomaly types [94]. The trial and error policy aims at execut-
ing combinations of known operations until the anomaly is eventually resolved. This policy is
problematic since the effect of operations under unknown anomaly states is challenging to fore-
see, and reverting these effects is not always possible. This approach can require a significant
amount of time since many combinations of different operations exist. Furthermore, providers
and operators of IT systems are very conservative when employing such uncertain methods
within production [218]. As an alternative to this policy, we apply a human-in-the-loop ap-
proach. It aims to gradually transfer expert knowledge from the human into the AIOps system.
Whenever anomalies are encountered for which no operations can be automatically selected,
human experts are consulted. Therefore, the fourth assumption is a cooperation between the
operation selection method and human experts whenever required.

4.2 AIOps System

To manage increasingly complex systems, human operators require automation and support.
Such support can be achieved by employing different methods to monitor components, detect
anomalies, or automatically select remediation and recovery operations. These methods are
eventually combined in AIOps systems. Traditionally, human experts are notified by alarms
whenever system anomalies are detected, leaving the selection and execution of operations to
them [2, 93]. It requires them to analyze the symptoms, compile operations and execute them to
resolve anomalies. This manual work is time-consuming, difficult, and partly repetitive. There-
fore, an automatic selection of operations to resolve anomalies should serve as assistance to
human experts. We propose the ReCoMe (recommendation and remediation) engine to achieve
this by utilizing four steps: ingest control, symptom analysis, anomaly type inference, and op-
eration selection. It is designed to be embedded into an AIOps system for compatibility with
existing frameworks. The structural overview of the ReCoMe engine, together with its embed-
ding into a closed-loop control, is depicted in Figure 4.1.

We assume a monitorable SuO and an anomaly detection method that raises alarms when
system components deviate from the known norm. The ReCoMe engine is invoked whenever
such alarms are received. Four analysis modules are applied to realize the automatic selection
of operations in order to resolve the anomaly. Thereby, a root cause analysis should be called
on-demand if alarms from multiple components are reported simultaneously. Following the
principles of cohesion and decoupling, selecting a remediation operation is separated from
its execution. An external operation executer is expected to provide SuO-specific operation
implementations and manage their execution. In the following, we start with an explanation of
the closed-loop system and its components. After that, we specifically describe the ReCoMe
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Figure 4.1: RoCoMe Engine for automated SuO remediation embedded in a closed-loop control.

engine and its four modules in detail.

4.2.1 Closed-Loop Control, Sensors and Effectors
Most AIOps systems are designed as a closed-loop control. It consists of two parts: The AIOps
system and the system that is being operated (SuO). The AIOps system should ensure the
correct and efficient execution of the SuO. Therefore, the current state of SuO components is
sensed, compared to normal and desired behavior, and corrected if anomalous deviations are
detected. Sensing and correction entail the requirement of two interfaces - sensor and effector -
between the two systems.

The state of SuO components is not directly observable. Monitoring data from relevant SuO
components are collected and analyzed to infer their state. Therefore it is essential to acquire
such data from the system. The acquisition can be done passively by sample measurements
of metrics like memory allocation, CPU utilization, or disk and network I/O statistics or by
collecting system log data [146]. Alternatively, system information can be acquired actively
via probing. Two examples for this are traces that track requests through multiple components
or system layers [217] and profiles, which provide runtime information of predefined workloads
executed on certain components [101]. The majority of systems allow a passive observation of
metric data, which is the primary data source throughout this work.

Monitoring systems are measuring the metrics of components at regular time intervals. Such
sequences of measurements allow not only to assess the component’s state based on the recent
observation but provide the opportunity to analyze the progress of metric data over time. Such
temporally progressing data are referred to as time series [112]. We define the monitored metric
data as a multivariate time series X =(Xt ∈Rd : t = 1,2, . . .), where d is the number of univariate
time series, i.e., the number of metrics that are monitored. Each element Xt is an observation
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of all metrics at a certain point in time t and thus is a vector with d elements. A single metric,
i.e., a univariate time series, without a specific point in time is written as X i. To reference a
specific metric i at time t, X i

t is written. A time series interval between time a and b, with a < b
is written as Xa:b = {Xt : a ≤ t ≤ b}. Combining both, it is possible to reference a single metric
i within an time interval a and b as X i

a:b.
Metric data are a latent representation of the SuO component’s state. The analysis methods

of an AIOps system continuously analyze these data to infer the states of components. The
AIOps system’s overall task is to continuously decide whether operations need to be executed
or not based on the results of the analysis methods. This process can be expressed as a function
F

F : Rd 7→O (4.1)

that maps from the metric data space Rd to the operation space O. The mapping function in
Equation 4.1 can be applied on each time series sample or an aggregation of multiple samples.
The objective of the function F is to decide on an operation. It can be either an operation to
restore an expected, i.e., normal, SuO state, or the noop operation representing to do nothing if
all components are running as expected.

4.2.2 Anomaly Detection
Anomaly detection is usually the first analysis method in an AIOps system. It is considered a
prerequisite that raises alarms whenever anomalies are detected. These alarms are indicating
that the execution of certain operations is required to restore a normal operational state. Within
the AIOps system, it triggers the selection of operations to resolve the anomaly. Generally,
anomaly detection is an umbrella term for a group of methods that aim at the identification of
observations that are deviating from the known norm [103, 116]. Therefore, monitoring data
analysis methods are employed to distinguish normal from anomalous data samples, usually
via a binary output [171, 211, 222]. A component is indicated to be either normal or in an
anomalous state.

In general, anomaly detection methods can be grouped based on the availability of labeled
data. Supervised methods assume labels for both anomalies and normal data and are explicitly
trained to distinguish between those. Semi-supervised methods assume labels for part of the
available data while the remaining samples are unlabeled. Models can be trained either only on
normal samples, i.e., anomalies are excluded from the training process, or available anomaly
samples can be used to enhance the ability of the model to distinguish normal samples and
anomalies. Unsupervised methods do not assume any labels. Thereby, assumptions are utilized
during model training. A common assumption is that the available data mainly contains normal
samples, i.e., anomalies are rare [108, 211]. Anomaly detection models are training to represent
the normal state of components. Everything that deviates from the known norm is assumed to
be anomalous.

Since IBM presented the concept of autonomic computing [119] anomaly detection was
considered the inevitable first analysis step. However, the basic definition of anomalies as de-
viations from the known norm does not contain further implications other than the fact that the
current monitoring data is not normal. This observation does not enable full anomaly recov-
ery automation since it leaves the task of further symptom analysis, operation selection, and
execution to human experts. A subsequent analysis of symptoms is required to enable the auto-
matic operation selection. Thereby, the aspect of propagating anomalies in distributed systems



4.3. ReCoMe Engine 37

needs to be considered. It entails the emergence of multiple alarms in short time frames, which
requires the management of these alarms.

4.2.3 Operation Execution
The implementation of operations to resolve anomalies is component- and tool-specific. Op-
eration execution refers to the realization, i.e., implementation and execution, of operations. It
depends on the SuO component effector interface and might even change over time, e.g., when
software updates occur. Furthermore, it depends on the tools that are utilized to interact with
the effector interfaces. This aspect should be demonstrated using an example. Considering
a simple restart operation, the command implementation to achieve a restart of a component
depends on its effector interface. Virtual machines can be restarted by accessing it via, e.g.,
ssh or through the cloud computing management services API. Containers are usually restarted
via the API of the container orchestrator. Due to vendor-specifics, even more diversities exist
across different physical hardware devices such as network nodes or compute nodes. Further-
more, an API can change between software versions. The API call to restarting a container can
differ after updating the container orchestrator software to a newer version.

Therefore, we apply the principles of cohesion and decoupling to separate the selection of
an operation from its implementation and execution. The ReCoMe engine enables the auto-
matic operation selection via anomaly symptom recognition. After that, the task of executing
implemented operations is delegated to the operation execution module. It performs the actual
execution, observes the execution progress and outcome, and can report whether the operation
execution was successful or failed.

4.3 ReCoMe Engine
Applying anomaly detection on metric data should raise alarms whenever deviations from a
known norm occur. Traditionally, this requires human operators to investigate these alarms,
analyze symptoms, select or compile operations, and execute them. Executing these steps is
a challenging, time-consuming, and often repetitive task. We propose the remediation and
recommendation (ReCoMe) engine that supports system operators by automatically selecting
operations to resolve anomalies and transfer SuO components to a normal state.

An overview of the ReCoMe engine is depicted in Figure 4.2. It provides an interface to the
metric data of SuO components and the respective alarms of the anomaly detection. For each
SuO component, the alarm channel receives alarms raised when the state of the component
changes. Therefore, two alarm message types are defined:

⋄ From normal to anomaly: N 7→ A, and

⋄ from anomaly to normal: A 7→ N.

After an N 7→ A alarm is received, recent metric data from the anomalous SuO component are
requested via the metric data channel. Until an A 7→ N alarm is received, the ReCoMe engine
continuously receives recent metric samples whenever available. Note that the metric channel
is only utilized when N 7→ A alarms are raised and is disabled shortly after a A 7→ N alarm is
received. Normal SuO components generally do not transmit metric data to the ReCoMe engine



38 Chapter 4. Anomaly Symptom Recognition in an AIOps System

System Component
Alarm Channel

Metric Data Channel

ReCoMe Engine

Anomaly Type Inference
Anomaly Similarity

Anomaly 3 0.5

Anomaly 1 0.4

Anomaly 2 0.1

Operation Selection

Rem. Op. Score
Op. 1 1.5

Op. 2 0.6

Op. 3 0.5

Anomaly 3

System Component

...

Alarm Channel

Ingest
Control

Metric Data Channel

Remediation

Operation

Notification Exchange

Human Operator

Symptom 1 Symptom 2 Symptom 3

Symptom Analysis

Current Metrics

Anomaly Symptom Recognition

Knowledge Base

Historic Symptom 
Patterns

Operations
Operation
Executions

ReCoMe Engine

Anomaly Type Inference Operation Selection

Remediation

OperationAnomaly Symptom Recognition

M
et

ric
 D

at
a 

C
ha

nn
el

Ingest
Control Symptom Analysis

...

Figure 4.2: Overview of all RoCoMe Engine components, the main input and output interfaces as well as interfaces
to the human expert and the knowledge base.

since normal states do not entail automatic operation selection. Thus, the anomaly detection
serves as a filter that prevents the handling of irrelevant (i.e., normal) SuO component states
and activates the ReCoMe engine only when it becomes relevant (i.e., to handle anomalous
SuO component states).

The core functionality of the ReCoMe engine consists of three modules. Thereby, the
anomaly symptom recognition is split into two parts: Symptom analysis and anomaly type
inference.

1. The ingest control module provides interfaces to the metric data of SuO components and
the respective anomaly detection. It receives alarm messages via the alarm channel and
metric samples via the metric channel. The SuO is expected to be a distributed system
with various interconnected and interdependent components. This entails that several
anomalies might coincide due to propagation. Whenever the ingest control module re-
ceives alarms from several components simultaneously, it can request an external RCA
module to identify the root cause. Furthermore, it manages the order of component re-
mediation and recovery. First, the root cause anomaly is resolved. After that, it checks
all components for the receipt of an A 7→ N alarm. If such an alarm is missing, it again
initializes the automatic operation selection. It further enables hierarchical chaining of
ReCoMe engines. Whenever a ReCoMe engine cannot resolve the anomaly, the metric
data and meta-information about the anomalous component can be transferred to another
ReCoMe engine.
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2. The anomaly symptom recognition module consists of two parts. First, recent metric
data of the anomalous SuO component are received. These data are analyzed by symp-
tom analysis. It tries to recognize symptom patterns of known anomaly types. Until
an A 7→ N alarm is observed, it updates the matching results with each newly received
metric data sample. The result is an anomaly type list, sorted by a score. The score repre-
sents the similarity of the currently detected anomaly’s symptoms to all known anomaly
type symptoms. Second, the anomaly type inference module analyzes the scores of the
anomaly type list. Based on the symptom analysis result, it infers the anomaly type. This
includes the consideration that the results reflect a yet unknown anomaly.

3. The operation selection maps the inferred anomaly type to a list of available operations.
It is assumed that a specific anomaly type can be resolved by more than one operation,
leading to the availability of several operation candidates. The operation selection should
enable the selection to rank the operation based on a preference score calculation. In
the case of an unknown anomaly type, its handling is relayed to a human expert or a
hierarchically next ReCoMe engine.

The final output of the ReCoMe engine is an operation that should be executed against the
effector interface of the anomalous SuO component to restore its normal state. Following the
principles of cohesion and decoupling from specific SuOs, the actual operation implementation
and execution task is not realized by the ReCoMe engine. This task is delegated via requests to
an external module that provides implemented operations, ensures the correct operation execu-
tion, and reports the result.

The ReCoMe engine applies two general concepts when trying to remediate anomalous SuO
components. First, the identified anomaly type is known, and a set of operations exist to resolve
it. In this case, the automatic selection of operations can be made. Second, when operations
cannot be automatically selected, the ReCoMe engine delegates the task to a human operator
who should resolve the system anomaly or a hierarchically next ReCoMe engine. Thereby, it
is assumed that eventually, an expert provides operations for the yet unknown anomaly type,
enabling the automatic operation selection in the future. These operations are stored persistently
in a knowledge base and used to automatically improve the ReCoMe engine’s ability to select
operations. In the following, the knowledge base structure and all modules are explained in
detail.

4.3.1 Knowledge Base
Various information is required to realize the anomaly symptom recognition and automatic
selection of operations. This information is stored in the knowledge base, which acts as the
ReCoMe engine experience. Generally, the required information can be categorized into three
parts which are relational tabular structures. Each table contains a column with a unique identi-
fier for each entry. This ID property will not be explicitly mentioned when the respective table
structures are explained. In the following, the structure of each part is described.

The first part represents the storage of historical anomaly symptoms. It enables the ReCoMe
engine to group anomalies based on common symptoms and match occurring anomalies with
these known types. The anomaly symptom recognition is essential for mapping anomaly types
to operations, enabling automatic operation selection. For each anomaly that occurred within
the SuO, three properties are stored.



40 Chapter 4. Anomaly Symptom Recognition in an AIOps System

⋄ Time stamp: Timestamp at which the anomaly occurred. It allows to analyze the MTBF,
identify seasonality patterns and other aspects related to time.

⋄ Symptom representation: Metric data are considered to be a latent representation of a
SuO component state. They contain anomaly type-specific symptoms. A representation
of these symptoms is stored to enable grouping and type recognition. A representation
can be either the metric data series or a transformed representation (e.g., compressed,
filtered).

⋄ Anomaly type: The anomaly type is a label that groups anomalies. When applying
anomaly symptom recognition, this label assigns a type to the detected anomaly by com-
paring it to symptom representations of known types. Note that the knowledge base is
assumed to contain several entries of every existent anomaly type over time.

The second part represents the storage of available operations. It is required to enable
the mapping of anomaly types to a set of available operations done by the operation selection
module. Each table entry consists of two properties.

⋄ Component selector: This selector is a set of SuO component properties that is used to
select the components against which this operation can be executed.

⋄ Anomaly types: A list of anomaly types can be resolved by executing this operation.

The third part represents the storage of meta-information about operation executions. If
multiple operations are available to resolve an anomaly, these metrics are used to calculate
preference scores to rank them. Whenever an operation is executed, five properties are stored.

⋄ Operation ID: Reference to an operation from the operation table.

⋄ Anomaly type: Anomaly type that was tried to be resolved. This type matches entries of
the historic anomaly symptom table. It is also an item within the anomaly types property
of the operation referenced by the operation ID.

⋄ Successfully executed: This property does not imply that the anomaly was success-
fully resolved but instead states if the operation was executed without raising errors (e.g.,
checking the return value). It is received from the operation execution module. The
successful execution of operations can depend on the current state of the SuO (e.g., a
migration of a virtual machine can fail if there are no compute nodes that can host it).
Since the state of SuO’s is usually changing over time, operations can fail. This property
is a binary flag. By analyzing several executions of the same operations, the distribution
of this flag can be interpreted as the robustness of the operation to different SuO states.

⋄ Successfully remediated anomaly: This property is a binary flag that indicates whether
the anomaly was successfully resolved after the execution of this operation. For this to
be true, the operation needs to be successfully executed, and an A 7→ N alarm must be
received.

⋄ Execution duration: The time that it took to execute the operation. This property can be
used to prefer fast operations over such that require more time.

These four parts of the knowledge base are the basis for the ReCoMe modules.
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4.3.2 Ingest Control
The SuO is generally assumed to be a distributed system. The ingest control has four tasks to
meet the requirements of such systems. First, the distributed systems entail the management of
anomaly alarms and the request of metric data from different components. Both requirements
are realized via respective alarm and metric data channels for each SuO component. Second,
metrics of components have different ranges and are respectively influenced by noise. The In-
gest control applies a pre-processing of the metric data before redirecting them to the anomaly
symptom recognition. Third, we consider SuOs such as fog computing environments, where
components are geographically distributed. Thereby locally deployed AIOps systems can oper-
ate autonomously without having to send data to central instances. However, anomalies cannot
always be handled locally. The ingest control allows to hierarchically couple ReCoMe en-
gines. If an anomaly cannot be resolved, it can redirect the metric data to a hierarchically next
ReCoMe engine and thereby delegate the task of resolving the anomaly. Fourth, propagating
anomalies result in the simultaneous occurrence of N 7→ A alarms from multiple components.
The ingest control module selects the components that require the execution of operations to re-
solve the anomaly and initiates the automatic selection of operations. These reported anomalies
can be categorized into three types.

1. A component can be the source of the propagating anomaly. It is the anomalous com-
ponent from which the anomaly propagated to neighboring components and possibly
beyond.

2. Components that became anomalous due to propagation require active remediation, i.e.,
fixing the anomaly source will not resolve the anomaly on such components.

3. Components that became anomalous due to propagation do not require active remedia-
tion, i.e., fixing the source anomaly will resolve the anomaly on such components.

To determine type 1, the ingest control can access an external root cause analysis module to
determine the root cause of a group of anomalous components. Every anomalous component
of type 1 or 3 leads to invoking the subsequent ReCoMe engine modules to select remediation
operations. The distinction between the type 2 and 3 components can be made by resolving the
root cause component first and observing whether an A 7→ N message is received for the other
anomalous components.

4.3.3 Anomaly Symptom Recognition
The detection of anomaly type-specific symptom patterns should allow the inference of
anomaly types at runtime. We refer to this as anomaly symptom recognition, whereby metric
data from anomalous system components are received and analyzed. First, distinctive patterns
in the metric data should be identified and compared to available patterns of historical anomaly
types. This step is referred to as symptom analysis. It expects metric data samples as input and
calculates a score representing the similarity of the currently observed patterns to the symptoms
of known anomaly types. The result is a key-value structure with anomaly types as keys and the
respective score as the value. Second, an anomaly type should be inferred based on the scores.
We refer to this step as anomaly type inference. It analyzes the scores and selects the highest
scored anomaly type or decides that the scores indicate that the currently observed symptoms
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represent a yet unknown anomaly type. The anomaly type inference output is an anomaly type
(either one of the historical types or "unknown") and a confidence score reflecting the model’s
confidence in the inferred anomaly type.

Anomaly Symptom Analysis

There are two phases for the symptom analysis. First, a batch of recent metrics is requested,
and symptom analysis is performed. This is done initially when N 7→ A alarms are received.
Second, the anomaly symptom recognition module continuously receives metric data samples.
Thereby, the symptom analysis results are constantly updated until an A 7→ N alarm is received.
After the initial symptom analysis and after each update, the results are sent to the anomaly
type inference.

The analysis of anomaly type symptoms based on metric data is challenging. Anomalies of
the same type appear on components constantly influenced by various factors such as changing
system load, varying parametrization, parallelism, different co-locations, CPU temperature,
and many more. These dynamics are reflected in a high intra-type variation which means that
symptoms can appear differently for anomalies of the same type. The infrequent occurrence
of anomalies aggravates this problem. It translates to the availability of few examples for each
anomaly type, eventually with a high intra-type variation. The availability of few examples
combined with high intra-type variation is considered a significant problem in the area of pattern
analysis [28].

These difficulties entail the possibility of imprecise recognition results. The assignment of
an anomaly to a wrong type results in the selection of operations that probably will not resolve
it. Propose wrong operations to human experts will increase the time they need to bring the sys-
tem back into a normal state. The potential automatic execution of incorrect operations might
not have any effect in the best case or result in an aggravation of the anomaly state. Human
experts need to understand the effects of incorrect operation executions, execute operations to
revert these effects, and fix the anomaly. Therefore, the symptom analysis method should be
conservative in its predictions. Admitting that an anomaly type is unknown and delegating its
handling to a human expert is considered less severe than the wrong anomaly type assignment
leading to an automatic selection of incorrect operations.

The ReCoMe engine is designed to update its knowledge base constantly. Therefore, after
anomalies are matched, the representation of their type-specific symptoms is added to the list of
historical anomalies. To be utilized in future calculations, it needs to be assigned to an anomaly
type group. However, the symptom analysis module cannot verify the correctness of its results.
Thus, it relies on the feedback that contains information about the automatic operation selection
process from the operation selection module. The assignment to an anomaly type group is
done automatically if the group can be unambiguously inferred from the feedback message.
Otherwise, a list of potential anomaly types is presented to a human operator, who has to select
the correct type.

Anomaly Type Inference

Symptom patterns of a detected anomaly can be unambiguously matched to a known anomaly
type in an optimal case. Such precise recognition means that the symptom analysis yielded a
high similarity to a specific type and low similarities to all other types. However, the intra-type
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variation of symptoms can lead to ambiguity. Also, the symptom analysis results are updated
with each recent metric data observation. The selection of operations and the eventual commu-
nication of the analysis results with human experts require a quantitative expression of confi-
dence in the anomaly symptom recognition. This expression has practical importance. High
confidence that is assigned to an anomaly type can result in a precise selection of an operation.
For such cases, an automated execution initiation can be considered. Lower confidence value
results would require human expert confirmation before they are executed.

First, the ReCoMe engine must recognize if an anomaly type is unknown, i.e., examples of
that type were not observed yet. Computer systems are constantly evolving, and new system
anomaly sources are introduced over time [65, 111, 219]. Examples of such system evolu-
tions are hardware modernizations, software updates, and network reconfigurations. Therefore,
anomaly types that were not observed yet must be expected to occur over time. Such anomaly
types are represented by dissimilarity to all known anomaly type symptoms. The anomaly
type inference analyzes the symptom analysis results and calculates their ambiguity. It decides
whether the observed anomaly’s type is yet unknown or if the anomaly type with the highest
symptom pattern similarity score can be selected. A high ambiguity represents an unknown
anomaly type, while a low ambiguity allows the inference of a known anomaly type.

Second, the symptom analysis initially calculates the similarity after receiving an N 7→ A
alarm based on a batch of recent monitoring data. Subsequently, it updates the results after
every new metric sample until the anomaly is resolved. Therefore, the anomaly type inference
module must decide a point where it infers the anomaly type and transmits the result to the
operation selection module. A frequently changing inference of different anomaly types entails
that the operation selection selects different operations. A changing operation selection results
in potential roll-backs of previously executed operations or human experts are confronted with
varying recommendations. It implies insecurity and reduces the trust of human experts in the
system. Therefore, the anomaly type inference module must consider a timely decision on
the one hand but wait until the results are stable to prevent frequent anomaly type inference
changes.

Third, the subsequent operation selection requires the confidence of the anomaly type recog-
nition towards the predicted anomaly type. Therefore, the anomaly inference calculates a quan-
titative value based on the symptom analysis result reflecting its confidence towards the inferred
anomaly type.

An anomaly type inference depends on the properties of the symptom analysis method.
Although there is a logical separation of symptom analysis and anomaly type inference, an
implementation of both modules has interdependencies with limits to a strong separation. Gen-
erally, the anomaly type inference module serves as a mediator between symptom analysis and
operations selection. It can be understood as a set of post-processing steps to improve the
applicability of the overall anomaly symptom recognition for automatic operation selection.

4.3.4 Operation Selection
The operation selection module should automatically select an operation to resolve the currently
observed anomaly. It receives the anomaly symptom recognition result, which is considered as
the basis for the operation selection. The selection of the operation is achieved in four steps.

First, the anomaly type received from the anomaly symptom recognition is used to query
available operations from the operation knowledge base. Thereby, the received anomaly type is
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compared to the anomaly type list of each operation entry in the knowledge base. If both have
elements in common, the remediation operation is considered a feasible candidate.

Second, it checks whether each selected operation can be executed against the anomalous
system component. Therefore, the component selector of the operation knowledge base entry
is utilized. The operation selection queries meta-information of the anomalous component and
compares them with the information stored in the component selector field. If they match, the
operation remains a feasible candidate. Otherwise, it is excluded.

Third, an operation should be selected from the set of feasible candidates. Depending on the
received anomaly type list and the number of defined operations to resolve each type, the feasi-
ble set of operations can contain multiple elements. The operation selection module implements
the management of this feasible operations set. Thereby, a preference score is calculated for
each element. These preference scores are calculated by loading all entries from the operation
execution knowledge base for a specific operation. A score function takes these entries together
with the confidence value for the inferred anomaly type as input and calculates the preference
score. Applying this to each feasible operation results in a set of operations descendingly sorted
by the respective preference score.

The operation selection module represents the interface between the ReCoMe engine and
the human operator. Whenever the feasible set of operations is empty, a human expert must
define an operation for the current anomaly. This allows to map the observed symptoms to
the provided operation and eventually enables the automatic selection of operations for future
occurrences of this anomaly type. Furthermore, the operation selection module can initiate
the execution of an operation by transmitting a request to the operation execution module. It
expects to receive the execution outcome, e.g., whether the operation execution was successful
or not, or how long it took to execute it. However, the operation execution module cannot
verify that a successful execution resolved the anomaly. This information is received from
the anomaly detection module via a A 7→ N alarm. After receiving such an alarm, it provides
feedback to the anomaly symptom analysis module.

4.4 Modeling Concepts for Anomaly Symptom Recognition
The anomaly symptom recognition is the central prerequisite to enable the automatic selection
of operations. It analyses the metric data of system components to detect anomaly type-specific
symptom patterns. Thereby the similarity of the observed symptoms to all known anomaly
type-specific symptoms is calculated. After processing the result by an anomaly type infer-
ence, the inferred type is used to select feasible operations to resolve the anomaly. Considering
the previously described challenges, anomaly symptom recognition is a challenging task. An
essential focus of this thesis lies in developing methods to solve these problems. In this section,
we define symptom analysis as a classification problem. After that, we analyze general clas-
sification modeling concepts and derive model requirements to realize the anomaly symptom
recognition.

4.4.1 Classification of System Metric Data

We formulate the task of anomaly symptom recognition as a classification problem. Thereby,
the goal is to assign a sequence of metric data samples X to one of K discrete classes. These
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classes are associated with anomaly types. We write for the set of known classes Ck = {ci : 1 ≤
i ≤ Kk}, where Kk is the number of known anomaly types.

Matching anomaly types of IT system components differ from the conventional classifica-
tion problem. The set of known anomaly types is never complete. New anomalies can occur in
a system with an association to a yet unknown anomaly type. Based on this, an additional un-
known (cu) class is added to the class set. We define our set of discrete classes as C =Ck ∪{cu}
and K = Kk + 1. The following descriptions provide an intuitive understanding of both class
types:

⋄ Ck - All anomaly types in the set Ck were previously observed, i.e., known. It can be
assumed that at least one operation exists that can be executed to resolve the respective
anomaly class. If a detected anomaly is classified as an element of this set, the operation
selection module can automatically select the operations.

⋄ cu - Computer systems change over time. Software components undergo regular version
updates, and hardware is modernized over time. Therefore, the set of known anomaly
types Ck is considered to be never complete. This incompleteness entails the necessity to
be able to recognize unknown anomaly types. An anomaly symptom recognition model
must admit that a detected anomaly that cannot be associated with any known type is
indeed unknown. This unknown recognition is crucial since operations are assumed to
be not available for unknown anomaly types.

The classification is realized via a function that maps metric data to an anomaly type, gen-
erally defined as fC : X 7→ C. Thereby, the input space is divided into decision regions whose
boundaries are referred to as decision boundaries or decision surfaces [28]. They are positioned
so that intra-class samples are located in the same region while inter-class samples are located
in different regions. Each region is associated with a class (i.e., anomaly type in our case).

The challenges associated with distributed systems like heterogeneity or varying external
factors lead to a complex fC. Defining an analytical model for such functions implies an ex-
haustive knowledge of all possible anomalies and their manifestations. The analytical definition
is considered infeasible for distributed systems such as cloud or fog computing systems [211].
Therefore, we infer fC from available anomaly type examples. The placement of decision
boundaries within the input space is subject to optimization based on a set of examples in com-
bination with an objective [28]. Informally, the objective is to set decision boundaries such
as anomalies of the same type are located within the same decision region while anomalies of
different types are located in different regions. Inferring the function fC is referred to as train-
ing or fitting. The result is a trained function fC or classification model. In the following, we
analyze different decision boundary examples and the properties of monitoring data to derive
the anomaly symptom recognition requirements.

4.4.2 Classification Model Requirements
How decision boundaries are placed in the input space defines how classification model results
are expressed. For more than two classes, a 1-of-K coding scheme is commonly used. Thereby,
the classification result is represented as a vector y of length K, where each element encodes
the association with the respective class:

y = {y j : 1 ≤ j ≤ K} (4.2)
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We analyze different decision boundary placement policies and derive the requirements for
anomaly symptom recognition. Figure 4.3 shows six plots with classification model examples
and respectively highlighted decision regions and boundaries. The red, blue, and green dots
represent examples from class 1, class 2, and class 3. They are referred to as training samples
that were used to optimize the decision boundary placement. After training, the black dots are
subject to classification and, therefore, referred to as test samples. In this example, all data
samples are located in a two-dimensional space. The data samples within the left column of
plots are linearly separable, while the data samples in the right column of plots are non-linearly
separable.

Linear Decision Boundaries Non-linear Decision Boundaries

Probabilistic Decision Boundaries Probabilistic Decision Boundaries

Training Sample Class 1

Test SampleTraining Sample Class 2

Training Sample Class 3

Encapsulating Decision Boundaries Encapsulating Decision Boundaries

Figure 4.3: Visualization of classification decision regions and boundaries.

Decision regions within the input space can be either defined by hard (first two rows of
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plots) or soft (last row of plots) boundaries. The separation in the first row of plots is done by
linear (left) or non-linear (right) discriminant functions. Such functions are dividing the whole
input space into respective decision regions. As a result, each test sample is assigned to exactly
one class, and thus, exactly one vector element takes the value 1 while all others are 0. A sample
that is located in the red, green or blue area results respectively in y = (1,0,0)T , y = (0,1,0)T ,
and y = (0,0,1)T

The above-described aspects also apply to the encapsulating decision boundaries (second
row of plots). However, an encapsulating decision boundary encloses a sub-space of the original
input space as a decision region. The two plots of the second row show examples of spherical
regions 1. This results in the existence of regions within the input space that are not encapsulated
by a decision region. Samples located in these areas are represented by a result vector that
contains only elements with value zero: y = (0,0,0)T .

For encapsulating decision boundaries, the regions can overlap (right plot of the second
row of plots). Whether to allow or disallow overlapping depends on the use case. It might be
required to decide on one or no class, or it can be feasible to provide a set of candidate classes.
Overlapping entails the possibility of assigning a sample to more than one class. Therefore,
more than one element of the vector y can take the value 1. In the left plot of the second row,
a test sample is located in the overlapping red and green regions. This results in y = (1,1,0)T

Note that hard boundaries in general entail that elements of the result vector are binary, i.e. can
take either the value 1 or 0.

∀y ∈ y : y ∈ {0,1}. (4.3)

Whether exactly one (1), at most one (2) element or an arbitrary number of elements (3) is
allowed to take the value 1 can be expressed by summing the elements s = ∑∀y∈y y and define
the allowed range of the result:

s ∈ N, (1) s = 1, (2) 0 ≤ s ≤ 1, (3) 0 ≤ s ≤ K. (4.4)

The probabilistic decision boundaries are shown in the last row of plots. In the example
plots, one single-modal Gaussian distribution2 is assumed for each class. They map a sample
to probability values that represents the association with the respective class. Note that the
contour plots in both plots are showing the area of high probability for each class. There is
a very low non-zero association probability with each of the classes for all the white regions.
Samples that are located between two probabilistic decision regions can have similar member-
ship probabilities to both classes. Therefore, the input space is covered by a superposition of
all class distributions. Each element of the result vector represents the probability that a sample
is associated with each class. It is a real value between 0 and 1:

∀y ∈ y : y ∈ (0,1). (4.5)

This output allows expressing uncertainty towards a classification decision. In the left plot of
the last row of plots, the result for the test sample located in the red area is y = (0.8,0.2,0.01)T .
It can be seen that the model assigns a high association probability to class 1 and lower asso-
ciation probabilities to classes 2 and 3. Another example is a test sample located in the upper
right white area. The result is y = (0.01,0.01,0.001)T . Low association probabilities for each

1Note that other shapes are possible as well.
2Note that other probability distributions can be used as well.
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element express an uncertainty towards all classes. In the right plot of the last row of plots,
a test sample is located in an area where classes 1 and 2 have an overlapping of high prob-
abilities. This test sample results in a vector y = (0.8,0.8,0.01)T , expressing that the model
cannot distinguish the sample’s association between classes 1 and 2 but shows a low associ-
ation probability to class 3. A normalization of y can be applied, after which the sum of all
y elements is 1 [28]. However, it becomes difficult to interpret the uncertainty in the results.
Depending on the use case, an additional post-processing procedure might be required to assign
classes based on the membership probabilities of samples. By defining thresholds for each class
probability distribution, the soft probabilistic decision boundaries can be transformed into hard
encapsulating decision boundaries.

The necessity of detecting previously unknown anomaly types (cu) is required. A model
must express that a sample is not matching any of so far known classes. Furthermore, similarity
to classes and an expression of confidence in the classification result are needed. This can be
realized with encapsulating and probabilistic decision boundaries. Therefore, we focus on these
decision boundary types when implementing an anomaly symptom recognition model.



Chapter 5

Density Grid Pattern Model

This chapter describes a method for anomaly symptom recognition, which was published in [3].
It is utilized on system components with a regular and homogeneous workload, such as virtual
machines or containers that contain a particular service. The general workflow of the method
is depicted in Figure 5.1. The ingest control does the preprocessing of the metric series. After
that, the symptom analysis based on grid pattern comparison is applied to the data. Thereby,
the metric data that contain anomaly type-specific symptom patterns are transformed into a grid
representation, i.e., a grid pattern. Patterns for which the anomaly type is known are labeled
and stored in the knowledge base. We define a function to calculate the similarity between grid
patterns. The symptom analysis is realized by comparing grid representations of anomaly type
symptoms with existing labeled grid pattern examples and calculating respective similarities.
A list of anomaly types together with respectively computed similarity scores is forwarded
to the anomaly type inference. It decides on a class that is either a known anomaly or the
"unknown" class. Latter indicates that the observed symptom patterns are dissimilar to all
known anomaly type symptoms and potentially represent an anomaly type that is yet unknown.
The anomaly type inference requires parameters to make this decision, which is set based on
the so-far available grid patterns in the knowledge base.

Symptom Analysis

Parameter Setting

Anomaly Type
InferencePreprocessingMetric

Series
Predicted Class

Knowledge Base

Figure 5.1: General workflow of the grid pattern comparison method.
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5.1 Anomaly Symptom Analysis
The symptom analysis is realized via two steps. First, the received metric series is transformed
into a density grid representation. The result is a grid pattern that represents the anomaly
type-specific symptoms. We emphasize the low computational overhead of the transformation,
which discretizes the input space and aggregates the temporal dimension while preserving gen-
eral temporal information. Second, a similarity measure for density grids is defined to compare
them. Having a set of grid patterns labeled by the respective anomaly type allows inferring
the anomaly type of an unlabeled pattern via a comparison of the observed pattern with the
available examples.

5.1.1 Preprocessing
Before the anomaly symptom recognition is executed, a range normalization by rescaling each
element of Xt to the range (0,1) is applied

X̂ i
t =

Xi
t −Xi

min

Xi
max −Xi

min
. (5.1)

For resource metric data of IT system components, the limits of most resource types are well-
known (e.g., number of CPU cores and their frequency or maximum available memory). This
is the case for the considered metrics. For some data types like latencies between network
endpoints, context switches, or packet errors, it is challenging to decide on upper or lower
boundaries. Those can be determined based on available metric series data.

5.1.2 Density Grid Transformation
First, the density grid transformation of the received metric data is executed to achieve a com-
pact grid representation. The process is depicted in Figure 5.2.

Xt

Grid
 Ma
ppin
g

Density Value
Update

Metric Data

Density Grid

Density Grid

Grid Space

Grid CellΔi

Figure 5.2: Density grid transformation.

We describe the grid transformation as temporal aggregation and spatial discretization.
Each received and normalized metric data sample Xt ∈ Rd is defined within a real space
Rd = R1 ×R2 ×·· ·×Rd . The spatial discretization is achieved by splitting the value range
of each dimension into a defined number h of intervals. Thereby, a known lower and upper
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bound is assumed for each element of Xt , which is given since a rescaling is applied during pre-
processing. Based on this, it is possible to calculated the interval ∆ lengths of each dimension i
via

∆i =
X i

max −X i
min

h
, where 1 ≤ i ≤ d. (5.2)

This is applied on all d dimensions resulting in respective density grids Gi. A suchlike dis-
cretized bounded real space is a set of d density grids and referred to as grid space G:

Gd = G1 ×G2 ×·· ·×Gd. (5.3)

An element of a grid space is a grid cell g. It is a key-value structure, where the key is a tuple
of integer values q that defines the location of the cell in the grid space and the value is an
aggregated representation of all Xt that are mapped to it:

g =< q : δ >, where q ∈ Nd and δ ∈ R. (5.4)

We refer to the δ as density value. The cardinality of the grid space can be calculates via |G|=
∏1...d h. Such relationship with the dimensionality d of the metric data Xt is often referred to as
the curse of dimensionality [28]. It states that the volume of space increases exponentially with
the dimensionality of the input data, leading to increasing sparsity. Therefore, it is important to
limit the input space to prevent an unmanageably high grid space volume.

As shown in Figure 5.2, the density grid transformation consists of two steps: Grid mapping
and density value update. The mapping assigns a metric data sample Xt to a grid cell g. Thereby,
the location of the target grid cell is calculated based on the values of each element of Xt . Since
the density space G is the result of dividing each dimension of the original space into h intervals,
the calculation is defined as:

qi =

⌊
X i

t
∆i

⌋
. (5.5)

The calculation and update of the density value are explained based on a minimal exam-
ple depicted in Figure 5.3. It shows two time series (A and B) consisting of 50 data points
raging between 0 and 1. In each time series, 25 data points have a value of 0, and the other
25 data points have a value of 0.99. However, their temporal pattern differs. Note that the
anomaly symptom recognition should distinguish anomaly types based on patterns observed in
the metric data. In this example, the task would be to calculate grid cell values that allow the
distinction of both time series. First, both h are set to 2, which results in a boundary at 0.5
(dotted lines) that separated the value range into two intervals (spatial discretization). Next, the
temporal aggregation combines the points that are located in each interval to one representative
value. Generally, this concept is known from histograms. However, histograms analyze the
frequency of data points in each interval while the temporal information is lost. The relative
frequency of points within each interval is calculated in the depicted example, resulting in iden-
tical histograms for both time series. We provide a temporal aggregation that encodes temporal
information when aggregating the values of each interval. The bar chart visualization of the
density grids shows that it is possible to distinguish both grids after aggregation.

To encode temporal information, we apply the concept of temporal decay. Thereby, a score
is calculated for data samples that are mapped to a grid cell. Over time, these scores constantly
decrease and asymptotically approach 0. The score is referred to as density, and the constant
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Figure 5.3: Exemplary spatial discretization of two time series together with two temporal aggregation methods.
Note that the scale of the bar charts is the same within each column but differs between columns.

decrease is density decay. Based on related literature [53, 88, 134], an exponential decay is
used:

D(tm, t) = λ
t−tm , with t ≥ tm and 0 < λ < 1. (5.6)

The time tm is the time at which a metric data sample was mapped to the grid cell. Thus,
function D calculates the density value for a single metric data sample, which decreases when
time t is progressing, i.e., tm ≤ t. Measuring the density in the moment at which the mapping
is done (i.e. tm = t) results in a value of 1. The rate at which the density value decrease is
referred to as decay and can be controlled via the parameter λ . Examples of the decay function
for different λ values is shown in Figure 5.4. It shows the exponential decrease of the density
value over time. Thereby, values for λ that are closer to zero lead to faster decay while a lambda
closer to 1 cause a slow decay.
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Figure 5.4: Visualization of density decay over time under varying λ .

Equation 5.6 defines the decay for one metric data sample. The overall density value δ of a
grid cell at time t is the sum of all density values that were mapped to that cell so far:

δt = ∑
tm∈Tm

D(tm, t). (5.7)
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Tm represents a set of all times at which a metric data sample was mapped to this grid cell.
Storing the time of every metric sample contradict the objective of temporal aggregation to
achieve a compact representation. Based on Equation 5.6 and Equation 5.7, we show that the
calculation of δ can be done incrementally, and thus, only the time of the last density value
update is required.

Consider the current time t, the time of the previously received metric data sample tm, and
an arbitrary time between tn. By applying the exponent product rule on Equation 5.6, it can be
written as:

D(tm, t) = λ
t−tm = λ

t−tn ·λ tn−tm = λ
t−tn ·D(tm, tn). (5.8)

It means that the current density value for a single data sample can be calculated by scaling a
past density value at time tn by the factor λ t−tn . On that basis, the overall density value of a
grid cell can be calculated by

δt = ∑
tm∈Tm

D(tm, t) = ∑
tm∈Tm

λ
t−tn ·D(tm, tn) = λ

t−tn ∑
tm∈Tm

D(tm, tn) = λ
t−tn ·δtn (5.9)

It can be seen that the density at a time t can be incrementally calculated by scaling the previ-
ously calculated density at time tn by the factor λ t−tn . It is not required to store Tm but only the
previous density value update time tn. This time is set accordingly whenever a density value
update is calculated.

Equation 5.9 calculates the density value update if no metric sample is mapped to the grid
cell at time t. Whenever the update is calculated due to a metric sample being mapped to a grid
cell, the case of t = tm needs to be considered. As previously shown, the density value equals 1
in this case. Therefore, Equation 5.9 must be updated as

δt = 1+λ
t−tn ·δtn (5.10)

By considering both cases, i.e., metric sample was mapped or not, we define the density value
update for a grid cell as a recursive function, where t0 is the start time of the density grid
mapping:

δt =

{
λ t−tn ·δtn , if no mapping
1+λ t−tn ·δtn , if mapping

with tn < t, and with the initial conditions δt0 = 0, t0 < t.

(5.11)

Referring to the example density grids in Figure 5.3, the density values were calculated with
λ = 0.9

The density grid transformation is applied to achieve a compact representation of metric
data. One criterion to apply for anomaly symptom recognition is a low runtime complexity.
During the mapping procedure, the target interval for each dimension must be calculated to
acquire the location of the target grid cell. This requires Equation 5.5 to be applied d times.
After that, the density value of the grid is updated via invoking Equation 5.11 once. Neither
Equation 5.5 nor Equation 5.11 has an internal higher order complexity. The overall time
complexity can be expressed by using the big O notation O(d).

For the objective of anomaly symptom recognition, the metric data received when system
components are anomalous are mapped to the grid space. Therefore, every anomaly example
is represented by a set of grid cells and associated with an anomaly type (i.e., class in terms of
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classification). Out of the whole grid space, only grid cells with a non-zero density are stored.
Such a set of grid cells is referred to as a grid pattern φ . Grid patterns are representations of
anomaly symptoms and, therefore, examples of an anomaly type. When assuming an available
knowledge base of such patterns, the anomaly symptom recognition compares the anomaly
symptom pattern to the known type patterns in the knowledge base to infer the type affiliation.

5.1.3 Grid Pattern Similarity
A notion of similarity is required to compare grid patterns. Given two example grid patterns
φi and φ j, we define a function Sφ (φi,φ j) ∈ [0,1] to calculate their similarity, where 1 repre-
sents perfect similarity and 0 perfect dissimilarity. The intuition behind the proposed similarity
concept is depicted in Figure 5.5. It shows two comparisons of grid patterns that are generated
based on metric data with d = 2. The grid space is generated with h = 4. All density values
are color-encoded with the respective scale shown on the right side of the picture. The left
part visualizes the comparison of grid pattern φi, and φ j while on the right part, φi, and φk are
compared. Due to the alignment of grid cells with similar density values, the comparison of φi
and φk should intuitively yield a higher similarity than φi and φ j.

Based on this, the overlap of two grid patterns put on top of each other is calculated to
determine their similarity. It means that a pairwise grid cell comparison is applied. Two grid
cells gk ∈ φi and gℓ ∈ φ j must fulfill the following criteria to be considered a pair:

1. Given qk ∈ gk and qℓ ∈ gℓ, qk = qℓ: Pairs are determined based on their location. Cells
with the same location tuple values are considered a pair.

2. Given δk ∈ gk and δℓ ∈ gℓ, δk > 0∨ δℓ > 0: At least on of the density values must be
greater than zero.

The result is a set ψ containing all grid cell pairs as couples that fulfill both criteria.

φi

φj

φi

φk 0

10

Figure 5.5: Grid pattern similarity.

The similarity of a grid cell pair is defined as the ratio of the lower density to the higher
density:

Sg(gk,gℓ) =
min(δk,δℓ)

max(δk,δℓ)
, where δk ∈ gk,δℓ ∈ gℓ and (gk,gℓ) ∈ ψ. (5.12)

Note that the denominator is never zero due to the second criterion of the grid cell pairs. The
function Sg is therefore defined in the rang [0,1]. It is 1 (i.e. perfect similarity) when both
values are equal and approaches 0 when the difference between both values increases.
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Applying this on all grid cell pairs (gk,gℓ) ∈ ψ , the similarity function Sφ of two grid
patterns is defined as the mean of all grid pair similarities

Sφ =
1
|ψ| ∑

∀(gk,gℓ)∈ψ

Sg(gk,gℓ). (5.13)

There are two problems with a strict overlay of grid patterns. System metric data are gen-
erally noisy. Furthermore, the shape of the metric data series depends on different external
and internal criteria. Considering a CPU-intensive task, the utilization of a component’s CPU
cores depends on the current load on the system (e.g., number of requests that need to be served
in parallel), resulting in a higher or lower overall baseline. The effect of noise and a shifted
baseline on the grid pattern calculation is depicted in Figure 5.6. Time series C jumps from
value 0 to a baseline value of 0.59 while time series D jumps to a baseline value of 0.61. It can
be seen that a slight variation of the baseline results in a mapping of data samples to another
grid. Although both time series could be considered as similar, the pattern similarity defined in
Equation 5.13 would yield a value of 0.3. The impact of noise can be observed in time series E,
which jumps to a baseline of 0.60 and is affected by an additive Gaussian noise with µ = 0 and
σ = 0.1. This noise results in a mapping of data samples across all grid cells. The similarity
between grid patterns C and E, and D and E is 0.34 and 0.25.
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Figure 5.6: Examples of problematic cases when applying strict overlay of grid patterns.

Instead of calculating a strict overlay of two grid patterns, we relax the grid cell pair bound-
aries and consider a neighborhood around each cell pair. This neighborhood is considered
symmetrically in both grid patterns. Thereby, the density value sum of the neighborhood cells
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is used when calculating the ratio:

Sg(gk,gℓ) =
min(∑δki∈gki∈N (gk) gki ,∑δℓi∈gℓi∈N (gℓ) gℓi)

max(∑δki∈gki∈N (gk) gki ,∑δℓi∈gℓi∈N (gℓ) gℓi)
, where (gk,gl) ∈ ψ. (5.14)

The neighborhood of a grid cell N (g) is a set of cells that are located within a certain distance
γ around g

N (g) = {gi : L1(qi,q)≤ γ,qi ∈ gi,q ∈ g}. (5.15)

Due to the rectangular shape of cells and the resulting grid space structure, the L1 norm is
used as the distance metric. It can be non-formally described as the minimum amount of grid
cell steps that lie between a start and destination cell. Cells that are direct neighbors have the
distance of 1, i.e., one step needs to be done to get from one cell to the other. Formally, the L1
norm is defined as

L1(gk,gℓ) = ||qk −qℓ||1 =
d

∑
i=1

|qki −qℓi |, where qk ∈ gk and qℓ ∈ gℓ. (5.16)

Since the elements of q are integers, the neighborhood threshold gamma is an integer as well
γ ∈ N.

The similarity calculation defined in Equation 5.14 mitigates the problems depicted in Fig-
ure 5.6. Setting the maximum distance for neighborhood selection to γ = 1, the similarity be-
tween density grid C and D becomes 1, which means that we achieved a controllable tolerance
against baseline shifts. The similarity between grid patterns C and E, and D and E becomes
0.63 and 0.54, allowing configurable robustness against noise.

Two parameters are impacting the runtime complexity of the pattern similarity calculation.
The highest impact is the number of Equation 5.14 invocations, which is equal to the cardinality
of the cell pair set |ψ|. In the worst case, this cardinality is the total number of grid cells in
the grid space |Gd|= hd . The neighborhood calculation introduces another parameter which is
the sum calculation in Equation 5.14 that depends on the cardinality of the neighborhood set
|N (g)|. Both parameter are multiplicatively combined |N (g)| · hd , resulting in a worst case
big O notation of O(hd).

5.2 Anomaly Type Inference
IT systems are expected to change over time. Also, certain anomaly types are rarely observable.
The knowledge base of known anomaly types must be considered incomplete at all times. This
assumption entails the necessity to detect unknown anomaly types. The symptom analysis is
implemented as a density grid mapping method that transforms monitoring metrics of system
components into grid patterns and calculates the similarity to a knowledge base of labeled pat-
terns. A decision boundary definition is required to detect unknown anomaly types. Therefore,
the anomaly type inference receives the similarity list and compares each similarity value to a
boundary parameter β . If the similarity is below this parameter, the anomaly type is filtered
from the list. Whenever the list happens to be empty, the anomaly is considered unknown.

The setting of the parameter β is done individually for each anomaly type based on the
intra-type similarities of all available grid patterns. For each know anomaly type c, we set a
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hard decision boundary by calculating the minimum intra-type pattern similarity:

βc = min(Sφ (φ
(c)
i ,φ

(c)
j )), where 1 ≤ i, j ≤ nc, nc ≥ 2 and i ̸= j. (5.17)

Thereby, nc is the number of examples for an anomaly type c. When performing the similarity
calculation for a detected anomaly represented by a grid pattern, the anomaly type is set to
unknown if the similarity to all known anomaly types lies below the respective βc value. Other-
wise, the anomaly type that yields the highest similarity is set as the predicted class. Thereby,
its similarity value is set as the confidence ζ .

5.3 Evaluation Environment
This section describes the evaluation environment that is used to conduct experiments. We eval-
uate our method based on data collected during experiments. Thereby, a commodity cluster is
used to deploy a cloud computing system, where services are deployed on virtual machines. An
anomaly injection system is developed to disturb the normal operation of different components
and observe the resulting behavior. The evaluation environment can be used in two operation
modes. First, a defined experiment can be conducted while recording monitoring data. It al-
lows us to evaluate our methods on the collected data retrospectively. Second, it enables the
deployment of the evaluation environment alongside an AIOps system to perform live testing.
This evaluation environment was used to conduct experiments for several publications[3, 23,
106–108, 209–212, 232, 238]. It consists of the cloud computing system and therein deployed
services. The combination of both is considered to be the SuO. In the following subsections,
we provide a detailed description of the experiment environment.

5.3.1 Cloud Computing System and Monitoring
The basis of all experiments is a commodity cluster of 200 nodes. Hardware specifications
of the different resource types are listed in Table 5.1. Each node has two network ports that
are used to set up an external and internal network. For the internal network, a two-level tree
structure is used. The leaf level consists of six Netgear FS750-T2EU switches, each having
48 100MBit ports. All 200 nodes are connected to these switches. The root level is a Netgear
GS716T-200 switch, which has 16 1GBit ports. All six leaf switches are connected to it. In-
ternet connectivity is provided via the external network. All 200 nodes are connected to an HP
5412-92G-POE+-4G v2 switch with 203 1GBit ports.

Table 5.1: Hardware specifications of commodity cluster nodes.

Resource Type Specification Quantity
Processor Intel Xeon Quadcore E3-1230 V2 3.30GHz 8 Cores 1

Main Memory Samsung M393B5173FH0 4GB 1333MHz 4
Storage Seagate ST31000524NS 1TB 3Gb/s 3
Network Intel 82574L 1GBit Ethernet Controller 2

A subset of commodity cluster nodes is selected to experiment. These nodes are prepared by
executing custom Ansible1 playbooks that are configuring the network interfaces and installing

1https://www.ansible.com/ (last access 31 May 2021)

https://www.ansible.com/
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packages. Ansible is an orchestration tool that enabled a declarative description of the desired
node state. It configures the nodes into the defined state by connecting to them via SSH and
executing a set of commands.

On the prepared nodes, we deploy OpenStack2 as a cloud computing system. After
Rackspace Hosting and NASA jointly launched it in July 2010, it evolved into a widely used
open-source cloud computing project [214]. It consists of a growing number of sub-projects,
where each provides specific functionality to the system. The core functionality of OpenStack
is to provision, manage and provide access to (mostly virtual) resources for users. OpenStack is
organized as a distributed system. External systems or users access functionalities via defined
APIs, while RPC over a message queue is used to realized communication between internal
OpenStack components. Some sub-projects develop non-core functionalities such as monitor-
ing solutions, orchestration tools, or deployment methods.

The Kolla3 project is used to set up OpenStack on the commodity cluster. It manages
all components that provide a core functionality as Docker4 containers, which should allow a
convenient deployment and removal of OpenStack. Thereby, Ansible is used to prepare cluster
nodes, configure and place OpenStack component containers, or undo these operations when
removing OpenStack. Furthermore, we utilize the orchestration project Heat5 to provision
all necessary cloud resources for experiments. It implements a domain-specific language to
write template files that define resources such as virtual machines and networks or storage and
describe their topology. We refer to the result of such a procedure as the virtual environment.
After that, custom Ansible playbooks are used to deploy different services on the provisioned
virtual machines.

In real systems, direct access to components can be limited. Considering an IaaS model,
cloud providers are not allowed to access the internals of customer VMs. The network provider
can monitor generic metrics but usually are not aware of the communicating applications. Dur-
ing our experiments, generic (i.e., not application-specific) metrics such as CPU utilization,
memory allocation, or different network traffic statistics are collected. Therefore, custom mon-
itoring agents are deployed to collect metric data from commodity cluster nodes and virtual
machines. Cluster node metrics are retrieved from the /proc file system6. Virtual machine met-
rics are acquired by accessing the libvirt7 API. The data collection frequency can be set to 2Hz
with a CPU utilization overhead of < 3%[109]. Monitoring data samples can be stored in text
files or exposed via TCP or HTTP endpoints at runtime.

5.3.2 Virtual IP Multimedia Subsystem

Inspired by the success story of cloud computing, network operators are developing solutions
to run network technology on commodity hardware by utilizing virtualization. This direction
is referred to as network function virtualization (NFV), whereby network software logic that
was traditionally integrated into specialized equipment is decoupled and provided as virtual
network functions (VNFs) [56, 113]. Besides the benefits like horizontal scaling, faster time to

2https://www.openstack.org/ (last access 31 May 2021)
3https://wiki.openstack.org/wiki/Kolla (last access 31 May 2021)
4https://www.docker.com/ (last access 31 May 2021)
5https://wiki.openstack.org/wiki/Heat (last access 30 May 2021)
6https://man7.org/linux/man-pages/man5/proc.5.html (last access 31 May 2021)
7https://libvirt.org/ (last access 31 May 2021)

https://www.openstack.org/
https://wiki.openstack.org/wiki/Kolla
https://www.docker.com/
https://wiki.openstack.org/wiki/Heat
https://man7.org/linux/man-pages/man5/proc.5.html
https://libvirt.org/
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market, customized solutions, and several more, the availability requirement for VNFs is hard
to achieve [113]. Due to this, we consider NFV as a relevant use case to test our methods.

The IP multimedia subsystem (IMS) is a collection of different network functions that de-
liver multimedia services such as IP telephony, conference calls, or rich communication ser-
vices to users [44]. It is responsible for user data management, mobility management, session
life cycles, and billing. Project Clearwater8 is a virtual implementation of an IMS that was
maintained as an open-source project until December 2019. After that, it became a closed
source project maintained by metaswitch and commercially offered to their customers9. It is
developed as a microservice architecture consisting of seven services designed to be deployed
on cloud systems. A short description of each service is given in Table 5.2.

Table 5.2: Project Clearwater services.

Service Description
bono Edge proxy for clients.
sprout Session control, authentication & authorization.
homer XDMS: User setting storage.

dime - homestead HSS proxy/interface.
chronos Timing management & billing.

cassandra (Homer, Dime) Database for HSS and XDMS.
vellum - astaire In-memory DB. State storage.

The session initiation protocol (SIP) is used to communicate between user devices and the
IMS system. We utilize the tool SIPp10 to generate load against the Clearwater services. It can
perform requests such as registration, initialization of calls with other users, calls answering,
and several others. We start multiple differently configured SIPp processes to simulate a variety
of user behaviors. During experiments, the load generation is executed on dedicated commodity
cluster nodes to minimize the interference between load generation and the Clearwater system.

5.3.3 Video on Demand Service
The majority of the Internet traffic is generated by videos with a share of up to 60% [82, 205].
Thereby, video call applications and on-demand video streaming are the main drivers. Due to
the popularity of video on demand services and their relevance for the industry, we choose it
as our second use case [102, 194]. It consists of two service types: video streaming server
and load balancer. The content transmission is done via the Real-Time Messaging Protocol
(RTMP) [182]. A client connects to one of the load balancers, which delegates the request
to one of the available video streaming servers. After that, it receives the video stream and
forwards it to the client. Load balancing is realized via ha-proxy 11 while video streaming is
done via nginx12 web servers with an RTMP plugin 13. A library of 15 videos with different
lengths and respectively different resolutions is provided and used as streaming content.

8https://www.projectclearwater.org/ (last access 31 May 2021)
9https://www.metaswitch.com/products/clearwater-core-ims (last access 31 May 2021)

10https://sourceforge.net/projects/sipp/ (last access 31 May 2021)
11http://www.haproxy.org (last access 30 May 2021)
12https://www.nginx.com (last access 30 May 2021)
13https://github.com/arut/nginx-rtmp-module (last access 30 May 2021)

https://www.projectclearwater.org/
https://www.metaswitch.com/products/clearwater-core-ims
https://sourceforge.net/projects/sipp/
http://www.haproxy.org
https://www.nginx.com
https://github.com/arut/nginx-rtmp-module
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To generate load, we implement a client simulation that requests videos from defined end-
points. It is possible to adjust the selection policy of videos (random or round-robin) and set
a configurable resolution preference. Client processes offer HTTP APIs, which can be used to
adjust configurations at runtime or request runtime metrics like the number of requested videos,
video resolutions, or the number of processed frames and pixels. This data is used to observe
how well the video on demand service is operating. Again, we separate the video on demand
services from the client processes by deploying them on dedicated cluster nodes to minimize
interference.

5.3.4 Anomaly Injection
Anomalies occur irregularly in functional systems. However, control and reproducibility are
required to evaluate and compare fault tolerance methods. A widely applied solution is the
synthetic injection of anomalies into systems that run real load [59, 62, 64, 74, 104, 154, 174,
208, 228, 236, 240] It enables the execution of reproducible experiments. Thereby, either the
system configurations are adjusted, or processes start to simulate anomalous behavior while
the system runs real load. Furthermore, it typically allows to revert the injection and bring the
system back into a normal state.

Anomaly Injection
Controller

SuO Component

Regular Workload
Process

Anomaly Process

System 
Configuration

Injection AgentAPI

Figure 5.7: Agent-based anomaly injection.

We implement an agent-based anomaly injection system 14. Its architecture is depicted in
Figure 5.7. Injector agents are deployed on all relevant SuO components, i.e., on virtual ma-
chines or the commodity cluster nodes, while an anomaly injection controller runs on another
dedicated cluster node. The agents expose an HTTP API that can be used to start or stop
anomalies. Internally, they use two tools to realize anomalies. The stress-ng tool15 is used
to start processes that affect resources like CPU, memory, or disk I/O. The tcconfig library16

configures the traffic shaping on network interfaces which is used to increase latencies, limit
bandwidth or enable packet drop. Components can become unreachable from outside when
certain anomalies are injected (e.g., high packet drop percentage). Therefore, the agents enable
a configurable fall-back timer. On expiry, the respectively injected anomalies are reverted by
the injection agents. A controller allows defining anomalies and injection schedules in order
to run experiments. Anomaly intensities, duration, and temporal progress can be configured.
The configuration enables the randomization of configuration parameters either via normal or

14Available at https://github.com/dos-group/distributed-anomaly-injection (last ac-
cess 30 May 2021)

15https://kernel.ubuntu.com/~cking/stress-ng/ (last access 30 May 2021)
16https://github.com/thombashi/tcconfig (last access 30 May 2021)

https://github.com/dos-group/distributed-anomaly-injection
https://kernel.ubuntu.com/~cking/stress-ng/
https://github.com/thombashi/tcconfig
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equal distribution. It is possible to draw intensities, durations, and other parameters from these
distributions instead of setting them to a fixed value.

Table 5.3: Overview of anomalies.
Computation Resource Anomalies

CPU Perform operations on the CPU to achieve a configure utilization.
Memory Allocate and eventually release a defined amount of memory.

Disk Perform read and write operations on the disk.
Network Send network traffic to or receive it from a defined destination.

Network Shaping Anomalies
Latency Delay ingress or egress packets.

Bandwidth Limit the throughput.
Packet Loss Drop packets with a configurable probability.

Packet Duplication Duplicate a configurable percentage of egress packets.

An overview of the anomaly portfolio is listed in Table 5.3 Based on experiments that
were conducted in related publications [62, 74, 154, 174, 228, 236, 240], we define three
general types of anomalies that affect component resources: hogging, leakage, and fluctuation.
Therefore, example injections could simulate a memory leak, CPU hog, network congestion,
or fluctuating disk utilization. Table 5.3 also shows the network shaping anomalies. Thereby,
anomalies like a slow or unreliable network can be simulated.

Since the start and end times of the injected anomalies are known, it is possible to label the
data set after the experiment is finished. Samples within an injection period are labeled by the
anomaly type that was injected. Samples outside of the injection periods are labeled as normal.
These labels are the ground truth for the evaluations.

5.4 Evaluation

In this section, we evaluate our method. First, the evaluation scores used to test our method
are described. After that, we describe two experiments conducted to collect metric data. These
data are used to evaluate the anomaly symptom recognition method. Next, we evaluate the
ability of our model to recognize anomaly type-specific symptoms and infer the anomaly type.
Finally, we test whether the model can detect previously unseen anomaly types as "unknown".
Our work is compared to two baseline methods.

5.4.1 Evaluation Scores

The anomaly symptom recognition is defined as a classification problem. Multiple anomaly
types entail multiple classes, which results in a multi-class classification. We utilize a multi-
class confusion matrix to define the evaluation scores for anomaly symptom recognition.

The multi-class confusion matrix is shown in Table 5.4. The rows represent class predic-
tions, while columns are the actual classes. Given an example prediction ci and the ground truth
c j, it is possible to assign it into the respective cell ci, j. Based on this, we want to measure the
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Table 5.4: Multi-class confusion matrix.

Actual

Class1 Class2 ... ClassK

Pr
ed

ic
te

d

Class1 c1,1 c1,2 ... c1,K

Class2 c2,1 c2,2 ... c2,K

... ... ... ... ...

ClassK cK,1 cK,2 ... cK,K

fraction of correctly classified examples, which is referred to as accuracy:

Acc =
1

∑
K
i=1 ∑

K
j=1 ci, j

K

∑
k=1

ck,k. (5.18)

It calculates the ratio of the matrix diagonal sum, i.e., all elements that are correctly predicted,
to the sum of all matrix cells, i.e., all predicted examples.

Furthermore, we use precision, recall and F1 score to evaluate our methods. The recall is
defined respectively for each Classi as the ration of correct predictions to all predictions of this
certain class:

rec(ci,i) =
ci,i

∑
K
j=1 c j,i

. (5.19)

It can be intuitively described as the ability to not classify Classi as another class. The precision
is defined respectively for each Classi as the ration of correct predictions of that class to the
number of other class’ mispredictions as Classi:

pre(ci,i) =
ci,i

∑
K
j=1 ci, j

. (5.20)

It can be intuitively described as the ability to not misclassify other classes as Classi. The F1
score is the harmonic mean between precision and recall:

f 1(ci,i) =
2 · pre(ci,i) · rec(ci,i)

pre(ci,i)+ rec(ci,i)
. (5.21)

Furthermore, we define the overall recall, precision, and F1 score by calculating the weighted
average for all classes:

Sc =
K

∑
i=1

wi · sc(ci,i), (5.22)

where Sc can be substituted with {Pre,Rec,F1} and sc with {pre,rec, f 1} with the constraint
that both substitution must select the same set index. The weight is the relative frequency of

the respective class and can be calculated via wi =
∑

K
ℓ=1 ci,ℓ

∑
K
j=1 ∑

K
k=1 c j,k

.
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5.4.2 Experiment
We use the experiment environment described in Section 5.3 to conduct two experiments, which
are conducted on 25 commodity cluster nodes. For both experiments OpenStack Stein17 is
deployed on 21 nodes. Three nodes are load balanced with haproxy 18 and host the OpenStack
network and controller services. Six nodes are used as storage, and another eleven as compute
nodes. Out of the remaining five nodes four are reserved for load generation and one hosts the
anomaly injection controller.

We deploy the virtual IMS Clearwater in virtual machines hosted on the eleven compute
nodes in the first experiment. The number of components for each Clearwater service is listed in
Table 5.5. The VMs are provided with one virtual CPU, 2GB RAM, and 40GB disk space. They
operate with Ubuntu 16.04.3 LTS under Linux kernel version 4.4.0-128-generic. For simulating
user traffic, one SIPp process is started on each node separated for workload generation. They
are configured to jointly generate between 900 and 1200 user registrations and call initiations
every second. All monitoring agents are configured to collect system metric data at a frequency
of 2Hz. We collect the following metrics: CPU utilization in percent, the fraction of allocated
memory in percent, the sum of disk read and write volume in bytes, and the sum of in- and
out-going network traffic in bytes.

Table 5.5: Number of VMs for each Clearwater service.
Component Bono Sprout Homer Homestead Chronos Cassandra Astaire

Num. of VMs 6 6 4 4 5 3 5

In the second experiment, we deploy the video on demand service. We deploy six VMs
as service load balancers and another six VMs as video streaming servers on the eleven com-
pute nodes. Each VM is provided with two virtual CPUs, 4GB RAM, and 80GB disk space.
Again, Ubuntu 16.04.3 LTS under Linux kernel version 4.4.0-128-generic is used. The load sys-
tem load is generated via four processes running on each of the reserved user load generation
nodes. They simulate client access whereby between 100 and 150 clients should simultaneously
request video streams. After finishing a video, a simulated client waits between 10 seconds and
5 minutes to select the next video. The video and its resolution are randomly chosen.

In order to evaluate the anomaly symptom recognition, several anomalies were injected into
the respective service VMs. All anomalies together with their description and parametrization
are listed in Table 5.6 To test whether our approach can recognize different anomaly occur-
rences of the same type, we inject each anomaly type several times into the same service. For
Clearwater, we excluded Cassandra as an injection target. On all other Clearwater and video
on demand services, each anomaly was injected 20 times. This resulted in six injection targets
and overall 960 injections for the Clearwater experiment and two injection targets, and over-
all 320 injections for the video on demand experiment. The injection targets, e.g., a concrete
Bono or video server VM, were selected randomly. The duration of every injection was set to
4 minutes, and 1 minute recovery period between the injections is defined. We use the start
and end times of the anomaly injection for labeling. All metric series samples within this time
range are labeled with the respective anomaly type. Additionally, we consider 25 normal sam-
ples before the respectively first anomalous sample to capture the transition from normal to an

17https://releases.openstack.org/stein (last access 30 May 2021)
18http://www.haproxy.org/ (last access 30 May 2021)

https://releases.openstack.org/stein
http://www.haproxy.org/
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anomaly state. Both experiments have an initial two hours without injections. The first and
second experiments have an overall duration of 82 and 28.7 hours.

Table 5.6: Description and parametrization of injected anomalies.
Description

Anomaly Clearwater Video on Demand
CPU overutilization Utilize all cores at 90 - 100%.

CPU hogging
Step-wise increase the CPU utilization. Increase by 1%

every 2 seconds until 90-100%.

Memory leak
Step-wise allocate memory. x MB every y seconds until z MB.
x=3, y=1, z=500 x=6, y=1, z=1000

Memory overutilization
Allocate x MB of memory.

x=500 x=1000
Disk IO Start 3 processes that write / read data to / from disk.

Packet Loss Drop 15 % of incoming and outgoing packets on all interfaces.
Throttled Bandwidth Limit bandwidth to 50 Kbps.

Network Overutilization Repeatedly start downloading a large file from the internet.

5.4.3 Evaluating Anomaly Symptom Recognition
For the evaluation, we use the monitoring metric series that were labeled as anomalous. We test
the ability of the anomaly symptom recognition to infer the anomaly type based on the symp-
tom patterns in the metric data. Therefore, the available 20 examples of each injected anomaly
are split in a training and test set. This is done by randomly selecting a fraction of examples for
training while the remaining examples are left for testing. The training set is used to generate
anomaly symptom-specific grid patterns. After that, the anomaly examples in the test set are
transformed into grid patterns and compared to the patterns that were generated from the train-
ing set. The comparison is made individually for each service, i.e., a test pattern generated from
Bono data is compared only with Bono training patterns. For each anomaly type, the highest
similarity is used. The list of anomaly similarities is passed to the confidence estimation mod-
ule, which filters entries bases on the β values. The interval parameter to discretize the input
series is set to h = 20, and the decay is set to λ = 0.9. The neighborhood distance threshold γ is
determined based on the available test data. It is set to minimize the average intra-class similar-
ity and maximize the average inter-class similarity between the training patterns by searching
the value range 1 ≤ γ ≤ h

2 .
The grid pattern (GP) model is compared to two baselines. For both, the time series of

the training set is stored and used for comparison with the time series of the test set. The
first baseline is calculating the average Euclidean distance between each data point of two time
series. A varying number of samples is handled via truncation to the shorter of both series.
The second baseline calculates the distance between two time series via dynamic time warping
(DTW) [26]. DTW is considered a strong baseline in many state-of-the-art publications on
time series analysis [40, 80] while the Euclidean model is often used for comparison with
DTW [72, 127]. The DTW model has a hyperparameter ω , which is the search window through
the warping matrix. We set this parameter the same as the γ parameter for GP, based on the
available training examples. The anomaly symptom recognition for the baselines is performed
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by the same procedure as for density grid patterns. Considering an anomaly series that should
be type matched, we use the smallest distance to all available examples of each anomaly. This
list of distances is passed to the confidence estimation module, which filters entries bases on
the β values. The β values are determined as described in Section 5.2, but for small distance
instead of high similarity values.

Figure 5.8: Accuracy results for different training / test data splits.

First, we evaluate the ability of the models to accurately match observed symptoms with
existing anomaly type symptoms to infer the anomaly type. This is expressed by the accuracy,
which is depicted in Figure 5.8. A detailed list of results for each service component can be
found in Section A.1. The two plots show respective results for the two services: Clearwater
is shown on the left, and video on demand is shown on the right. We analyze different splits
between training and test data. Thereby, 10%, 30%, 50%, or 70% of the examples were used
as training data, while the remaining examples are test data. To mitigate the bias of a concrete
split, we apply k-fold cross-validation with k = 20. The accuracy values are averaged over all
folds and service components. The error bars above and below indicate the 0.95 confidence
interval.

The DTW and GP models outperform the Euclidean distance model. It can be explained
due to the inability of the point-wise comparison to tolerate noise, time shifts, or symptom
shape variations. Comparing the DTW and GP models, GP yields a higher mean accuracy for
all splits. However, both models yield close accuracy values for the 30 % and 70 % splits. For
Clearwater, six examples (30 % split) of each anomaly type are required for the GP model to
reaches an accuracy value of 0.76. Increasing it to 10 and 14 examples (70 % and 50 % split)
results in accuracy values of 0.89 and 0.97. Equivalently, the DTW model achieves accuracy
values of 0.52, 0.83, and 0.94. Similar trajectories are observable for video on demand. The GP
model achieves accuracies of 0.71, 0.85, and 0.94 for 30%, 50% and 70% splits compared to
0.51, 0.73, and 0.94 achieved by the DTW model. Generally, the GP model can achieve higher
scores with less amount of training data than the DTW model for both service scenarios.

Besides the accuracy, we want to analyze the recall, precision, and F1 score. These are
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Figure 5.9: Precision, recall, and F1 scores.

depicted in Figure 5.9. The plots are organized in a grid with four columns and two rows. Each
column contains the result for a specific split (left to right 10%, 30%, 50%, and 70%). The
top and the bottom row contain the results of Clearwater and video on demand. The bars are
grouped by the score type, i.e., precision, recall, and F1 score, where each bar represents a
respective model. Again, increasing score values can be observed with an increasing amount of
available training data. From the 30% split and beyond, the GP and DTW models outperform
the Euclidean distance model across all scores. Also, scores for the GP model are generally
increasing faster than the DTW model scores but end up in similar ranges at the 70% split.

The larger precision scores for the GP model, especially in the lower splits, are apparent.
For 10% and 30% splits, the GP precisions are 2 and 1.5 times higher than the DTW precision
values. Note that the scores are weighted averages over the respective scores for each class,
where the weights are the relative frequency of each class. Although anomaly examples within
the test set can be classified as "unknown", no "unknown" class examples exist because no
"unknown" anomalies were injected during the experiment. The weight for the "unknown"
class is therefore 0. The "unknown" predictions are considered in the recall calculation but are
nullified in the calculation of the precision since no "unknown" class can be mispredicted. The
precision of the "unknown" class itself is nullified due to the zero-weight. Both aspects result
in high precision scores if most mispredicted examples are predicted as "unknown".

This supposition is confirmed when analyzing the incorrectly predicted examples (see Fig-
ure 5.10a for Clearwater and Figure 5.10b for video on demand). The two plots show the
distribution of incorrectly predicted examples between the "unknown" class (orange bar) and
all other classes (blue bar). The error bars represent 0.95 confidence intervals. Note that the
y-axes are differently scaled for each service due to the different amount of available examples,
i.e., all anomalies are injected 20 times into all services, but Clearwater has six and video on
demand two service components. Again, the columns represent the split from 10% until 70%,
and both bars are grouped based on the model. By comparing the 10% distributions for Clear-
water, it is evident that the GP model yields the majority of mispredictions as "unknown". In
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(a) Distribution of incorrectly predicted classes for Clearwater.

(b) Distribution of incorrectly predicted classes for video on demand.

contrast to that, the majority of DTW mispredictions are other classes than "unknown". As
expected, the amount of incorrect predictions decreases with increasing training data split per-
centage. However, the ratio between "unknown" and other class mispredictions stays in favor
of other classes for the DTW model. In contrast to that, GP initially yields "unknown" mis-
predictions but changes after the 30% split to misclassify more examples as other classes than
"unknown". These misclassification distributions for the DTW model are because the DTW
is created to find short distances between time series. Instead of yielding "unknown" predic-
tions, it incorrectly predicts examples as other existing anomaly types instead of "unknown".
This behavior indicates a sparsity of regions within the input space that are not representing
any class. The behavior of the GP model can be explained by tight decision boundaries around
each class. Examples outside of these boundaries are classified as "unknown". The boundaries
are adjusted when more training examples are available. However, some examples appear in
regions of other classes. The amount of these examples is decreasing slower than the amount
of "unknown" misclassifications, which indicates the existence of examples that are generally
difficult to classify.

The anomaly type matches should be used to automatically select operations to resolve
anomalies. If a model misclassifies an anomaly as "unknown", no operations can be automat-
ically selected. A human operator is requested to resolve the anomaly. If a model incorrectly
predicts an anomaly as some other anomaly type, operations that probably will not resolve the
anomaly are selected. The execution of such operations can aggravate the anomaly, leaving the
component in a state that is even harder to recover. From a practical perspective, a model that
can admit its inability to perform a correct anomaly symptom recognition should be favored
over a model that mispredicts examples as other anomaly types.
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5.4.4 Evaluating Unknown Anomaly Type Recognition

Distributed systems are constantly changing, which potentially introduces novel anomalies.
The knowledge base of anomaly types must be assumed as incomplete at all times. Besides
recognizing known anomaly symptoms, an anomaly symptom recognition method should be
able to identify a symptom pattern as unknown if the respective anomaly type never occurred
before. Therefore, we evaluate the accuracy of the GP and the two baseline models to classify
metric anomaly data as "unknown" if they do not occur in the training set.

We apply the same model parametrization as in Subsection 5.4.3. The metric series that are
labeled as anomalous is used. The available 20 examples of each anomaly injected into each
service are randomly split into a training and test set. This splitting is done respectively for each
anomaly, i.e., identical amounts of training and test examples are available for each anomaly
after the split is applied. For this evaluation, we define a constraint whereby the training set
contains all but one anomaly type. This means that we exclude one anomaly type from the
training set and move all examples of this excluded type to the test set. The task of the models
is to predict the excluded anomaly type examples as "unknown". We repeatedly apply this
procedure for each anomaly type while setting the training data fractions to 10%, 30%, 50%,
and 70%. Ten folds were executed for each split to analyze the dependence on the selection of
training examples, i.e., for each fold, respective training examples were randomly chosen.

Figure 5.11: Accuracy of "unknown" anomaly prediction.

The results are depicted in Figure 5.11. A detailed list of results for each service component
can be found in Section A.2. Again, the results for Clearwater and video on demand are respec-
tively shown in the two bar plots. The bars are grouped by the splits, and each bar in a group
represents the mean accuracy value of the respective model. Error bars are showing the 0.95
confidence intervals. It can be observed that the accuracy generally decreases as more training
examples are available. This is due to the initial sparsity of decision regions in the input space
if few examples are available. When more examples are observed, the decision regions grow
and eventually cover areas of the "unknown" anomaly. The GP model’s accuracy is the highest
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on all splits and across the two services. The DTW model is designed to tolerate variances and
shifts in the time series, which leads to less decision region sparsity in the input data space.
This results in smaller distance values than the calculated β values, appearing in a non-empty
result list for "unknown" test examples. The accuracy values for the Euclidean distance model
are usually higher than DTW but lower than the GP accuracies. It has less tolerance to noise
and intra-class variations than the other models, resulting in a higher dependence on the split,
which is indicated by the longer error bars. For Clearwater and video on demand, GP yields a
1.0 accuracies for 10% splits, which is expected since only a few training examples are avail-
able to define the decision regions. The accuracy decreases when more training examples are
available and reaches 0.97 and 0.92 on 50% and 70% splits for Clearwater and 0.94 and 0.90
for video on demand. We conclude that the GP model can define tight decision regions and
recognize unseen anomaly types as "unknown".





Chapter 6

Recurrent Neural Network Model

Analyzing metric data to identify specific symptom patterns of anomaly types is difficult. It is
especially difficult when system components execute heterogeneous workloads (e.g., a compute
node hosting virtual machines that contain different services). For such components, the metric
data time series exhibit complex temporal relationships and stochasticity [180]. This chapter
proposes a method that realizes the recognition of anomaly type symptoms via a recurrent
neural network (RNN) based on gated recurrent units (GRUs). It is designed to capture complex
dependencies in sequential data in the presence of noise and intra-type variation. However, the
ability of GRU RNNs to capture such complex dependencies makes them prone to overfitting,
especially when few training examples are available [207]. Therefore, a method for time series
augmentation is proposed that stabilizes the training procedure of the model and mitigates the
overfitting problem.

Model Training

Symptom Analysis

Parameter Setting

Anomaly Type
Inference

PreprocessingMetric
Series

Predicted Class

Model Parameters

Metric Series Augmentation

Training Phase

Prediction Phase

Figure 6.1: General workflow of the proposed method.

The workflow of our method is depicted in Figure 6.1. Metric series are preprocessed first.
After that, the method is split into two phases: training and prediction. During training, the
metric series augmentation generates metric series data based on available training examples.
Thereby, the symptom analysis model, i.e., the GRU RNN, is trained first. After that, model
prediction results on augmented examples are used to set the parameters of the anomaly type
inference. Next, the trained model, together with the parameters, is deployed for prediction.
The GRU RNN yields prediction results for each received monitoring series sample while the

71
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anomaly type inference analyses the prediction sequences and infers the anomaly type. The
anomaly type options include the known anomaly types and "unknown" representing the recog-
nition of yet unknown symptom patterns.

6.1 Anomaly Symptom Analysis
To match anomaly types based with specific symptom patterns in metric data, we consider the
temporally ordered sequence of samples Xt0:tc = {Xt0 ,Xt1 , . . . ,Xtc} at time tc. This means that
a set of samples from the time of anomaly detection t0 up until tc are considered to perform
the anomaly symptom recognition. The symptom analysis is applied on each Xt , resulting in
a prediction function fC(Xt ,θ) : Rd 7→ yt . Thereby, θ are parameters that should be adjusted
based on available class examples of anomaly types and an objective function. We use a GRU
RNN to model the function fC. The prediction results yt contain a set of class prediction targets
Ck, resulting in |yt |=Kk . Each element yi ∈ yt is a probability value 0≤ yi ≤ 1 that indicates the
association to a certain class. The yi values can be expressed as conditional probabilities yi =
P(ci|Xt0:t). Note that the GRU RNN considers the current metric series sample Xt and a compact
representation of all processed samples before t. This allows to condition the prediction on the
whole series Xt0:tc . We model yt as a posterior joint probability which means that all element
values must sum up to 1.

6.1.1 Model Architecture
After detecting an anomaly, the anomaly symptom recognition constantly receives monitoring
metric samples whenever they are available. With each received sample, the symptom analysis
calculates the association probabilities to all known anomaly types. Therefore, the model must
be applied to a sequence of monitoring series samples. We propose a sequence-to-sequence
prediction modeling that yields scores at each time step t. Thereby, a metric sample Xt and a
compact representation of all received samples up to time t is used to calculate the prediction.
The architecture of our model is depicted in Figure 6.2. In the following, we describe each
model component in detail.

Preprocessing

The metric data samples are rescaled to a range of (0,1). This rescaling is done within the
ingest control but is shown here for the sake of completeness. It is important to adjust the
model parameters θ in a well-conditioned manner, which is crucial for the parameter values to
converge [129]. We apply rescaling individually on each series via

X̂ i
t =

X i
t −X i

min

X i
max −X i

min
. (6.1)

Most system component resource metrics’ upper and lower boundaries are well-known (e.g.,
number of CPU cores and their frequency or maximum available memory). However, for some
metrics like latencies between network endpoints, the number of context switches, or packet
errors, it is challenging to decide on upper or lower boundaries. If the boundaries are not
known, X i

min and X i
max are determined from the available training examples and used during

prediction.
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Figure 6.2: Sequential model architecture for anomaly symptom recognition.

Recurrent Neural Network Structure

The neural network with parameters θ is the central component of the symptom analysis model.
It must retain the temporal information of the metric data series by considering the sequential
dependencies between consecutive samples. We utilize a recurrent neural network that has
sequential connections between neuron outputs [199]. This conditioning is realized by main-
taining an internal state, which is a compact representation of preceding samples. A general
RNN structure is depicted in Figure 6.3a. At a time step t the model receives a metric data sam-
ple Xt and the previous state st−1. The state contains information about all metric data samples
up to t. RNNs can handle sequential data, where sequences can have varying lengths, which
fits our requirement of constantly received metric data samples until an anomaly is resolved.

The basic RNNs suffer from the issue of vanishing gradients [117]. Common solutions for
this problem are either LSTM (Long Short-Term Memory) [118] or GRU (Gated Recurrent
Unit) [57] cells. Empirical evaluation shows that both cell types perform similarly on many
datasets [58]. Since a GRU cell has one parameter less than an LSTM cell, we use GRU cells1.
Figure 6.3b shows the internals of an GRU cell. It requires the previous state value st−1 and a
metric data sample Xt as input. Its internal structure routes the values through different gates to
eventually calculate the state st . For GRU cells, the state st is also the output ot . We show the

1Note that neural networks usually consist of hundreds or thousands cells, which results in a respective scale
of the one parameter less.
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Figure 6.3: RNN and GRU cell structure.

formal definitions and explain the intuition behind each gate. The update gate zt is defines as

zt = σ(UXt +Wst−1). (6.2)

Thereby, the input sample and state values are multiplied with their respective weights. These
weights are part of the model parameters θ and adjusted during model training. Intuitively, the
update gate controls how the current information contained in Xt is combined with informa-
tion from past samples that are compactly represented by st−1. The reset gate rt is computed
similarly but uses different weights for st−1

rt = σ(UXt +V st−1). (6.3)

Intuitively, it controls the model’s decision to forget past information. The internal memory s̃t
is defined as

s̃t = tanh(UXt + rt ◦V st−1). (6.4)

It combines the information contained in the current metric sample and the previous state scaled
by the reset gate. The scaling is done via the Hadamard product of the two vectors. If the reset
gate contained only zero-values, the current state would contain recent information only. The
output st is a combination of both the previous state and the current internal state

st = zt ◦ st−1 +(1− zt)◦ s̃t . (6.5)

Directly scaling the previous state st−1 without any weight multiplication serves as a shortcut
for the back-propagation and mitigates the problem of a vanishing gradient. Furthermore, when
values of zt are close to one, it allows information from previous samples to be passed directly
to the next time step, enabling the use of past information to make predictions. Contrary, zt
values close to zero enable the model to use the most recent information to make predictions.
Routing information through these gates enables GRU cells to consider short- and long-term
dependencies.

In our model, we use GRU layers, a set of GRU cells connected with either the input metric
samples or the outputs of the previous layer’s GRU cells. The architecture of the neural net-
work is depicted in Figure 6.2. By unfolding the neural network, it is visually shown that the
incorporation of the previous GRU states allows the model to condition the current prediction
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on a representation of preceding time series samples and the current sample. This way, the
salient information from the past samples can impact the prediction at each time t and iden-
tify anomaly type-specific symptom patterns in the metric series. The first part of the neural
network consists of a combination of a GRU layer with dropout. This combination can be
arbitrarily stacked, resulting in a configurable amount of GRU+dropout layers. Dropout is a
regularization mechanism to mitigate overfitting [221]. It randomly disables a defined fraction
of connections between layers, i.e., withholds part of the information from the respective model
layer. Dropout is applied only during model training. Throughout our experiments, we set the
dropout to 0.3. The neural network model is terminated with a combination of a GRU and lin-
ear layer. The linear layer adjusts the output dimensionality to Kk outputs, where each element
in the output vector is a prior probability value representing the associational of the samples to
an anomaly type.

Calculating Posterior Probability via Softmax

The output of the linear layer is a vector yt with Kk elements, where each element value is
the prior probability at time t. It denotes that the currently observed metric data series is a
manifestation of a specific anomaly type. This means that each value in this vector is associated
with one of the Kk classes. We utilize the softmax normalization [37] to calculate the posterior
probability values. Thereby, the values are scaled to a range of (0,1) and should sum up to 1,
i.e., ∀yi ∈ yt : 0 ≤ yi ≤ 1∧∑i yi = 1. To simplify the notation we omit the time index t for the
yi elements. The values yi are calculated by

yi =
eyi

∑
Kk
j=1 ey j

. (6.6)

It is applied on each element in yt yields a probability distribution over all Kk classes. The
higher the value, the stronger the association with the respective anomaly type.

6.1.2 Model Training
The objective of the model is to combine an input sample Xt with the state st−1 and transform
them to posterior probability values that represent associations with the respective class predic-
tion targets. Considering the function yt = fC(Xt ,θ) and the fact that Xt is given, the parameters
θ should be adjusted during the training of the model. The parameters of neural networks are
adjusted via stochastic gradient decent[196] and backpropagation [147]. It requires available
examples, i.e., metric series, for which the class label, i.e., anomaly type, is known and an error
function that quantifies the correctness of the prediction. It allows to gradually adjust the θ

values of the neural network via

θi+1 = θi −α
∂E( fC(Xt ,θi),y∗t )

∂θi
. (6.7)

The network yields a prediction for an example Xt based on the current parameters θ . The
availability of the ground truth y∗t allows calculating the error E between the prediction and
the ground truth. Calculating the partial derivative with respect to θi gives the gradient, which
defines how the respective values of θi must be changed to reduce the error. The parameter α
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controls the change of the parameters to prevent a highly fluctuating gradient. The result is an
updated set of parameters θi+1. Since neural networks combine several linear and non-linear
functions, the chain rule is applied to calculate the partial derivatives. The chain rule appli-
cation is referred to as backpropagation. It is computationally expensive to execute gradient
decent calculations. Therefore, averaging the error of a sample set and jointly calculating the
backpropagation instead of doing this for each sample is a method to reduce the overhead. The
set of samples is thereby referred to as batch, and the number of samples in a batch is the batch
size. A neural network must process the available training data several times until the parameter
values converge. Processing a number of batches selected from the available training examples
is referred to as training epoch.

During training, a set of metric series examples with known class affinity is available. The
affinity is represented by the ground truth vector y∗t that contains the value 1 for the class with
which the metric series sample Xt should be associated while all other values are set to zero. The
cross-entropy loss is utilized to measure the error between the ground truth and the prediction:

E =−
Kk

∑
i

y∗i,clog(yi,c). (6.8)

Having multiple classes as prediction targets, the predictions yi for which the ground truth
value is 1 are considered. These are indicated by c. All others are nullified due to the zero-
multiplication by y∗i,c and, thus, do not need to be considered in the summation. Considering a
single y∗i,c and yi,c pair, the cross entropy loss yields is zero if the predicted probability yi,c is 1.
Note that this is expected since it matches the ground truth probability y∗i,c, which is also 1. The
progress of an increasing divergence between the expected and actual probability is depicted in
Figure 6.4. It can be seen that the loss approaches infinity if the predicted loss approaches 0,
although 1 is expected.
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Figure 6.4: Visualization of the cross entropy loss for the ground truth value 1.

The GRU RNN should capture the sequential dependencies between metric series samples.
During training, we select a metric series that should be associated with an anomaly type and
provide the samples Xto:tc in sequential order to the model. After one series is processed, we
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reset the internal state of the GRU cells to randomly initialized values. The input series must
not be truncated or padded to a uniform size since the GRU RNN is used as a sequence to
sequence model. Therefore, the whole metric series of an anomaly example is used as a batch,
whereby the model should output an anomaly class prediction for each sample in the series.
The backpropagation is computed after processing the complete series. The model is constantly
trained for 300 epochs with a learning rate of α = 10−3.

6.2 Anomaly Type Inference

The anomaly type selector receives the yt results from the symptom analysis module. The
supervised training of the RNN does not allow to directly predict a probability value for the
"unknown" class. No examples are available for anomaly types that were not observed yet.
Furthermore, the anomaly type selector receives a prediction for each observed monitoring
data sample at time t resulting in multiple prediction results for the duration of an anomaly.
These results should be aggregated to yield one anomaly type eventually. Based on this, the
selector has two tasks. First, it should analyze the received results and infer whether the ob-
served anomaly does not match any known anomaly types. If this is the case, the observed
anomaly type should be stated as "unknown". Second, the observed results over time should be
aggregated to eventually yield one anomaly type decision together with a value that represents
the confidence ζ .

The "unknown" class represents all areas in the input data space that are not associated
with known anomaly types. Since such anomalies were not observed yet, it impossible to train
the model explicitly on such examples. Therefore, postprocessing of the posterior probability
values should infer this information. The intuition behind this approach is that if the model
cannot assign a high probability value to one of the classes but similar probabilities to several
classes, the observed symptoms indicate a yet unknown anomaly type. Similar probability
values across multiple classes result in an increasingly uniform posterior distribution. We utilize
the Gini coefficient[231] to measure the uniformity of the predicted probability values. It is
defined as

G(yt) =
∑yi∈yt ∑y j∈yt |yi − y j|

2(Kk)2yt
, (6.9)

where yt =
1

Kk
∑yi∈yt yi. It represents the average of element-wise differences for each existing

element pair, normalized by the average of all elements. The elements are the predicted prob-
ability values at time t. The range of G is (0,1) with 0 representing an uniform distribution.
G approaching 1 represents an increasing non-uniformity. Based on this, we interpret the Gini
coefficient values that are closer to 0 as an indicator that the current metric data are representing
a yet unknown anomaly type.

The next step is to decide on a class ŷt based on the symptom analysis results yt and the
Gini coefficient. Whether to set the result to "unknown" is decided based on a threshold value ε

for G. If the result is not interpreted as "unknown", the class with the highest probability value
is selected as the predicted class. This is defined as

ŷt =

{
cu , if G(yt)≤ ε

argmaxCk
(yt) , otherwise.

(6.10)
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Thereby ŷt represents the prediction result at time t, which can be a known anomaly type, the
normal state, or a yet unknown anomaly type. Following the 1-of-K coding scheme, where
K = Kk +1, ŷ is a vector where each element is associated with a class. In ŷt , one element has
the value 1 while all others are 0.

The anomaly symptom recognition results should be used to automatically select operations
to resolve an anomaly. A decision on an anomaly type initializes the selection process. There-
fore, it is unreasonable to yield an anomaly type match after each received metric data sample,
i.e., forward all ŷt . The second task of the anomaly type inference is to aggregate multiple
prediction results from the symptom analysis and eventually yield a final anomaly symptom
recognition decision consisting of a class and a confidence value. This is done after receiving τ

prediction results. First, we calculate the sum of all prediction vectors

ŷ = ∑
t0≤t≤τ

ŷt . (6.11)

The class decision is done by y = argmaxC(ŷ), which is effectively a majority voting. The
confidence value for the result is defined as the relative frequency of the predicted class y. If ic
is the index of the predicted class in ŷ, the confidence ζ is formally defined as

ζ =
ŷic

∑ŷ j∈ŷ ŷ j
, where ŷic ∈ ŷ. (6.12)

The intuition is that the prediction result can be trusted if the model frequently yields the same
class prediction. A prediction that fluctuates across different classes is assumed to be less
trustworthy.

Both parameter ε and τ are determined during the training phase after the training of the
RNN model. Thereby, the metric series augmentation generates a number of examples for
classes that represent anomaly types. For each example, the model yields predictions yt . The
parameter ε is determined first. For all yt , the Gini coefficient Gt(yt) is calculated. The thresh-
old ε is defined individually for each class as the average Gini coefficient for all yt predictions
and all augmented examples of this class. After that, the parameter τ is calculated individually
for each class. It is set such as for the anomaly type inference to yield a correct decision with
the minimum amount of ŷt predictions, emphasizing a timely but correct decision. Therefore,
the smallest t with the highest number of correct predictions is set as τ .

6.3 Metric Series Augmentation
Metric data collected from IT system components generally contain variations due to internal
and external factors that affect the processing. These variations affect the anomaly type-specific
symptom patterns, resulting in variations between the examples and general noise. An anomaly
symptom recognition model should be able to cope with intra-type variation and tolerate noise.

Neural networks in general, and thus RNNs, can learn complex dependencies within the
input data. On the one hand, it allows the proposed RNN to identify complex symptom patterns
of anomaly types, but on the other hand, it is prone to learn an exact or close to the exact repre-
sentation of the observed metric series. The latter aspect is referred to as overfitting. Thereby,
noise within the training data is learned as part of the classification information, which deterio-
rates the ability of the model to make predictions on unseen examples [230]. Overfitting occurs
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when the model contains more parameters than justified by the available training data. From
this statement, two mitigation strategies can be inferred. Either the amount of model parame-
ters is treated as a hyperparameter and must be adjusted based on the available training data, or
the training data is manipulated to prevent the model from learning the exact representation of
available examples. Former requires to split available examples into a training and validation
set, whereby the model is trained with different amounts of parameters and validated to identify
an appropriate setting [28]. The splitting of available data is problematic if only a few examples
are available. Latter is referred to as augmentation. Thereby, synthetic examples are generated
that follow the distribution of the available training data. They resemble them, such as allowing
the model to learn the representation but differ in a way that prevents the model from learn-
ing the exact representation, i.e., contained noise. Furthermore, an augmentation method can
manipulate existing examples to better generalize the model on unseen examples.

Original
Local Blurring
Interpolation

Available Training Examples Local Blurring Interpolation

Figure 6.5: Conceptual visualization of the proposed metric data augmentation method.

We propose an augmentation method for metric data to generate synthetic metric series
based on available examples. It consists of two steps that are conceptually depicted in Fig-
ure 6.5. The plots contain training examples (original and augmented) from two different
classes. No augmentation is performed on the data in the left plot. These are the available
examples to train the model. The dotted line represents a trajectory within the input space that
indicates the decision region’s location for the respective class. We refer to the first augmenta-
tion step as local blurring. Thereby, the noise values of an example are changed to prevent the
model from learning an exact representation of this noise. The second augmentation step is re-
ferred to as interpolation. Two neighboring locally blurred examples are selected as references.
Based on them, an augmented example between these references is generated. This should
allow the RNN model to assign decision regions that are not covered by the real examples to
the respective class. Note that the pictured example is an oversimplified visualization. Apply-
ing local blurring and interpolation to metric series with multiple dimensions and containing
multiple samples is a non-trivial task.

6.3.1 Local Blurring
The local blurring should prevent the model from learning the general noise in the training
examples by applying variations of that noise. Since noise can depend on the current state of
a SuO component, the local blurring is done individually for each available training example.
Applying noise variation must be done cautiously. Minor noise variations will not prevent the
model from overfitting, while very high variations will hide the signal (i.e., anomaly symptom
patterns), making it impossible for the model to identify it. Therefore, we infer information
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about the noise from the respective metric series examples. This inference is made in two
steps. First, an initial Box-Cox transformation [36] is applied to stabilize the variance of a
metric series. This step is required since the second step assumes a stationary series, which
is usually not the case for monitoring metric data from a dynamic IT system. In the second
step, a season and trend decomposition based on Loess (STL) [197] is applied to infer the
residuals of the metric series. We are interested in the local noise of the series and set the period
parameter of STL to 3. The residuals represent the noise of the metric series and thus, can be
modified to create a synthetic example that contains the original anomaly symptom patterns but
with changed residuals. Changing residuals is realized by drawing samples from the extracted
residual values. Since residuals are autocorrelated, a tapered block bootstrap [181] is applied
to draw a sequence of residuals that preserves the distribution of the original residual values.
The STL decomposition is reversed by combining the trend and seasonality component with
the sampled residuals. After that, the inverse Box-Cox transformation is applied to acquire the
original variance of the metric series.

Given a metric series Xt0:tc that contains symptoms of an anomaly type, the local blurring is
applied respectively for each series dimension X i

t0:tc . Rectangles represent the synthetic exam-
ples resulting from the local blurring in Figure 6.5.

6.3.2 Interpolation
The combination of variating symptom patterns and the limited availability of examples poses
a challenge for anomaly symptom recognition models. In Figure 6.5, this is visualized by gaps
between available example points. These gaps result in decision areas representing anomaly
types but are not covered by the available examples. Based on this, we propose to create
synthetic metric series in these uncovered areas via interpolation between two neighboring
examples. The interpolation between samples required a distance notion D. We define a metric
series X (1) and its nearest neighbor series X (2) based on D, which are both of the same class,
as the basis. An interpolated synthetic series example X (1-2) is defined via the distance to both
basis series

D(X (1),X (2)) = D(X (1-2),X (1))+D(X (1-2),X (2)). (6.13)

Assuming a relative distance of 1 between X (1) and X (2), the distance between X (1) and X (1-2)

is w1 and between X (2) and X (1-2) is w2. Setting w1 and w2 accordingly allows to control the
location of the interpolated sample between the two basis samples, e.g., weights of w1 = 0.9
and w2 = 0.1 would result in a series that is located close to X (1) and further away from X (2).
We utilize dynamic time warping (DTW) to calculate the distance D between two metric series.

Since DTW is an algorithm to find the closest distance of two series by searching for a
path through the warping matrix, it is not trivially possible to interpolate between two series.
The interpolation is realized by applying DTW barycenter averaging (DBA) [185]. It is an
optimization problem defined as

argmin
X i

∑
X i∈X i

D2(X i
,X i). (6.14)

DBA is defined for univariate series and thus, must be applied on each metric series dimension
i. The series X i is the result and subject to optimization. All samples in X i should be set such
as to minimize the squared DTW distance between X i and a set of reference series X i. The
result is considered as an average over the series contained in X i.
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The generation of an interpolated synthetic metric series example for a particular class is
realized as follows. First, we select a random metric series example X (1) and its nearest neigh-
bor X (2) based on the DTW distance. Second, we define a value n1 for X (1) and n2 = nmax −n1
for X (2), where n1 is a sample from a uniform distribution n1 U(1,nmax − 1). Throughout our
experiment, we set nmax to 10. Third, the local blurring is applied n1 times to each dimension
i of X (1) and n2 times to each dimension i of X (2). The result of the local blurring for each
dimension i is defined as X i. Fourth, DBA is applied on each X i, resulting in a synthetic
metric series example X . Thereby, the values n1 and n2 serve implicitly as weights w1 =

n1
n1+n2

and w2 = n2
n1+n2

. An n1 value that is close to nmax results in a X i that contains more locally

blurred examples of X i,(1) which effectively leads to X i to be closer to X i,(1) than to X i,(2). Note
that the n1 value is used for all dimensions i. This equality results in the same relative distance
of all dimensions of X (1) and X (2). The synthetic metric series X is the result of our metric
series augmentation method. The augmented examples are used to train the RNN GRU model
and configure the parameters of the anomaly type inference. Triangles represent the synthetic
examples resulting from the interpolation in Figure 6.5.

Original
Local Blurring
Interpolation

Incomplete Decision Region Incorrect Decision RegionIncomplete Decision Region

Figure 6.6: Conceptual visualization of two possible problems with sporadic decision region sub-sampling.

Due to the interpolation, this augmentation method requires examples representing a rea-
sonable sub-sampling of the decision region in the input space to yield good augmentations.
Two problems that occur when the input space is sporadically sub-sampled are conceptually
depicted in Figure 6.6. It shows a decision region of a class between two dotted lines, which
is non-linear. As depicted in the left-most visualizations, only two examples for the class are
available, allowing only a sub-region to be sub-sampled. The augmentation method is not able
to extrapolate distant decision regions. In the middle visualization, four examples are avail-
able, which are located in the outer area of the decision region. The nearest neighbor selection
prevents the sub-sampling of the region between the two outer examples. In the right-most vi-
sualization, the examples are located distant from each other. The non-linearity of the decision
region’s trajectory leads to a sub-sampling of a decision region representing the shortest path
between the two examples but is different from the actual decision region.

The central part of the local blurring is the STL decomposition, and the interpolation of
metric series is achieved via DBA. Therefore, we refer to this augmentation method as STL-
DBA augmentation.

6.4 Evaluation
In the following, we evaluate the anomaly symptom recognition method whereby we employ
the RNN model with GRU cells to realize the symptom analysis, apply the described anomaly
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type inference, and use the metric series augmentation. First, a detailed explanation of the con-
ducted experiment is given. It is executed on the previously presented evaluation environment,
whereby we focus on system components that execute heterogeneous workloads and inject dif-
ferent anomaly types therein. Base on the collected metric data, we analyze the effect of our
metric data augmentation method when the RNN model is trained.

6.4.1 Experiment

We want to evaluate the proposed method’s ability to identify anomaly types within compo-
nents that concurrently execute heterogeneous workloads. Therefore, anomalies are injected on
compute nodes that host VMs wherein different services are executed. We use the experiment
environment described in Section 5.3 to conduct the experiment. The experiment is conducted
on 27 commodity cluster nodes. OpenStack Stein2 is deployed on 21 nodes. Three nodes
are load balanced with haproxy 3 and host the OpenStack network and controller services, six
are used as storage, and eleven as compute nodes. Out of the remaining seven nodes, one is
reserved for the anomaly injection controller, and the other six for load generation.

Table 6.1: Number of VMs for each Clearwater and video on demand service.
Clearwater

Service bono sprout homer homestaed chronos cassandra astaire
# VMs 6 6 4 4 5 3 5

Video on Demand
Service lb video server
# VMs 6 6

We jointly deploy both services, Clearwater, and video on demand. The number of VMs
for each Clearwater and video on demand service is listed in Table 6.1, whereby VMs were
randomly placed on the available compute nodes. Such deployment represents an execution of
multiple heterogeneous workloads on each compute node. The Clearwater VMs are provided
with one virtual CPU, 2GB RAM, and 40GB disk space, while video on demand VMs run with
two virtual CPUs, 4GB RAM, and 80GB disk space. All VMs operate with Ubuntu 16.04.3 LTS
under Linux kernel version 4.4.0-128-generic. We execute a SIPp process respectively on two
and four video client simulation processes respectively on the other four cluster nodes separated
for workload execution. Each SIPp process is configured to generate between 600 and 900 user
registrations and call initiations every second. The video client processes are simulating 40
to 60 users that request videos. After finishing a video stream, a simulated user waits for 10
seconds to 5 minutes to select the next video. The video and its resolution were randomly
selected. The monitoring agents are configured to collect system metric data at a frequency of
2Hz. All metrics that were collected throughout the experiment are listed in Table 6.2. The
metrics are measured either in bytes, percent %, or a counting value #.

To evaluate the anomaly symptom recognition method, we inject anomalies into the com-
pute nodes. The anomalies that were injected during this experiment are listed in Table 6.3.
Each anomaly type was injected 20 times into a randomly selected compute node, resulting in

2https://releases.openstack.org/stein (last access 06 May 2021)
3http://www.haproxy.org/ (last access 30 May 2021)

https://releases.openstack.org/stein
http://www.haproxy.org/
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Table 6.2: Metrics that are collected during the experiment.
Resource Metrics Unit

CPU cpu utilization %
Memory allocated memory %

Disk

written data bytes
read data bytes

I/O operations #
used disk volume %

Network

rx volume bytes
tx volume bytes
rx packets #
tx packets #

errors #

180 injections. The duration of every injection was set to four minutes, after which one minute
recovery period without injections was defined. We use the start and end times of the anomaly
injection. All metric series samples within this time range are labeled with the injected anomaly
type. Additionally, we consider 25 normal samples before the respectively first anomalous sam-
ple to capture the transition from normal to an anomaly state. The experiment has an initial 2
hour period without injections, resulting in an overall experiment duration of 17 hours.

Table 6.3: Description and parametrization of anomalies.
Anomaly Compute Nodes

CPU overutilization Utilize all cores at 90 - 100%.

CPU hogging
Step-wise increase the CPU utilization. Increase by 1%

every 2 seconds until 90-100%.

Memory leak
Step-wise allocate memory. 20 MB every

second until 3000 MB.
Memory overutilization Allocate 2500 MB of memory.

Disk IO Start 3 processes that write / read data to / from disk.

Packet Loss
Drop 5 % of incoming and outgoing packets on

all interfaces.
Throttled Bandwidth Limit bandwidth to 1500 Kbps.

Network Overutilization
Repeatedly start downloading a large file

from the internet.

6.4.2 Effect of Metric Series Augmentation

The anomaly symptom recognition method should be evaluated as depicted in Figure 6.1. It
includes the metric series augmentation used to generate augmented training examples based
on a set of available training data. The augmentation should prevent the GRU model from
overfitting. Furthermore, augmented examples are used to set the parameters of the anomaly
type inference. Before analyzing the anomaly symptom recognition method and comparing it
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to baselines, we investigate the effect of the augmentation on the training process. The accu-
racy of the proposed anomaly symptom recognition method that was trained based on either
augmented or original examples is tested. Beside the proposed STL-DBA augmentation from
Section 6.3 we utilize a jitter augmentation as proposed by [229] or [226]. Thereby, a small ran-
dom value is added to each sample of the time series. The random value is drawn from a normal
distribution with zero mean and a configurable standard deviation. We follow the recommen-
dation of Um et al. [229] and set the standard deviation σ = 0.03. The Jitter augmentation is
applied respectively to each metric series.

Figure 6.7: Anomaly symptom recognition results based on different metric series augmentation methods.

The available 20 examples of each anomaly type injected into the compute nodes are ran-
domly split in a train and test set. The split is done respectively for each anomaly, i.e., the
same amounts of training and test examples are available for each anomaly after the split is
applied. After that, the training data are either used directly or are the basis to generate aug-
mented examples. We train the GRU model and set the anomaly type inference parameters.
For the setting of the anomaly type inference parameters, we utilize 20 augmented examples.
When executing the evaluation without augmentation, all available training examples are used
to set the parameters. The evaluation is executed for four different training, and test data splits,
whereby 10 %, 30 %, 50 %, and 70 % of the available examples are used for training while
the remaining are used as test data. For each of the split, random examples are selected and
used for training. The evaluation for each split is repeated 20 times, each time with a random
training set selection.

The evaluation results for the different metric series augmentation methods are depicted in
Figure 6.7. The plot shows the accuracy values for the anomaly symptom recognition, whereby
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the GRU model and the anomaly type inference parameters are adjusted based on metric se-
ries examples. The three colors represent the two different augmentation methods and the case
where no augmentation was used. The x-axis depicts the different training, and test data splits.
One notable aspect observed during the experiments is the high variation between the folds,
whereby the model yields sporadically high accuracy results. A bar plot is used to visualize
this. The line within the bar and the value represent the median, while the lower and upper
boundaries of the bars are the first and third quartile. The distance between them is the in-
terquartile range (IRQ) and is used to define outliers. All observations outside the 1.5 ∗ IRQ
range are outliers and marked separately as points in the plot. The lower and upper whiskers
represent the minimum and maximum value that are not outliers.

The combination of the overfitting and the heterogeneous workloads resulting in high intra-
type variation for the anomaly metric series prevents the model from detecting anomaly type-
specific symptoms based on 10 % and 30 % of available training data. These splits translate
to two and six metric series examples, which is not enough to match anomaly types reliably.
However, it can be seen that both augmentation methods are mitigating the overfitting of the
GRU model. For the 30 % split, the STL-GRU augmentation results in a median accuracy
of 0.27 compared to 0.15 when no augmentation is used and 0.26 for Jitter augmentation.
Three outliers of the Jitter augmentation reach values above 0.4, which is not the case when no
augmentation is used. The 50 % split, i.e., having ten examples available for each anomaly type,
is a reasonable representation of the anomaly type decision regions and allows the STL-DBA
augmentation to yield a median accuracy of 0.82. The lower outliers indicate that there are
splits, for which STL-DBA does not sub-sample the decision region well enough. The median
accuracy for the Jitter augmentation is 0.41 and for no augmentation 0.21. However, a very
high variance can be observed, which indicates a high dependence on the training examples
selected for the respective fold. For Jitter augmentation, some constellations yield accuracy
results of above 0.8 while more than half of the accuracy values lie below 0.4. Using 70 %
of the available data for training, the median accuracy value for the STL-DBA augmentation
improves to 0.91 and does not yield any lower bound outliers. The median values for the Jitter
augmentation and when no augmentation is used improve to 0.66 and 0.32. However, the high
dependence on the selected training examples remains, which results in a wide IQR when no
augmentation is used and in long whiskers for Jitter augmentation.

Figure 6.8: Loss values for training and test examples.

To analyze the extent to which the observed results are due to the overfitting of the GRU
model, we analyze the training procedure of the model. Therefore the loss values for all 20 folds
of the 70 % are observed across all 300 epochs. During training, the average loss value for each
epoch is determined. After each epoch, we switch the model into the prediction mode, calculate
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a prediction for each test example metric series, and determine the average loss value. This
procedure results in a series of training and test loss values for each epoch. To remove initially
high loss, we start from epoch 3. The results are depicted in Figure 6.8, which shows the loss
values when no augmentation is used (left plot), for the Jitter augmentation (middle plot), and
the STL-DBA augmentation (right plot). The x-axis represents the epochs, while the y-axis
shows the loss values. The thick line represents the mean value, while the transparent area
around it is the standard deviation. When no augmentation is utilized, it can be seen that after
an initial joint decrease, the loss values for the training and test examples are strongly diverging.
The model is learning to apply the anomaly symptom recognition on the training examples but
fails to do so on unseen metric series, which fits the definition of overfitting. The test data loss
values are closer to training data loss values for the Jitter augmentation, indicating a mitigated
overfitting effect. However, between epoch 50 and 100, the test loss is not converging with
the training loss. The application of the STL-DBA metric series augmentation results in a
test data loss that closely follows the training data loss, resulting in a well-generalized model.
Combining the accuracy observations and loss value progresses, we conclude that the proposed
STL-DBA metric series augmentation method can mitigate the overfitting problem and enable
a well-generalized GRU model if the available examples are sub-sampling the decision region
well enough.

6.4.3 Evaluating Anomaly Symptom Recognition

We evaluate the ability of the anomaly symptom recognition to determine the anomaly type
based on metric series when the heterogeneous workload is executed on the components. Based
on the augmentation evaluation from Subsection 6.4.2, we utilize the STL-DBA augmentation
to train the symptom analysis model and set the anomaly type inference parameters. We refer
to our model as GRU in the following. The evaluation results are compared to the GP, DTW,
and Euclidean distance models. Since these models have limitations regarding the input space
dimensionality d, we use a partly aggregated subset of the collected metric data, which are:
CPU utilization in percent, the fraction of allocated memory in percent, the sum of disk read and
write data volume in bytes, and the sum of rx and tx network traffic volume in bytes. The same
parametrization as in Subsection 5.4.3 is used for the GP, DTW, and Euclidean distance models.
The augmentation is applied only for the GRU RNN model training. All other models utilize
the available training examples. Again, we use the available 20 examples of each anomaly type
injected into the compute nodes. The 20 examples of each anomaly are randomly split into a
training and test dataset. We analyze our method for different amounts of available training
examples, where 10 %, 30 %, 50 %, and 70 % are used as training data, and the remaining
examples are left for testing. The evaluation is executed 20 times for each split.

The accuracy results are depicted in Figure 6.9. The plot visualizes the trajectories of
achieved accuracy values with increasing training data split. Accuracy values are shown on
the y-axis, while the training data splits are marked on the x-axis. Respective colors represent
the four models. The dots are the mean accuracy values, while the error bars represent the 0.95
confidence interval calculated for all anomalies and all folds. It can be observed that the GRU
model generally yields lower accuracy results for the 10 % split. For GP, DTW, and Euclidean
distance models, the accuracy ranges between 0.18 and 0.21 while the accuracy for GRU is
0.14. For the 30 % split, the highest accuracy of 0.45 is achieved by the DG model while
the GRU, DTW, and Euclidean distance model’s accuracies are 0.29, 0.33, and 0.28. For the
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Figure 6.9: Accuracy results for different train / test data splits.

50 % split, the GRU accuracy jumps to 0.79. A similar increase was observed during the pre-
vious evaluation in Subsection 6.4.2. This increase indicates that the intra-type variation of the
anomalies injected in this experiment necessitates around ten training examples to reasonably
sub-sample the decision regions in the input space, which allows the STL-DBA augmentation
to produce representative interpolations. The accuracy values for the GP, DTW, and Euclidean
distance models respectively increase to 0.61, 0.56, and 0.35. A slight increase of the GP and
DTW model’s accuracies for the 70 % split to 0.63 and 0.61 indicates a saturation. Additional
training data are unlikely to further increase the accuracy values for these models. The intra-
class variation limits the ability of the saturated models to improve further their ability to match
anomaly types, while the GRU model in combination with the metric data augmentation can
improve further. The slow increase of the Euclidean distance model prevents it from reaching
a mean accuracy of above 0.4. The GRU model achieves the highest accuracy value of 0.9.

Figure 6.10: Precision, recall, and F1 scores.

We further analyze the precision, recall, and F1 scores, which are depicted in Figure 6.10.
From left to right, the four plots represent the 10 %, 30 %, 50 %, and 70 % splits. Each
bar color represents a model. The respective score type groups the bars. The height of the
bar is defined by the respective mean score value, while the error bars are 0.95 confidence
intervals. As expected, the scores for all models increase with the increasing availability of
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training examples. For the 10 % and 30 % splits, a comparably high precision value can be seen
for the GP model. The GRU model yields a comparable precision to the DTW and Euclidean
distance models, while the recall and F1 score are notably lower. For the 30 % split, the GRU
model achieves a higher precision compared to the DTW and Euclidean distance models and a
comparable recall and F1 score. At the 50 % split, the GRU scores outperform all other models
reaching a precision, recall, and F1 score of 0.86, 0.79, and 0.81 compared to the GP model
with 0.75, 0.61, and 0.65. The same steep increase of the GRU scores between 30 % and 50 %
split was previously observed for the accuracy values. For the 70 % split, the GP, DTW, and
Euclidean distance models reach a saturation, whereby only a slight change in the scores can
be observed compared to the 50 % split. The scores for the GRU model further increase to a
precision of 0.92, a recall of 0.89, and an F1 of 0.90. The overfitting of the GRU model when
only a few training examples are available leads to low evaluation scores. Additional training
examples enable a better sub-sampling of the decision regions of each class and thus allow
the augmentation method to generate examples within the decision regions. The variation of
the examples through augmentation mitigates the GRU overfitting problem for 50 % and 70%
splits.

Figure 6.11: Distribution of incorrectly predicted classes.

A model should rather misclassify anomaly types as unknown instead of predicting an in-
correct anomaly type. From a practical perspective, the models’ ability to admit their inability
to match an anomaly type is essential. It is better to redirect the problem to a human expert
instead of automatically select operations that will not resolve the anomaly. Therefore, we ob-
serve the distribution of misclassifications between the "unknown" class and all other classes
and present the result in Figure 6.11. The four plots represent the four different splits. The
two bars are grouped by the model while the colors show the average total number of incor-
rectly predicted examples respectively for "unknown" and all other classes mispredictions. The
error bars represent the 0.95 confidence interval. For the 10 % and 30 % splits, most GRU
and GP model mispredictions are the "unknown" class. In contrast to that, the DTW and Eu-
clidean distance models mispredict most examples as other anomaly type classes. The ration
between "unknown" class and all other anomaly type classes changes after the 30 % split for
GP and GRU. This change indicates an adjustment of the decision regions, which reduces the
"unknown" misclassifications faster. For the 70 % split, all models except GP yield an average
total number of other anomaly type mispredictions lower than 1.0. The "unknown" mispre-
diction value of 7.2 for the GP model indicates that the scores could be further increased by
fine-tuning the β parameter for each class. The GRU model yields an average total number of
5.1 mispredictions.

In Subsection 5.4.3 we state that the high precision values of the GP model can be translated



6.4. Evaluation 89

to a majority of "unknown" mispredictions. However, the inverse is not possible, represented
by most "unknown" mispredictions for the GRU model but a precision value of 0.24. The
precision is the ratio between the correct predictions of a class divided by the number of other
classes’ mispredictions as this class. This entails that the precision value for a class can be low
if either few examples are correctly predicted, or many examples of other classes are incorrectly
predicted as this class. Due to the nullification of the "unknown" class, the latter results in high
precision values for GP. In the case of GRU, the small number of correct predictions for certain
anomaly types (e.g., packet loss yields and memory leak yield precisions of 0.03 and 0.1 for
the 10 % split) results in a lower overall precision value.

6.4.4 Evaluating Unknown Anomaly Type Recognition
We test the ability of the proposed model to recognize previously unseen anomaly types as
"unknown", which is important for the extension of the anomaly symptom recognition knowl-
edge base. The same partly aggregated subset of the collected metric data as described in
Subsection 6.4.3 is used, whereof the monitoring metric series that are labeled as anomalous
is selected. The available anomaly type examples are split into a training and test dataset. We
exclude anomaly types, one at a time, from the training set for this evaluation and move them
to the test set. The task of the models is to predict the metric series that represent the excluded
anomaly type as "unknown". Each anomaly type is excluded ten times from the training data,
while 10 %, 30 %, 50 %, and 70 % of randomly selected examples of the non-excluded anomaly
types are selected for the training dataset.

Figure 6.12: Accuracy result for predicting the "unknown" class.

We analyze the model’s ability to recognize the excluded anomalies by calculating the accu-
racy. For this, all 20 metric series examples of the excluded anomaly type are presented to the
model with the desired outcome for it to classify them as "unknown". The results are depicted
in Figure 6.12. Each of the four bars represents the accuracy value of the respective model,
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while the bars are grouped by the split percentage of used training data. The height of the bar
shows the mean accuracy, while the error whiskers are the 0.95 confidence intervals. Classify-
ing previously unseen anomaly types as "unknown" requires setting tight decision boundaries
around the decision regions. It can be seen that it is challenging for models to set tight decision
boundaries in the presence of homogeneous workload and the resulting high intra-class varia-
tions. The DTW and Euclidean distance models are yielding lower results than the GP and the
GRU models. The GP model yields constantly higher accuracy than the GRU model. When
few training examples are used, the sparsity of the decision regions allows the GRU and GP to
achieve accuracy values of 0.85 and 0.89 for the 10 % split and accuracy values of 0.81 and
0.82 for the 30 % split. For the 50 % and 70 % split, the accuracy for the GRU model decreases
to 0.75 and 0.66. The high variance indicates a dependence on the selected training examples.
The GP model’s accuracy is 0.78 and 0.68 for the 50 % and 70 % splits with a smaller variance
than the GRU model.

The augmentation that is used to train the GRU model results in a sub-sampling of the
decision region. Whether the generated samples fall into the real decision region has an effect
on how the decision boundaries are set during model training. A higher number of available
training examples results in decision regions of known classes that overlap with the unknown
class decision region with the effect of misclassifying them. It can be seen as a trade-off. More
available examples result in higher accuracy for known anomaly type classes but entail lower
accuracy values when recognizing unknown anomaly types.



Chapter 7

Integration into an AIOps Platform

This chapter is concerned with a prototypical implementation of a AIOps system that contains
our presented ReCoMe engine and the anomaly type recognition methods. It should enable
the automatic selection of operations to resolve anomalies. In the previous sections, we show
the ability of our methods to recognize symptom patterns in metric data and infer the anomaly
type. However, an anomaly symptom recognition alone cannot enable an automatic selection of
operation to resolve anomalies. It requires other methods like system component monitoring,
anomaly detection, root cause analysis, and execution of operations. These are provided by a
AIOps platform named ZerOps (short for zero-touch operation), wherein we integrate an imple-
mentation of the ReCoMe engine, which contains our anomaly symptom recognition methods.
ZerOps builds upon Bitflow, a data stream processing framework. We first describe both sys-
tems, which are published in [105] and [106]. Besides the ability to recognize symptoms and
infer anomaly types, the ReCoMe engine requires two other modules. The ingest control serves
as an interface. It manages the ingest of metric data and anomaly detection alarms, delegates the
root cause analysis task and initiates the anomaly symptom recognition. Further, it can relay the
metric data to another ReCoMe engine if no operation can be selected for the inferred anomaly
type to resolve the anomaly. It also contains the operation selection, including the interaction
with human operators. Finally, ZerOps allows flexible deployment of the AIOps modules. We
describe the concept of in-situ deployment and discuss different deployment concepts of our
ReCoMe engine. For evaluation, we deploy ZerOps in a cloud and simulated fog computing
environment and test the ability of our solution to infer anomaly types.

7.1 Bitflow and ZerOps
We implement the ReCoMe engine into the ZerOps platform. Initially proposed as a self-
stabilization pipeline for network function virtualization infrastructures [109], we develop Ze-
rOps into an AIOps platform for cloud and fog computing environments. At its core, it is based
on a data stream processing framework called Bitflow 1. The architecture of Bitflow is depicted
in Figure 7.1. At its core, it consists of a stream processing runtime and a Bitflowscript com-
piler. The runtime provides data processing operations which are referred to as operators. The
runtime enables the execution of operators, organizes the routing of the data, and provides in-
put and output interfaces. Furthermore, it manages all libraries that are required to execute the

1https://github.com/bitflow-stream/ (last access 20 May 2021)
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operators. An operator itself processes incoming data and forwards them to the next operator.
They can be combined as a directed acyclic graph (DAG). The definition and parametrization
of operators, input sources, and output sinks together with their combination to DAGs is ex-
pressed in a lightweight domain-specific language (DSL) named Bitflowscript. Such a script
can be passed to the runtime as an argument, whereupon data are read or received from defined
sources, processed by the operator of the DAG, and transmitted or provides at an output inter-
face. Thereby, the Bitflowscript compiler checks the syntax, identifies potential conflicts, and
notifies the user if defined step implementations are missing. A set of data operations, such as
filtering, normalization, and aggregation, is implemented by default. More advanced operators,
such as machine learning algorithms can be added through a plugin mechanism.

The Bitflowscript compiler and the runtime are deployed as Docker 2 containers. We refer
to a running container as a processing step. It is possible to define processing steps as input data
sources or output sinks. By doing so, the steps can be combined into a data processing pipeline.
Aside from processing steps, it is possible to define files, databases, and network endpoints as
sources and sinks.
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Figure 7.1: Bitflow data stream processing framework (adjusted from [106]).

The management of the processing steps is realized with Kubernetes 3. Kubernetes is used
for resource management, scheduling, and placement of processing steps. A Bitflow operator

2https://www.docker.com/ (last access 20 May 2021)
3https://kubernetes.io/ (last access 20 May 2021)

https://www.docker.com/
https://kubernetes.io/
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is realized with the Kubernetes operator pattern 4. Thereby, the processing steps are managed
as custom resources 5. Two resource types are defined: data input and processing step. The
coupling of data inputs and processing steps is realized via labels. It is possible to assign labels
to data inputs and processing steps and define matching rules based on these labels. The Bitflow
operator spawns the instances of the custom resources based on the defined labels and matching
rules and couples them as a data processing pipeline. Following the declarative object defini-
tion principle of Kubernetes, processing steps are defined via a customized Kubernetes object
description files (ODF) - usually in YAML or JSON format. They contain the definition of pro-
cessing steps and data sources, which are external sources like files, databases or monitoring
systems, or existing processing steps. The Kubernetes ODF also contains the default config-
uration parameters for containers, which allow to define resource and placement constraints,
adjust port and volume mappings, and many others. These configurations allow controlling
how processing steps are places and executed on worker nodes. It can be seen that such a setup
allows the definition of AIOps methods like anomaly detection, anomaly symptom recognition,
root cause analysis, or operation execution as processing steps. The connection of processing
steps enables the deployment of a closed-loop AIOps system, whereby it is possible to control
how many resources the steps are allowed to consume and how they should be placed across
the worker nodes.

The ZerOps platform is implemented around Biflow. It includes several components to re-
alize the AIOps system. The system architecture is depicted in Figure 7.2. ZerOps utilizes
the Bitflow collector, which implements interfaces to different system data sources to acquire
monitoring data from SuO components. They transform the monitoring data into a unified
Bitflow-internal format and provide them as a data source to data processing steps. Further-
more, ZerOps provides an interface to the meta-information of the SuO components, such as
the placement of virtual machines, IP addresses, or network topology. This information is re-
quired by the Bitflow operator for data processing step placement or by the operation selection
module to select operations that can be executed on a specific component. ZerOps extends
the Bitflow stream processing runtime and implements interfaces to a model repository and an
event bus. Former is used to load and store models, e.g., for anomaly detection or anomaly
symptom recognition. A version policy is implemented for models, which allows retrieving
previous model parameters. It is used to trace the models’ past decisions if parameters changes
in the meantime. Latter is a communication interface between processing steps to transmit and
receive notifications.

The Bitflow operator places and starts the data processing steps on worker nodes. The
anomaly detection, RCA, and all ReCoMe modules are implemented as data processing steps.
They receive monitoring series data and apply their analyses. The operation selection is a
special processing step. It does not process the monitoring series but operates on events. If
anomalies are detected, it expects to receive information about the anomaly type, which allows
an automatic selection of an operation. StackStorm 6 is utilized as an external operation ex-
ecutor to separate the selection of operations from their implementation. Human operators are
needed whenever an automatic operation selection cannot be made. They are required to de-

4https://kubernetes.io/docs/concepts/extend-kubernetes/operator/ (last access
20 May 2021)

5https://kubernetes.io/docs/concepts/extend-kubernetes/api-extension/
custom-resources/ (last access 20 May 2021)

6https://stackstorm.com/ (last access 20 May 2021)

https://kubernetes.io/docs/concepts/extend-kubernetes/operator/
https://kubernetes.io/docs/concepts/extend-kubernetes/api-extension/custom-resources/
https://kubernetes.io/docs/concepts/extend-kubernetes/api-extension/custom-resources/
https://stackstorm.com/
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Figure 7.2: Overview of the ZerOps platform.

fine operations and adding them into the ReCoMe operation knowledge base. For this, ZerOps
provides a human interface where these entries can be done. The ZerOps provides interfaces to
visualize metric data or analysis results via Kibana and Grafana. It provides an overview of the
states of anomalous SuO components and analysis method results to human operators.

7.2 ReCoMe Engine Implementation Details

The interaction between the modules of the ReCoMe engine is a complex and dynamic process
with interfaces to external entities. The engine receives alarms from external anomaly detection,
queries metric data of components reported to be anomalous, identifies anomaly type-specific
symptom patterns, interacts with human experts, and selects feasible operations to resolve the
anomalies. This section provides details that are important for implementing the ReCoMe
engine and its integration into ZerOps.

The ingest control module is the interface between the anomaly detection and the ReCoMe
engine. It receives N �→A and A �→N alarm messages via the event bus of ZerOps. Furthermore,
it communicates to an external RCA module whenever several SuO components are reported to
be anomalous to identify the root cause. Whenever several SuO components are reported to be
anomalous, an external RCA module is requested to identify the root cause component. Based
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on this, it selects one anomalous SuO component to be resolved by the subsequent ReCoMe
modules. First, the RC component is remediated. It requests metric data for this component
from the Bitflow collector and keeps receiving metric data samples whenever available until an
A 7→ N alarm occurs. These data are forwarded to the anomaly symptom recognition, which
should infer the anomaly type based on the observed symptom patterns. If other components
are still anomalous after the remediation of the RC, it initiated the symptom analysis for them
as well. The ingest control can be configured to delegate the anomaly symptom recognition to
another ReCoMe engine. In this case, it buffers the received metric series samples and receives
feedback messages from the operation selection module. If the "unknown" anomaly type is
inferred or if an automatically selected operation could not resolve the anomaly, the ingest
control forwards the buffered metric data to another ReCoMe engine. There, the anomaly
symptom recognition is initiated.
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Figure 7.3: ReCoMe process flow.

The internals of the symptom analysis, anomaly type inference, and operation selection
modules are explained based on the process flow diagram in Figure 7.3. The symptom analysis
receives the metric data series of an anomalous component and tries to recognize anomaly type-
specific symptom patterns. This analysis is applied whenever a metric series sample is received.
The symptom analysis results represent associations of anomaly-type symptoms within the
observed metric series with the symptom patterns from previously observed anomalies. These
symptom analysis results are sent via the event bus to the anomaly type inference module, which
applies a type inference policy. This inference policy application either results in predicting
an anomaly type from the result list or setting the anomaly type as "unknown". After that, a



96 Chapter 7. Integration into an AIOps Platform

confidence value is assigned to the selected anomaly type. The anomaly type and the confidence
value are sent via the event bus to the symptom analysis and operations selection modules.

Based on the anomaly type and meta-information about the anomalous component, the op-
eration selection module should automatically select feasible operations to resolve the ongoing
anomaly. The anomaly type and meta-information are used to query the knowledge base of
available operations. First, operation knowledge base entries that contain the received anomaly
type in their anomaly type column are selected. After that, only entries for which the com-
ponent meta-information match the defined properties in the component selector column. The
outcome is a set of feasible operations. This set can be an empty set if no matches are found.
A human operator is involved in case an empty set is encountered, who must define an opera-
tion to resolve the ongoing anomaly. Otherwise, each operation’s execution history entries are
loaded, and a preference score is calculated for each operation. It results in a set of feasible
operations descendingly sorted by their preference score. Details about the preference score
calculation are described in Subsection 7.2.1 After that, an operation should be selected from
the sorted list. Selecting a concrete operation from this set highly depends on the SuO use case
and the preferences of human experts. It is possible to propose the list as a recommendation
and leave the selection to a human expert or select the operation with the highest preference
score.

After selecting an operation, the operation selection module initiates the execution through
the external operation executor. The outcome of the execution is expected to be reported. This
outcome indicates whether the operation was successfully executed, i.e., no errors occurred
when executing the respective commands of the operation. If the remediation operation exe-
cution fails, the outcome is added to the remediation execution knowledge base, and another
operation is requested. This can involve a human expert. Note that the reported execution result
does not contain any statement whether the anomaly was successfully resolved. If the operation
execution was successful, an A 7→ N alarm is awaited. This process is coupled with a timeout.
If the executed operation cannot resolve the anomaly, an A 7→ N alarm is never received, and
the timeout occurs. This again entails storing the results in the operation execution knowledge
base, whereafter another operation is selected. If no timeout occurs, the receipt of an A 7→ N
alarm indicates the transition of the SuO component from an anomalous to a normal state. In
this case, the executed operation is assumed to successfully resolved the anomaly. The execu-
tion result is stored in the operation execution knowledge base, and respective feedback for the
symptom analysis module is generated.

The feedback message should enhance the symptom analysis for future occurrences of this
anomaly type. The content of the feedback message can be separated into three cases:

1. The predicted anomaly type is unknown. In this case, the human expert is expected to
provide an anomaly type label when an operation is compiled. This label is added to the
feedback message.

2. The predicted anomaly type is incorrect. Therefore, the selected operations will probably
not resolve the anomaly, and a human expert is notified at some point. It is expected that
the expert corrects the misprediction and defines or selects an operation to resolve the
ongoing anomaly. This information is added to the feedback message.

3. The predicted anomaly type is correct. In this case, the automatically selected operation
can resolve the ongoing anomaly. Still, it is possible to configure the operation selection
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to request a confirmation for the predicted anomaly type during the operation selection.
This information is respectively included in the feedback message.

The symptom analysis receives the feedback message and the predicted anomaly type. Based
on the information in the feedback message, it applies the label on the analyzed symptom pat-
terns and accordingly updates the knowledge base. The feedback message is only received
if the anomaly is resolved, i.e., an A 7→ N alarm is received. Therefore, the symptom analy-
sis terminates after applying the labeling of the symptom patterns and storing them into the
knowledge base. At this point, it can be invoked again by the ingest control if anomalies occur.

7.2.1 Preference Score Calculation
Based on the anomaly symptom recognition result, the operation selection module retrieves a
set of feasible operations to resolve the ongoing anomaly. It further calculates a preference score
for each operation in order to rank them. This preference score is a weighted sum of numerical
attributes that are available for each operation. The concept is show in Table 7.1. The weights
and all operations are listed as rows, while the different attributes and the preference score are
arranged as columns. Calculating the preference score vector Σ can be expressed as a matrix
multiplication

Σ = Aw, (7.1)

where A is the matrix of all attribute values from a1,1 until aN,M, w = (w1, . . . ,wM)T is the
weight vector, and Σ = (Σ1, . . . ,ΣN)

T is a vector containing all preference scores.

Table 7.1: Preference score calculation via weighted sum model.
Attribute1 Attribute2 ... AttributeM Preference Score

Weights w1 w2 ... wM

Operation1 a1,1 a1,2 ... a1,M Σ1
Operation2 a2,1 a2,2 ... a2,M Σ2

... ... ... ... ... ...
OperationN aN,1 aN,2 ... aN,M ΣN

The attributes represent the numerical properties of the operations. The respective weights
can be interpreted as the importance of the attributes. A higher weight will let the attribute
contribute more to the preference score than a lower weight. Attributes can have a negative
or a positive impact on the preference score. If a fast operation execution time should be pre-
ferred, the execution time of an operation should reduce the preference if the value increases.
A high confidence value should usually increase the preference score. Therefore, the weights
are signed. A negative sign implies a negative impact of the attribute value on the overall score,
while a positive sign represents a positive impact. We define a limited set of attributes that are
used for the preference score calculation. For this set of attributes, the user defines weights
representing the preference towards specific attributes for the preference score calculation. Hu-
man involvement is required since it highly depends on the use case which operations should
be preferred. The following attributes are defined:

1. The confidence value for the prediction anomaly type. This value is the same for all
operations.
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2. The average execution duration in seconds, based on the execution duration property of
the operation execution knowledge base.

3. The ratio of successful executions of this operation to its overall number of executions.
This value is calculated based on the "successfully executed" property of the operation
execution knowledge base.

4. The ratio of executions that successfully resolved the anomaly for this operation to its
overall number of executions. This value is calculated based on the "successfully reme-
diated anomaly" property within the operation execution knowledge base.

After calculating these attributes for each operation of the feasible set, each attribute is
respectively normalized via

ai, j =

{ ai, j−ai,min
ai,max−ai,min

, if ai,max ̸= ai,min

1 , otherwise.
(7.2)

where a j,min and a j,max are the minimum and maximum values of the respective column j.
If all attribute values are equal, we assign 1 to prevent devision by zero. The normalization
is required to make the attributes comparable. Ratios are defined between 0 and 1 while the
execution time in seconds can arbitrary grow, which would result in an unproportionally high
impact of the execution time on the preference score.

7.2.2 Integration into ZerOps
We integrate the ReCoMe engine module into ZerOps to realize the closed-loop control. The
architecture is depicted in Figure 7.4. It shows a compute node that hosts two VMs as the SuO.
All components in the diagram that are marked by the docker symbol are realized as containers.
Dotted lines are used to mark components that are not the explicit focus of this thesis but are
utilized to realize the closed-loop AIOps system. The Bitflow collector containers are deployed
on each compute node and collects runtime metrics from the compute node itself and all VMs
that it hosts. The metrics are respectively provided via endpoints as data input sources. In this
example, the Bitflow collector provides three sources for the compute node and the two VMs.
Whenever additional VMs are started on that compute nodes or if existing VMs are terminated
or migrated, it respectively adds or removes endpoints. Bitflow can provide TCP endpoints,
where a different port is used for each VM and compute node, or HTTP endpoints where the
hostname of the compute nodes or the libvirt identifier of the VMs is used as URL paths.
The collector allows configuring a buffer to store a certain amount of recent metric samples
for each endpoint. The Bitflow operator checks the collector endpoints and adjusts the metric
data processing pipeline. Due to the adding and removal of endpoints, the analysis pipelines
are accordingly adjusted. It enables ZerOps to configure the data analyses according to the
dynamics of the SuO. By utilizing the label matching configuration of the Bitflow operator, it is
possible to define a specific mapping of data sources to processing steps. It is possible to spawn
a one-to-one mapping or use a selector that connects a processing step to several data sources.
The first processing step is anomaly detection, whereby one anomaly detection processing step
is spawned for each Bitflow collector data source.

The modules of the ReCoMe engine are deployed as three containers. Due to their strong
interdependence, the symptom analysis and the anomaly type inference are deployed in the
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Figure 7.4: Closed-loop AIOps system containing the ReCoMe engine.

same container. The first module of the ReCoMe engine is the ingest control. It is configured
to receive alarms from all anomaly detection processing steps. Furthermore, it is connected
to an RCA module, requested whenever N �→ A alarms from multiple system components are
received. We deploy an ideal root cause analysis throughout our experiments that utilizes the
ground truth to identify the root cause. The ingest control initializes the automated opera-
tion selection to resolve an anomalous component. Thereby, it requests all buffered metric se-
ries samples from the respective Bitflow collector endpoint and transmits them to the anomaly
symptom recognition, which applies the symptom analysis and anomaly type inference. The
results are transmitted to the operation selection, which eventually initializes the operation ex-
ecution through the executor.

7.3 Deployment Strategies
ZerOps utilizes the Biflow operator to manage the monitoring data analysis methods as pro-
cessing steps, which are deployed as Docker containers. The execution of the processing steps
requires computational resources. We want to analyze two deployment concept variants for the
AIOps system. One possibility is to provide dedicated nodes in a data center used to run all
processing steps of the AIOps system. The second possibility is to co-locate processing steps
with the regular workload on the compute nodes.

The two deployment concept variants are depicted in Figure 7.5. Concept 1 is shown on
the left part as a set of compute nodes reserved for regular workload execution and another set
of nodes where the AIOps system is deployed. A possibility is to select a fraction of available
nodes - e.g., 5 % - for this. The advantage of this variant is that there is no interference between
regular and AIOps workload. Also, the nodes’ hard- and software specifications can be special-
ized to allow efficient and fast execution of the metric data processing steps. The disadvantage
of it is that monitoring data need to be sent from compute nodes to the dedicated AIOps node.
For a SuO that is located in a single data center, this aspect might be neglectable. However,
when considering cloud computing systems that are spread across several data centers or fog
environments, the monitoring metrics’ transmission should be reduced. Especially for the lat-
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Figure 7.5: Two deployment concept variants.

ter, a major objective is to process data near their origin to prevent transmission via a carrier
network.

Therefore, deployment concept 2 is considered. In Figure 7.5 it is depicted on the right side
as a set of compute nodes that execute both regular and AIOps workload. We refer to it as in-situ
(Latin for in place) data analysis [106]. A similar resource fraction assignment like for variant
1 can be done by reserving a fraction of available computation resources - e.g., 5 % - on each
compute node for AIOps workload execution. Under ideal assumptions, the total amount of re-
served resources for AIOps is the same for variants 1 and 2. However, variant 2 allows a natural
scaling when the system is growing. No additional dedicated AIOps nodes are required. The
reservation of computation resources can be adjusted based on the current requirements, and
unneeded resources can be utilized by regular workload. This variant is streamlined with the
computation paradigms introduced by edge and fog computing, where data should be analyzed
near the source. With variant 2, we emphasize the placement of the monitoring data analysis
steps on the compute node where the metric data are collected. Analyzing data close to their
source also entails low latencies and locality, which are essential when dealing with imminent
system component failures or when the network is unreliable between the fog and edge nodes
and the dedicated AIOps nodes. Disadvantages are the additional placement logic requirement
and the potential inference with a regular workload. A management unit that schedules the
execution of AIOps workload is needed, which is the Bitflow operator. Furthermore, it utilizes
Docker’s ability to limit access to specific resources. Docker realizes the resource limitation via
the "cgroups" feature of the Linux kernel [160]. Although it is possible to limit the utilization
of CPU, memory, disk, and network resources for container processes, the executed workload
and AIOps analysis processes still have inferences in the deeper parts of the system due to
scheduling, the different CPU caching layers, and many others.

A mixture of both variants is possible. Whether analysis steps can be in-situ executed de-
pends on their computational resource requirements. Processes requiring much memory (e.g.,
due to many model parameters) or executing complex CPU-intensive calculations might not fit
the reserved fraction of computation resources. If metric data from several remote sources must
be sent to a single processing step, an in-situ approach is also not ideal. Therefore, we suggest
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a mixed deployment concept to benefit from the advantages of both variants while mitigating
the respective disadvantages. Analysis steps can be deployed in-situ if

1. their resource requirements comply with the reserved fraction on the node where it should
be placed, and

2. they do not require metric data from components located outside of the node on which
they are placed.

The former is a hard requirement, while the latter can be relaxed by moving AIOps analysis
steps as close as possible to the data sources.

As presented in Subsection 7.2.2, the closed-loop control consists of different analysis steps.
This modular design allows deploying steps either in-situ or on dedicated AIOps nodes. In the
following, we present two deployment concept of our AIOps system. Both are depicted in
Figure 7.6. As an example, we assume two compute nodes that are hosting virtual machines.
Figure 7.6a and Figure 7.6b show two possible distributions of the processing steps between
the reserved fraction of resources for in-situ analysis and a dedicated AIOps node. Note that the
ReCoMe engine analysis steps are represented as a grouped ReCoMe entity in the diagrams,
but indeed are three separate processing steps.

In Figure 7.6a, the Bitflow collector and the anomaly detection analysis step are deployed
in-situ. Thereby, the metric data of the respective node and the individual VMs are observed
and analyzed by the anomaly detection. Thereby, the anomaly detection can be interpreted as
a filter. It does not raise alarms for normal component states, and monitoring data are not sent
beyond the compute node. Since anomalies are expected to occur infrequently, this is the case
for most of the collected metric data volume. Therefore, this deployment reduces the overhead
caused by transmitting monitoring data to a central AIOps node. If the anomaly detection raises
alarms, the ingest control of the ReCoMe engine requests a fraction of recent monitoring data
of the anomalous SuO component. At the end of ReCeMe’s process of analyzing metric data,
an operation execution is eventually initialized. The operation execution module remotely ex-
ecuted the operation on the respective components. This variant assumes a reliable network
connection between the compute nodes and the AIOps node. The transmission of data to the
AIOps node and the remote operation execution might not be possible if the network connec-
tivity is causing the anomaly. System components that are geographically distributed, as is the
case in fog and edge computing, require options to resolve anomalies even if the network is
unreliable.

In Figure 7.6b, the whole AIOps system is deployed in-situ. This enables autonomy for
the respective compute nodes and must not rely on the network between workload and AIOps
nodes. Considering a geographic distribution of nodes, the in-situ deployment of the whole
AIOps system reduces the latency. A fast local reaction to detected anomalies is possible. The
biggest challenge of this deployment concept is the aspect of limited resource availability. It
demands a high resource efficiency from the utilized monitoring, anomaly detection, and Re-
CoMe processing steps. This requirement effectively excludes the utilization of complex mod-
els. Since anomaly detection is analyzing all monitoring data, this is a common assumption
for anomaly detection models[177, 210, 212, 234, 243]. However, a strict resource limitation
is challenging, especially for the anomaly symptom recognition of the ReCoMe engine, which
should analyze metric series and identify anomaly types based on symptom patterns. Further-
more, anomalies can throttle the internal processes of a compute node. An over-utilization of
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(a) Deployment concept 1: The ReCoMe engine is deployed on a dedicated AIOps node.
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(b) Deployment concept 2: Two ReCoMe engines are deployed in-situ and on a dedicated
AIOps node.

Figure 7.6: Two deployment concepts.

available computation resources is an example. Due to the potential internal unresponsiveness,
operation execution from external nodes must be done to resolve the anomaly. Based on these
considerations, we propose a fall-back strategy. Another ReCoMe engine instance, together
with an operation execution module, is located on a dedicated AIOps node. Whenever the
anomaly symptom recognition cannot be done via a resource-efficient local model, the problem
is delegated to the ReCoMe engine running on the AIOps node. There, it is possible to em-
ploy models of higher complexity to perform the pattern analysis. Furthermore, the operation
execution module can execute remediation operations if a compute node cannot perform the re-
mediation locally. This also enables the handling of propagating anomalies, where components
beyond one compute node are affected, by relaying the responsibility to the ReCoMe engine
running on the dedicated AIOps node.

The effect and intensity of advantages and disadvantages of both deployment concepts
highly depend on the use case and the employed AIOps analysis step implementations. With
the proposed design, we aim to allow a flexible and modular AIOps system setup.
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7.4 Evaluation

We conduct experiments to evaluate the AIOps system containing our ReCoMe engine. There-
fore, we first analyze the runtime of the two anomaly symptom recognition methods to infer
implications for analysis step placement. It should be investigated which data processing can
be executed in-situ. After that, we describe the experimental design for deployment concept
testing. The evaluation environment is extended to allow a simulation of fog environments.
Thereby, the compute nodes are separated into groups that represent fog and cloud computing
environments. Anomaly injection experiments are conducted there. We test the AIOps sys-
tem by applying the two deployment concepts on the cloud and fog computing environments
and observe the system’s ability to automatically infer anomaly types and automatically select
operations to resolve the anomaly.

7.4.1 Runtime Evaluation

The deployment concepts of the AIOps analysis steps highly depend on their runtime efficiency.
We consider two phases when investigating the analysis step runtime: the training and predic-
tion phase. During training, all available anomaly metric series are used to set up the model.
This is either done by the density grid transformation for the density grid pattern model or
by tuning the GRU RNN model parameters. After that, the model can be employed for pre-
diction, where incoming series are searched for symptom patterns to infer the anomaly type.
We conduct runtime measurements for both models during the training and prediction phase.
Throughout all measurements, the datasets from the experiments described in Subsection 5.4.2
and Subsection 6.4.1 are used.

Both anomaly symptom recognition methods and the metric series augmentation are im-
plemented in Python 7. During our experiments, Python version 3.7.6 8 is used. The density
grid model is a custom implementation. The GRU RNN is realized with PyTorch version
1.7.0 [183]. For the metric series augmentation the libraries statsmodels version 0.12.1 9,
tslearn version 0.5.0.2 10, and recombinator version 0.0.5 11 are used. All model parameters
are set as defined in Chapter 5 and Chapter 6. The time measurement is realized via a perfor-
mance counter. Since the symptom pattern recognition methods are implemented in Python,
Python’s perf_counter is used. It returns a value in fractional seconds of the operating system’s
internal clock. Thereby, the time value reference is not defined, which means that the differ-
ence between the return values of two perf_counter function calls must be calculated to acquire
a valid duration 12.

First, we measure the time that is needed to set up the respective prediction model. The
measurements are performed based on 14 available training examples (corresponds to a 70 %
split) for each component and anomaly type. There are nine components (the compute nodes,
six Clearwarter, and two video on demand services) and eight anomaly types. A model is

7https://www.python.org/ (last access 25 May 2021)
8https://www.python.org/downloads/release/python-376/ (last access 25 May 2021)
9https://www.statsmodels.org/v0.12.1/ (last access 25 May 2021)

10https://github.com/tslearn-team/tslearn/ (last access 25 May 2021)
11https://github.com/InvestmentSystems/recombinator (last access 25 May 2021)
12https://docs.python.org/3/library/time.html#time.perf_counter (last access 25

May 2021)

https://www.python.org/
https://www.python.org/downloads/release/python-376/
https://www.statsmodels.org/v0.12.1/
https://github.com/tslearn-team/tslearn/
https://github.com/InvestmentSystems/recombinator
https://docs.python.org/3/library/time.html#time.perf_counter
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Table 7.2: Runtime results of metric data processing steps during the training phase.

Data Processing Step Time in [s]
Median Mean Standard deviation

Density Grid Pattern Model
Grid Transformation 1.94 1.24 0.11

Metric Data Augmentation 1854.24 1903.98 134.65
GRU Model trained on CPU 7639.37 7621.45 240.29
GRU Model trained on GPU 1549.97 1548.63 11.28

trained for each component to distinguish the eight anomaly types. We measure the time until
all models are trained. The training of each model is executed sequentially. While the grid
transformation is performed on a regular cluster node, we measure the time to train a GRU
model on a cluster node’s CPU and a GPU of an AIOps node. Furthermore, the GRU model
is trained based on augmented anomaly type examples. Thus, the time needed to generate 500
augmented examples is measured as well. Each of the four data processing steps is executed
ten times and we calculate the mean, median, and standard deviation in seconds. The results are
listed in Table 7.2. As expected, the training of the GRU model requires significantly more time
than the grid transformation. The difference lies within three orders of magnitude. Our density
grid model requires 1.24 seconds to process all available anomaly training examples. The GRU
model is trained for 300 epochs, which is the number of iterations over the available training
examples. It requires approximately 2 hours to train it on a CPU and 25 minutes on a GPU.
Furthermore, it takes approximately 30 minutes to generate 500 augmented training examples.
Depending on the availability of computational resources, the augmentation and model training
can be executed in parallel with an initial offset for the training to generate the first batch of
examples. Notably, the standard deviation for the GRU training on the GPU is smaller than
the one for CPU training. This difference is explained by the fact that the GPU is exclusively
reserved for model training calculations. The CPU, on the other hand, is concurrently accessed
by all running processes (at least the operating system and the docker container management)
that are running beside the model training process.

Table 7.3: Runtime results of metric data processing steps during the prediction phase.

Data Processing Step Time in [ms]
Median Mean Standard deviation

Density Grid Pattern Model
Grid Transformation 11.00 11.77 4.34

Density Grid Pattern Model
Grid Pattern Comparison 3.70 11.41 -

GRU Model on CPU 8209.73 8312.97 326.16
GRU Model on GPU 9690.13 9686.75 80.93

Second, we investigate the prediction time. Thereby, the time a model needs to process one
metric series and predict the anomaly type is measured. Again, the models are trained on 14
available examples of each anomaly type (corresponds to a 70 % split) for every component.
After that, the remaining six examples are used for prediction. Each example is processed ten
times resulting in 60 measurements for each anomaly and component. The density grid model
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predictions are executed on the CPU of a regular cluster node. Thereby, the series is first trans-
formed into a density grid and eventually compared to the available density grids to calculate
the similarities. We respectively measure the time for both data processing steps. For the over-
all prediction time, they need to be added. The prediction time of the GRU model is measured
when executed on a CPU of a regular cluster node and a GPU of an AIOps node. Thereby, no
sample batching is done. Every sample is processed individually. No metric series augmenta-
tion is applied during the prediction phase. The results are listed in Table 7.3. Note that the
mean, median, and standard deviation are calculated in milliseconds. The prediction time of the
GRU model is two orders of magnitude higher than the density grid prediction time. The mean
time for the grid transformation of a single series is 11.77 milliseconds. For the grid pattern
comparison, a mean time of 11.41 milliseconds is required, resulting in 23.18 milliseconds for
density grid model prediction time. The mean prediction time for the GRU model on CPU and
GPU is 8.2 and 9.7 seconds. The faster prediction on the CPU can be explained by the missing
sample batching. Transferring each sample to GPU and back results in additional overhead and
is eventually reflected in a longer prediction time for an anomaly series. The effect regarding
the higher standard deviation on the CPU compared to GPU can be observed again. The grid
pattern comparison times are heavily skewed, as indicated by the difference between the mean
and median. The calculated standard deviation is 23.79 milliseconds, resulting in negative time
values if we assume a normal distribution. Therefore, we further investigate the reason for the
skew.

Figure 7.7: Runtime results of density grid comparison for each anomaly type.

We analyze the grid pattern comparison runtime depending on the anomaly type, which is
visualized in Figure 7.7. The x-axis depicts all eight anomaly types. The blue bars represent
the measured runtime values for the density grid comparison, while the orange bars show the
density grid sizes, which is the number of non-zero cells in the density grid pattern. The left
and right y-axes are scaled to show the values of the blue and orange bars, respectively. A 0.95
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confidence interval is shown as error bars on top of each bar. A high difference in the runtime
values between anomaly types can be observed. Calculating the grid similarities for the CPU
overutilization anomaly requires a mean value of 0.47 milliseconds, while the calculation for
the disk IO anomaly takes a mean runtime of 52.9 milliseconds. These high differences cause
the skewness of the distribution if collectively considering all anomaly types. We further inves-
tigate the relationship between the density grid size and the density grid comparison runtime,
revealing a Pearson correlation coefficient of 0.97. Therefore, a high correlation between the
amount of non-zero grid cells and the grid pattern comparison runtime exists. This complies
with the theoretical runtime analysis of the density grid model from Subsection 5.1.3. Anoma-
lies that affect multiple computation resources and cause high variation result in higher numbers
of non-zero grid cells, leading to higher grid pattern comparison runtimes.

The runtime analysis result has implications regarding the placement of the anomaly symp-
tom recognition methods. The GRU model has a high computation resource requirement for the
training phase. We argue that an in-situ execution of GRU model training, where the availability
of computing resources is further limited, is not feasible. They should be trained on dedicated
nodes. Furthermore, the time that is needed to train such models poses a limitation for frequent
retraining. Thereby, a trade-off must be made between incorporating recent information and the
high resource utilization during training. The runtime for the density grid model’s training and
prediction is several orders of magnitude lower compared to the GRU model. Consequently,
the density grid model training of and prediction can be executed in-situ due to its efficiency.

7.4.2 Experimental Environment
We utilize the evaluation environment describe in Section 5.3 but adjust it to simulate the prop-
erties of a fog computing system. Furthermore, we add one node to the system equipped with
graphics processing unit (GPU) hardware to accelerate the RNN model training. The hardware
specifications of this node can be found in Table 7.4. We refer to it as GPU node.

Table 7.4: Hardware specifications of compute node for RNN model training.

Resource Type Specification Quantity
Processor Intel Xeon Silver 4208 2.1GHz 8 Cores 1

Graphical Processor Unit NVIDIA Quadro RTX 5000 16GB GDDR6 2
Main Memory DDR4 16GB 2400MHz 6

Storage Micron 2200 M.2 NVMe 1TB 3GB/s 2
Network Intel X550 10GBit Ethernet Controller 2

The experiment is conducted on 17 commodity cluster nodes and one GPU node. We deploy
OpenStack Stein13 as a cloud resource management system on 12 nodes. Three of them are
load balanced with haproxy 14 and used as OpenStack network and controller hosts, while nine
compute nodes host the virtual machines. Two AIOps system nodes are reserved for running
the ZerOps platform services exclusively. One of them is a regular commodity cluster node,
while the other is the GPU node. Three nodes contain the processes that simulate client access,
and one is used as a host for the anomaly injection controller.

13https://releases.openstack.org/stein (last access 06 May 2021)
14http://www.haproxy.org/ (last access 30 May 2021)

https://releases.openstack.org/stein
http://www.haproxy.org/


7.4. Evaluation 107

Since the nodes are located in a LAN, connected via a maximum of three hops over
switches, they do not meet the requirement of a fog environment. We utilize the traffic shaping
tool tcconfig 15 which allows configuring a limited bandwidth, unreliable network, or increased
latency between arbitrary endpoints. The tool is used to configure latencies between nodes to
simulate a fog-like environment. The setup is depicted in Figure 7.8. A cloud environment
group with five compute nodes and two fog environment groups consisting of respectively two
compute nodes provide the computational resources. OpenStack’s host aggregate and availabil-
ity zone functionalities are used to realize the compute node grouping 16. All outgoing packets
of respective groups are delayed to simulate geographical distance. It results in an increased
latency between the respective node groups. The packet delay is only applied between compute
nodes of different groups but not between nodes of the same group. The delay is set to 100 ms
between the client nodes and the fog groups and 150 ms between the client nodes and the cloud
group. Furthermore, a delay of 50 ms is configured between the two fog groups and between
the fog groups and the cloud group. The cloud group contains the OpenStack controller and
network and the AIOps nodes.

Clients

Fog Fog

100 ms 100 ms

50 ms50 ms

50 ms

150 ms

Cloud

Compute node

AIOps node

Figure 7.8: Simulated fog environment.

Both service use cases are deployed on the available compute nodes. For Clearwater, we

15https://github.com/thombashi/tcconfig (last access 22 May 2021)
16https://docs.openstack.org/nova/latest/admin/availability-zones.html (last

access 22 May 2021)

https://github.com/thombashi/tcconfig
https://docs.openstack.org/nova/latest/admin/availability-zones.html
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deploy the bono VMs within each fog group on respectively one compute node. All other
Clearwater service VMs are deployed on the compute nodes within the cloud. The numbers of
Clearwater service VMs are listed in Table 7.5. For the video on demand, two load balancer
VMs and one video server VM are deployed on the other compute node within each fog group.
Furthermore, three video servers are deployed on the compute nodes of the cloud group. The
Clearwater VMs are provided with one virtual CPU, 2GB RAM, and 40GB disk space, while
video on demand VMs run with two virtual CPUs, 4GB RAM, and 80GB disk space. All VMs
operate with Ubuntu 16.04.3 LTS under Linux kernel version 4.4.0-128-generic. Two SIPp
processes are executed on one node of the client group to generate load against Clearwater.
They are configured to generate between 300 and 500 user registrations and call initiations
every second. The other two nodes of the client group execute two video client simulation
processes that simulate between 30 to 50 video requesting users. After finishing a video stream,
a simulated user waits for 10 seconds to 5 minutes to select the next video. The video and its
resolution were randomly selected. The monitoring agents are configured to collect system
metric data at a frequency of 1Hz. All metrics that were collected throughout the experiment
are listed in Table 7.6. The metrics are measured either in bytes, percent %, or a counting value
#.

Table 7.5: Number of VMs for each Clearwater service.
Component bono sprout homer homestead chronos cassandra astaire

Num. of VMs 4 4 2 2 3 3 3

Table 7.6: Metrics that are monitored during the experiment.
Resource Metrics Unit

CPU cpu utilization %
Memory allocated memory %

Disk

written data bytes
read data bytes

I/O operations #
used disk volume %

Network

rx volume bytes
tx volume bytes
rx packets #
tx packets #

In this experiment, the AIOps closed-loop control should be evaluated. We want to test
the system’s ability to recognize anomaly types automatically select operations to resolve the
anomaly. Therefore anomalies were injected into the VMs and compute nodes. A list of injected
anomalies with their parametrization is listed in Table 7.7. Every anomaly was injected 15
times into each Clearwater and video on demand service (i.e., bono, sprout, or video server)
respectively for each group. Furthermore, they were injected respectively 15 times into the three
compute node groups. The duration of every injection was set to three minutes, after which one
minute recovery period without injections was defined. The experiment has an initial 2 hour
period without injections, resulting in an overall experiment duration of 80 hours.
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Table 7.7: Description and parametrization of anomalies.
Description

Anomaly Clearwater VMs VoD VMs Compute Nodes
CPU overutilization Utilize all cores at 90 - 100%.

CPU hogging
Step-wise increase the CPU utilization. Increase by 1 %

every second until 100 %.

Memory leak
Step-wise allocate memory. x MB every y seconds until z MB.
x=4, y=1, z=600 x=6, y=1, z=1000 x=20, y=1, z=3000

Memory overutilization
Allocate x MB of memory.

x=600 x=1000 x=3000
Disk IO Start 3 processes that write / read data to / from disk.

Network Overutilization Repeatedly start downloading a large file from the internet.

ZerOps utilizes the Bitflow operator to connect metric data sources and processing steps into
a closed-loop AIOps system. We deploy OpenStack and the service use cases, run the anomaly
injection experiment and store the metric data locally on the respective compute nodes. The
data storage is done to prevent a repeated execution of the experiment Thereby, the origin
(respective VM or the compute node) of the metric data is preserved by storing the metric data
into separate files. After that, we remove OpenStack and deploy Kubernetes version 1.19 17

and ZerOps, whereby the compute and AIOps nodes are defined as Kubernetes worker nodes.
We provide 10 % of the available computation resources in each compute node for the AIOps
processes. No resource limitations are applied on the AIOps nodes. The Biflow collector
is configured to read the locally stored files and provide metric data endpoints. It buffers 45
metric samples, which can be requested by the ReCoMe engine’s ingest control if an anomaly is
detected. Throughout our experiments, we use an ideal anomaly detection based on the ground
truth.

7.4.3 AIOps in Cloud Environments

The cloud group represents the compute nodes that are located in the same data center. Car-
rier networks are not involved when data samples are transmitted between the compute and
AIOps nodes. Therefore, we utilize deployment concept 1, whereby the Bitflow collector and
anomaly detection containers are deployed in-situ, while the ReCoMe engine and the operation
executor are located on a AIOps node. The Bitflow collector is configured to read the metric
data files at a frequency of 1Hz, the original sampling frequency when the data were collected.
For comparison, two ReCoMe engines are deployed respectively utilizing the density grid and
GRU models for anomaly symptom recognition. The engines are deployed separately on the
two available AIOps nodes. Whenever anomalies are detected, the ingest control requests the
buffered samples from the Bitflow collector and forwards them to the anomaly symptom recog-
nition. The GP anomaly symptom recognition is updating its symptom pattern knowledge base
after each observed anomaly. Since the retraining of the GRU model requires more time and
computational overhead, we employ retraining after observing each anomaly type 4, 8, and 12
times. The GRU model is using all recorded metrics while the grid pattern model utilizes a

17https://v1-19.docs.kubernetes.io/ (last access 22 May 2021)

https://v1-19.docs.kubernetes.io/
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partly aggregated subset of the collected metric data, which are: CPU utilization in percent, a
fraction of allocated memory in percent, the sum of disk read and write data volume in bytes,
and the sum of rx and tx network traffic volume in bytes. We assume an empty knowledge
base in the beginning and thus, consider the cold start problem. After the anomaly type is pre-
dicted, the results are sent to the operation selection. In this experiment, we assume a single
operation for each anomaly type to resolve it. If the correct anomaly type is predicted, the op-
eration selection chooses the respective operation and sends this information to the operation
executor. The executor holds the ground truth, compares it with the selected operation, and
sends respective feedback to the operation selection. If the "unknown" type is predicted, no
operation is selected. The operation selection module logs the amount of "unknown" anomaly
type predictions, correct and incorrect operation selections.

(a) Grid pattern anomaly symptom recognition model.

(b) GRU anomaly symptom recognition model.

Figure 7.9: Mispredictions results for the ReCoMe engine using the two different anomaly symptom recognition
models.

First, we evaluate the number of mispredictions and "unknown" predictions depending on
the amount of occurred examples per anomaly type. The results are depicted in Figure 7.9,
whereby Figure 7.9a shows the results for the ReCoMe engine with the density grid anomaly
symptom recognition and Figure 7.9b contains the results of the ReCoMe engine with the GRU
anomaly symptom recognition. The x-axis represents the injection number. Each tick means
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that all six anomaly types were injected for the respective amount. The y-axis depicts the
amount of mispredicted examples (orange line), "unknown" predictions (green line), and the
sum of both (blue line). Five Clearwater, one video on demand, and the compute nodes result
in seven injection targets for the six anomaly types, resulting in 42 injected anomalies per x-
axis tick. The plot shows for how many of these 42 injections, operations could not be selected
automatically due to an unsuccessful anomaly symptom recognition. Therefore, the blue line
can be interpreted as the amount of human involvement. The orange line represents incorrect
operation selection while the green line shows human involvement due to false recognition of
known anomaly type as "unknown".

The injection number starts at 1, which means that the knowledge base is empty, i.e., repre-
senting the cold start problem. Thereby, the anomaly type inference receives an empty result list
from symptom analysis and sets the predicted anomaly type as "unknown". Therefore, all 42
injected anomalies are predicted as "unknown". The grid pattern model is updated after every
anomaly is received once, resulting in an ability to predict anomaly types at the second injec-
tion number already. For the second, third, and fourth injection, the mispredictions drop to 30,
21, and 16 whereof 25, 16, 7 are predicted as "unknown". The first training of the GRU model
is applied after the fourth injection. Until then, all anomaly types are predicted as "unknown",
which represents the requirement of human experts to handle these anomalies and thereby cre-
ate a training dataset for the model. The employment of the first trained model can be seen as
a drop in the overall misprediction curve. The trained model is used until injection number 8,
resulting in between 11 and 18 overall mispredictions, whereof between 8 and 9 are predicted
as "unknown". In comparison to that, the grid pattern model’s predictions between injection
numbers 5 and 8 are ranging between 12 and 16 with between 5 and 7 "unknown" predictions.
Another GRU retraining is done after injection number 8, again resulting in a misprediction
drop. Between injection numbers 9 and 12, they range from 2 to 4, compared to 3 to 9 mispre-
dictions of the density grid model. The final retraining of the GRU model is employed after the
12th injection number, whereafter only one misprediction occurs between injection numbers 13
and 15. The number of mispredictions saturate for the density grid model and remains between
3 and 7 mispredictions.

It can be observed that the GRU model requires a more extended warm-up period. The
training after the fourth injection number renders it incapable of performing predictions prior
to that. Contrary to that, the fast knowledge base update of the grid pattern model allows it to be
employed for prediction after the very first occurrences of anomalies. After the fourth injection
number, both models yield a similar misprediction amount. After the eighth injection number,
the GRU model outperforms that density grid model. The GRU model’s ability to capture
complex sequential dependencies in the monitoring data requires more training to come into
effect but allows the model to improve and yield one misprediction after the last retraining. The
density grid model’s fast knowledge base extension allows it to outperform it with few available
training examples. However, its limitations cause a saturation after the 11th injection number
preventing it to improve further.

Next, we investigate the distribution of the mispredictions across the different components.
In this experiment, five Clearwater services and the video servers are deployed on VMs run-
ning on cloud group compute nodes. The results are depicted in Figure 7.10, where Figure 7.10a
shows the grid pattern and Figure 7.10b the GRU model results. We aggregate the mispredic-
tions over ranges of three injection numbers and group the bars based on these ranges. Each bar
represents a service (the five Clearwater services and the video server) or the compute nodes of
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(a) Grid pattern anomaly symptom recognition model.

(b) GRU anomaly symptom recognition model.

Figure 7.10: Distribution of the mispredictions across the different components for the two anomaly symptom
recognition models.

the cloud group. No distinction between mispredictions and "unknown" predictions is made.
Note that the bono and load balancer services are deployed on the fog compute nodes and are
not represented here. Six anomalies are injected on each of the components represented by a
bar. The aggregation over three injection numbers results in a maximum bar height of 18.

For the GRU model, the 18 mispredictions at the 1-3 range are due to the first training
of the model after the fourth injection number. For the grid pattern model, it can be seen
that it performs better on Clearwater services. This is generally the case also for the higher
injection ranges. The same effect can be observed for the GRU model. Clearwater employs a
microservice architecture with a comparably fine-grained separation of responsibilities across
the different services. This decoupling results in an overall homogeneous workload and reduces
the complexity of the observed anomaly type-specific symptoms. More precisely, the intra-type
variation for Clearwater services is smaller than for components that execute heterogeneous
workload, such as the compute nodes hosting VMs with different services deployed within. The
recognition of anomaly types injected on the video servers is increasingly difficult. The video
server reads the locally stored video data, applies the encoding and buffering, and transmits
them via the load balancer to the requesting client. Different videos and resolutions result in
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a broader workload spectrum and increase the intra-type variation of anomaly type symptoms.
In most of the depicted injection number ranges, this results in higher misprediction amounts
than the Clearwater services. The compute nodes represent the highest workload variation.
They host different VMs, and the co-location of the VMs differs between the compute nodes,
resulting in the parallel execution of different workloads. Due to the high intra-type variation
of anomaly symptoms, it is hard for models to assign observed symptom patterns to anomaly
types. It requires more examples of each anomaly type to improve the prediction performance
and achieve lower numbers of mispredictions. Even after observing more than ten examples of
each anomaly type, the density grid model mispredicts between 6 and 7 examples for the last
two ranges. In contrast to that, the GRU model mispredicts only one injected anomaly example
in the 12-15 injection number range.

(a) Grid pattern anomaly symptom recognition model. (b) GRU anomaly symptom recognition model.

Figure 7.11: Percentage of cases for which an operation can be automatically selected.

The amount of correctly predicted anomaly types can be interpreted as the number of cases
where operations can be automatically selected to resolve the ongoing anomaly. Therefore, we
calculated the percentage of cases where the anomaly symptom recognition correctly predicts
the anomaly type. The results are depicted in Figure 7.11. Again we distinguish between the
grid pattern model in Figure 7.11a and the GRU model in Figure 7.11b. The x-axis shows
injection number ranges, whereby the correct and incorrect predictions were aggregated over
three injection numbers. The plots show results respectively for the compute nodes, the video
on demand, and the Clearwater services. Note that five Clearwater services exist. Compared to
one video on demand and the compute nodes as injection targets, the Clearwater services have
a higher impact on the overall result. Assuming that a correct anomaly type prediction allows a
selection of operations automatically, we refer to the ratio of correctly predicted anomaly types
to the overall occurred anomaly types as the automation ratio, which is presented in percent.

For the grid pattern model, it can be seen that the homogeneous workload of the Clearwater
services enables a correct recognition of anomaly types if few examples are available. This
yields a early overall automation ratio of 26 %, which further increases to 66 %, 76 %, 87 %,
and 89 %. For the Clearwater services, the grid pattern model can achieve an automation ratio
of 94 %, while the ratio for the compute nodes reaches a maximum of 67 %. Since the GRU
model is trained after the fourth injection number, its automation ratio remains at 0 % for the
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1-3 range. After that, it achieves comparable results to the grid pattern model of 75 % for the
injection range 6-9 and outperforms it for the ranges 9-12 (92 %) and 12-15 (99 %). Again it
can be seen that the grid pattern model yields better results when having few training examples
available. The GRU model requires more examples to meet the early automation ratio results
of the grid pattern model. With the increasing availability of training examples, it can achieve
a higher automation ratio, eventually reaching 99%.

7.4.4 AIOps in Fog Environments

In the following experiments, the services that are deployed on the fog group nodes are eval-
uated. These are the Clearwater bono service, the video on demand balancer and video server
services, and the compute nodes of the two fog groups. Note that each anomaly was injected
15 times into the services and the compute nodes respectively for each fog group. We assume a
geographic distance between the compute nodes of the fog groups and between the fog groups
and the cloud group. Furthermore, we expect the fog environment to have a limited amount of
computation resources available, reflected in the two compute nodes per fog group. In a fog
environment, it is infeasible to separate a whole compute node for AIOps. Also, the monitoring
data should be processed at their origin to reduce monitoring data transfer via the carrier net-
work. Therefore, we utilize the deployment concept 2, whereby the Bitflow collector, anomaly
detection, ReCoMe engine, and operation executor are deployed in-situ. An in-situ deployed
AIOps system must realize the data analysis with a limited amount of resources, which is why
the grid pattern anomaly symptom recognition is used. Due to the limitations of grid pattern
anomaly symptom recognition to recognize complex patterns in the monitoring data series, we
also deploy a ReCoMe engine and an operation executor on one AIOps node in the cloud. The
GRU anomaly symptom recognition is used there.

Matching anomaly types is realized as a two-step approach. First, the Bitflow collector is
configured to read the metric data files at a frequency of 1Hz. Whenever anomalies are detected,
the in-situ ingest control requests the buffered samples from the Bitflow collector and forwards
them to the in-situ anomaly symptom recognition. The recognition results are forwarded to the
in-situ operation selection module, which assumes a single operation for each anomaly type to
resolve it. If the correct anomaly type is predicted, the operation selection chooses the respec-
tive operation and sends this information to the in-situ operation executor. The executor holds
the ground truth, compares it with the selected operation, and sends respective feedback to the
operation selection. If the anomaly is reported to be resolved, i.e., the correct anomaly type was
predicted, the anomaly is assumed to be resolved locally. If the feedback states that an incorrect
operation was chosen or if the anomaly type is predicted to be "unknown", a message to the
in-situ ingest control is sent, transmitting all metric samples that it received until this point to
the ingest control deployed on the remote AIOps node. The remote ingest control initializes the
anomaly symptom recognition on the AIOps nodes. The GRU model is used, which we respec-
tively retrain after each anomaly was observed 4, 8, and 12 times. The in-situ ingest control is
configured to preprocess the metrics as a partly aggregated subset of the collected metric data,
which are: CPU utilization in percent, a fraction of allocated memory in percent, the sum of
disk read and write data volume in bytes, and the sum of rx and tx network traffic volume in
bytes. However, it maintains the original metrics to eventually forward them to the remote in-
gest control, utilizing all recorded metrics. An empty knowledge base is assumed initially, and
thus, the cold start problem is considered. The metric data of observed anomaly type examples
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are expected to be available for training both the in-situ and remote anomaly symptom recogni-
tion models. The in-situ and remote operation selection modules log the amount of "unknown"
anomaly type predictions, correct and incorrect operation selections.

(a) In-situ anomaly symptom recognition.

(b) In-situ and remote cloud anomaly symptom recognition.

Figure 7.12: Mispredictions results for the ReCoMe engine using either only the in-situ deployment or the in-situ
on combination with a remote deployment.

First, we examine the anomaly symptom recognition performance of the AIOps system.
Thereby, it is investigated whether the anomaly type can be predicted locally or in combination
with a ReCoMe engine deployed on a dedicated AIOps node in the cloud. The results are de-
picted in Figure 7.12. Figure 7.12a shows the results for the in-situ executed anomaly symptom
recognition while Figure 7.9b represents the combined anomaly symptom recognition. The
x-axis represents the injection number, and the y-axis depicts the amount of mispredicted ex-
amples (orange line), "unknown" predictions (green line), and the sum of both (blue line). The
two fog groups, each containing the bono, load balancer, and video server services together
with the compute nodes, result in eight injection targets. The injection of all six anomaly types
into each target results in 48 injections, which is the maximum number of mispredictions for
each injection number. The plot shows for how many of these 48 injections the correct anomaly
type is predicted. The upper plot shows the result of the in-situ anomaly symptom recognition
only, while the lower plot shows the combined results for in-situ and remote anomaly symptom
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recognition.
The GRU models are retrained after 4, 8, and 12 examples of each anomaly type are avail-

able. Since two fog groups exist, the examples are respectively available at injection numbers 2,
4, and 6. For the in-situ density grid model, the knowledge base is extended after each injection
number. Therefore, the first injection number yields 48 in-situ and remote cloud "unknown"
predictions. After that, the available examples enable the in-situ anomaly symptom recognition
to reduce the mispredictions to 42. Relaying these 42 examples to the GRU anomaly symptom
recognition result is 42 "unknown" predictions since the model is not trained yet. For injection
numbers 3 and 4, the in-situ anomaly symptom recognition mispredicts 36 and 24 examples.
Since the GRU model was trained on four anomaly type examples from both fog groups, it can
reduce the misprediction numbers to 9, and 5 whereof 8 and 4 were predicted as "unknown".
The subsequent retraining of the GRU model is executed after injection number 4. For injection
numbers 5 and 6, the in-situ anomaly symptom recognition mispredicts 19 examples, which are
reduced to 3 and 1 after the remote anomaly symptom recognition is employed. The in-situ
density grid model constantly reduces its mispredictions with additionally available training
examples. It reaches overall misprediction numbers of 10, 7, and 4 for injection numbers 9, 12,
and 15. The final GRU retraining is done after injection number 6. After that, it mispredicts
one example at injection numbers 7 and 13.

Figure 7.13: Percentage of cases for which an operation can be automatically selected distinguished by pure in-situ
and in-situ combined with a AIOps cloud deployment.

Furthermore, we analyze the ability of the two ReCoMe engines to select an operation to re-
solve anomalies automatically. The automation is possible if the anomaly symptom recognition
predicts a correct anomaly type. For the in-situ ReCoMe engine, this means that an anomaly
type can be resolved locally. Remote access is not required, and monitoring data must not
be sent immediately to a central cloud system. The ReCoMe engine deployed on a dedicated
AIOps node in the cloud is a complex model that is considered a fall-back and utilized when-
ever a local resolving is not possible. Therefore, we interpret the amount of correctly predicted
anomaly types as the automation ratio and compare this percentage value for the in-situ AIOps
system and the combination of the in-situ and remote AIOps systems. The results are depicted
in Figure 7.13. The x-axis shows injection number ranges, whereby the correct and incorrect
predictions were aggregated over three injection numbers. The automation ratio is shown on the
y-axis and represents the percentage of correctly predicted anomaly types. The blue line shows
the results for local automation, which means the ratio of correct predictions done by the in-situ
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deployed anomaly symptom recognition. The orange line shows the automation ratio for both
the in-situ and remote AIOps anomaly symptom recognition. Whenever the in-situ anomaly
symptom recognition yields a misprediction, the GRU anomaly symptom recognition in the
cloud is requested to predict the anomaly type. Since the GRU anomaly symptom recognition
model has access to training examples from both fog groups, it can be seen that it reaches high
automation ratio percentages after injection number 3. For the injection number range 3-6, it
yields 93 %, and for the higher rages, it can achieve automation ratios between 99 % and 100 %.
The in-situ anomaly symptom recognition has only access to the locally available training ex-
amples. This results in a slower automation ratio growth of 15 %, 54 %, 69 %, 78 %, and 90 %
for the respective injection number ranges.

The in-situ models and training examples are not shared between the fog groups, e.g., for
injection number 2, the density grid model for bono has two available training examples. In
contrast to that, the GRU model has access to the training examples of both fog groups. At
injection number 2, it can access four examples to train the respective GRU models for the
components. Having a central model with access to various remote service instances or com-
pute nodes enables a fast aggregation of training examples for training. In-situ models are
responsible for handling local anomalies and aggregate training examples only from the local
source. Following this, they improve slower than the central model. However, when enough
examples are aggregated, the in-situ AIOps system can handle anomaly symptom recognition
and automatic operation selection locally, reducing dependence on remote AIOps systems. We
consider the availability of a cloud AIOps system as a reasonable fall-back strategy to overcome
the phase where not enough local training data are available.





Chapter 8

Conclusion

This thesis presents an approach for analyzing metric data from components to enable the au-
tomatic selection of operations to resolve anomalies. Our anomaly symptom recognition iden-
tifies specific patterns and uses them to infer the anomaly type. The inference of previously en-
countered and resolved anomaly types enables the automatic selection of operations and even-
tually serves as a support system for human operators. The knowledge base of known anomaly
types is constantly extended by enabling the detection of yet unknown anomalies, which are
resolved via a human-in-the-loop approach. It represents a gradual transfer of knowledge from
human experts into the AIOps system and serves as the concept to resolve the cold start prob-
lem. A framework is introduced for the proposed solutions, which we refer to as ReCoMe
engine. We implement two methods for anomaly symptom recognition, extend both with an
anomaly type inference that enables the recognition of yet unknown anomaly types, and in-
vestigate the applicability of those in experimental environments by integrating them into an
AIOps platform.

The first anomaly type recognition method aggregates the metric series of anomalous sys-
tem components while preserving temporal information. The preservation is achieved via den-
sity grid transformation and results in grid patterns representing anomaly type-specific symp-
toms. Grid patterns of historic anomalies are stored in the knowledge base. We define a sim-
ilarity calculation between grid patterns that tolerates baseline shifts and noise. It is used to
compare grid patterns to infer the anomaly type. Evaluation experiments are conducted in a
self-hosted cloud computing system with a video on demand service and a virtual implementa-
tion of an IMS. The anomaly type recognition is applied to the metric data of the service VMs.
We show that density grid pattern comparison achieves an anomaly type recognition accuracy
of 0.97 for the IMS and 0.94 for the video on demand service.

The second anomaly type recognition method aims to infer anomaly types by analyzing
the sequential dependencies of the anomalous metric series samples. Therefore, an RNN with
GRU cells is used as a model. It analyzes a metric series from an anomalous component and
predicts the probability that the observed patterns represent one of the known anomaly types.
We introduce an augmentation method for metric data, which generates synthetic metric series
examples of anomaly types based on a set of historical observations. The augmentation method
applies a variation of the residuals and subsamples underrepresented decision regions by ap-
plying interpolation between the known examples. These augmentations are used during the
training process of the model. The evaluation is done based on metric data from system compo-
nents that execute heterogeneous workloads. We show that the applied augmentation stabilizes
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the training procedure of the model and improves the accuracy of recognizing anomaly types,
reaching 0.9.

Both methods are adjusted to recognize yet unknown anomaly types. First, we implement
postprocessing to recognize dissimilarities between grid patterns for the density grid pattern
model. Given the task of identifying yet unknown anomaly types, it yields an accuracy of 0.97
for the IMS and 0.94 for the video on demand service. For the RNN model with GRU cells, a
uniform posterior distribution indicates the inability of the model to assign a known type to the
observed symptom patterns. The evaluation to recognize yet unknown anomaly type is done
for heterogeneous workload and results in an accuracy of 0.66.

We investigate the applicability of the ReCoMe engine by integrating it into an AIOps
platform. Thereby, two deployment concepts are tested, one for a cloud and one for a fog com-
puting environment. The results show that the density grid model can reach a higher anomaly
type inference accuracy with less training data. The availability of additional training examples
results in a better performance of the RNN model. We show that an AIOps system containing
our ReCoMe and utilizing both models can automate the operation selection for up to 99 % of
the anomaly cases.

8.1 Limitations

We emphasize the limited availability of examples for each anomaly type used to train the symp-
tom recognition models. Nevertheless, the requirement of multiple recurrences of anomaly
types is the main limitation of our work. The evaluations show that the required number of
training examples mainly depends on the utilized model and intra-type variations. For a het-
erogeneous load, the density grid model requires between six and ten examples to reach recog-
nition accuracies above 0.8. The RNN model with GRU cells is prone to overfitting, which we
mitigate with metric series augmentation. Thereby, a reasonable sub-sampling of the decision
regions by the available anomaly type examples is required. At least ten examples are required
for the augmentation to allow a trained model to reach an accuracy of above 0.8.

For the in-situ deployment of the AIOps system containing our ReCoMe engine, we as-
sume the reservation of a fraction of available resources for monitoring data analysis. In our
prototype implementation, we utilize Docker for this. It limits our prototype to run on systems
where Docker is available. We consider this as a limitation, especially for utilizing computation
resources of edge devices.

8.2 Future Work

The methods and systems presented in this thesis open options for future research. We identify
three promising directions. First, the utilization of multiple models with the joint objective to
ensure an efficient operable system state must be investigated. Our prototype analyses metric
data to recognize anomaly symptom patterns. Depending on the system, other data sources
such as logs or traces are available. Active probing can be executed on-demand to gather
additional information about system components. Furthermore, other methods for auto-scaling
or intrusion detection might exist. Therefore, the question of how multiple models can be
utilized to jointly ensure an efficient operable state of the system poses a future challenge.
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Second, our proposed human-in-the-loop approach hinders the complete autonomy of an
AIOps system. The time that is needed to mitigate problems increases whenever humans must
be involved. However, especially in critical fields, problems need to be resolved immediately.
Different strategies must be investigated to reduce and potentially omit the involvement of
human operators. Thereby, the ability to automatically construct remediation and recovery
operations for yet unknown anomalies is a central aspect.

Third, the work on AIOps systems should be investigated from a security perspective.
AIOps systems aim to introduce increased robustness against failures and anomalies, which
is achieved by automation. However, automated execution of operation opens additional at-
tack vectors. An example would be to cause a repeated execution of unnecessary operations
by targeting the decision models via adversarial attacks, which eventually results in a denial of
service. The identification of such attack vectors in combination with mitigation guidelines and
solutions is needed.





Appendix A

Evaluation Result Details

A.1 Symptom Recognition Scores
In the following, we list the evaluation results for anomaly type recognition in the form of
accuracy, F1 score, precision, and recall individually for each service component. The load
balancer (lb) and video server (vs) belong to the video on demand service, while astaire, bono,
chronos, homer, homestead, and sprout belong to Clearwater vIMS. The respective tables show
the scores for a specific model and split.

Table A.1: Density grid pattern model scores for the 10 % split.

lb vs astaire bono chronos homer homestead sprout

Accuracy 0.28 0.29 0.36 0.42 0.35 0.38 0.34 0.36
F1 0.37 0.37 0.45 0.49 0.45 0.48 0.45 0.45

Precision 0.74 0.67 0.78 0.77 0.79 0.80 0.81 0.75
Recall 0.28 0.29 0.36 0.42 0.35 0.38 0.34 0.36

Table A.2: Density grid pattern model scores for the 30 % split.

lb vs astaire bono chronos homer homestead sprout

Accuracy 0.74 0.68 0.74 0.78 0.80 0.75 0.73 0.79
F1 0.78 0.71 0.78 0.82 0.84 0.81 0.80 0.84

Precision 0.92 0.85 0.89 0.93 0.95 0.96 0.95 0.95
Recall 0.74 0.68 0.74 0.78 0.80 0.75 0.73 0.79
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Table A.3: Density grid pattern model scores for the 50 % split.

lb vs astaire bono chronos homer homestead sprout

Accuracy 0.88 0.82 0.83 0.93 0.86 0.90 0.90 0.91
F1 0.89 0.82 0.85 0.93 0.87 0.91 0.91 0.92

Precision 0.93 0.86 0.90 0.95 0.91 0.94 0.94 0.94
Recall 0.88 0.82 0.83 0.93 0.86 0.90 0.90 0.91

Table A.4: Density grid pattern model scores for the 70 % split.

lb vs astaire bono chronos homer homestead sprout

Accuracy 0.96 0.94 0.97 0.97 0.98 0.97 0.97 0.97
F1 0.96 0.94 0.97 0.98 0.98 0.97 0.97 0.97

Precision 0.97 0.96 0.98 0.98 0.98 0.98 0.98 0.98
Recall 0.96 0.94 0.97 0.97 0.98 0.97 0.97 0.97

Table A.5: Euclidean model scores for the 10 % split.

lb vs astaire bono chronos homer homestead sprout

Accuracy 0.25 0.24 0.18 0.15 0.15 0.31 0.33 0.20
F1 0.27 0.26 0.19 0.17 0.17 0.32 0.34 0.21

Precision 0.31 0.30 0.23 0.20 0.21 0.36 0.38 0.25
Recall 0.25 0.24 0.18 0.15 0.15 0.31 0.33 0.20

Table A.6: Euclidean model scores for the 30 % split.

lb vs astaire bono chronos homer homestead sprout

Accuracy 0.41 0.47 0.40 0.43 0.49 0.47 0.44 0.46
F1 0.41 0.46 0.39 0.43 0.48 0.47 0.44 0.47

Precision 0.44 0.50 0.43 0.47 0.52 0.51 0.47 0.50
Recall 0.41 0.47 0.40 0.43 0.49 0.47 0.44 0.46

Table A.7: Euclidean model scores for the 50 % split.

lb vs astaire bono chronos homer homestead sprout

Accuracy 0.51 0.58 0.55 0.64 0.61 0.59 0.58 0.53
F1 0.49 0.57 0.55 0.64 0.60 0.57 0.56 0.50

Precision 0.53 0.61 0.58 0.67 0.63 0.59 0.58 0.52
Recall 0.51 0.58 0.55 0.64 0.61 0.59 0.58 0.53
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Table A.8: Euclidean model scores for the 70 % split.

lb vs astaire bono chronos homer homestead sprout

Accuracy 0.61 0.61 0.57 0.58 0.78 0.71 0.70 0.47
F1 0.58 0.58 0.53 0.54 0.78 0.69 0.68 0.44

Precision 0.59 0.60 0.53 0.55 0.81 0.73 0.71 0.45
Recall 0.61 0.61 0.57 0.58 0.78 0.71 0.70 0.47

Table A.9: DTW model scores for the 10 % split.

lb vs astaire bono chronos homer homestead sprout

Accuracy 0.25 0.23 0.32 0.34 0.33 0.32 0.35 0.33
F1 0.25 0.24 0.32 0.34 0.32 0.31 0.34 0.32

Precision 0.27 0.27 0.35 0.36 0.33 0.33 0.35 0.34
Recall 0.25 0.23 0.32 0.34 0.33 0.32 0.35 0.33

Table A.10: DTW model scores for the 30 % split.

lb vs astaire bono chronos homer homestead sprout

Accuracy 0.50 0.52 0.46 0.52 0.58 0.53 0.55 0.49
F1 0.50 0.51 0.45 0.51 0.56 0.53 0.55 0.49

Precision 0.54 0.54 0.48 0.54 0.59 0.56 0.58 0.53
Recall 0.50 0.52 0.46 0.52 0.58 0.53 0.55 0.49

Table A.11: DTW model scores for the 50 % split.

lb vs astaire bono chronos homer homestead sprout

Accuracy 0.72 0.74 0.78 0.84 0.81 0.83 0.88 0.83
F1 0.72 0.74 0.77 0.84 0.81 0.82 0.88 0.82

Precision 0.75 0.78 0.80 0.87 0.84 0.86 0.90 0.85
Recall 0.72 0.74 0.78 0.84 0.81 0.83 0.88 0.83

Table A.12: DTW model scores for the 70 % split.

lb vs astaire bono chronos homer homestead sprout

Accuracy 0.89 0.87 0.96 0.91 0.92 0.97 0.95 0.91
F1 0.89 0.87 0.97 0.91 0.91 0.97 0.95 0.91

Precision 0.91 0.89 0.97 0.93 0.93 0.97 0.96 0.93
Recall 0.89 0.87 0.96 0.91 0.92 0.97 0.95 0.91
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A.2 Unknown Anomaly Type Recognition Accuracy
We list the evaluation results for unknown anomaly type recognition in the form of accuracy
individually for each service component. The load balancer (lb) and video server (vs) belong
to the video on demand service, while astaire, bono, chronos, homer, homestead, and sprout
belong to Clearwater vIMS. The respective tables show the scores for a specific model.

Table A.13: Unknown anomaly type recognition accuracy scores for the density grid pattern model.

lb vs astaire bono chronos homer homestead sprout
Traindata used in %

10 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
30 0.99 0.97 0.98 0.99 1.00 1.00 1.00 0.99
50 0.94 0.93 0.94 0.94 1.00 1.00 1.00 0.93
70 0.92 0.88 0.93 0.89 0.93 0.93 0.93 0.94

Table A.14: Unknown anomaly type recognition accuracy scores for the Euclidean distance model.

lb vs astaire bono chronos homer homestead sprout
Traindata used in %

10 0.74 0.62 0.76 0.65 0.79 0.73 0.71 0.74
30 0.53 0.55 0.59 0.63 0.70 0.78 0.77 0.53
50 0.46 0.44 0.64 0.67 0.74 0.43 0.44 0.68
70 0.42 0.40 0.51 0.64 0.43 0.53 0.43 0.50

Table A.15: Unknown anomaly type recognition accuracy scores for the DTW model.

lb vs astaire bono chronos homer homestead sprout
Traindata used in %

10 0.55 0.54 0.52 0.52 0.65 0.58 0.80 0.47
30 0.38 0.38 0.44 0.44 0.43 0.49 0.48 0.43
50 0.37 0.36 0.38 0.41 0.38 0.46 0.41 0.39
70 0.37 0.27 0.34 0.36 0.39 0.35 0.38 0.30
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