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Preface

Differential equations are omnipresent in the modeling of physical and chemical processes. Often, theses processes are subject to additional algebraic constraints. Examples for such constraints are Kirchhoff’s laws in electrical circuits and position constraints in mechanical systems, see, e.g., [10, 18, 40, 41]. Traditionally, such constraints are resolved by variable substitutions, reducing the model to a system of ordinary differential equations (ODEs). However, such substitutions are not always possible and may be difficult to realize numerically. Furthermore, the increasing size of the models makes such an approach a tedious task.

An elegant alternative to substitutions is to consider the differential equations along with the algebraic constraints in their original form in one single system, which leads to the notion of so called differential-algebraic equations (DAEs). In the scope of this thesis, we are concerned with linear DAEs of the form

\[ E(t)\dot{x}(t) = A(t)x(t) + f(t), \quad t \in [t_0, T], \]

where \( E \) and \( A \) are matrix functions. This definition includes linear ODEs (for square and point-wise nonsingular \( E \)) as well as purely algebraic systems (for \( E \equiv 0 \)).

Several frameworks for the theoretical and numerical treatment of DAEs have been developed, see, e.g. [6, 16, 19, 31]. Here, we focus on the strangeness index concept developed by Kunkel and Mehrmann [31], as this framework naturally includes under- and overdetermined systems. With the advance of automatic modeling packages, such as ANSYS, COSMOS/M, Modelica and Simulink, redundant constraints and variables are likely to be contained in the model. Such redundancies lead to under- and overdetermined DAEs, which are the topic of this thesis. Representing another application, the design and analysis of linear control systems can be embedded in the framework of underdetermined DAEs using a behavioural approach [26, 32, 38].

This thesis is based on work by Kunkel and Mehrmann [28], which provides a theory that extends the concepts of generalized inverse and least squares solution of linear algebraic equations to linear DAEs. The numerical aspects of this extension, however, were not covered in [28] and are the main purpose of this thesis. We treat the major aspects of the numerical computation of generalized solutions of linear DAEs: discretization, convergence, efficient algorithms and software. Various numerical examples illustrate the obtained theoretical and algorithmic results.

Outline of the thesis

In Chapter 1, we first provide two examples demonstrating that the direct numerical treatment of DAEs may lead to wrong or misleading results. Further, the strangeness index concept is introduced, based on normal forms of linear time-variant DAEs. These normal forms also yield simple conditions for the existence and uniqueness of solutions. Reducing the strangeness index to zero is an important preprocessing step of our numerical methods and can be done numerically based on so called derivative arrays.

Chapter 2 summarizes the theoretical results in [28], which form the basis of our work. First, an
orthogonal standard form of strangeness free linear DAEs is introduced; it allows to distinguish between the differential, algebraic and undetermined parts in the solution. In the spirit of the concept of the Moore-Penrose pseudoinverse for linear algebraic systems, we introduce the notion of differential-algebraic operators and the corresponding generalized inverses, including the notion of a Moore-Penrose pseudoinverse and the least squares solution for differential algebraic equations. It turns out that the latter can be seen as the solution of a linear quadratic optimal control problem. Based on the orthogonal standard form, this connection is used to turn determining the least squares solution of a DAE into solving an equivalent boundary value problem. Another approach to obtain a generalized solution is to force the undetermined part of the solution to be zero. It is shown that these solutions induce a so called (1,2,3)-generalized inverse of the differential-algebraic operator. Let us emphasize, however, that the orthogonal standard form is difficult to realize numerically and consequently we have to consider other means for computing generalized solutions.

Being the main chapter of this thesis, Chapter 3 is concerned with the numerical computation of generalized solutions of linear DAEs. First, we briefly survey BDF-methods and their use for computing unique solutions of strangeness free DAEs. Our goal is to apply BDF-methods for computing generalized solutions of over- and underdetermined DAEs. For this purpose, we introduce a compact notation for the linear system arising from the BDF discretization, using certain restriction operators. Two major approaches are presented for solving this linear system: local and global minimization.

The basic idea of local minimization is to solve the linear systems arising in each step of the BDF-methods independently in a least squares sense. It turns out that this leads to an \(O(h)\) approximation of a (1,2,3)-generalized solution of the DAE. To prove this result, we compare the solution computed by this approach with the solution of the discretization of a certain, uniquely solvable DAE.

Global minimization consists of solving the full linear system obtained from an implicit Euler discretization, again, in a least squares sense. This method leads to an \(O(h)\) approximation of the least squares solution of the DAE. The rather technical proof of this result is done in two steps. First, we show this assertion for systems given in orthogonal standard form by exploiting the connection to a discrete linear quadratic optimal control problem that represents a convergent discretization of the underlying boundary value problem. In the second step, we extend this result to the case of general strangeness free DAEs. An important ingredient of the proof is to show that a certain part of the Moore-Penrose inverse of the discretization is uniformly bounded; this is done in Appendix A.

In Chapter 4, two algorithms realizing the derived numerical methods are presented. The computational cost of both algorithms scales linearly with the number of time steps. This desirable property can be directly achieved for local minimization. In the case of global minimization, we present a special-purpose algorithm that takes the particular structure of the discretization matrix into account to achieve the same goal.

The numerical behaviour of these algorithms is tested in several numerical experiments. First, the theoretical result that using higher order BDF-methods does not lead to higher order of convergence in our setting is confirmed. Using an implicit Euler discretization, the actual convergence rate of both, local and global minimization, is verified. It is demonstrated that the software package GELDA [33], which uses a similar local minimization technique for underdetermined DAEs, does not produce satisfying approximations to the (1,2,3)-solution, nor to the least squares solution. It is shown that the computational time needed by our methods scales linearly with the number of time steps, with GELDA being faster than local minimization and
local minimization being faster than global minimization. Using a purely algebraic example, it
is confirmed that both solutions produced by local and global minimization coincide in this case.
Finally, a real-world application is considered.

Appendix B contains a brief description of the software developed as part of the work on this
thesis.
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Chapter 1

Preliminaries

In this chapter we introduce preliminary definitions and notions used throughout the rest of this thesis. Section 1.1 is concerned with the strangeness index for linear time-variant differential-algebraic equations (DAEs). Numerical computations usually require the preliminary reduction of this index to zero. One way to achieve this is to embed the DAE into a larger one, as described in Section 1.2. This also admits the numerical determination of the strangeness index. A much more important consequence is that from the large DAE one can extract a DAE of the size of the original DAE, such that both smaller DAEs have the same solution sets but the extracted DAE has strangeness index zero.

1.1 The strangeness index

Throughout this thesis we consider linear DAEs of the form

\[ E(t) \dot{x}(t) = A(t)x(t) + f(t), \quad t \in [t_0, T], \]

where \( E, A \in C([t_0, T], \mathbb{R}^{m,n}) \) and \( f \in C([t_0, T], \mathbb{R}^m) \), with an initial condition

\[ x(t_0) = x_0. \]

If \( E \) is a square, point-wise nonsingular matrix function, then the system (1.1) can be transformed into an ordinary differential equation by multiplying both sides with \( E(t)^{-1} \) from the left. In this case, it is well known that there exists a unique solution for every given initial value \( x_0 \in \mathbb{R}^n \). Furthermore, the system (1.1) can be discretized directly, e.g., by BDF-methods [20].

If the matrix function \( E \) is singular or nonsquare then the situation is far more complicated. For example in the special case \( E = 0 \), the DAE (1.1) becomes a purely algebraic system, which may have several solutions or no solution at all. In this case, an initial value has to satisfy the condition

\[ 0 = A(t_0)x_0 + f(t_0) \]

in order for (1.1) with (1.2) to be solvable. In the general case, further problems can occur, because often the algebraic conditions of the DAE are not given explicitly but can be hidden in the system (1.1). This frequently causes problems if the DAE is discretized directly as it is usually done with ODEs. The following two examples demonstrate some of these difficulties.

Example 1 ([13, 24]) The DAE

\[ \begin{bmatrix} 0 & 0 \\ 1 & \eta t \end{bmatrix} \dot{x}(t) = \begin{bmatrix} -1 & -\eta t \\ 0 & -(\eta + 1) \end{bmatrix} x(t) + \begin{bmatrix} f_1(t) \\ f_2(t) \end{bmatrix}, \]
with \( t \in [t_0, T] \), \( f_1, f_2 \in C^2([t_0, T], \mathbb{R}) \), is uniquely solvable for any value \( \eta \in \mathbb{R} \). Setting \( x = [x_1, x_2]^T \) we can rewrite the DAE as

\[
0 = -x_1(t) - \eta t x_2(t) + f_1(t), \quad \dot{x}_1(t) + \eta t \dot{x}_2(t) = -(\eta + 1) x_2(t) + f_2(t).
\]

Differentiating the first equation gives \( \dot{x}_1(t) + \eta t \dot{x}_2(t) = -\eta x_2 + f_1(t) \), and together with the second equation we get the solution

\[
x_2(t) = f_2(t) - \dot{f}_1(t), \quad x_1(t) = -\eta t x_2(t) + f_1(t) = -\eta t f_2(t) + \eta t \dot{f}_1(t) + f_1(t).
\]

Note that it is not necessary to solve any differential equation to compute this solution and that an initial value is consistent if and only if it satisfies these equations for \( t = t_0 \).

Now we discretize (1.3) with the implicit Euler method with a fixed step size \( h = \frac{T-t_0}{N} \). At each time step \( t_i = t_0 + i h, i = 1, \ldots, N \) we have to solve the system

\[
\begin{bmatrix}
0 & 0 \\
1 & \eta t_i \\
\end{bmatrix}
\begin{bmatrix}
x_i - x_{i-1} \\
h
\end{bmatrix}
=
\begin{bmatrix}
-1 & -\eta t_i \\
0 & -(\eta + 1) \\
\end{bmatrix}
\begin{bmatrix}
x_i \\
f_2(t_i) \\
\end{bmatrix}
\]

with respect to \( x_i = [x_{1,i}, x_{2,i}]^T \). This system can be rewritten as

\[
\begin{align*}
x_{1,i} + \eta t_i x_{2,i} &= f_1(t_i), \\
x_{1,i} + (\eta t_i + h(\eta + 1)) x_{2,i} &= x_{1,i-1} + \eta t_i x_{2,i-1} + h f_2(t_i).
\end{align*}
\]

For \( \eta = -1 \) this system is singular. For all other values of \( \eta \) we get

\[
h(\eta + 1) x_{2,i} = x_{1,i-1} + \eta t_i x_{2,i-1} + h f_2(t_i) - f_1(t_i)
\]

and after inserting \( x_{1,i-1} = -\eta t_{i-1} x_{2,i-1} + f_1(t_{i-1}) \)

\[
x_{2,i} = \frac{\eta}{\eta + 1} x_{2,i-1} + \frac{f_2(t_i)}{\eta + 1} - \frac{f_1(t_i) - f_1(t_{i-1})}{h(\eta + 1)}.
\]

It is obvious that this discretization is not stable if \( |\frac{\eta}{\eta + 1}| > 1 \), i.e., \( \eta < -\frac{1}{2} \). In all other cases the solutions of this discretization converge to the correct result.

\[\Diamond\]

**Example 2 ([16, 30])** The DAE

\[
\begin{bmatrix}
-t & t^2 \\
-1 & t
\end{bmatrix}
\begin{bmatrix}
\dot{x}(t)
\end{bmatrix}
=
\begin{bmatrix}
-1 & 0 \\
0 & -1
\end{bmatrix}
\begin{bmatrix}
x(t)
\end{bmatrix}
+
\begin{bmatrix}
f_1(t) \\
f_2(t)
\end{bmatrix},
\]

with \( t \in [0, T] \), \( f_1, f_2 \in C^1([0, T], \mathbb{R}) \), can be rewritten as

\[
\begin{align}
-t \dot{x}_1(t) + t^2 \dot{x}_2(t) &= -x_1(t) + f_1(t), \\
-\dot{x}_1(t) + t \dot{x}_2(t) &= -x_2(t) + f_2(t),
\end{align}
\]

again setting \( x = [x_1, x_2]^T \). By multiplying (1.6) with \( t \) and subtracting it from (1.5) we get the relation

\[
x_1(t) = tx_2(t) + f_1(t) - tf_2(t),
\]

which gives, after differentiation,

\[
\dot{x}_1(t) - t \dot{x}_2(t) = x_2(t) + \dot{f}_1(t) - tf_2(t) - f_2(t)
\]
and thus, by adding (1.6) and (1.8),

\begin{equation}
0 = f_1(t) - tf_2(t).
\end{equation}

We can see that the DAE (1.4) is solvable if and only if the condition (1.9) is satisfied. If this is the case, then the initial condition has to satisfy (1.7) for $t = 0$ and every function $x = [x_1, x_2]^T \in C^1([0, T], \mathbb{R}^2)$ that satisfies (1.7) solves (1.4). Again we discretize (1.4) as in the previous example using the implicit Euler method, which leads to linear systems of the form

\[
\begin{bmatrix}
-t_i & t_i^2 \\
-1 & t_i
\end{bmatrix} \frac{x_i - x_{i-1}}{h} = \begin{bmatrix}
-1 & 0 \\
0 & -1
\end{bmatrix} x_i + \begin{bmatrix}
f_1(t_i) \\
f_2(t_i)
\end{bmatrix}
\]

for $i = 1, \ldots, N$ with respect to $x_i = [x_{i,1}, x_{i,2}]^T$. These systems possess the unique solution

\[
\begin{align*}
x_{2,i} &= \frac{1}{h} (-x_{i-1} + x_{i+1} + f_1(t_i) + (h - t_i)f_2(t_i)), \\
x_{1,i} &= (h + t_i)x_{2,i} + x_{i-1} - t_i x_{i-1} - h f_2(t_i).
\end{align*}
\]

Thus the implicit Euler method always leads to a unique solution although the system may have several solutions or may not be solvable at all. \hfill \Box

Both examples show that a direct discretization of a DAE may lead to wrong or misleading results. They also demonstrate that certain algebraic constraints may be hidden in the DAE and that it is necessary to form derivatives of some parts of the system to detect these constraints. This is a distinctive feature of DAEs.

There are several theories for the analytical and numerical treatment of DAEs. Most of these concepts define an index of a DAE, such as the differentiation [6], perturbation [19], strangeness [27, 30] or tractability [16, 34] index. Such indices provide measures of the order of derivatives that have to be computed to extract a system which admits the explicit detection of the algebraic constraints as well as the differential equations of the given DAE. In general, however, these theories require that the system is regular in the sense that the DAE possesses a unique solution. Thus they cannot be applied to define and compute generalized solutions of a DAE. A theory that allows for an analytic treatment of nonsquare over- and underdetermined systems is the theory of the strangeness index [32], which will therefore suit our purposes.

In the following, we give a short summary of the strangeness index theory for linear DAE systems with variable coefficients as it was introduced in [30] and [29].

In a first step we have to transform the DAE system to a normal form which helps us to examine the behaviour of certain parts of the system. For this purpose we employ the following transformations. Given a point-wise nonsingular matrix function $P \in C([t_0, T], \mathbb{R}^{m,m})$ we can scale the system (1.1) by multiplying with $P$ from the left. The solution space can be transformed by setting $x = Q \hat{x}$ with $Q \in C^1([t_0, T], \mathbb{R}^{n,n})$ point-wise nonsingular. Because of $\dot{x} = Q \dot{\hat{x}} + \hat{Q} \dot{x}$ we obtain that (1.1) is equivalent to the system

\[
PEQ \dot{\hat{x}} = (PAQ - PEQ) \hat{x} + Pf.
\]

This leads to the following definition of an equivalence relation for pairs of matrix functions.

**Definition 1 (global equivalence)** Two pairs $(E,A)$ and $(\tilde{E}, \tilde{A})$ of matrix functions, with $E, A, \tilde{E}, \tilde{A} \in C([t_0, T], \mathbb{R}^{n,n})$, are called (globally) equivalent if there are point-wise nonsingular matrix functions $P \in C([t_0, T], \mathbb{R}^{m,m})$ and $Q \in C^1([t_0, T], \mathbb{R}^{n,n})$ such that

\[
\tilde{E} = PEQ, \quad \tilde{A} = PAQ - PEQ
\]

as equality of functions. We then write $(E,A) \sim (\tilde{E}, \tilde{A})$.
It is easy to verify that this relation is in fact an equivalence relation. Under certain constant rank assumptions a pair \((E, A)\) of matrix functions corresponding to a DAE (1.1) can then be transformed to a normal form that allows for an analytical treatment of the corresponding differential-algebraic system. First we have to define the following quantities that can be computed at any time point \(t \in [t_0, T]\).

**Definition 2** Let \((E, A) \in \mathcal{C}([t_0, T], \mathbb{R}^{m \times n})\) and \(t \in [t_0, T]\). Then the quantities

\[
\begin{align*}
(a) & \quad r(t) = \text{rank } E(t), \\
(b) & \quad a(t) = \text{rank}(Z(t)^T A(t)T(t)), \\
(c) & \quad s(t) = \text{rank}(V(t)^T Z(t)^T A(t)A(t)^T(t))), \\
(d) & \quad d(t) = r(t) - s(t), \\
(e) & \quad u(t) = n - r(t) - a(t), \\
(f) & \quad v(t) = m - r(t) - a(t) - s(t),
\end{align*}
\]

where

\[
\begin{align*}
(a) & \quad T(t) \text{ is a basis of kernel } E(t), \\
(b) & \quad Z(t) \text{ is a basis of corange } E(t) = \ker E(t)^T, \\
(c) & \quad T'(t) \text{ is a basis of cokernel } E(t) = \text{range } E(t)^T, \\
(d) & \quad V(t) \text{ is a basis of corange}(Z(t)^T A(t)T(t)),
\end{align*}
\]

are called local characteristic values of the pair \((E, A)\) at the point \(t\).

Note that these local characteristic values can be computed numerically at any given \(t \in [t_0, T]\) by three singular value decompositions [15]. To compute a pair \((\tilde{E}, \tilde{A})\) of matrix functions in the normal form that is globally equivalent to the given pair \((E, A)\) we have to make sure that there exist smooth matrix functions \(T, T', Z\) and \(V\) on \([t_0, T]\) that satisfy (1.10) point-wise. The following theorems show that this is the case whenever \(E\) and \(A\) are sufficiently smooth and the local characteristic values are constant on \([t_0, T]\).

**Theorem 3** Let \(E \in \mathcal{C}^l([t_0, T], \mathbb{R}^{m \times n}), l \in \mathbb{N}_0 \cup \{\infty\}\), with \(\text{rank } E(t) = r\) for all \(t \in [t_0, T]\). Then there are point-wise orthogonal (and therefore nonsingular) functions \(U \in \mathcal{C}^l([t_0, T], \mathbb{R}^{m \times r})\) and \(V \in \mathcal{C}^l([t_0, T], \mathbb{R}^{r \times n})\), such that

\[
U^T E V = \begin{bmatrix} \Sigma & 0 \\ 0 & 0 \end{bmatrix}
\]

with point-wise nonsingular \(\Sigma \in \mathcal{C}^l(\mathbb{I}, \mathbb{C}^{r \times r})\).

**Proof.** A detailed proof of this result can be found in [36, 39]. \(\Box\)

**Theorem 4** Let \(E, A \in \mathcal{C}([t_0, T], \mathbb{R}^{m \times n})\) be sufficiently smooth and suppose that

\[
r(t) \equiv r, \quad a(t) \equiv a, \quad s(t) \equiv s
\]

for the local characteristic values of \((E, A)\). Then \((E, A)\) is globally equivalent to the normal form

\[
(\tilde{E}, \tilde{A}) = \begin{pmatrix}
I_s & 0 & 0 & 0 \\
0 & I_d & 0 & 0 \\
0 & 0 & I_a & 0 \\
0 & 0 & 0 & I_s
\end{pmatrix}
\begin{bmatrix}
0 & A_{12} & 0 & A_{14} \\
0 & 0 & 0 & A_{24} \\
0 & 0 & I_a & 0 \\
I_s & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
s \\
d \\
a \\
v
\end{bmatrix}
\]

Here, the block entries \(A_{12}, A_{14}, A_{24}\) are matrix functions on \([t_0, T]\) and the last block column consists of \(u = n - s - d - a\) columns.
1.1. **THE STRANGENESS INDEX**

**Proof.** A constructive proof of the normal form (1.13) is given in [27]. □

For the examples we considered in the beginning of this section, we obtain the following normal forms.

**Example 3** For Example 1 we get

\[
(E, A) = \begin{pmatrix}
0 & 0 \\
1 & \eta t
\end{pmatrix}, \begin{pmatrix}
-1 & -\eta t \\
0 & -(\eta + 1)
\end{pmatrix}
\]

\[
\sim \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}, \begin{pmatrix}
0 & 0 \\
1 & \eta t
\end{pmatrix}, \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}, \begin{pmatrix}
-1 & -\eta t \\
0 & -(\eta + 1)
\end{pmatrix}
\]

\[
= \begin{pmatrix}
1 & \eta t \\
0 & 0
\end{pmatrix}, \begin{pmatrix}
0 & 0 \\
1 & \eta t
\end{pmatrix}
\]

\[
\sim \begin{pmatrix}
0 & 0 \\
1 & -\eta
\end{pmatrix}, \begin{pmatrix}
0 & -(\eta + 1) \\
1 & \eta t
\end{pmatrix}, \begin{pmatrix}
1 & -\eta t \\
0 & 1
\end{pmatrix}, \begin{pmatrix}
1 & \eta t \\
0 & 0
\end{pmatrix}, \begin{pmatrix}
0 & -\eta \\
0 & 0
\end{pmatrix}
\]

\[
= \begin{pmatrix}
1 & 0 \\
0 & 0
\end{pmatrix}, \begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix}
\]

and thus, \( s = u = 1 \) and \( A_{14} = [-1] \). The pair \((\tilde{E}, \tilde{A})\) in normal form corresponds to a DAE

\[
\begin{align*}
\tilde{x}_1 &= -\tilde{x}_2 + \tilde{f}_1 \\
0 &= \tilde{x}_1 + \tilde{f}_2,
\end{align*}
\]

where

\[
\begin{pmatrix}
\tilde{x}_1 \\
\tilde{x}_2
\end{pmatrix} = \begin{pmatrix}
1 & -\eta t \\
0 & 1
\end{pmatrix}^{-1} \begin{pmatrix}
x_1 \\
x_2
\end{pmatrix} = \begin{pmatrix}
1 & \eta t \\
0 & 1
\end{pmatrix} \begin{pmatrix}
x_1 \\
x_2
\end{pmatrix}
\]

and

\[
\begin{pmatrix}
\tilde{f}_1 \\
\tilde{f}_2
\end{pmatrix} = \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix} \begin{pmatrix}
f_1 \\
f_2
\end{pmatrix}.
\]

An obvious way to solve the system (1.14) is to differentiate the second equation, subtract it from the first equation and achieve the system

\[
\begin{align*}
0 &= -\tilde{x}_2 + \tilde{f}_1 - \dot{\tilde{f}}_2, \\
0 &= \tilde{x}_1 + \tilde{f}_2,
\end{align*}
\]

which corresponds to the pair of constant matrix functions

\[
\left( \begin{pmatrix}
0 & 0 \\
0 & 0
\end{pmatrix}, \begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix} \right).
\]
Example 4 For Example 2 we get

\[(E, A) = \left( \begin{bmatrix} -t^2 & t \\ t & -1 \end{bmatrix}, \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix} \right) \sim \left( \begin{bmatrix} 0 & -1 \\ -1 & t \end{bmatrix}, \begin{bmatrix} -t^2 \\ -1 \end{bmatrix}, \begin{bmatrix} 0 & -1 \\ -1 & t \end{bmatrix}, \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix} \right) \]
\[= \left( \begin{bmatrix} 1 & -t \\ 0 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 1 \\ 1 & -t \end{bmatrix} \right) \sim \left( \begin{bmatrix} 1 & -t \\ 0 & 0 \end{bmatrix}, \begin{bmatrix} 1 & 0 \\ 1 & -t \end{bmatrix}, \begin{bmatrix} 0 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \right) \]
\[= \left( \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \right) \]
\[=: (\tilde{E}, \tilde{A}) \]

and thus, \(s = u = 1\) and \(A_{14} = [0]\). The pair \((\tilde{E}, \tilde{A})\) is in normal form and corresponds to the DAE

\[
\dot{x}_1 = \tilde{f}_1, \\
0 = \tilde{x}_1 + \tilde{f}_2,
\]

which can be solved again by inserting the derivative of the second equation into the first equation. This leads to the system

\[
0 = \tilde{f}_1 - \tilde{f}_2, \\
0 = \tilde{x}_1 + \tilde{f}_2,
\]

which can be represented by the pair

\[
\left( \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} \right).
\]

\(\Diamond\)

In both examples, the simplification of the DAE relied on differentiating an equation that corresponds to the strangeness block \(I_s\) of the matrix function \(\tilde{A}\) and thus removing the strangeness block in \(\tilde{E}\). As will be shown in the following, we can proceed in a similar way with general DAE systems that satisfy the assumptions of Theorem 4. The pair \((\tilde{E}, \tilde{A})\) in (1.13) is associated with a DAE system

\[
\begin{align*}
(a) & \quad \dot{x}_1 = A_{12}(t)\tilde{x}_2 + A_{14}(t)\tilde{x}_4 + f_1(t), \\
(b) & \quad \dot{x}_2 = A_{24}(t)\tilde{x}_4 + f_2(t), \\
(c) & \quad 0 = \tilde{x}_3 + f_3(t), \\
(d) & \quad 0 = \tilde{x}_1 + f_4(t), \\
(e) & \quad 0 = f_5(t).
\end{align*}
\]

(1.15)

This system consists of the algebraic equation (1.15c) of size \(a\) for \(\tilde{x}_3\), the consistency condition (1.15e) for the inhomogeneity of size \(v\) and the differential condition (1.15b) for \(\tilde{x}_2\) of size \(d\). Looking at the so-called strangeness equations (1.15a) and (1.15d) of size \(s\) we can recognize a coupling for \(\tilde{x}_1\). As in the examples we can differentiate (1.15d) and insert it into (1.15a) to obtain the modified equation

\[
\begin{align*}
(a') & \quad 0 = A_{12}(t)\tilde{x}_2 + A_{14}(t)\tilde{x}_4 + f_1(t) + \dot{f}_4(t).
\end{align*}
\]

(1.16)
If we now replace (1.15a) by (1.16a'), the modified differential algebraic system can be represented by the pair

$$ (\bar{E}_{\text{mod}}, \bar{A}_{\text{mod}}) = \left( \begin{array}{cc} 0 & 0 & 0 & 0 \\ 0 & I_d & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{array} ; \begin{array}{cc} 0 & A_{12} & 0 & A_{14} \\ 0 & 0 & 0 & A_{24} \\ 0 & 0 & I_a & 0 \\ 0 & I_s & 0 & 0 \end{array} \right). $$

This elimination procedure is reversible because the modified system still contains the algebraic equation (1.15d). One can show that the structure of the pair $\bar{E}_{\text{mod}}, \bar{A}_{\text{mod}}$ is invariant under global equivalence, i.e., if two pairs $(\bar{E}^{(1)}, \bar{A}^{(1)})$ and $(\bar{E}^{(2)}, \bar{A}^{(2)})$ are globally equivalent and in global normal form (1.13), then the corresponding modified pairs $(\bar{E}_{\text{mod}^{(1)}}, \bar{A}_{\text{mod}^{(1)}})$ and $(\bar{E}_{\text{mod}^{(2)}}, \bar{A}_{\text{mod}^{(2)}})$ are also globally equivalent, see [27].

This fact allows for the following inductive procedure. We start with the pair $(E_0, A_0) = (E, A)$ and define a sequence $(E_i, A_i), i \in \mathbb{N}_0$, by transforming $(E_i, A_i)$ to the pair $(\bar{E}_i, \bar{A}_i)$ in global canonical form (1.13). Here we have to assume in each step of this procedure that the assumptions of Theorem 4 are satisfied by the pair $(E_i, A_i)$. We then define $(E_{i+1}, A_{i+1}) = (\bar{E}_{\text{mod}^{(i)}}, \bar{A}_{\text{mod}^{(i)}})$ where $(\bar{E}_{\text{mod}^{(i)}}, \bar{A}_{\text{mod}^{(i)}})$ is computed from $(E_i, A_i)$ by passing from (1.13) to (1.17).

For every pair $(E_i, A_i)$ we can compute the corresponding characteristic values $(r_i, a_i, s_i)$ as defined in Definition 2. By comparing (1.13) and (1.17) one can see that $r_{i+1} = r_i - s_i$ for $i \in \mathbb{N}_0$ and because $r_i$ cannot be negative, the strangeness must vanish after a finite number of steps, i.e., $s_\mu = 0$ for some $\mu \in \mathbb{N}_0$ and thus the sequence $(r_i, a_i, s_i)$ must become stationary for $i \geq \mu$. The index $\mu$ is a characteristic value of the pair $(E, A)$.

**Definition 5 (strangeness index)** Let $(E, A)$ be a pair of sufficiently smooth matrix functions. Let the sequence $(r_i, a_i, s_i), i \in \mathbb{N}_0$, be well-defined (in particular, let (1.12) hold for each entry $(E_i, A_i)$ of the above sequence). Then, we call

$$ \mu = \min\{i \in \mathbb{N}_0 \mid s_i = 0\} $$

the strangeness index of $(E, A)$ and of (1.1). In the case of $\mu = 0$, we call $(E, A)$ and the corresponding DAE (1.1) strangeness free.

From the discussion above it follows that if the strangeness index is well-defined for a DAE of the form (1.1) then the inductive procedure leads to a strangeness free DAE system, where the associated pair $(E_\mu, A_\mu)$ transformed to the normal form can be written as

$$ (\bar{E}_\mu, \bar{A}_\mu) = \left( \begin{array}{cc} I_d & 0 \\ 0 & 0 \\ 0 & 0 \end{array} ; \begin{array}{cc} 0 & A_{12} \\ 0 & I_a \\ 0 & 0 \end{array} \right). $$

To compute the strangeness free DAE it is necessary that at least certain parts of the inhomogeneity are $\mu$ times differentiable.

**Theorem 6** Let the strangeness index $\mu$ of $(E, A)$ be well-defined (i.e., let the assumptions of Definition 5 hold) and let $f \in C^\mu([t_0, T], \mathbb{C}^m)$. Then the differential-algebraic equation (1.1) is equivalent (in the sense that there is a one-to-one correspondence between the solution spaces via a point-wise nonsingular matrix function) to a differential-algebraic equation of the form

$$ (a) \quad \dot{x}_1 = A_{13}(t)x_3 + f_1(t), \quad a_\mu $$

$$ (b) \quad 0 = x_2 + f_2(t), \quad a_\mu $$

$$ (c) \quad 0 = f_3(t), \quad v_\mu $$

where $A_{13} \in C([t_0, T], \mathbb{C}^{d_\mu \times m})$ and the inhomogeneity is determined from $f^{(0)}, \ldots, f^{(\mu)}$. 

---

1.1. THE STRANGENESS INDEX
The existence and uniqueness of solutions of a linear DAE (1.1) can be easily examined after the strangeness free normal form (1.19) has been computed.

**Corollary 7** Let the strangeness index $\mu$ of $(E, A)$ be well-defined and let $f \in C^{\mu+1}(I, \mathbb{C}^m)$. Then we have:

1. The problem (1.1) is solvable if and only if the $v_\mu$ functional consistency conditions
   \[ f_3 = 0 \]
   are fulfilled.

2. An initial condition (1.2) is consistent if and only if in addition the $a_\mu$ conditions
   \[ x_2(t_0) = -f_2(t_0) \]
   are implied by (1.2).

3. The corresponding initial value problem is uniquely solvable if and only if in addition
   \[ u_\mu = 0 \]
   holds.

Let us illustrate these results by applying them to our running examples.

**Example 5** For Example 1 we have already computed in Example 3 the normal form

\[ (\tilde{E}_0, \tilde{A}_0) = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \]

and the corresponding characteristic values

\[ r_0 = 1, \quad a_0 = 0, \quad s_0 = 1, \quad d_0 = 0, \quad u_0 = 1, \quad v_0 = 0. \]

For the modified pair we get

\[ (E_1, A_1) = (\tilde{E}_{0\text{mod}}, \tilde{A}_{0\text{mod}}) \]

\[ = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \]

\[ \sim \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \]

\[ = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \]

\[ =: (\tilde{E}_1, \tilde{A}_1), \]

and thus,

\[ r_1 = 0, \quad a_1 = 2, \quad s_1 = 0, \quad d_1 = 0, \quad u_1 = 0, \quad v_1 = 0, \]

and finally the strangeness index $\mu = 1$. The system consists of two algebraic equations and possesses a unique solution, provided that the initial values are consistent. \(\diamondsuit\)
Example 6 For Example 2 we have seen that

\[(\tilde{E}_0, \tilde{A}_0) = \left( \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix} \right), \]

see Example 4, and thus,

\[r_0 = 1, \quad a_0 = 0, \quad s_0 = 1, \quad d_0 = 0, \quad u_0 = 1, \quad v_0 = 0.\]

For the modified pair we get

\[(E_1, A_1) = (\tilde{E}_{0\text{mod}}, \tilde{A}_{0\text{mod}}) = \left( \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} \right) \sim \left( \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix} \right) = \left( \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \right) =: (\tilde{E}_1, \tilde{A}_1).\]

The characteristic values for the pair \((\tilde{E}_1, \tilde{A}_1)\) are

\[r_1 = 0, \quad a_1 = 1, \quad s_1 = 0, \quad d_1 = 0, \quad u_1 = 1, \quad v_1 = 1.\]

It follows that this system has strangeness index \(\mu = 1\). It consists of an algebraic equation and a consistency condition for the inhomogeneity and it has one undetermined solution component. In particular, the homogeneous initial value problem (for which the consistency condition is satisfied) does not possess a unique solution.

Both results agree with the results that we have already computed in Example 1 and Example 2.

As we have seen, the strangeness index \(\mu\) is well-defined for a differential-algebraic system (1.1) on an interval \(\mathbb{I}\), whenever the constant-rank assumptions of Theorem 4 are satisfied by all pairs \((E_i, A_i), i = 0, \ldots, \mu\), provided that they are sufficiently smooth on \(\mathbb{I}\). Due to the fact that the rank of any continuous matrix function can at most change outside of a dense subset of open intervals in a given closed interval \(\mathbb{I}\) (see, e.g., [7]), we get the following result.

**Corollary 8** Let \(\mathbb{I} \subseteq \mathbb{R}\) be a closed interval and \(E, A \in C(\mathbb{I}, \mathbb{C}^{m,n})\) be sufficiently smooth. Then there exist open intervals \(\mathbb{I}_j, j \in \mathbb{N}\), with

\[\bigcup_{j \in \mathbb{N}} \mathbb{I}_j = \mathbb{I}, \quad \mathbb{I}_i \cap \mathbb{I}_j = \emptyset \quad \text{for} \quad i \neq j,\]

such that the strangeness index of \((E, A)\) restricted to \(\mathbb{I}_j\) is well-defined for every \(j \in \mathbb{N}\).

We have seen so far that the strangeness index can be defined for a large class of linear differential-algebraic equations. The fact that the aforementioned theory can also be applied to underdetermined and even unsolvable systems leads to intuitive solvability and uniqueness results for differential-algebraic systems. In addition, this theory can also be applied to control problems, where the input variables can just be treated as undetermined solution components [32, 25, 26].

However, it is in general not clear how to turn the above procedure into a reliable numerical method for computing the strangeness index. On the one hand it is difficult to realize the smooth transformations to compute the normal form (1.13), on the other hand for systems with a higher strangeness index the derivatives needed here cannot be computed accurately. In the next section, a method will be presented that avoids these difficulties.
1.2 Numerical computation of the strangeness index

For the computation of the strangeness index of a linear DAE (1.1), one has to compute derivatives of certain parts of the pair \((E, A)\) of matrix functions. In addition, if we want to solve a given differential algebraic equation by discretization, we have already seen that this might lead to wrong or misleading results if the discretization is applied directly to a higher-index system. Therefore, one wants to compute a system that has the same solution set as the original system but which is strangeness free. This, however, makes it necessary to differentiate certain parts of the inhomogeneity but it is well-known that the numerical computation of higher derivatives is not necessarily stable [17]. It is also difficult or even infeasible to employ automatic differentiation techniques [17]; as one has to compute derivatives of transformed data, this would require to differentiate the original data and the transformations.

Therefore, it makes sense to assume that the necessary derivatives are given in advance and defined solely in terms of the original data. A system that contains all the required derivatives of the pair \((E, A)\) and of the inhomogeneity should also contain all the information that is needed to compute the strangeness index. We will see that such a system also allows the computation of a strangeness free differential-algebraic equation which has the same solution set as the given DAE.

The following idea was first introduced by Campbell [6]. If we differentiate the DAE (1.1) once with respect to \(t\) then we obtain

\[
\dot{E}(t)\dot{x}(t) + E(t)\dot{x}(t) = \dot{A}(t)x(t) + A(t)x(t) + \dot{f}(t).
\]

After sorting all the derivatives of \(x\) to the left-hand side of the equation, we can merge this system with the original DAE to obtain the differential-algebraic equation

\[
E(t)\dot{x}(t) = \dot{A}(t)x(t) + A(t)x(t) + f(t).
\]  

If all coefficients and \(f\) are sufficiently smooth then the solution of the DAE (1.1) coincides with the solution of the inflated system (1.20). The same method can also be realized for higher derivatives. If we build \(l\) derivatives of (1.1), then we can combine all these derivatives to the so-called inflated differential-algebraic equation or derivative array

\[
M_l(t)\dot{z}(t) = N_l(t)z(t) + g_l(t), \quad t \in [t_0, T],
\]

where the coefficients are given by

- \((M_l)_{i,j} = i \choose j \) \(E^{(i-j)} - \binom{i}{j+1} A^{(i-j-1)}\), \(i, j = 0, \ldots, l\),
- \((N_l)_{i,j} = A^{(i)}\) for \(i = 0, \ldots, l\), \(j = 0\),
- \((z_l)_{j} = x^{(j)}\), \(j = 0, \ldots, l\),
- \((g_l)_{i} = f^{(i)}\), \(i = 0, \ldots, l\).

Here we use the convention

\[
\binom{i}{j} = 0 \quad \text{for } i < 0, \quad j < 0 \quad \text{or } j > i.
\]

As for the pair \((E, A)\) we can compute the local characteristic values of the inflated pairs \((M_l, N_l)\) according to Definition 2. If the strangeness index \(\mu\) of \((E, A)\) is well-defined, then the local characteristic values of the pairs \((M_l, N_l)\), \(l = 0, \ldots, \mu\), can be used to compute the sequence \((r_i, a_i, s_i)\) of global characteristic values of the pairs \((E_i, A_i)\) that have been defined in the previous section.
Theorem 9 ([29, 30]) Let the strangeness index \( \mu \) of \((E, A)\) be well-defined and let \((\bar{r}_l, \bar{a}_l, \bar{s}_l), l = 0, \ldots, \mu\), be the sequence of the local characteristic values of \((M_l(t), N_l(t))\) for some \( t \in \mathbb{I} \). Then the sequence \((r_i, a_i, s_i)\) of global characteristic values of \((E, A)\) can be obtained by

\[
\begin{align*}
(a) \quad c_0 &= \bar{a}_0 + \bar{s}_0, \quad c_{i+1} = (\bar{a}_{i+1} - \bar{a}_i) + (\bar{s}_{i+1} - \bar{s}_i), \\
(b) \quad v_0 &= m - c_0 - \bar{r}_0, \quad v_{i+1} = m - c_{i+1} - (\bar{r}_{i+1} - \bar{r}_i), \\
(c) \quad s_i &= a_i - \bar{a}_i, \\
(d) \quad a_i &= c_0 + \cdots + c_i - s_i, \\
(e) \quad r_i &= m - a_i - s_i - v_i.
\end{align*}
\]

(1.21)

This means that if the strangeness index \( \mu \) of a given DAE is well-defined, then we can get the information about the complete sequence of global characteristic values of the pairs \((E_i, A_i)\) as they were constructed in the previous chapter from the inflated pair \((M_\mu, N_\mu)\). In particular, they can be computed numerically. The following theorem can then be used to construct a strangeness free system which has the same solution set as the original DAE.

Theorem 10 Let the strangeness index \( \mu \) be well-defined for the pair \((E, A)\) and let \((r_i, a_i, s_i)\), \(i = 0, \ldots, \mu\), be the sequence of global characteristic values of the pairs \((E_i, A_i)\). Setting

\[
\dot{\bar{a}} = a_\mu, \quad \dot{\bar{d}} = d_\mu, \quad \dot{\bar{v}} = v_0 + \cdots + v_\mu,
\]

where \( d_\mu = r_\mu \) and \( v_i = m - r_i - a_i - s_i \) for \( i = 1, \ldots, \mu \), then the inflated pair \((M_\mu, N_\mu)\) has the following properties.

1. For all \( t \in [t_0, T] \) we have \( \text{rank } M_\mu(t) = (\mu + 1)m - \bar{a} - \dot{\bar{v}} \). This implies the existence of a smooth matrix function \( Z \) of size \(((\mu + 1)m, \bar{a} + \dot{\bar{v}})\) and point-wise orthonormal columns, satisfying \( Z^TM_\mu = 0 \).

2. For all \( t \in [t_0, T] \) we have \( \text{rank } Z(t)^TN_\mu(t)[I_n 0 \cdots 0]^T = \bar{a} \). This implies that, without loss of generality, \( Z \) can be partitioned as \( Z = [Z_2 Z_3] \) with \( Z_2 \) of size \(((\mu + 1)m, \bar{a})\) and \( Z_3 \) of size \(((\mu + 1)m, \dot{\bar{v}})\), such that \( \dot{\bar{A}}_2 = Z_2^TN_\mu[I_n 0 \cdots 0]^T \) has full row rank \( \bar{a} \) and \( Z_3^TN_\mu[I_n 0 \cdots 0]^T = 0 \). Furthermore, there exists a smooth matrix function \( T_2 \) of size \((n, \bar{d})\), \( \bar{d} = m - \bar{a} - \dot{\bar{v}} \), and point-wise orthonormal columns, satisfying \( \dot{\bar{A}}_3T_2 = 0 \).

3. For all \( t \in [t_0, T] \) we have \( \text{rank } E(t)T_2(t) = \dot{\bar{d}} \). This implies the existence of a smooth matrix function \( Z_1 \) of size \((m, \bar{d})\) and point-wise orthonormal columns such that \( E_1 = Z_1^TE \) has constant rank \( \bar{d} \).

Furthermore, the system

\[
(1.22) \quad \begin{bmatrix}
\dot{E}_1(t) \\
0 \\
0
\end{bmatrix} \dot{x}(t) = \begin{bmatrix}
\dot{A}_1(t) \\
\dot{A}_2(t) \\
0
\end{bmatrix} x(t) + \begin{bmatrix}
\dot{f}_1(t) \\
\dot{f}_2(t) \\
\dot{f}_3(t)
\end{bmatrix},
\]

with \( \dot{\bar{A}}_1 = Z_1^T A, \dot{f}_1 = Z_1^T f, \dot{f}_2 = Z_2^T g_\mu \) and \( \dot{f}_3 = Z_3^T g_\mu \), is strangeness free and has the same solution set as the given DAE.

Proof. See [32] and [30]. \( \square \)

Note that in general \( \dot{\bar{v}} > m - \bar{d} - \bar{a} \), which implies that in these cases the system (1.22) consists of more equations than the original DAE (1.1). The function \( \dot{f}_3 \) contains the function \( f_3 \) as defined in (1.19) and derivatives of some parts of it. Hence if \( \dot{f}_3(t) = 0 \) for all \( t \in [t_0, T] \) then we know that the original system is solvable.
For the numerical treatment of linear differential-algebraic equations another fact is important. By means of three singular value decompositions we can compute matrix functions $\tilde{Z}_1$, $\tilde{Z}_2$ and $\tilde{Z}_3$ that can replace the functions $Z_1$, $Z_2$ and $Z_3$ in the sense that they satisfy the conditions given in Theorem 10 but without being smooth. The numerical realization of smooth transformations is extremely expensive and will generally be impossible here, see [5] and [36].

Without loss of generality we may assume the functions $Z_1$, $Z_2$ and $Z_3$ to be orthogonal due to Theorem 3. What we can compute numerically are point-wise evaluations of $\tilde{Z}_1 = Z_1 Q_1$, $\tilde{Z}_2 = Z_2 Q_2$ and $\tilde{Z}_3 = Z_3 Q_3$, where $Q_1$, $Q_2$ and $Q_3$ are orthogonal but not necessarily smooth. Thus if we compute the system (1.22) using these matrices we may get a system where the coefficient functions are only smooth (apart from roundoff errors) after a multiplication with $\text{diag}(Q_1; Q_2; Q_3)$ from the left. This scaling, however, does not change the solution space of the system and thus we can neglect the possibly nonsmooth realization of the functions $Z_1$, $Z_2$ and $Z_3$.

Due to Theorem 9 and Theorem 10 we are now able to treat linear differential-algebraic equations numerically, whenever their strangeness index is well-defined and the inflated pair $(M_\mu, N_\mu)$ is given. At every point $t \in [t_0, T]$ we can compute the characteristic values for the system using only local information at this point. We can extract a strangeness free DAE that has the same solution space as the original system. In Chapter 3, we will see that this system can be discretized, e.g. with BDF-methods, and that we get the same convergence results as for ordinary differential equations.

**Example 7** In Example 5 we have already computed the global (and hence local) characteristic values of the pair

$$(M_0, N_0) = (E, A) = \begin{pmatrix} 0 & 0 & 0 \\ 1 & \eta t \\ \eta t & 0 & 0 \\ 0 & 2\eta + 1 & \eta t \end{pmatrix}, \begin{pmatrix} -1 & -\eta t \\ 0 & -(\eta + 1) \end{pmatrix},$$

according to Example 1, and thus we have

$$\tilde{r}_0 = r_0 = 1, \quad \tilde{a}_0 = a_0 = 0, \quad \tilde{s}_0 = s_0 = 1, \quad \tilde{v}_0 = v_0 = 0.$$ 

After differentiating the DAE we get the inflated pair

$$(M_1, N_1) = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 1 & \eta t & 0 & 0 \\ 1 & \eta t & 0 & 0 \\ 0 & 2\eta + 1 & 1 & \eta t \end{pmatrix}, \begin{pmatrix} -1 & -\eta t & 0 & 0 \\ 0 & -(\eta + 1) & 0 & 0 \\ 0 & -\eta & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$

By means of the transformations

$$P = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & -1 & 1 & 0 \\ -1 & 0 & 0 & 0 \end{pmatrix}, \quad Q = \begin{pmatrix} 1 & 0 & -\eta t & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & -2\eta - 1 & -\eta t \\ 0 & 0 & 0 & 1 \end{pmatrix},$$

we can transform the pair $(M_1, N_1)$ to the normal form

$$(\tilde{M}_1, \tilde{N}_1) = (PM_1 Q, PN_1 Q - PM_1 \dot{Q}) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & \eta \\ 0 & 0 & 0 & 1 \end{pmatrix}.$$
and read off the global characteristic values

\[ \tilde{r}_1 = 2, \quad \tilde{a}_1 = 1, \quad \tilde{s}_1 = 1, \quad \tilde{v}_1 = 0. \]

Using the recursion (1.21) we get

\begin{align*}
c_0 &= \tilde{a}_0 + \tilde{s}_0 = 1, \quad c_1 = (\tilde{a}_1 - \tilde{a}_0) + (\tilde{s}_1 - \tilde{s}_0) = 1, \\
v_1 &= m - c_1 - (\tilde{r}_1 - \tilde{r}_0) = 0, \\
s_1 &= c_1 - \tilde{a}_1 = 0, \\
a_1 &= c_0 + c_1 - s_1 = 2, \\
r_1 &= m - a_1 - s_1 - v_1 = 0,
\end{align*}

and this agrees with the result that we have obtained in Example 5. To obtain the strangeness free DAE system as defined in Theorem 10 we can choose

\[ Z = Z_2 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 0 & -1 \\ 0 & 0 \end{bmatrix}, \]

as the matrix containing a basis of the corange of \( M_1 \). Now for

\[ \hat{A}_2 = Z_2^T N_1 \begin{bmatrix} I_2 \\ 0 \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & -1 & 0 \end{bmatrix} \begin{bmatrix} -1 & -\eta t \\ 0 & -(\eta + 1) \\ 0 & -\eta \\ 0 & 0 \end{bmatrix} = \begin{bmatrix} -1 & -\eta t \\ 0 & -1 \end{bmatrix}, \]

we have \( \text{rank}(\hat{A}_2) = 2 \) and we immediately get the strangeness free system

\[ 0 = \hat{A}_2(t)x(t) + \hat{f}_2(t) = \begin{bmatrix} -1 & -\eta t \\ 0 & -1 \end{bmatrix} x(t) + \begin{bmatrix} f_1(t) \\ f_2(t) - \hat{f}_1(t) \end{bmatrix}. \]

The unique solution of (1.3) can now be computed without any discretization by solving the equivalent algebraic system (1.23). \( \diamond \)

**Example 8** For Example 2 we have already computed the global and local characteristic values (see Example 6) for

\[ (M_0, N_0) = (E, A) = \left( \begin{bmatrix} -t^2 \\ t \end{bmatrix}, \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix} \right) \]

as

\[ \tilde{r}_0 = r_0 = 1, \quad \tilde{a}_0 = a_0 = 0, \quad \tilde{s}_0 = s_0 = 1, \quad \tilde{v}_0 = v_0 = 0. \]

The inflated pair

\[ (M_1, N_1) = \begin{bmatrix} -t^2 & 0 & 0 \\ -1 & 0 & 0 \\ 0 & 2t & -t^2 \\ 0 & 2 & -1 & t \end{bmatrix}, \begin{bmatrix} -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}. \]
can be transformed to the global normal form

\[(\tilde{M}_1, \tilde{N}_1) = (PM_1Q, PN_1Q - PM_1\hat{Q})\]

\[
= \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

by means of the transformations

\[P = \begin{pmatrix}
0 & -1 & 0 & 0 \\
0 & 0 & 0 & -1 \\
-1 & t & 0 & 0 \\
0 & 0 & 1 & -t
\end{pmatrix}, \quad Q = \begin{pmatrix}
1 & 0 & t & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 2 & t \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

This yields the global and local characteristic values

\[\tilde{r}_1 = 2, \quad \tilde{a}_1 = 0, \quad \tilde{s}_1 = 1, \quad \tilde{v}_1 = 1.
\]

The recursion (1.21) then gives

\[
c_0 = \tilde{a}_0 + \tilde{s}_0 = 1, \quad c_1 = (\tilde{a}_1 - \tilde{a}_0) + (\tilde{s}_1 - \tilde{s}_0) = 0,
\]

\[
v_1 = m - c_1 - (\tilde{r}_1 - \tilde{r}_0) = 1, \quad s_1 = c_1 - \tilde{a}_1 = 0,
\]

\[
a_1 = c_0 + c_1 - s_1 = 1, \quad r_1 = m - a_1 - s_1 - v_1 = 0,
\]

again in accordance with the computation in Example 6.

The strangeness free system can be obtained from \((M_1, N_1)\) as follows. The matrix functions

\[Z_2 = \begin{pmatrix}
1 \\
-t \\
0 \\
0
\end{pmatrix}, \quad Z_3 = \begin{pmatrix}
0 \\
0 \\
1 \\
-t
\end{pmatrix}
\]

span the corange of \(M_1, Z_3^T N_1[I_2 0] = 0,\) and

\[
\dot{A}_2 = Z_2^T N_1[I_2 0] = \begin{bmatrix} 1 & -1 & 0 & 0 \end{bmatrix} \begin{bmatrix}
-1 & 0 \\
0 & -1 \\
0 & 0 \\
0 & 0
\end{bmatrix} = \begin{bmatrix}
-1 & t
\end{bmatrix}
\]

has full row rank. Thus, by Theorem 10 we get

\[
(1.24) \quad 0 = \begin{bmatrix}
\dot{A}_2(t) \\
0
\end{bmatrix} x(t) + \begin{bmatrix}
\dot{f}_2(t) \\
\dot{f}_3(t)
\end{bmatrix} = \begin{bmatrix}
-1 & t \\
0 & 0
\end{bmatrix} x(t) + \begin{bmatrix}
f_1(t) - tf_2(t) \\
f_1(t) - tf_2(t)
\end{bmatrix}.
\]

As already observed in Example 2, the system is solvable if the condition \(\dot{f}_1(t) - tf_2(t) = 0\) is satisfied for all \(t \in [t_0, T]\) but the solution is not unique.
In the next chapters we will only consider strangeness free linear differential-algebraic equations. This restriction is justified by the aforementioned results, which show that we can compute equivalent strangeness free systems numerically for every given system at any time point $t$, whenever the strangeness index is well-defined. As already mentioned, the functions $Z_1$, $Z_2$ and $Z_3$ defined in Theorem 10 can be chosen such that they have orthogonal columns. Combined with the fact that the Euclidean norm for vector spaces is invariant under orthogonal transformations, this property will admit the definition and computation of least-square solutions for differential-algebraic systems of higher index.
Chapter 2

Generalized Inverses of Differential-Algebraic Operators

Being closely related to finding least-squares solutions of over/underdetermined linear systems, the notion of generalized inverses of differential-algebraic operators is introduced in this chapter. For this purpose, an orthogonal standard form based on the strangeness free form (1.22) is defined. Furthermore, it is shown that computing these generalized inverses is equivalent to solving a linear-quadratic optimal control problem or a boundary value problem; a connection that will be used to justify the numerical method proposed in Section 3.3. The exposition in this chapter is along the lines of the work in [28].

2.1 The orthogonal standard form

The strangeness free differential-algebraic system (1.22) defined in Theorem 10 can be computed by using orthogonal transformations from the left only. The transformations do not change the solution set of the given differential-algebraic system. The system (1.22) allows to distinguish between a differential equation

\[ \hat{E}_1(t)\dot{x}(t) = \hat{A}_1(t)x(t) + \hat{f}_1(t) \]

of dimension \( \hat{d} \) and a purely algebraic equation

\[ 0 = \hat{A}_2(t)x(t) + \hat{f}_2(t) \]

of dimension \( \hat{a} \), but it does not distinguish between the parts of the solution that belong to differential or algebraic parts of the system or those components of the solution that are underdetermined. This could be achieved by transforming the system to the normal form (1.19), but such an approach requires a non-orthogonal transformation of the solution space. The orthogonal standard form proposed in this section is derived from (1.22) solely by means of orthogonal transformations. This form will allow us to define least-square solutions of differential-algebraic equations.

**Theorem 11** Let the DAE (1.1) be strangeness free and \((E, A)\) sufficiently smooth. Then there exist matrix functions \(P \in C([t_0, T], \mathbb{R}^{m\times m})\) and \(Q \in C^1([t_0, T], \mathbb{R}^{n\times n})\), both point-wise orthogonal, such that we can transform (1.1) to the orthogonal standard form

\[ \hat{E}(t)\dot{x}(t) = \hat{A}(t)x(t) + \hat{f}(t), \]

(2.1)
where

\[
\dot{E}(t) = P(t)E(t)Q(t) = \begin{bmatrix} \Sigma_E(t) & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},
\]

\[
\dot{A}(t) = P(t)A(t)Q(t) - P(t)E(t)\dot{Q}(t) = \begin{bmatrix} A_{11}(t) & A_{12}(t) & A_{13}(t) \\ A_{21}(t) & \Sigma_A(t) & 0 \\ 0 & 0 & 0 \end{bmatrix},
\]

(2.2)

\[
\begin{aligned}
\dot{x}(t) &= Q(t)^T x(t) = \begin{bmatrix} x_1(t) \\
 x_2(t) \\
 x_3(t) \end{bmatrix}, \\
\dot{f}(t) &= P(t)f(t) = \begin{bmatrix} f_1(t) \\
 f_2(t) \\
 f_3(t) \end{bmatrix},
\end{aligned}
\]

with \( \Sigma_E \) and \( \Sigma_A \) point-wise nonsingular. All block sizes are allowed to be zero.

**Proof.** While in [28], the existence of (2.1) was implicitly assumed, we will show constructively that (2.1) always exists if the original DAE (1.1) is strangeness free.

By Theorem 10 there exist orthogonal and smooth matrix functions \( Z_1 \) of size \((m, \tilde{d})\), \( Z_2 \) of size \((m, \tilde{a})\) and \( Z_3 \) of size \((m, \tilde{v})\), where \( \tilde{d} = \text{rank}(E) \), \( \tilde{a} = \text{rank}([Z_2 Z_3]^T A) = \text{rank}(Z_2^T A) \) and \( \tilde{v} = m - \tilde{d} - \tilde{a} \), such that \([Z_1 Z_2 Z_3]\) is point-wise orthogonal and

\[
[Z_1 Z_2 Z_3]^T(E, A) = \begin{bmatrix} \dot{E}_1 \\
 0 \\
 0 \end{bmatrix}, \begin{bmatrix} \dot{A}_1 \\
 0 \\
 0 \end{bmatrix}, \begin{bmatrix} 0 \\
 0 \\
 0 \end{bmatrix}.
\]

By Theorem 3 there exist orthogonal and smooth matrix functions \( U_1 \) and \( V_1 \) such that

\[
U_1^T \dot{E}_1 V_1 = [\Sigma_E \ 0]
\]

with point-wise nonsingular \( \Sigma_E \) of size \( (\tilde{d}, \tilde{d}) \). Because \( \dot{E}_1 \) has full row rank, one can choose \( U_1 = I \) and we get

\[
\begin{bmatrix} \dot{E}_1 \\
 0 \\
 0 \end{bmatrix}, \begin{bmatrix} \dot{A}_1 \\
 0 \\
 0 \end{bmatrix} \sim \begin{bmatrix} \dot{E}_1 \\
 0 \\
 0 \end{bmatrix} V_1, \begin{bmatrix} \dot{A}_1 \\
 0 \\
 0 \end{bmatrix} V_1 - \begin{bmatrix} \dot{E}_1 \\
 0 \\
 0 \end{bmatrix} V_1 \]

\[
= \begin{bmatrix} \Sigma_E 0 \\
 0 0 \end{bmatrix}, \begin{bmatrix} A_{11} \ A_{12} \\
 0 \ 0 \end{bmatrix}, \begin{bmatrix} A_{21} \ A_{22} \\
 0 \ 0 \end{bmatrix}
\]

where \([\dot{A}_{11} \dot{A}_{12}] = \dot{A}_1 V_1 - \dot{E}_1 V_1 \) and \([\dot{A}_{21} \dot{A}_{22}] = \dot{A}_2 V_1 \) are partitioned according to the size of \( \Sigma_E \). By Theorem 10 there exists a matrix function \( T_2 \) of size \((n, \tilde{d})\) with point-wise orthogonal columns such that \( \text{rank}(E(t)T_2(t)) = \tilde{d} \) in \([t_0, T] \) and \( A_2 T_2 = 0 \). If we partition

\[
V_1^T T_2 = \begin{bmatrix} T_2' \\
 T_2'' \end{bmatrix},
\]

such that \( T_2'' \) is of size \((\tilde{d}, \tilde{d})\), then

\[
\text{rank}(E(t)T_2) = \text{rank} \left( \begin{bmatrix} \dot{E}_1 \\
 0 \\
 0 \end{bmatrix} T_2 \right) = \text{rank} \left( \begin{bmatrix} \Sigma_E 0 \\
 0 0 \end{bmatrix} \begin{bmatrix} T_2' \\
 T_2'' \end{bmatrix} \right) = \tilde{d}
\]
implies that $T_2$ is nonsingular. From

$$\dot{A}_2 T_2 = \begin{bmatrix} \hat{A}_{21} & \hat{A}_{22} \end{bmatrix} \begin{bmatrix} T'_2 \\ T'_2 \end{bmatrix} = \hat{A}_{21} T'_2 + \hat{A}_{22} T''_2$$

it follows that $\hat{A}_{21} = -\hat{A}_{22} T'_2 T''_2$ and this implies $\text{rank}(\hat{A}_{22}) = \text{rank}([\hat{A}_{21} \hat{A}_{22}]) = \hat{a}$.

Again, Theorem 3 shows the existence of smooth orthogonal matrix functions $U_2$ and $V_2$ such that

$$U_2^T \hat{A}_{22} V_2 = \begin{bmatrix} \Sigma \ A \ 0 \end{bmatrix},$$

and consequently we obtain

$$\begin{pmatrix} \Sigma E & 0 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} \hat{A}_{11} & \hat{A}_{12} \\ \hat{A}_{21} & \hat{A}_{22} \end{pmatrix} \sim \begin{pmatrix} \Sigma E & 0 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} \hat{A}_{11} & \hat{A}_{12} V_2 \\ U_2^T \hat{A}_{21} U_2^T \hat{A}_{22} V_2 \end{pmatrix}$$

$$= \begin{pmatrix} \Sigma E & 0 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} A_{11} & A_{12} & A_{13} \\ 0 & 0 & 0 \end{pmatrix}, \begin{pmatrix} A_{21} & \Sigma \ A & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$ 

\[\square\]

Like the normal form (1.18), the orthogonal normal form allows to distinguish between the different components of the solution $\hat{x}$, namely the differential part $\hat{x}_1$, the algebraic part $\hat{x}_2$ and the undetermined part $\hat{x}_3$ of size $\hat{u} = n - \hat{d} - \hat{a}$. Suppose that $f_3(t) = 0$ for all $t$ and thus the DAE is solvable, then $x_3$ can be chosen arbitrarily, just like an input variable in a control system. For any input $x_3$ the variable $x_1$ has to be the solution of the ordinary differential equation

$$\dot{x}_1(t) = -\Sigma^{-1}_E(t)(A_{11}(t)x_1(t) + A_{12}(t)x_2(t) + A_{13}(t)x_3(t) + f_1(t)),$$

where the component $x_2$ has to satisfy the algebraic condition

$$x_2(t) = -\Sigma^{-1}_A(t)(A_{21}(t)x_1(t) + f_2(t)).$$

It follows that any initial condition can be assigned to $x_1$, while the overall initial condition is consistent if and only if the equation

$$x_{20} = -\Sigma^{-1}_A(t_0)(A_{21}(t_0)x_{10} + f_2(t_0))$$

holds, where

$$\begin{bmatrix} x_{10} \\ x_{20} \\ x_{30} \end{bmatrix} = Q(t_0)^T x_0.$$

Note that it is in general difficult to compute the orthogonal standard form numerically due to the difficulties associated with realizing the necessary transformations smoothly, as already discussed at the end of Section 1.1.
2.2 The Moore-Penrose pseudoinverse

Given $A \in \mathbb{R}^{m,n}$ and $b \in \mathbb{R}^m$, a general system of linear equations

$$Ax = b,$$

which may be over- or underdetermined, can be “solved” uniquely by considering the minimization problem

$$\frac{1}{2} \|x\|_2^2 = \min \quad \text{s.t.} \quad \frac{1}{2} \|Ax - b\|_2^2 = \min!$$

This problem always has a unique solution, which is called least squares solution and can be written in the form

$$x = A^+b,$$

where $A^+ \in \mathbb{R}^{m,n}$ is the Moore-Penrose pseudoinverse of $A$ [3]. The Moore-Penrose pseudoinverse can be computed by means of a singular value decomposition

$$A = U \begin{bmatrix} \Sigma_A & 0 \\ 0 & 0 \end{bmatrix} V^T,$$

where $U \in \mathbb{R}^{m,n}$ and $V \in \mathbb{R}^{n,n}$ are orthogonal and $\Sigma_A \in \mathbb{R}^{a,a}$, $a = \text{rank}(A)$, is a diagonal matrix containing the nonzero singular values of $A$. Observe that

$$\|Ax - b\|_2 = \|UA^TVx - UTb\|_2 = \left\| \begin{bmatrix} \Sigma_A & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} V_1^T x \\ V_2^T x \end{bmatrix} - \begin{bmatrix} UTb \\ UTb \end{bmatrix} \right\|_2$$

is minimized for $V_1^T x = \Sigma_A^{-1} U_1^Tb$ and

$$\|x\|_2 = \|V^T x\|_2 = \left\| \begin{bmatrix} V_1^T x \\ V_2^T x \end{bmatrix} \right\|_2 = \left\| \begin{bmatrix} \Sigma_A^{-1} U_1^Tb \\ \Sigma_A^{-1} U_1^Tb \end{bmatrix} \right\|_2$$

is minimal for

$$x = \begin{bmatrix} V_1 \\ V_2 \end{bmatrix} \begin{bmatrix} \Sigma_A^{-1} U_1^Tb \\ 0 \end{bmatrix} = V_1 \Sigma_A^{-1} U_1^Tb.$$

Therefore, we obtain

$$A^+ = V_1 \Sigma_A^{-1} U_1^T = V \begin{bmatrix} \Sigma_A^{-1} & 0 \\ 0 & 0 \end{bmatrix} U^T.$$ (2.4)

Here, $V = [U_1 \ U_2]$ and $U = [V_1 \ V_2]$ are partitioned according to the above block structure, i.e., $U_1 \in \mathbb{R}^{m,a}$ and $V_1 \in \mathbb{R}^{n,a}$.

The Moore-Penrose pseudoinverse satisfies the four Moore-Penrose axioms

$$(1) \quad AA^+ A = A,$$

$$(2) \quad A^+ AA^+ = A^+,$$

$$(3) \quad (AA^+)^T = AA^+,$$

$$(4) \quad (A^+ A)^T = A^+ A.$$ (2.5)
On the other hand, for given $A \in \mathbb{R}^{m,n}$, the four axioms (2.5) fix a unique matrix $A^+ \in \mathbb{R}^{n,m}$, see [7], which can be computed via the formula (2.4).

If, for a given matrix $A \in \mathbb{R}^{m,n}$, a matrix $A^- \in \mathbb{R}^{n,m}$ satisfies only some of the Moore-Penrose axioms it is also called a generalized inverse of $A$. If, e.g., $A^-$ satisfies the Moore-Penrose axioms (1), (2) and (3) it is called a (1,2,3)-inverse of $A$. Analogously, one can define (1,2,4)-inverses or (1,2)-inverses of a given matrix. Of course, in general, these generalized inverses are not uniquely defined [7].

Another way to interpret the definition of the Moore-Penrose pseudoinverse in the context of linear operators is to consider the homomorphism $A : \mathbb{R}^n \to \mathbb{R}^m$ induced by the matrix $A$.

There exists a linear mapping which maps a vector $b \in \mathbb{R}^m$ onto the unique solution $x \in \mathbb{R}^n$ of the minimization problem (2.3). The matrix representation of this mapping is given by the matrix $A^+$.

2.2.1 The Moore-Penrose pseudoinverse for matrix functions

This well-known theory can be easily generalized to the case of matrix functions between spaces of smooth functions. To see this, let us consider an equation of the form

$$A(t)x(t) = f(t), \quad t \in I$$

with $A \in C^l(I, \mathbb{R}^{m,n})$, $f \in C^l(I, \mathbb{R}^m)$, $l \in \mathbb{N}_0$, on some interval $I$, along with the minimization problem

$$\frac{1}{2}\|x\|^2 = \min! \quad \text{s.t.} \quad \frac{1}{2}\|Ax - f\|^2 = \min!$$

with respect to the norm

$$\|x\|_2 = \sqrt{(x,x)}, \quad (x,y) = \int_I x(t)^T y(t) dt.$$

Provided that the conditions of Theorem 3 hold, we will see in Lemma 16 below that the time-variant orthogonal decomposition (1.11) of $A$ implies the existence of a unique solution of (2.7). In this case, a pseudoinverse operator can be computed similarly as for linear systems, see (2.4). We will now set up the appropriate spaces and reformulate the Moore-Penrose axioms for this problem, using basic tools from functional analysis [22].

**Definition 12** Let $X$ be a vector space with an inner product $(\cdot, \cdot)$ and let $A : X \to X$ be an endomorphism. An endomorphism $A^* : X \to X$ is called a conjugate of $A$ if and only if

$$(Ax, x^*) = (x, A^*x^*)$$

for all $x, x^* \in X$.

In the setting of Definition 12, a conjugate is always unique and there exists the following rule for the conjugate of a product of endomorphisms.

**Lemma 13** Let $X$ be a vector space with an inner product $(\cdot, \cdot)$ and let $A : X \to X$ be an endomorphism. There is at most one endomorphism $A^* : X \to X$ conjugate to $A$.

Let the endomorphisms $A^*, B^* : X \to X$ be conjugate to the endomorphisms $A, B : X \to X$. Then $AB$ has the conjugate $(AB)^*$ given by

$$(AB)^* = B^* A^*.$$
Proof. See, e.g., [22]. ☐

Now we are able to define a Moore-Penrose pseudoinverse of a linear operator between vector spaces.

**Definition 14** Let \( X \) and \( Y \) be two vector spaces with an inner product \( ( \cdot , \cdot ) \) and let \( D : X \to Y \) be a homomorphism. A homomorphism \( D^+ : Y \to X \) is called a Moore-Penrose pseudoinverse of \( D \) if \( DD^+ \) and \( D^+ D \) possess conjugates \((DD^+)^*\) and \((D^+D)^*\), and the relations

\[
\begin{align*}
(1) & \quad DD^+D = D, \\
(2) & \quad D^+DD^+ = D^+, \\
(3) & \quad (DD^+)^* = DD^+, \\
(4) & \quad (D^+D)^* = D^+D \\
\end{align*}
\]

(2.8)

hold.

As for linear systems, it will be shown in the following lemma that the four axioms of Definition 14 guarantee the uniqueness of the Moore-Penrose pseudoinverse. In general, the existence of such an inverse cannot be shown, but in the case of matrix functions \( A \in \mathcal{C}(I, \mathbb{R}^{n,m}) \) the function \( A^+ \) defined via the smooth orthogonal decomposition (1.11) satisfies these four axioms.

**Lemma 15** Let \( X \) and \( Y \) be two vector spaces with an inner product \((\cdot , \cdot)\) and \( D : X \to Y \) be a homomorphism. Then \( D \) has at most one Moore-Penrose pseudoinverse \( D^+ : Y \to X \).

**Proof.** For completeness, let us recall the proof given in [28]. Let \( D^+ , \tilde{D}^+ : Y \to X \) be two Moore-Penrose pseudoinverses of \( D \). Then we have

\[
\begin{align*}
D^+ &= D^+DD^+ = D^+D\tilde{D}^+DD^+ = (D^+D)^*(\tilde{D}^+D)^*D^+ \\
&= (\tilde{D}^+DD^+D)^*D^+ = (\tilde{D}^+D)^*D^+ = \tilde{D}^+DD^+ = \tilde{D}^+(DD^+)^* \\
&= \tilde{D}^+(DD^+DD^+)^* = \tilde{D}^+(DD^+)^*(D\tilde{D}^+)^* = \tilde{D}^+DD^+D\tilde{D}^+ = \tilde{D}^+D\tilde{D}^+ = \tilde{D}^+. \\
\end{align*}
\]

☐

The following lemma shows that the Moore-Penrose pseudoinverse of a matrix function \( A \) can be defined and computed analogously to the case of systems of linear equations provided that the rank of \( A(t) \) is constant for all \( t \).

**Lemma 16** Let \( A \in \mathcal{C}(I, \mathbb{R}^{m,n}) \) be a matrix function with \( \text{rank}(A(t)) = o \) for all \( t \in I \). Then the minimization problem (2.7) possesses a unique solution \( x \in \mathcal{C}(I, \mathbb{R}^n) \) for every inhomogeneity \( f \in \mathcal{C}(I, \mathbb{R}^n) \). The matrix function \( A^+ \in \mathcal{C}(I, \mathbb{R}^{m,n}) \) that maps \( f \) by pointwise multiplication onto this solution, i.e. \( x(t) = A^+(t)f(t) \), is the Moore-Penrose pseudoinverse of \( A \).

**Proof.** According to Theorem 3 there exist unitary matrix functions \( U \in \mathcal{C}(I, \mathbb{R}^{m,n}) \) and \( V \in \mathcal{C}(I, \mathbb{R}^{n,a}) \) such that

\[
(2.9) \quad A = U \begin{bmatrix} \Sigma_A & 0 \\ 0 & 0 \end{bmatrix} V^T,
\]

where \( \Sigma_A \in \mathcal{C}(I, \mathbb{R}^{a,a}) \) is point-wise nonsingular. We now define

\[
\begin{align*}
\tilde{A} &= U^TAV = \begin{bmatrix} \Sigma_A & 0 \\ 0 & 0 \end{bmatrix}, \\
\tilde{f} &= U^Tf = \begin{bmatrix} f_1 \\ f_2 \end{bmatrix}, \\
\tilde{x} &= V^Tx = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}.
\end{align*}
\]
2.2. THE MOORE-PENROSE PSEUDOINVERSE

The minimization problem

\[
\frac{1}{2} \left\| \bar{x} \right\|^2 = \left\| \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} \right\|^2 \quad \text{min! s.t.} \quad \frac{1}{2} \left\| \bar{A} \bar{x} - \bar{f} \right\|^2 = \left\| \begin{bmatrix} \Sigma A x_1 - f_1 \\ f_2 \end{bmatrix} \right\|^2 = \text{min!}
\]

has the unique solution

\[
\bar{x} = \begin{bmatrix} \Sigma_A^{-1} f_1 \\ \Sigma_A^{-1} f_2 \end{bmatrix} = \begin{bmatrix} \Sigma_A^{-1} 0 \\ 0 0 \end{bmatrix} \bar{f}.
\]

Moreover, the matrix function

\[
\bar{A}^+ = \begin{bmatrix} \Sigma_A^{-1} 0 \\ 0 0 \end{bmatrix}
\]

satisfies, together with \( \bar{A} \), the four Moore-Penrose axioms and thus is the Moore-Penrose pseudoinverse of \( \bar{A} \). Because of

\[
\|x\| = \|V^T x\| = \|\bar{x}\|, \quad \|Ax - f\| = \|U^T A V V^T x - U^T f\| = \|\bar{A} \bar{x} - \bar{f}\|
\]

the minimization problem (2.7) transforms covariantly with the transformations \( U \) and \( V \) and

\[
A^+ = V \bar{A}^+ U^T
\]

is the Moore-Penrose pseudoinverse of \( A \). This can be easily verified by inserting \( A \) and \( A^+ \) in the equations (2.8). The unique solution of the minimization problem (2.7) is given by \( x = A^+ f \).

We can now compute the least squares solution and the Moore-Penrose pseudoinverse for Example 1 following the lines of the proof of Lemma 16.

Example 9 ([28]) The strangeness free DAE (1.24) derived from system (1.4) can be written in the form \( A(t)x(t) = f(t) \), where

\[
A(t) = \begin{bmatrix} 1 -t \\ 0 0 \end{bmatrix}, \quad f(t) = \begin{bmatrix} f_1(t) - tf_2(t) \\ \dot{f}_1(t) - tf_2(t) \end{bmatrix}.
\]

We have \( A = \tilde{A} V^T \) with

\[
\tilde{A} = \begin{bmatrix} \sqrt{1+t^2} 0 \\ 0 0 \end{bmatrix}, \quad V = \begin{bmatrix} 1 & t \\ \sqrt{1+t^2} & -t 1 \end{bmatrix}.
\]

Then the Moore-Penrose pseudoinverse of \( A \) is given by

\[
A^+ = V \tilde{A}^+ = V \begin{bmatrix} \frac{1}{\sqrt{1+t^2}} 0 \\ 0 0 \end{bmatrix} = \frac{1}{1+t^2} \begin{bmatrix} 1 & 0 \\ -t & 0 \end{bmatrix}
\]

and for the solution of the minimization problem (2.7) we get

\[
x = A^+ f = \frac{1}{1+t^2} \begin{bmatrix} f_1(t) - tf_2(t) \\ -t f_1(t) + t^2 f_2(t) \end{bmatrix}.
\]
2.2.2 The Moore-Penrose pseudoinverse for differential-algebraic operators

The (algebraic) equation (2.6) can be interpreted as a special case of a differential-algebraic equation with \( d = 0 \) (for the definition of \( \tilde{d} \), see Theorem 10). So the question arises naturally, if least squares or similarly generalized solutions can also be defined for general DAEs. For this purpose, we introduce linear differential-algebraic operators (DAOs) and appropriate spaces.

Let us first assume that the DAE is strangeness free and that it is given in the orthogonal standard form (2.1). This enables us to detect the differential components \( x_1 \) of the solution \( \tilde{x} = Q^T x \). Only these components of the solution have to be differentiable and only for these components we can provide an initial condition. We must require that the DAE has the trivial solution for \( f \equiv 0 \) in the uniquely solvable case. Otherwise a mapping that maps \( \tilde{f} \) onto the solution of (2.1) cannot be linear. Therefore, we only allow for initial values \( \tilde{x}(t_0) = \tilde{x}_0 = 0 \). This can always be obtained by shifting \( \tilde{x}(t) \) to \( \tilde{x}(t) - \tilde{x}_0 \) and changing the inhomogeneity \( \tilde{f}(t) \) to \( \tilde{f}(t) + \tilde{A}(t) \tilde{x}_0 \). (Of course, this can be done for any DAE, which is not necessarily in orthogonal standard form.)

In the following, we assume that the pair \((\tilde{E}, \tilde{A})\) is in orthogonal standard form. We set

\[
\begin{align*}
\tilde{X} &= \{ \tilde{x} \in C([t_0, T], \mathbb{R}^n) | x_1 \in C^1([t_0, T], \mathbb{R}), x_1(t_0) = 0 \}, \\
\tilde{Y} &= C([t_0, T], \mathbb{R}^m),
\end{align*}
\]

where \( \tilde{x} \) is partitioned as in (2.2). Moreover, let us define a differential-algebraic operator \( \tilde{D} : \tilde{X} \rightarrow \tilde{Y} \) by

\[
\tilde{D}\tilde{x}(t) = \tilde{E}(t)\dot{\tilde{x}}(t) - \tilde{A}(t)\tilde{x}(t).
\]

This operator allows to rewrite the DAE (2.1) in the compact form

\[
\tilde{D}\tilde{x} = \tilde{f}.
\]

Having defined differential-algebraic operators for DAEs in orthogonal standard form, we can easily generalize this concept for general strangeness free DAEs by setting

\[
D = P^T \tilde{D}Q^T,
\]

where the product \( P^T \tilde{D}Q^T \) should be understood point-wise and the operators \( P, Q \) represent the transformations to orthogonal standard form. Then we obtain

\[
\begin{align*}
Dx(t) &= P(t)^T \tilde{D}Q(t)x(t) \\
&= P(t)^T \tilde{D}\tilde{x}(t) \\
&= P(t)^T \tilde{E}(t)\dot{\tilde{x}}(t) - P(t)^T \tilde{A}(t)\tilde{x}(t) \\
&= P(t)^T P(t)E(t)Q(t) \left( Q(t)^T x(t) + Q(t)^T \dot{x}(t) \right) \\
&\quad - P(t)^T \left( P(t)A(t)Q(t)Q(t)^T x(t) - P(t)E(t)Q(t)Q(t)^T x(t) \right) \\
&= E(t)\dot{x}(t) - A(t)x(t) + E(t) \left( Q(t)Q(t)^T + Q(t)^T Q(t) \right) x(t) \\
&= E(t)\dot{x}(t) - A(t)x(t),
\end{align*}
\]

using the identity

\[
Q(t)\dot{Q}(t)^T + \dot{Q}(t)Q(t)^T = \frac{d}{dt} (Q(t)Q(t)^T) = \frac{d}{dt} I = 0.
\]
The spaces where the operator $D$ acts upon can also be transformed, which gives $D : X \to Y$ with

$$X = \{ x \in C([t_0, T], \mathbb{R}^n) | E^+ Ex \in C^1([t_0, T], \mathbb{R}^n), E^+ Ex(t_0) = 0 \},$$

$$Y = C([t_0, T], \mathbb{R}^m).$$

Here, the operator $E^+ E = Q^T P P^T Q$ is a projector onto the differential component of $x = Q\tilde{x}$.

Summarizing the discussion, we are able to rewrite any strangeness free linear DAE (1.1) in the form

$$Dx = f.$$

Our aim is to show that the minimization problem

$$\frac{1}{2} \| x \|^2 = \min! \quad \text{s.t.} \quad \frac{1}{2} \| Dx - f \|^2 = \min! \quad (2.14)$$

possesses a unique solution and that this solution induces an operator $D^+ : Y \to X$, which satisfies the four Moore-Penrose axioms and is therefore a Moore-Penrose pseudoinverse of the differential-algebraic operator $D$.

First, we will show this result for the operator $\tilde{D}$ defined for DAEs in orthogonal standard form. The subsequent extension of this result to general linear DAEs will then be rather straightforward.

The minimization problem

$$\frac{1}{2} \| \tilde{x} \|^2 = \min! \quad \text{s.t.} \quad \frac{1}{2} \| \tilde{D}\tilde{x} - \tilde{f} \|^2 = \min! \quad (2.15)$$

can be written in explicit form as

$$\frac{1}{2} \int_{t_0}^{T} \tilde{x}(t)^T \tilde{x}(t) dt = \min! \quad \text{s.t.} \quad \frac{1}{2} \int_{t_0}^{T} \left( w_1(t)^T w_1(t) + w_2(t)^T w_2(t) + w_3(t)^T w_3(t) \right) dt = \min!, \quad (2.16)$$

where

$$w_1(t) = \Sigma_E(t) \tilde{x}_1(t) - A_{11}(t)x_1(t) - A_{12}(t)x_2(t) - A_{13}(t)x_3(t) - f_1(t), \quad (2.17)$$

$$w_2(t) = -A_{21}(t)x_1(t) - \Sigma_A(t)x_2(t) - f_2(t), \quad (2.18)$$

$$w_3(t) = -f_3(t). \quad (2.19)$$

The constraint can easily be satisfied, because we can solve the system $w_1 = 0, w_2 = 0$ in $\tilde{X}$ for an arbitrary continuous function $x_3$. For this purpose we eliminate the function $x_2$ in (2.17) using

$$x_2(t) = -\Sigma_A(t)^{-1}(A_{21}(t)x_1(t) + f_2(t)). \quad (2.20)$$
Next, we solve the initial value problem
\[
\dot{x}_1(t) = \Sigma_E(t)^{-1} (A_{11}(t) - A_{12}(t) \Sigma_A(t)^{-1} A_{21}(t)) x_1(t) \\
+ \Sigma_E(t)^{-1} A_{13}(t) x_3(t) + \Sigma_E(t)^{-1} (f_1(t) - A_{12}(t) \Sigma_A(t)^{-1} f_2(t)), \quad x_1(t_0) = 0,
\]
and compute \(x_2\) according to (2.20).

The problem (2.16) turns out to be a linear quadratic optimal control problem [21, 35]. If we set
\[
\begin{align*}
A(t) &= \Sigma_E(t)^{-1} (A_{11}(t) - A_{12}(t) \Sigma_A(t)^{-1} A_{21}(t)), \\
B(t) &= \Sigma_E(t)^{-1} A_{13}(t), \\
C(t) &= -\Sigma_A(t)^{-1} A_{21}(t), \\
f(t) &= \Sigma_E(t)^{-1} (f_1(t) - A_{12}(t) \Sigma_A(t)^{-1} f_2(t)), \\
g(t) &= -\Sigma_A(t)^{-1} f_2(t),
\end{align*}
\]
and rename the components of \(\hat{x}\) by setting \(x = x_1, y = x_2\) and \(u = x_3\), the problem (2.15) turns into
\[
\begin{align*}
\frac{1}{2} \int_{t_0}^{T} & (x(t)^T x(t) + y(t)^T y(t) + u(t)^T u(t)) \, dt = \min! \\
\text{s.t.} & \quad \dot{x}(t) = A(t)x(t) + B(t)u(t) + f(t), \quad x(t_0) = 0, \\
& \quad y(t) = C(t)x(t) + g(t).
\end{align*}
\]
Hence the undetermined part \(x_3\) of the variable \(\hat{x}\) can be interpreted as the input variable of this control problem. The problem (2.22) is a generalization of the standard linear quadratic control problems due to the inhomogeneities that appear in the constraints. As for standard control problems, it can be shown that (2.22) possesses a unique solution.

**Theorem 17** Let
\[
A \in C([t_0, T], \mathbb{R}^{d,d}), \quad B \in C([t_0, T], \mathbb{R}^{d,\hat{u}}), \quad C \in C([t_0, T], \mathbb{R}^{\hat{u},d}), \\
f \in C([t_0, T], \mathbb{R}^{d}), \quad g \in C([t_0, T], \mathbb{R}^{\hat{u}}).
\]

Then the linear quadratic control problem (2.22) possesses a unique solution \(x \in C^1([t_0, T], \mathbb{R}^d), \quad y \in C([t_0, T], \mathbb{R}^{\hat{u}}), \quad u \in C([t_0, T], \mathbb{R}^{\hat{u}}).\) This solution coincides with the corresponding part of the unique solution of the boundary value problem
\[
\begin{align*}
\dot{\lambda}(t) &= (I + C(t)^T C(t)) x(t) - A(t)^T \lambda(t) + C(t)^T g(t), \quad \lambda(T) = 0, \\
\dot{x}(t) &= A(t)x(t) + B(t)u(t) + f(t), \quad x(t_0) = 0, \\
y(t) &= C(t)x(t) + g(t), \\
u(t) &= B(t)^T \lambda(t),
\end{align*}
\]
which can be obtained by the successive solution of the initial value problems
\[
\begin{align*}
\dot{P}(t) &= I + C(t)^T C(t) - P(t) A(t) - A(t)^T P(t) - P(t) B(t) B(t)^T P(t), \quad P(T) = 0, \\
\dot{v}(t) &= C(t)^T g(t) - P(t) f(t) - A(t)^T v(t) - P(t) B(t) B(t)^T v(t), \quad v(T) = 0, \\
\dot{x}(t) &= A(t)x(t) + B(t) B(t)^T (P(t)x(t) + v(t)) + f(t), \quad x(t_0) = 0, \\
\dot{\lambda}(t) &= P(t)x(t) + v(t), \\
y(t) &= C(t)x(t) + g(t), \\
u(t) &= B(t)^T \lambda(t).
\end{align*}
\]
2.3. (1,2,3)-INVERSES

Proof. See [28]. □

The unique solvability of the problem (2.22) obviously implies that the minimization problem (2.15) has the unique solution \( \tilde{x} = (x_1, x_2, x_3) = (x, y, u) \). This enables us to define an operator \( \tilde{D}^+ \) that maps the inhomogeneity \( \tilde{f} \) onto this solution:

\[
(2.25) \quad \tilde{D}^+ : \tilde{Y} \to \tilde{X}, \quad \tilde{D}^+ : \tilde{f} \mapsto \tilde{x},
\]

see (2.10)–(2.11) for the definition of \( \tilde{X} \) and \( \tilde{Y} \). It is easy to see that this operator is linear because the Riccati differential equation in (2.24) does not depend on the inhomogeneities. The image of \( \tilde{D}^+ \) lies in \( \tilde{X} \) because the state variable \( x \) in (2.22) and therefore the differential component \( x_1 \) of \( \tilde{x} \) is continuously differentiable.

Finally, it can be shown that the operator \( \tilde{D}^+ \), together with the differential-algebraic operator \( \tilde{D} \), satisfies the four Moore-Penrose axioms and hence \( \tilde{D}^+ \) is the Moore-Penrose pseudoinverse of \( \tilde{D} \).

Theorem 18 The operator \( \tilde{D}^+ \), defined as in (2.25), is the Moore-Penrose pseudoinverse of the operator \( \tilde{D} \) defined in (2.12), i.e., the endomorphisms \( \tilde{D}\tilde{D}^+ \) and \( \tilde{D}^+\tilde{D} \) have conjugates such that (2.8) holds for \( \tilde{D} \) and \( \tilde{D}^+ \).

Proof. See [28]. □

Having shown the existence and uniqueness of the Moore-Penrose pseudoinverse of a differential-algebraic equation in orthogonal standard form, we can now generalize this result to strangeness-free linear DAEs. Remember that the differential-algebraic operator \( D \) was defined indirectly via the standard form (2.1) by (2.13). Because of

\[
\|x\| = \|Q^T x\| = \|\tilde{x}\|, \quad \|D x - f\| = \|P(P^T \tilde{D}Q^T x - f)\| = \|\tilde{D} \tilde{x} - \tilde{f}\|,
\]

the minimization problem (2.14) transforms covariantly with the application of the transformations \( P \) and \( Q \). Thus for a general DAE we can first compute the orthogonal standard form along with the operators \( P \) and \( Q \) and solve the minimization problem (2.15). Having found the Moore-Penrose pseudoinverse \( \tilde{D}^+ \) of \( \tilde{D} \), the Moore-Penrose pseudoinverse \( D^+ \) of \( D \) is given by

\[
D^+ = Q \tilde{D}^+ P.
\]

In this way we have found the Moore-Penrose pseudoinverse of a differential-algebraic operator that generalizes the Moore-Penrose pseudoinverses of matrices in a canonical way; it is defined via a similar minimization problem.

In the special case \( E \equiv 0 \), the problem (2.14) reduces to the algebraic minimization problem

\[
\|x\| = \min! \quad \text{s.t.} \quad \frac{1}{2} \|Ax + f\|^2 = \min!
\]

and we get \( D^+ = -A^+ \), where \( A^+ \) is defined as in Lemma 15. Moreover, the transformation of a DAE to orthogonal standard form corresponds to the application of the smooth decomposition (2.9) that was necessary to compute the solution of the minimization problem (2.7) in the proof of Lemma 15.

2.3 (1,2,3)-inverses

There are other ways to generalize the theory of Moore-Penrose pseudoinverses to linear DAEs. The computation of the solution \( x = D^+ f \) requires the solution of the boundary value problem...
Furthermore, no arbitrary initial values can be prescribed for the undetermined part of the solution (the component $x_3$ in the orthogonal normal form).

A possible approach to circumvent this problem is to relax the Moore-Penrose theory and fix a unique solution of (1.1). If the system can be transformed to the orthogonal standard form this can be done very easily by setting $x_3 \equiv 0$ and then solving the problem

$$\dot{x}(t) = \begin{bmatrix} A_{11}(t) & A_{12}(t) \\ A_{21}(t) & \Sigma_A(t) \end{bmatrix} \bar{x}(t) + \begin{bmatrix} f_1(t) \\ f_2(t) \end{bmatrix}, \quad x_1(t_0) = 0,$$

which is uniquely solvable. For a general strangeness free linear DAE we can write down this approach in terms of a minimization problem using the matrix function

$$\Pi(t) = E(t)^+ E(t) + F(t)^+ F(t),$$

with

$$F(t) = (I - E(t) E(t)^+) A(t) (I - E(t)^+ E(t)).$$

The function $\Pi$ has the following properties. For a system in orthogonal standard form we have

$$\tilde{E}(t)^+ = \begin{bmatrix} \Sigma_E(t)^{-1} & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}$$

and thus

$$\tilde{F}(t) = (I - \tilde{E}(t) \tilde{E}(t)^+) \tilde{A}(t) (I - \tilde{E}(t)^+ \tilde{E}(t))$$

$$= \begin{bmatrix} \tilde{A}_{11}(t) & \tilde{A}_{12}(t) \\ \tilde{A}_{21}(t) & \Sigma_A(t) \end{bmatrix} \begin{bmatrix} 0 \\ I \end{bmatrix}$$

$$= \begin{bmatrix} 0 \\ \Sigma_A(t) \end{bmatrix}.$$

Therefore

$$\tilde{\Pi}(t) = \tilde{E}(t)^+ \tilde{E}(t) + \tilde{F}(t)^+ \tilde{F}(t) = \begin{bmatrix} I & 0 \end{bmatrix}$$

is an orthogonal projector onto the components $x_1$ and $x_2$ of $\tilde{x}$. In addition we get (omitting the argument $t$):

$$\tilde{F} = (I - \tilde{E} \tilde{E}) \tilde{A}(I - \tilde{E}^+ \tilde{E})$$

$$= (I - PEQ^T E^+ P^T)(PAQ - PEQ)(I - Q^T E^+ P^T PEQ)$$

$$= P(I - E E^+)(A - EQ^T)(I - E^+ E)Q$$

$$= P(I - E E^+)(I - E^+ E)Q - P(E - E E^+ E)Q^T (I - E^+ E)Q$$

$$= PFQ.$$
2.3. \((1,2,3)\)-INVERSES

It follows that \(\Pi\) is also an orthogonal projector and the minimization problem

\[
\frac{1}{2} \| (I - \Pi)x \|^2 = \text{min} \quad \text{s.t.} \quad \frac{1}{2} \| Dx - f \|^2 = \text{min}
\]

transforms covariantly with the application of \(P\) and \(Q\). Thus, the minimization problem (2.27) possesses a unique solution and this solution induces a (linear) operator \(D^- : Y \to X\). The following theorem shows that \(D^-\) is a \((1,2,3)\)-inverse of the differential-algebraic operator \(D\).

**Theorem 19** The operator \(D^-\) defined as the solution operator of (2.27) is a \((1,2,3)\)-inverse of \(D\), i.e., the endomorphism \(DD^-\) has a conjugate such that (2.8 a,b,c) hold for \(D^-\) and \(D\).

**Proof.** For the sake of completeness, we provide a detailed proof of this result, which can also be found in [28].

First we show this result for a DAE in orthogonal standard form. The solution \(\tilde{x} = \tilde{D}^- \tilde{f}\) of the minimization problem

\[
\frac{1}{2} \| (I - \Pi)x \|^2 = \text{min} \quad \text{s.t.} \quad \frac{1}{2} \| D\tilde{x} - \tilde{f} \|^2 = \text{min}
\]

satisfies (2.26) and we have \(x_3 = 0\). If we set \(\tilde{f} = \tilde{D}\tilde{D}^- \tilde{f}\) and partition \(\tilde{f} = (\tilde{f}_1, \tilde{f}_2, \tilde{f}_3)\) according to the block structure of \(\tilde{f}\), we get

\[
\tilde{f}_1(t) = \Sigma E(t)\tilde{x}_1(t) - A_{11}(t)x_1(t) - A_{12}(t)x_2(t) - A_{13}(t) = \tilde{f}_1(t),
\]

\[
\tilde{f}_2(t) = -A_{21}(t)x_1(t) - \Sigma A(t)x_2(t) = \tilde{f}_2(t),
\]

\[
\tilde{f}_3(t) = 0,
\]
after inserting this solution. Thus the operator \(\tilde{D}\tilde{D}^- : Y \to Y\) can be written as

\[
\tilde{D}\tilde{D}^- = \begin{bmatrix}
I \\
I \\
0
\end{bmatrix}.
\]

This operator is obviously self-conjugate. Furthermore, we get \(\tilde{D}\tilde{D}^- \tilde{D} = \tilde{D}\) because \(\tilde{D}\) has a vanishing third component, as well as \(\tilde{D}\tilde{D}^- \tilde{D} = \tilde{D}\) because \(f_3\) does not have any influence on the solution of (2.27).

Since the problem transforms covariantly if we apply the orthogonal transformations \(P\) and \(Q\), the operator \(D^- = Q\tilde{D}^- P\) maps onto the solution of (2.27). It then satisfies the axioms (2.8) (a)--(c). \(\square\)

If we again consider the special case of a DAE with \(E \equiv 0\), then the solution of (2.27) coincides with the solution of the minimization problem (2.7) for the algebraic system (2.6) and we get \(D^- = D^+ = -A^+\). Thus the \((1,2,3)\)-inverse \(D^-\) also generalizes the Moore-Penrose pseudoinverse of matrices.

The numerical computation of the generalized solutions that we have defined in this section can be carried out easily if the DAEs are given in orthogonal standard form or if the necessary transformations \(P\) and \(Q\) (and the derivative \(\dot{Q}\)) are known. For the computation of the solution \(x = D^- f\) a uniquely solvable DAE has to be solved and the computation of \(x = D^+ f\) requires the solution of a boundary value problem.

But as already stated, the orthogonal standard form and in particular the necessary orthogonal transformations from the right are generally difficult to compute numerically. In the next chapters we will present possibilities to approximate these generalized solutions without any knowledge of these transformations.
Chapter 3

Numerical Determination of Generalized Solutions

In this chapter, we consider the numerical computation of generalized solutions of DAEs. Throughout this chapter, we will assume that the DAE is strangeness free; this choice is motivated by the results of the preceding chapters. Two methods will be presented, both based on time discretizations via BDF-methods [8, 20]. This class of methods has favourable stability properties [20] and has proved its robustness as well as reliability for solving DAEs in software packages such as DASSL [37], ODASSL [11, 12], and GELDA [33]. Moreover, the considerable simplicity of BDF-methods makes them particularly suitable for our purposes.

The two methods presented here allow to approximate numerically the solutions associated with the Moore-Penrose inverse and a (1,2,3)-inverse of differential-algebraic operators without involving any transformation of the solution space.

3.1 BDF-methods and discretization operators

BDF-methods are implicit $k$-step methods for the numerical solution of ordinary differential equations of the form

$$\dot{x}(t) = f(t, x), \quad t \in [t_0, T],$$

with an initial condition

$$x(t_0) = x_0.$$  

They are defined by setting

$$\sum_{l=0}^{k} \alpha_l x_{i-k+l} = hf(t_i, x_i),$$

where $h = (T - t_0)/N$ with $N \in \mathbb{N}$ is a fixed step size, $t_i = (t_0 + ih)$ are the corresponding grid points in the time interval, and $x_l$, $l = i - k, \ldots, i - 1$, denote numerical approximations to the solution of (3.1,3.2) at these grid points. The coefficients $\alpha_l$, $l = 0, \ldots, k$, are defined such that the method has the highest attainable order of convergence. Table 3.1 shows these coefficients for different values of $k$. BDF-methods are stable for $k \leq 6$ and unstable for $k > 6$ (see, e.g., [20]). They are consistent of order $p = k$ and thus convergent of order $p = k$ for $k \leq 6$.

In Chapter 1, we have seen that the implicit Euler method, i.e., the BDF-method for $k = 1$, can lead to misleading results if applied to general DAEs. However, if we discretize uniquely
solvable strangeness free DAEs with BDF-methods, then we get the same convergence result as for ODEs, see Theorem 20 below. This discretization is computed as in the case of ODEs by replacing $\dot{x}$ with the sum $\frac{1}{h} \sum_{l=0}^{k} \alpha_l x_{i-k+l}$, such that, for given initial data $x_{i-k}, \ldots, x_{i-1}$, we have to solve the systems

\begin{equation}
\frac{1}{h} E(t_i) \sum_{l=0}^{k} \alpha_l x_{i-k+l} = A(t_i) x_i + f(t_i)
\end{equation}

successively for $x_i, i = k, \ldots, N$.

**Theorem 20 ([4])** Let (1.1) be a strangeness free DAE with $E$, $A$ and $f$ sufficiently smooth. Let (1.1) together with (1.2) possess the unique solution $x \in C^1([t_0, T], \mathbb{R}^n)$. Furthermore, let $x_0, \ldots, x_{k-1}$ be given with

\begin{equation}
x(t_i) - x_i = O(h^p) \quad \text{for} \quad h \to 0,
\end{equation}

$i = 0, \ldots, k - 1$. Define the sequence $(x_i)$ for $i \geq k$ by solving the systems (3.3). Then we get

\begin{equation}
x(T; h) - x(T) = O(h^p) \quad \text{for} \quad h \to 0.
\end{equation}

Here, $x(T; h)$ denotes the approximation $x(T; h) = x_N$ to $x(T)$ computed with the step size $h = (T - t_0)/N$.

We now establish an alternative notation for the discretization of a linear DAE with BDF-methods using a fixed step size $h = (T - t_0)/N$. First, we introduce the restriction operator $R_{X_h}$ as the restriction of a function $z$ to its values at the grid points $t_i = t_0 + ih, i = k, \ldots, N$, in the finite dimensional space $X_h = \mathbb{R}^{N_k n}$, $N_k = N - k + 1$, i.e.,

\begin{equation}
R_{X_h} z = \begin{bmatrix} z(t_k) \\ \vdots \\ z(t_N) \end{bmatrix}.
\end{equation}

Note that we have used the subscript $X_h$ to emphasize the facts that $R_{X_h}$ will be used to discretize the solution space and that the action of the operator depends on the chosen step size (it also depends on the order of the BDF-method and $t_0$, which, however, will be assumed to be fixed).

<table>
<thead>
<tr>
<th>$\alpha_l$</th>
<th>$l = k$</th>
<th>$l = k - 1$</th>
<th>$l = k - 2$</th>
<th>$l = k - 3$</th>
<th>$l = k - 4$</th>
<th>$l = k - 5$</th>
<th>$l = k - 6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 1$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k = 2$</td>
<td>$\frac{3}{2}$</td>
<td>-2</td>
<td>$\frac{1}{2}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k = 3$</td>
<td>$\frac{11}{6}$</td>
<td>-3</td>
<td>$\frac{3}{2}$</td>
<td>-1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k = 4$</td>
<td>$\frac{25}{12}$</td>
<td>-4</td>
<td>3</td>
<td>$-\frac{4}{3}$</td>
<td>$\frac{1}{4}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k = 5$</td>
<td>$\frac{147}{60}$</td>
<td>-5</td>
<td>5</td>
<td>$-\frac{10}{3}$</td>
<td>$\frac{5}{4}$</td>
<td>$-\frac{1}{5}$</td>
<td></td>
</tr>
<tr>
<td>$k = 6$</td>
<td>$\frac{147}{60}$</td>
<td>-6</td>
<td>$\frac{15}{2}$</td>
<td>-20</td>
<td>$\frac{15}{4}$</td>
<td>$-\frac{6}{5}$</td>
<td>$\frac{1}{5}$</td>
</tr>
</tbody>
</table>

Table 3.1: Coefficients for BDF-methods.
We also define a discretization operator $R_{\mathcal{Y}_h}$, which maps a function $f$ into the space $\mathcal{Y}_h = \mathbb{R}^{N \times m}$ and is defined by

\[
R_{\mathcal{Y}_h} f = \begin{bmatrix}
  f(t_k) - \frac{1}{h} \sum_{l=0}^{k-1} \alpha_l E(t_k) x_l \\
  f(t_{2k-1}) - \frac{1}{h} \alpha_0 E(t_{2k-1}) x_{k-1} \\
  \vdots \\
  f(t_{2k}) \\
  f(t_N)
\end{bmatrix}.
\]

(3.5)

Note that the operator $R_{\mathcal{Y}_h}$, in contrast to $R_{\mathcal{X}_h}$, includes additional information about the initial values $x_0, \ldots, x_{k-1}$. Apart from the step size $h$, we assume all other variables on which the definition of $R_{\mathcal{Y}_h}$ depends to be constant.

Setting $g_h := R_{\mathcal{Y}_h} f$, we can merge the systems (3.3) into one big linear system

\[
D_h x_h = g_h,
\]

(3.6)

where $x_h \in \mathcal{X}_h$ is given by

\[
x_h = \begin{bmatrix}
  x_k \\
  \vdots \\
  x_N
\end{bmatrix},
\]

and the linear operator $D_h : \mathcal{X}_h \to \mathcal{Y}_h$ is defined as follows. Each of its blocks $[D_h]_{ij}, i, j = k, \ldots, N$, is given by

\[
[D_h]_{ij} = \begin{cases}
  \frac{1}{h} \alpha_{k+j-i} E(t_i) & \text{for } i - k \leq j < i, \\
  \frac{1}{h} \alpha_i E(t_i) - A(t_i) & \text{for } j = i, \\
  0 & \text{otherwise}.
\end{cases}
\]

If the corresponding initial value problem (1.1) with (1.2) possesses a unique solution $x \in \mathfrak{X}$, then the matrix $D_h$ is nonsingular for sufficiently small step sizes $h$ and the solution $x_h = D_h^{-1} g_h$ of (3.6) contains the approximations $x_i, i = k, \ldots, N$, to $x$ at the grid points $t_i$.

With this notation we can now reformulate Theorem 20.

**Remark 21** Let the assumptions of Theorem 20 be satisfied. Then for the solution $x_h = D_h^{-1} g_h$ of (3.6) we get

\[
\|x_h - R_{\mathcal{X}_h} x\|_\infty \leq C h^p \quad \text{for } h \to 0,
\]

where the constant $C > 0$ does not depend on $h$.

### 3.2 Local Minimization

In Section 2.3, we have defined a $(1,2,3)$-inverse $D^-$ of a differential-algebraic operator $D$. The corresponding generalized solution $x = D^- f$ of the strangeness free DAE (1.1) is uniquely defined by the minimization problem (2.27).

This solution can be easily computed analytically and numerically if the DAE is given in orthogonal standard form or if the necessary orthogonal transformations $P$ and $Q$ as defined in Theorem 11 are known. In this case, the system can be assumed to be in orthogonal standard
form and the undetermined component \( x_3 \) of \( \bar{x} = Q^T x \) can be set to zero. The solvability condition \( f_3 = 0 \) does not have any influence on the generalized solution and the remaining DAE

\[
\Sigma_E(t) \ddot{x}_1(t) = A_{11}(t)x_1(t) + A_{12}(t)x_2(t) + f_1(t), \\
0 = A_{21}(t)x_1(t) + \Sigma_A(t)x_2(t) + f_2(t)
\]

possesses a unique solution. This system can be discretized directly with a BDF-method as shown in the previous section.

One can also solve (3.7) by first solving the ordinary differential equation

\[
\dot{x}_1(t) = \Sigma_E(t)^{-1} \left( A_{11}(t) - A_{12}(t)\Sigma_A(t)^{-1}A_{21}(t) \right) x_1(t) + \Sigma_E(t)^{-1} \left( f_1(t) - \Sigma_A(t)^{-1}f_2(t) \right)
\]

by an appropriate method and then compute the algebraic component of the solution by

\[
x_2 = -\Sigma_A(t)^{-1} (A_{21}(t)x_1(t) + f_2(t)).
\]

The solution of (3.7) is then given by

\[
x = Q \bar{x} = Q \begin{bmatrix} x_1 \\ x_2 \\ 0 \end{bmatrix}.
\]

Let us emphasize again that both approaches require the undetermined components of the solution and consequently the transformations \( P \) and \( Q \) to be known. However, since these quantities are usually not known in advance in realistic applications, we have to find other ways to approximate the generalized solution.

Discretizing the strangeness free DAE (1.1) directly with a \( k \)-step BDF method using a fixed step size \( h = (T - t_0)/N \) leads to \( N - k + 1 \) systems of the form

\[
\frac{1}{h}E_i \sum_{l=0}^{k} \alpha_l x_{i-k+l} = A_ix_i + f_i
\]

for \( i = k, \ldots, N \). Here \( E_i, A_i \) and \( f_i \) denote the values of \( E, A \) and \( f \) at the grid points \( t_i = t_0 + ih \). It must be assumed that sufficiently good initial approximations \( x_0, \ldots, x_{k-1} \) to the generalized solution \( x = D^{-1}f \) at the grid points \( t_0, \ldots, t_{k-1} \) are provided. The systems in (3.9) can be written as

\[
\left( \frac{\alpha_k}{h} E_i - A_i \right) x_i = -\frac{1}{h} \sum_{l=0}^{k-1} \alpha_l E_i x_{i-k+l} + f_i
\]

and have to be solved with respect to \( x_i \). Since our focus is on over- or underdetermined DAEs, the matrices \( \left( \frac{\alpha_k}{h} E_i - A_i \right) \) are likely to be rank deficient. As in (3.6), the discretization (3.10) can be written in terms of the large linear system

\[
D_h x_h = g_h
\]

where the blocks \([D_h]_{ij} \in \mathbb{R}^{m,n}, i, j = k, \ldots, N\) of the matrix \( D_h \) are defined as

\[
[D_h]_{ij} = \begin{cases} 
\frac{1}{h} \alpha_{k+j-i} E_i & \text{for } i - k \leq j < i, \\
\frac{1}{h} \alpha_k E_i - A_i & \text{for } j = i, \\
0 & \text{otherwise}.
\end{cases}
\]
and the right-hand side \( g_h = R_y h_f \) with \( R_y h_f \) as in (3.5) contains values of the inhomogeneity \( f \) at the grid points as well as the initial values \( x_0, \ldots, x_{k-1} \). The vector

\[
x_h = \begin{bmatrix} x_k \\ \vdots \\ x_N \end{bmatrix}
\]

contains the solutions \( x_i \) of (3.9), provided that these systems are solvable.

If the systems (3.9) are not solvable, then we can compute solutions in a least squares sense, i.e., we solve the \( N - k + 1 \) minimization problems

\[
\frac{1}{2} \| x_i \|_2^2 = \min \quad \text{s.t.} \quad \frac{1}{h} E_i \sum_{l=0}^{k} \alpha_l x_{i-k+l} - A_i - f_i \|_2^2 = \min
\]

successively for \( i = k, \ldots, N \). The corresponding solutions \( x_i \) can then be written in the form

\[
x_i = \left( \frac{\alpha_k}{h} E_i - A_i \right)^+ \left( -\frac{1}{h} \sum_{l=0}^{k-1} \alpha_l E_i x_{i-k+l} + f_i \right),
\]

where \( \left( \frac{\alpha_k}{h} E_i - A_i \right)^+ \) denotes the Moore-Penrose pseudoinverse of the matrix \( \frac{\alpha_k}{h} E_i - A_i \).

The rest of this section is concerned with showing that the solutions \( x_i \) in (3.14) are approximations to the generalized solution \( x = D^{-1} f \) at the grid points \( t_i \).

**Synopsis of proof** Before we go into the technical details to prove the main result, let us provide a brief synopsis of the proof.

**Step 1:** Starting from (3.14), we use the transformation matrices of the DAE to orthogonal standard form to get the reformulated equations (3.16). Multiplying by an appropriate regular factor from the left gives (3.23). Writing these reformulations in terms of the enlarged system as in (3.6) yields the system \( \hat{D}_h x_h = \hat{g}_h \) in (3.32), which has the same solution as (3.11).

**Step 2:** On the other side, we consider the orthogonal standard form of the DAE and derive a slightly modified DAE, which has as its unique solution the \( (1, 2, 3) \)-solution \( \hat{D}^{-1} \hat{f} \) as defined in (2.28). Then we map the transformed solution space back to the original solution space and obtain (3.27). This equation is discretized, see (3.28), and written as the enlarged system \( \hat{D}_h x_h = \hat{g}_h \) in (3.35).

**Step 3:** Lemma 25 shows that the coefficient matrices \( \hat{D}_h \) and \( \hat{D}_h \) as well as the right-hand sides \( \hat{g}_h \) and \( \hat{g}_h \) differ at most by \( O(h) \). Combined with the boundedness of \( \hat{D}_h^{-1} \), this fact is used in Theorem 26 to conclude the proof.

**Remark:** Let us emphasize that all the transformations are performed solely for theoretical purposes; our numerical method will directly employ the unmodified discretized equations (3.14).
Step 1

Since the DAE is strangeness free, we know that there exist orthogonal transformations $P$ and $Q$ such that $\tilde{E} = PEQ$ and $\tilde{A} = PAQ - PEQ$ have the structure given in Theorem 11. Therefore, we have

$$\alpha_k E_i - A_i = P_i^T (\frac{\alpha_k}{h} E_i - (\tilde{A}_i + P_i E_i Q_i)) Q_i^T$$

$$= P_i^T (\frac{\alpha_k}{h} \tilde{E}_i - (\tilde{A}_i + P_i E_i Q_i)) Q_i^T$$

$$= P_i^T (\frac{\alpha_k}{h} \tilde{E}_i - \tilde{A}_i + \tilde{E}_i Q_i^T Q_i) Q_i^T$$

$$= P_i^T (\frac{\alpha_k}{h} \tilde{E}_i - \tilde{A}_i + \tilde{E}_i Q_i^T Q_i) Q_i^T.$$  

(3.15)

Again, the index $i$ denotes the evaluation of the corresponding matrix function at $t = t_i$. The last identity follows from

$$0 = \dot{j} = \frac{d}{dt}(Q^T Q) = \dot{Q}^T Q + Q^T \dot{Q}.$$  

Because of the term $\dot{E}_i Q_i^T Q_i$, Equation (3.15) shows that the discretization used here does not transform covariantly with the application of the transformation $Q$.

Using (3.15), we can rewrite (3.14) as

$$x_i = (\frac{\alpha_k}{h} E_i - A_i)^+ \left( -\frac{1}{h} \sum_{l=0}^{k-1} \alpha_l E_i x_{i-k+l} + f_i \right)$$

$$= \left( P_i^T (\frac{\alpha_k}{h} \tilde{E}_i - \tilde{A}_i + \tilde{E}_i Q_i^T Q_i) Q_i^T \right)^+ \left( -\frac{1}{h} \sum_{l=0}^{k-1} \alpha_l E_i x_{i-k+l} + f_i \right)$$

$$= Q_i \left( \frac{\alpha_k}{h} \tilde{E}_i - \tilde{A}_i + \tilde{E}_i Q_i^T Q_i \right)^+ P_i \left( -\frac{1}{h} \sum_{l=0}^{k-1} \alpha_l E_i x_{i-k+l} + f_i \right)$$

$$= Q_i \left( \frac{\alpha_k}{h} \tilde{E}_i - \tilde{A}_i + \tilde{E}_i Q_i^T Q_i \right)^+ \left( -\frac{1}{h} \sum_{l=0}^{k-1} \alpha_l \tilde{E}_i Q_i^T x_{i-k+l} + \tilde{f}_i \right).$$

(3.16)

The matrix $\frac{\alpha_k}{h} \tilde{E}_i - \tilde{A}_i + \tilde{E}_i Q_i^T Q_i$ has the structure

$$\frac{\alpha_k}{h} \tilde{E}_i - \tilde{A}_i + \tilde{E}_i Q_i^T Q_i = \begin{bmatrix} R_i & S_i \\ 0 & 0 \end{bmatrix},$$

where

$$R_i = \begin{bmatrix} \alpha_k \Sigma E_i - A_{11i} + \Sigma E_i \dot{Q}_1i, & -A_{12i} + \Sigma E_i \dot{Q}_2i, \\ -A_{21i}, & -\Sigma A_i \end{bmatrix} \in \mathbb{R}^{d+\tilde{a},d+\tilde{a}}$$

is nonsingular for sufficiently small $h$ and

$$S_i = \begin{bmatrix} -A_{13i} + \Sigma E_i \dot{Q}_3i, \\ 0 \end{bmatrix} \in \mathbb{R}^{d+\tilde{a},\tilde{a}}.$$  

(3.17)

Here we use the notation

$$\tilde{Q}_j := \dot{Q}_1^T Q_{1j} + \dot{Q}_2^T Q_{2j} + \dot{Q}_3^T Q_{3j}.$$  

(3.18)
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where $Q_{ij}$ and $Q_{ij}$ denote the block $(i,j)$ of $\hat{Q}$ and $Q$, respectively, in accordance with the block structure of the orthogonal standard form. Hence, $Q_j$ is the $j$-th block of $\hat{Q}^TQ$ in the first block row. Note that the perturbation induced by the derivative of $Q$ only appears in the first block rows of $R_i$ and $S_i$.

We will now use the following formula to compute the Moore-Penrose pseudoinverse.

**Lemma 22** For a matrix

\begin{equation}
A = \begin{bmatrix} R \\ S \\ 0 \\ 0 \end{bmatrix}
\end{equation}

with a nonsingular block $R$, we have

\begin{equation}
A^+ = \begin{bmatrix} (I - VW^{-1}V^T) R^{-1} \\ W^{-1}V^TR^{-1} \\ 0 \\ 0 \end{bmatrix},
\end{equation}

with

$$V := R^{-1}S, \quad W := I + V^TV.$$

**Proof.** For $A$ and $A^+$ as defined in (3.21) and (3.22) it follows that

$$AA^+ = \begin{bmatrix} R \\ S \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} (I - VW^{-1}V^T) R^{-1} \\ W^{-1}V^TR^{-1} \\ 0 \\ 0 \end{bmatrix} = \begin{bmatrix} R(I - VW^{-1}V^T)R^{-1} + SW^{-1}V^TR^{-1} \\ 0 \\ 0 \end{bmatrix} = \begin{bmatrix} I - SW^{-1}V^TR^{-1} + SW^{-1}V^TR^{-1} \\ 0 \\ 0 \end{bmatrix} = \begin{bmatrix} I \\ 0 \\ 0 \\ 0 \end{bmatrix}$$

and this immediately shows that the first three Moore-Penrose axioms (2.5) (1)–(3) are satisfied. For the matrix $A^+A$ we get

$$A^+A = \begin{bmatrix} (I - VW^{-1}V^T) R^{-1} \\ W^{-1}V^TR^{-1} \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} R \\ S \\ 0 \\ 0 \end{bmatrix} = \begin{bmatrix} I - VW^{-1}V^T(I - VW^{-1}V^T)V \\ W^{-1}V^T \\ W^{-1}V^TV \end{bmatrix}.$$

The block $I - VW^{-1}V^T$ is symmetric because $W$ and thus $W^{-1}$ are symmetric. It follows that

$$\begin{aligned}
(W^{-1}V^TV)^T &= V^TWV^{-1} = V^TVW^{-1} = (I + V^TV)W^{-1} - W^{-1} \\
&= W^{-1}(I + V^TV) - W^{-1} = W^{-1}V^TV.
\end{aligned}$$

Furthermore,

$$\begin{aligned}
(W^{-1}V^T)^T &= VW^{-1} = V(I - W^{-1}) = V(I - W^{-1}(I + V^TV) + W^{-1}) \\
&= V(I - W^{-1}V^TV) = (I - VW^{-1}V^T)V.
\end{aligned}$$

This shows that $A^+A$ is symmetric and the fourth Moore-Penrose axiom (2.5) (4) is satisfied. □
From Lemma 22, it follows that

\[
\begin{bmatrix}
R S \\
0 \ I
\end{bmatrix}
\begin{bmatrix}
R S \\
0 \ 0
\end{bmatrix}^+ =
\begin{bmatrix}
I \\
W^{-1} V^T R^{-1} 0
\end{bmatrix}.
\]

Next, we turn Equation (3.16) for \( i = k, \ldots, N \) into a linear system by multiplication from the left with the regular matrix

\[
\begin{bmatrix}
R_i S_i \\
0 \ I_u
\end{bmatrix}
Q_i^T,
\]

in order to obtain the system

\[
\begin{bmatrix}
R_i S_i \\
0 \ I_u
\end{bmatrix} Q_i^T x_i =
\begin{bmatrix}
R_i S_i \\
0 \ I_u
\end{bmatrix}^+
\left(- \frac{1}{h} \sum_{l=0}^{k-1} \alpha_l E_i Q_i^T x_{i-k+l} + \tilde{f}_i \right)
\]

\[
\begin{bmatrix}
I_d \\
0 \\
R_1, R_2, 0
\end{bmatrix}
\left(- \frac{1}{h} \sum_{l=0}^{k-1} \alpha_l \begin{bmatrix}
\Sigma E_i \\
0 \\
R_1, \Sigma E_i 0
\end{bmatrix} Q_i^T x_{i-k+l} + \begin{bmatrix}
f_1 \\
f_2 \\
R_1, f_1 + R_2, f_2
\end{bmatrix}\right),
\]

(3.23)

where for

(3.24) \[ V_i = R_i^{-1} S_i, \ \ W_i = I + V_i^T V_i, \]

the matrix

(3.25) \[ W_i^{-1} V_i^T R_i^{-1} =: [R_1, R_2] \]

is partitioned according to the block structure in the orthogonal standard form.

**Step 2**

Let us consider the system (3.7) together with the condition \( x_3 = 0 \) and write this uniquely solvable DAE as

(3.26) \[ \tilde{E}(t) \ddot{x}(t) = \tilde{A}(t) \dot{x}(t) + \tilde{f}(t), \]

with

\[
\tilde{E}(t) = 
\begin{bmatrix}
\Sigma E(t) \\
0 \\
0 \\
0
\end{bmatrix} \in C(\mathbb{I}, \mathbb{R}^{n,n}),
\]

\[
\tilde{A}(t) = 
\begin{bmatrix}
A_{11}(t) & A_{12}(t) & A_{13}(t) \\
A_{21}(t) & \Sigma A(t) 0 \\
0 & 0 & -I_u
\end{bmatrix} \in C(\mathbb{I}, \mathbb{R}^{n,n}),
\]

\[
\tilde{f}(t) = 
\begin{bmatrix}
f_1(t) \\
f_2(t) \\
0
\end{bmatrix} \in C(\mathbb{I}, \mathbb{R}^n).
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We then apply a change of basis with the matrix function \( Q \) to this system and obtain the new DAE

\[
\dot{E}(t)\dot{x}(t) = \dot{A}(t)\dot{x}(t) + \dot{f}(t),
\]

where \( \dot{E} = EQ^T \), \( \dot{A} = \dot{A}Q^T - \dot{E}Q^T \) and \( \dot{f} = \dot{f} \). Since the systems (3.26) and (3.27) are equivalent and uniquely solvable, we get the following equality:

\[
\dot{x} = Q\dot{x} = Q\ddot{x} = x,
\]

where \( \ddot{x} \) is the solution of the DAE in orthogonal standard form with \( x_3 = 0 \) and \( x \) is the (1,2,3)-solution of the original DAE (1.1), i.e., \( x = D^- f \). Furthermore, a discretization of (3.27) with a \( k \)-step BDF-method is convergent of order \( p = k \), see Theorem 20. Performing this discretization will give a reference discretization that can be compared with the systems (3.23) in order to show that the solutions \( x_i \) of (3.23) actually approximate the solution \( \ddot{x} \) of (3.27).

BDF-methods applied to (3.27) lead to systems of the form

\[
\left( \frac{\alpha_k}{h} \dot{E}_i - \dot{A}_i \right) \dot{x}_i = -\sum_{l=0}^{k-1} \alpha_l \dot{E}_i \dot{x}_{i-k+l} + \dot{f}_i
\]

for \( i = k, \ldots, N \), which are uniquely solvable for sufficiently small step sizes \( h \). Analogously to (3.15) we get

\[
\frac{\alpha_k}{h} \dot{E}_i - \dot{A}_i = \left( \frac{\alpha_k}{h} \dot{E}_i - \dot{A}_i + \dot{E}_i Q^T Q_i \right) Q_i^T
\]

\[
= \begin{bmatrix}
R_i & S_i \\
0 & I_a
\end{bmatrix} Q_i^T,
\]

where \( R_i \) and \( S_i \) are defined as in (3.18) and (3.19) and thus we can rewrite the systems (3.28) in the form

\[
\begin{bmatrix}
R_i & S_i \\
0 & I_a
\end{bmatrix} Q_i^T \dot{x}_i = -\frac{1}{h} \sum_{l=0}^{k-1} \alpha_l \dot{E}_i Q_i^T \dot{x}_{i-k+l} + \dot{f}_i
\]

\[
= -\frac{1}{h} \sum_{l=0}^{k-1} \alpha_l \begin{bmatrix}
\Sigma E_i & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} Q_i^T \dot{x}_{i-k+l} + \begin{bmatrix}
f_{1,i} \\
f_{2,i} \\
0
\end{bmatrix}.
\]

This system is the same as the final system (3.23) obtained in Step 1, apart from the third block row, which does not vanish in (3.23).

**Step 3**

In the following we show that the systems (3.23) approximate the systems (3.29) by investigating the third block row of (3.23) in more detail. For this purpose, we prove the following lemma, which shows that the blocks \( R_{i1} \) and \( R_{i2} \) in (3.23) are sufficiently small.

Before, let us introduce the following definition for notational convenience.

**Definition 23** Let \( A \in C([t_0, T], \mathbb{R}^{m,n}) \) and \( 2 \leq p \leq \infty \). Then the constant \( C_{\|A\|_p} \) is defined as

\[
C_{\|A\|_p} = \max_{t \in [t_0, T]} \{ \|A(t)\|_p, \|A(t)^T\|_p \}.
\]
Lemma 24 Let \( \mathcal{R}_1 \) and \( \mathcal{R}_2 \) be defined as in (3.24) and (3.25). Then there exist constants \( C_{01}, C_{02} \in \mathbb{R}^+ \) such that
\[
\| \mathcal{R}_1 \|_\infty \leq C_{01} h^2,
\]
and
\[
\| \mathcal{R}_2 \|_\infty \leq C_{02} h,
\]
for sufficiently small \( h \).

Proof. We introduce the constants
\[
C_{11} = C_{\| -A_{11} + \Sigma_E \hat{Q}_1 \|_\infty},
C_{12} = C_{\| -A_{12} + \Sigma_E \hat{Q}_2 \|_\infty},
C_{13} = C_{\| -A_{13} + \Sigma_E \hat{Q}_3 \|_\infty},
\]
with \( \hat{Q}_j, j = 1, 2, 3 \), as defined in (3.20). We will first estimate the block columns of the matrix \( R^{-1} \) according to the given block structure. If we denote the blocks in the upper block row of the matrix \( R_i \) (omitting the index \( i \)) as
\[
R_{11} = \frac{\alpha_k}{h} \Sigma_E - A_{11} + \Sigma_E \hat{Q}_1,
R_{12} = -A_{12} + \Sigma_E \hat{Q}_2,
\]
we see that the matrix \( R_{11} \) is nonsingular for sufficiently small \( h \) and we can compute the inverse of \( R \) using the block LU decomposition
\[
R = \begin{bmatrix} R_{11} & R_{12} \\ -A_{21} & -\Sigma_A \end{bmatrix} = \begin{bmatrix} I & 0 \\ -A_{21} R_{11}^{-1} I \end{bmatrix} \begin{bmatrix} R_{11} & 0 \\ 0 & A_{21} R_{11}^{-1} R_{12} - \Sigma_A \end{bmatrix} \begin{bmatrix} I & R_{11}^{-1} R_{12} \\ 0 & I \end{bmatrix}.
\]
Then, if \( T = A_{21} R_{11}^{-1} R_{12} - \Sigma_A \) is nonsingular, the inverse of \( R \) is given by
\[
R^{-1} = \begin{bmatrix} I & -R_{11}^{-1} R_{12} \\ 0 & I \end{bmatrix} \begin{bmatrix} R_{11}^{-1} & 0 \\ 0 & T^{-1} \end{bmatrix} \begin{bmatrix} I & 0 \\ -A_{21} R_{11}^{-1} I \end{bmatrix}
= \begin{bmatrix} R_{11}^{-1} (I + R_{11} T^{-1} A_{21} R_{11}^{-1}) & -R_{11}^{-1} R_{12} T^{-1} \\ -T^{-1} A_{21} R_{11}^{-1} & T^{-1} \end{bmatrix}.
\]
The individual block columns of \( R^{-1} \) will be denoted by
\[
[R^{-1}]_1 = \begin{bmatrix} R_{11}^{-1} (I + R_{11} T^{-1} A_{21} R_{11}^{-1}) \\ -T^{-1} A_{21} R_{11}^{-1} \end{bmatrix}
\]
and
\[
[R^{-1}]_2 = \begin{bmatrix} -R_{11}^{-1} R_{12} T^{-1} \\ T^{-1} \end{bmatrix}.
\]
Because of
\[
R_{11}^{-1} = \left( \frac{\alpha_k}{h} \Sigma_E - A_{11} + \Sigma_E \hat{Q}_1 \right)^{-1}
= \left( \frac{\alpha_k}{h} \Sigma_E \left( I - \frac{h}{\alpha_k} \left( \Sigma^{-1}_E A_{11} - \hat{Q}_1 \right) \right) \right)^{-1}
= \frac{h}{\alpha_k} \left( I - \frac{h}{\alpha_k} \left( \Sigma^{-1}_E A_{11} - \hat{Q}_1 \right) \right)^{-1} \Sigma_E^{-1},
\]
we can compute $R_{11}^{-1}$ using the Neumann series if
\[
\frac{h}{\alpha_k} \left\| \Sigma^{-1}_E A_{11} - \hat{Q}_1 \right\|_\infty < 1.
\]
This inequality is fulfilled if
\[
h < \frac{\alpha_k}{C_\|\Sigma^{-1}_E\|_\infty C_{11}} \leq \frac{\alpha_k}{\|\Sigma^{-1}_E\|_\infty \left\| A_{11} - \Sigma_E \hat{Q}_1 \right\|_\infty} \leq \frac{\alpha_k}{\Sigma^{-1}_E A_{11} - \hat{Q}_1 \right\|_\infty},
\]
with $C_\|\Sigma^{-1}_E\|_\infty$ defined as in Definition 23. We then get
\[
\left( I - \frac{h}{\alpha_k} \left( \Sigma^{-1}_E A_{11} - \hat{Q}_1 \right) \right)^{-1} = \sum_{l=0}^\infty \left( \frac{h}{\alpha_k} \left( \Sigma^{-1}_E A_{11} - \hat{Q}_1 \right) \right)^l
\]
and therefore
\[
\|R_{11}^{-1}\|_\infty = \left\| \frac{h}{\alpha_k} \sum_{l=0}^\infty \left( \frac{h}{\alpha_k} \left( \Sigma^{-1}_E A_{11} - \hat{Q}_1 \right) \right)^l \right\|_\infty^{-1}
\leq \frac{h}{\alpha_k} \sum_{l=0}^\infty \left\| \frac{h}{\alpha_k} \left( \Sigma^{-1}_E A_{11} - \hat{Q}_1 \right) \right\|_\infty \left\| \Sigma^{-1}_E \right\|_\infty
\leq \frac{h}{\alpha_k} \left( \frac{1}{\alpha_k} - \frac{h}{\alpha_k} \|\Sigma^{-1}_E\|_\infty \left\| A_{11} - \Sigma_E \hat{Q}_1 \right\|_\infty \right) \left\| \Sigma^{-1}_E \right\|_\infty \left\| \Sigma^{-1}_E \right\|_\infty
\leq \frac{h}{\alpha_k} \left( \frac{1}{\alpha_k} - \frac{h}{\alpha_k} C_\|\Sigma^{-1}_E\|_\infty C_{11} \right) \left\| \Sigma^{-1}_E \right\|_\infty
\leq \frac{2h}{\alpha_k} C_\|\Sigma^{-1}_E\|_\infty \left\| \Sigma^{-1}_E \right\|_\infty
= h C_1 \text{ for } h \leq \frac{2C_\|\Sigma^{-1}_E\|_\infty C_{11}}{\alpha_k}, \quad C_1 = \frac{2C_\|\Sigma^{-1}_E\|_\infty}{\alpha_k}.
\]
We estimate the norm of $T^{-1}$ using
\[
\|T^{-1}\|_\infty = \| (A_{21} R_{11}^{-1} R_{12} - \Sigma_A)^{-1} \|_\infty
= \| (I - \Sigma_A^{-1} A_{21} R_{11}^{-1} R_{12})^{-1} \Sigma_A^{-1} \|_\infty
\leq \sum_{l=0}^\infty \| \Sigma_A^{-1} A_{21} R_{11}^{-1} R_{12} \|_\infty \left\| \Sigma_A^{-1} \right\|_\infty
\leq \sum_{l=0}^\infty \left( h C_\|\Sigma^{-1}_A\|_\infty C_\|A_{21}\|_\infty C_1 C_{12} \right)^l \left\| \Sigma_A^{-1} \right\|_\infty
= \frac{C_\|\Sigma^{-1}_A\|_\infty}{1 - h C_\|\Sigma^{-1}_A\|_\infty C_\|A_{21}\|_\infty C_1 C_{12}}
\leq 2C_\|\Sigma^{-1}_A\|_\infty \text{ for } h \leq \frac{1}{2C_\|\Sigma^{-1}_A\|_\infty C_\|A_{21}\|_\infty C_1 C_{12}}.
Again, the constants $C_{\|\Sigma_A^{-1}\|_\infty}$ and $C_{\|A_{21}\|_\infty}$ are defined according to Definition 23.

The remaining estimates are straightforward. For the block entries of $[R^{-1}]_1$ and $[R^{-1}]_2$ we get
\[
\|R_{11}^{-1} (I + R_{12}T^{-1} A_{21} R^{-1}_{11})\|_\infty \leq hC_1 \left( 1 + 2hC_{12} C_{\|\Sigma_A^{-1}\|_\infty} C_{\|A_{21}\|_\infty} C_1 \right) \\
\leq 2hC_1 \quad \text{for} \quad h \leq \frac{4C_{12} C_{\|\Sigma_A^{-1}\|_\infty} C_{\|A_{21}\|_\infty} C_1}{\alpha_k},
\]
\[
\| - T^{-1} A_{21} R^{-1}_{11} \|_\infty \leq 2hC_{\|\Sigma_A^{-1}\|_\infty} C_{\|A_{21}\|_\infty} C_1 \\
= hC_2, \quad C_2 = 2C_{\|\Sigma_A^{-1}\|_\infty} C_{\|A_{21}\|_\infty} C_1,
\]
and
\[
\| - R^{-1}_{11} R_{12} T^{-1} \|_\infty \leq 2hC_1 C_{12} C_{\|\Sigma_A^{-1}\|_\infty} \\
= hC_3, \quad C_3 = 2C_1 C_{12} C_{\|\Sigma_A^{-1}\|_\infty}.
\]
Analogously it can be proved for the transposed block entries of $[R^{-1}]_1$ that
\[
\left\| \left( R_{11}^{-1} (I + R_{12} T^{-1} A_{21} R_{11}^{-1}) \right)^T \right\|_\infty \leq 2hC_1
\]
and
\[
\left\| \left( - T^{-1} A_{21} R_{11}^{-1} \right)^T \right\|_\infty \leq hC_2.
\]
Thus, we obtain for the two block columns of $R^{-1}$ the estimates
\[
\|[R^{-1}]_1\|_\infty \leq \max\{hC_1, hC_2\} \\
= h \max\{C_1, C_2\} \\
= hC_4, \quad C_4 = \max\{C_1, C_2\},
\]
\[
\|[R^{-1}]_2\|_\infty \leq h (C_1 + C_2) \\
= hC_5, \quad C_5 = C_1 + C_2,
\]
and
\[
\|[R^{-1}]_2\|_\infty \leq \max\{hC_3, 2C_{\|\Sigma_A^{-1}\|_\infty}\} \\
\leq 2C_{\|\Sigma_A^{-1}\|_\infty} \quad \text{for} \quad h \leq \frac{2C_{\|\Sigma_A^{-1}\|_\infty}}{C_3} = \frac{1}{C_1 C_{12}}.
\]
For $V = R^{-1} S$ we get, owing to the block structure of $S$,
\[
\|V\|_\infty = \|[R^{-1}]_1 (I - A_{13} + \Sigma E \hat{Q}_3)\|_\infty \\
= \|[R^{-1}]_1 (I - A_{13} + \Sigma E \hat{Q}_3)\|_\infty \\
\leq \|[R^{-1}]_1\|_\infty \|[I - A_{13} + \Sigma E \hat{Q}_3]\|_\infty \\
\leq hC_4 C_{13},
\]
and
\[
\|V^T\|_\infty = \left\| \left( - A_{13} + \Sigma E \hat{Q}_3 \right)^T [R^{-1}]_1^T \right\|_\infty \\
\leq hC_5 C_{13}.
\]
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Hence, \( \| V^T V \|_\infty \leq \| V \|_\infty \leq h^2 C_4 C_5 C_{13} \). In particular, we have

\[
\| V^T V \|_\infty \leq \frac{1}{2} \quad \text{for} \quad h \leq \frac{1}{\sqrt{2} C_4 C_5 C_{13}}.
\]

Thus for sufficiently small \( h \) we can again employ the Neumann series to estimate the norm of the inverse of \( W = I + V^T V \), which gives

\[
\| W^{-1} \|_\infty = \left\| (I + V^T V)^{-1} \right\|_\infty = \left\| \sum_{l=0}^{\infty} (V^T V)^l \right\|_\infty \leq \sum_{l=0}^{\infty} \left\| (V^T V)^l \right\|_\infty \leq \sum_{l=0}^{\infty} \frac{1}{2^l} = 2.
\]

Finally, we can combine all these results and obtain the assertion, because

\[
\| R_{1i} \|_\infty = \left\| W_i^{-1} V_i^T [R_i^{-1}]_1 \right\|_\infty \\
\leq 2h^2 C_4 C_5 C_{13} \\
= h^2 C_{01}, \quad C_{01} = 2C_4 C_5 C_{13},
\]

and

\[
\| R_{2i} \|_\infty = \left\| W_i^{-1} V_i^T [R_i^{-1}]_2 \right\|_\infty \\
\leq 4h C_5 C_{13} C_{\Sigma^{-1}_A} \| \Sigma^{-1}_A \|_\infty \\
= h C_{02}, \quad C_{02} = 4C_5 C_{13} C_{\Sigma^{-1}_A} \| \Sigma^{-1}_A \|_\infty.
\]

Note that none of the occurring constants depends on \( h \). \( \square \)

We now consider the systems (3.23) as well as (3.29), and represent both discretizations in terms of two large linear systems. Let us define the matrix \( \hat{D}_h = [\hat{D}_h]_{i,j=1,...,N_k} \in \mathbb{R}^{N_k \times n} \), \( N_k = N - k + 1 \), blockwise by

\[
[\hat{D}_h]_{ij} = \begin{cases} 
\frac{1}{h} \alpha_{k+j-i} & \begin{bmatrix} \Sigma_{E_i} & 0 & 0 \\ 0 & 0 & 0 \\ \hat{R}_i, \Sigma_{E_i} & 0 & 0 \end{bmatrix} Q_i^T \\
\left[ R_i, S_i \right] & Q_i^T \\
0 & 0 \end{cases} 
\text{for } i - k \leq j < i,
\end{cases}
\]

and the right-hand side

\[
[\hat{g}_h] = [\hat{f}_h] - \sum_{l=0}^{2k-i-1} \alpha_l \begin{bmatrix} \Sigma_{E_i} & 0 & 0 \\ 0 & 0 & 0 \\ \hat{R}_i, \Sigma_{E_i} & 0 & 0 \end{bmatrix} Q_i^T x_{i-k+l}
\]

with

\[
[\hat{f}_h] = \begin{bmatrix} f_1 \\ f_2 \\ \hat{R}_1, f_1 + \hat{R}_2, f_2 \end{bmatrix}.
\]
Then we can write the $N - k + 1$ discretization steps (3.23) as

\[ \tilde{D}_h x_h = \tilde{g}_h. \]  

Note that the (unique) solution $x_h$ of the system (3.32) is the solution of the system (3.11), where the components $x_i$ of $x_h$ are computed according to (3.16).

Analogously, we can define a matrix $\hat{D}_h$ via

\[ [\hat{D}_h]_{ij} = \begin{cases} \frac{1}{h} \alpha_{k+j-i} E_i Q_i^T & \text{for } i - k < j < i, \\ R_i S_i & \text{for } j = i, \\ 0 & \text{otherwise,} \end{cases} \]  

and the corresponding right-hand side by

\[ [\hat{g}_h]_i = \bar{f}_i - \frac{1}{h} \sum_{l=0}^{2k-i-1} \alpha_l E_i Q_i^T x_{i-k-l}. \]  

Then we can represent the systems (3.29) by the large system

\[ \hat{D}_h \hat{x}_h = \hat{g}_h. \]  

The following lemma shows that transferring Lemma 24 to the large systems yields $\hat{D}_h - \hat{D}_h = O(h)$ and $\tilde{g}_h - \hat{g}_h = O(h)$.

**Lemma 25** Let $\hat{D}_h$, $\tilde{D}_h$, $\hat{g}_h$ and $\tilde{g}_h$ be defined as in (3.30), (3.31), (3.33) and (3.34). Then there exist positive constants $C_D$ and $C_g$, which do not depend on $h$, such that

\[ \| \hat{D}_h - \tilde{D}_h \|_\infty \leq h C_D \]  

and

\[ \| \hat{g}_h - \tilde{g}_h \|_\infty \leq h C_g \]  

for sufficiently small $h$.

**Proof.** From Lemma 24 it follows that

\[ \| \hat{D}_h - \tilde{D}_h \|_\infty \leq \max_i \sum_{j=k}^N \| [\hat{D}_h]_{ij} - [\tilde{D}_h]_{ij} \|_\infty \]

\[ \leq \max_i \frac{1}{h} \sum_{j=k}^{i-1} |e_{k+j-i}| \left( \begin{array}{ccc} \Sigma E_i & 0 & 0 \\ 0 & \Sigma E_i & 0 \\ R_1 & \Sigma E_i & 0 \end{array} \right) Q_i^T \right\|_\infty \]

\[ \leq \max_i \frac{1}{h} \sum_{j=k}^{i-1} |e_{k+j-i}| \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 0 \\ R_1 & \Sigma E_i & 0 \end{array} \right) Q_i^T \right\|_\infty \]

\[ \leq \frac{1}{h} \sum_{l=0}^{k-1} |e_l| h^2 C_{E1} \| \Sigma E_i \|_\infty C_r \| Q_i \|_\infty \]

\[ = h C_D. \]
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Similarly, we get for the right-hand sides that

\[
\|f_h - \hat{f}_i\|_\infty = \|W_i^{-1}V_i^T[R_i^{-1}]_1f_{i1} + W_i^{-1}V_i^T[R_i^{-1}]_2f_{i2}\|_\infty \\
\leq \|W_i^{-1}V_i^T[R_i^{-1}]_1\|_\infty \|f_{i1}\|_\infty + \|W_i^{-1}V_i^T[R_i^{-1}]_2\|_\infty \|f_{i2}\|_\infty \\
\leq h^2C_{01}\max_{t \in [t_0,T]}\{\|f_{i1}(t)\|_\infty\} + hC_{02}\max_{t \in [t_0,T]}\{\|f_{i2}(t)\|_\infty\} \\
\leq 2hC_{02}\max_{t \in [t_0,T]}\{\|f_{i1}(t)\|_\infty, \|f_{i2}(t)\|_\infty\}
\]

for sufficiently small \(h\). Together with (3.36), we consequently obtain

\[
\|\hat{g}_h - \hat{g}_h\|_\infty \leq 2hC_{02}\max_{t \in [t_0,T]}\{\|f_{i1}(t)\|_\infty, \|f_{i2}(t)\|_\infty\} + hC_D\max_{i=0,\ldots,k-1}\|x_i\|_\infty \\
\leq hC_g.
\]

\[\Box\]

From these observations it is clear that the system (3.32) is nothing else than the system (3.35) plus a perturbation of \(O(h)\). This fact allows us to prove the main result of this section.

**Theorem 26** Let (1.1) be a strangeness free linear DAE. Let \(x = D^- f\) be the solution of the minimization problem (2.27), i.e., \(D^-\) is the \((1,2,3)\)-inverse of the differential-algebraic operator \(D\) associated with (1.1).

Suppose that (1.1) is discretized with a \(k\)-step BDF-method, \(k \leq 6\), using a fixed step size \(h = (T - t_0)/N\) and \(k\) initial values \(x_0, \ldots, x_{k-1}\) that satisfy

\[x_l - x(t_l) = O(h),\]

where \(t_l = t_0 + lh\). If the systems (3.10) are solved in the least squares sense, i.e., the minimization problems (3.13) are solved successively for \(i = k, \ldots, N\), then we have for the solutions \(x_i\) of these problems the estimate

\[\|x_i - x(t_i)\|_\infty \leq hC_{\text{local}},\]

with a positive constant \(C_{\text{local}}\) not depending on the step size \(h\).

**Proof.** Let \(\hat{D}_h \hat{x}_h = \hat{g}_h\), defined as in (3.35), represent the BDF-discretization of the uniquely solvable strangeness free DAE (3.27) and consider the restriction operator \(R_{\hat{x}_h}\) from (3.4). Then the fact that BDF-methods applied to uniquely solvable strangeness free DAEs are convergent (see Theorem 20) implies

\[\|\hat{x}_h - R_{\hat{x}_h}x\|_\infty \leq C_1h \quad \text{for } h \to 0,\]

with some constant \(C_1 > 0\). (Note that they would actually be convergent of order \(p = k\) if we assumed sufficient accuracy in the initial values.)

Since BDF-methods are stable for \(k \leq 6\), we also have

\[\|\hat{D}_h^{-1}\|_\infty \leq C_2\]

for some constant \(C_2 > 0\), see [4] and also Section 3.3.2.

We now consider the linear system (3.32), whose solution represents the output of the BDF method applied to the DAE (1.1), where the systems (3.10) are solved in the least squares sense.
Applying Lemma 25 and using Neumann series, we can estimate the difference of the inverses of the discretization matrices $\hat{D}_h$ and $\tilde{D}_h$ for $h < \frac{1}{2} C_2 C_D$ as follows:

\[
\|\hat{D}_h^{-1} - \tilde{D}_h^{-1}\|_\infty = \left\| \left( \hat{D}_h - \left( \hat{D}_h - \tilde{D}_h \right) \right)^{-1} - \tilde{D}_h^{-1} \right\|_\infty
\]

\[
= \left\| (I - \hat{D}_h^{-1} \left( \hat{D}_h - \tilde{D}_h \right))^{-1} \tilde{D}_h^{-1} - \tilde{D}_h^{-1} \right\|_\infty
\]

\[
= \left\| \sum_{l=0}^{\infty} \left( \hat{D}_h^{-1} \left( \hat{D}_h - \tilde{D}_h \right) \right)^l \tilde{D}_h^{-1} - \tilde{D}_h^{-1} \right\|_\infty
\]

\[
= \left\| \sum_{l=1}^{\infty} \left( \hat{D}_h^{-1} \left( \hat{D}_h - \tilde{D}_h \right) \right)^l \tilde{D}_h^{-1} \right\|_\infty
\]

\[
\leq \left\| \tilde{D}_h^{-1} \|_\infty \sum_{l=1}^{\infty} \left( \left\| \hat{D}_h^{-1} \|_\infty \| \tilde{D}_h - \hat{D}_h \|_l \right) \right\|_l
\]

\[
\leq C_2 \sum_{l=1}^{\infty} (hC_2 C_D)^l = hC_2^2 C_D \sum_{l=0}^{\infty} (hC_2 C_D)^l
\]

\[
= \frac{hC_2^2 C_D}{1 - hC_2 C_D} \leq 2hC_2^2 C_D.
\]

This yields for the solution $x_h = \hat{D}_h^{-1} \hat{g}_h$,

\[
\|x_h - R_{\tilde{X}_h} x\|_\infty = \|\hat{D}_h^{-1} \hat{g}_h - R_{\tilde{X}_h} x\|_\infty
\]

\[
\leq \left\| \hat{D}_h^{-1} \hat{g}_h - \tilde{D}_h^{-1} \hat{g}_h + \tilde{D}_h^{-1} \hat{g}_h - \tilde{D}_h^{-1} \hat{g}_h + \tilde{D}_h^{-1} \hat{g}_h - R_{\tilde{X}_h} x \right\|_\infty
\]

\[
\leq \left\| \hat{D}_h^{-1} - \tilde{D}_h^{-1} \right\|_\infty \| \hat{g}_h \|_\infty + \left\| \tilde{D}_h^{-1} \right\|_\infty \| \hat{g}_h - \tilde{g}_h \|_\infty + \left\| \tilde{D}_h^{-1} \hat{g}_h - R_{\tilde{X}_h} x \right\|_\infty
\]

\[
\leq hC_D \max_{t \in [t_0, T]} \| g(t) \|_\infty + hC_2 C_D + hC_1
\]

\[
\leq hC_{local},
\]

which implies the assertion. \( \square \)

**Remark 27** It is important to remark that, no matter how high the order of the BDF method is chosen, the order of the bounds in Lemma 25 is always $O(h)$. This is due to presence of the error terms $R_{\tilde{X}_1}$ (which is always $O(h^2)$) and $R_{\tilde{X}_2}$ (which is always $O(h)$) in (3.23). Our numerical methods will compute the solution of (3.23), which represents the direct discretization of the DAE combined with local least squares solutions. Thus there is little justification for employing higher order BDF methods in our setting. This observation will be confirmed by the numerical experiments in Section 4.2.1.

A (1,2,3)-inverse of $D_h$

Let us take a different look at the linear system (3.11). Solving the systems (3.10) according to the minimization problem (3.13), i.e., computing the solutions $x_i$ via (3.14), defines a matrix $D_h^{-}$ such that the solution $x_h$ of (3.11) can be written as

\[
x_h = D_h^{-} g_h.
\]

Despite this notation, it is not clear yet that $D_h^{-}$ is actually a (1,2,3)-inverse of $D_h$. This relationship will be proved in the following.
Theorem 28 Let \( x_h = [x_1^T, \ldots, x_N^T]^T \) denote the solution of the system \( D_h x_h = g_h \) as in (3.11), obtained by computing \( x_i \) via (3.14) for \( i = 1, \ldots, N \). Let \( D_h^- \in \mathbb{R}^{m \times n} \) be given such that \( x_h = D_h^- g_h \).

Then \( D_h^- \) is a (1,2,3)-inverse of \( D_h \).

Proof. The \( i \)-th block row of the vector \( D_h x_h \) can be written as

\[
[D_h x_h]_i = \left( \frac{1}{h} E_i - A_i \right) x_i + \frac{1}{h} \sum_{l=0}^{k-1} \alpha_l E_i x_{i-k+l} + \frac{1}{h} \sum_{l=0}^{k-1} \alpha_l P_i^T \tilde{E}_i Q_i^T x_{i-k+l},
\]

(3.37)

for \( i = k, \ldots, N \) with \( l_i = \max(0, 2k - i) \). Here we have used (3.15) and (3.17). The solution \( x_i = [x_h]_i = [D_h^- g_h]_i \) of the minimization problem (3.13) is given by (3.16). Inserting this solution into (3.37) yields for every \( g_h = R \tilde{g}, f_i \) with \( R \tilde{g} \) defined in (3.5),

\[
[D_h x_h]_i = [D_h D_h^- g_h]_i = P_i^T \left( R_i S_i \right)^{+} \left( \frac{1}{h} \sum_{l=0}^{k-1} \alpha_l \tilde{E}_i Q_i^T x_{i-k+l} + \tilde{f}_i \right) + \frac{1}{h} \sum_{l=0}^{k-1} \alpha_l P_i^T \tilde{E}_i Q_i^T x_{i-k+l}.
\]

Therefore we have

\[
D_h D_h^- = \begin{bmatrix}
P_k^T \hat{I} P_k & & \\
& \ddots & \\
P_N^T \hat{I} P_N & & \\
\end{bmatrix}
\]

with

\[
\hat{I} = \begin{bmatrix}
I_{d+d} & 0 \\
0 & 0
\end{bmatrix}.
\]

From

\[
\hat{I} \left[ R_i S_i \right] = \left[ R_i S_i \right]
\]

and \( \hat{I} \hat{E} = \tilde{E} \) it immediately follows that

\[
[D_h D_h^- D_h x_h]_i = [D_h x_h]_i
\]

for \( k = 1, \ldots, N \) and for all vectors \( x_h \). From

\[
\left[ R_i S_i \right]^+ \hat{I} = \left[ R_i S_i \right]^+
\]
we get
\[ [D_h^- D_h D_h^-] = [D_h^- g_h]_i \]
for \( i = k, \ldots, N \) and for all right hand sides \( g_h \). This shows that \( D_h \) and \( D_h^- \) satisfy the first three Moore-Penrose axioms (2.5) (1)-(3), thus \( D_h^- \) is a (1,2,3)-inverse of \( D_h \). \( \square \)

### 3.3 Global Minimization

In Section 2.2, a Moore-Penrose solution of a linear strangeness free DAE was defined as the solution of the minimization problem (2.14). For the analytical solution of (2.14) it is necessary to transform the system to the orthogonal standard form (2.1) and to solve a linear boundary value problem of the form (2.23). This is a viable approach for compute the Moore-Penrose solution numerically, provided that the orthogonal standard form of the DAE can be computed. However, as we have pointed on several occasions, this is not always possible for general DAEs.

This requires to develop a different approach for computing numerical approximations to the Moore-Penrose solution. Let us again discretize the DAE with a BDF-method. As defined in (3.11), we write down the whole discretization in terms of the large linear system

\[
D_h x_h = f_h.
\]

In the previous chapter we have examined the continuous solution \( x = D^- f \) of a strangeness free differential-algebraic equation (1.1) with homogeneous initial conditions, where the (1,2,3)-inverse \( D^- \) of the differential-algebraic operator \( D \) was defined by the solution of the minimization problem (2.27). We have shown that this solution can be approximated by solving the decoupled minimization problems (3.13) after discretizing the DAE. We have shown that this solution of the discretization can be written as

\[
x_h = D_h^- f_h,
\]
where \( D_h \) is a (1,2,3)-inverse of \( D_h \). This result motivates much of the following approach to compute an approximation of the Moore-Penrose solution \( x = D^+ f \) of the DAE (1.1).

Instead of computing least squares solutions in every single step of the BDF discretization, as it was done in Section 3.2, we solve the complete system (3.38) in a least squares sense by solving the minimization problem

\[
\frac{1}{2} ||x_h||^2 = \min \quad \text{s.t.} \quad \frac{1}{2} ||D_h x_h - f_h||^2 = \min.
\]

The solution can be written as

\[
x_h = D_h^+ f_h,
\]
where \( D_h^+ \) denotes the Moore-Penrose pseudoinverse of the matrix \( D_h \). We will prove that this rather intuitive approach leads in fact to a numerical approximation to the Moore-Penrose solution \( x = D^+ f \) of the DAE (1.1). Note that the orthogonal standard form of the DAE does not have to be computed to achieve this solution.

Being considerably long and technical, the proof of this assertion will be taken in two major steps. In a first step, we assume that the system is given in orthogonal standard form. In this case, solving the least squares problem (3.39) corresponds to the solution of a discrete boundary value problem, which can be interpreted as a convergent discretization of the continuous boundary value problem (2.23). In a second step, this result will be extended to general strangeness
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free DAEs. We will restrict ourselves here to the implicit Euler method instead of considering general $k$-step BDF-methods. Using higher order BDF-methods requires highly accurate approximations to $k-1$ additional initial values and it is not clear how to obtain these approximations in an efficient manner, as we implicitly solve a boundary value problem. In view of Remark 27, it is moreover questionable whether this would result in higher order of convergence.

3.3.1 Systems in orthogonal standard form

Let

\[ \tilde{E}(t)\dot{x}(t) = \tilde{A}(t)x(t) + \tilde{f}(t), \]

be a strangeness free DAE in orthogonal standard form, i.e. $\tilde{E}$, $\tilde{A}$ and $\tilde{f}$ are given as in (2.2). A discretization of (3.41) with the implicit Euler method using a fixed step size $h = (T-t_0)/N$ leads to equations of the form

\[ \frac{1}{h} \tilde{E}_i(x_i - x_{i-1}) = \tilde{A}_i x_i + \tilde{f}_i \]

for $i = 1, \ldots, N$. This discretization can be written as

\[ \tilde{D}_h x_h = \tilde{f}_h \]

with $\tilde{f}_h = [\tilde{f}_1^T, \ldots, \tilde{f}_N^T]^T$ and the discretization matrix $\tilde{D}_h$ is defined blockwise by

\[ [\tilde{D}_h]_{ij} = \begin{cases} \frac{1}{h} \tilde{E}_i & \text{for } j = i-1, \\ \frac{1}{h} \tilde{E}_i - \tilde{A}_i & \text{for } j = i, \\ 0 & \text{otherwise}, \end{cases} \]

where $i, j = 1, \ldots, N$. The goal is to show that the solution $\tilde{x}_h = [\tilde{x}_1^T, \ldots, \tilde{x}_N^T]^T$ of the minimization problem

\[ \frac{1}{2} \| \tilde{x}_h \|^2 \text{ s.t. } \frac{1}{2} \| \tilde{D}_h \tilde{x}_h - \tilde{f}_h \|^2 = \text{min}! \]

approximates the least squares solution of (3.41). Using the structure of the orthogonal standard form, the systems (3.42) can be written component-wise as

\[ \frac{1}{h} \Sigma_{E_i} (x_{1_i} - x_{1_i-1}) = A_{11} x_{1_i} + A_{12} x_{2_i} + A_{13} x_{3_i} + f_{1_i}, \]
\[ 0 = A_{21} x_{1_i} + \Sigma_{A_i} x_{2_i} + f_{2_i}, \]
\[ 0 = f_{3_i}, \]

for $i = 1, \ldots, N$. The third equation is independent of $\tilde{x}_h$ and will be omitted in the following considerations. The algebraic components $x_{2_i}$ of the unknown $\tilde{x}_i$ can be eliminated from the first equation by multiplying from the left with the regular matrices

\[ \begin{bmatrix} \Sigma_{E_i}^{-1} - \Sigma_{E_i}^{-1} A_{12} \Sigma_{A_i}^{-1} \\ 0 \end{bmatrix}. \]

Here we assume that $h$ is sufficiently small such that $\tilde{D}_h$, with $0 = f_{3_i}$ discarded, has full row rank.
After applying the substitutions

\[
A_i = \Sigma_{E_i}^{-1} \left( A_{11i} - A_{12i} \Sigma_{A_1}^{-1} A_{21i} \right), \\
B_i = \Sigma_{E_i}^{-1} A_{13i}, \\
C_i = -\Sigma_{A_1}^{-1} A_{21i}, \\
f_i = \Sigma_{E_i}^{-1} \left( f_{1i} - A_{12i} \Sigma_{A_1}^{-1} f_{2i} \right), \\
g_i = -\Sigma_{A_1}^{-1} f_{2i},
\]

these systems can be written in the form

\[
\frac{1}{h} (x_{i+1} - x_{i}) = A_i x_i + B_i u_i + f_i, \\
x_{i+1} = C_i x_i + g_i.
\]

Finally, we rearrange the first equation and introduce the matrices

\[
\bar{A}_i = \frac{1}{h} \left( \frac{1}{h} I - A_i \right)^{-1}, \\
\bar{B}_i = \left( \frac{1}{h} I - A_i \right)^{-1} B_i, \\
\bar{f}_i = \left( \frac{1}{h} I - A_i \right)^{-1} f_i,
\]

where \( h \) is assumed to be sufficiently small, such that \( \frac{1}{h} I - A_i \) is invertible, and rename the components of the solutions \( \tilde{x}_i \) as \( x_i = x_{1i}, \ y_i = x_{2i}, \) and \( u_i = x_{3i}. \) Then we can write (3.48) as the linear discrete-time system

\[
x_i = \bar{A}_i x_{i-1} + \bar{B}_i u_i + \bar{f}_i, \\
y_i = C_i x_i + g_i.
\]

All the transformations applied to obtain this system are regular and do not have any influence on the solution of the equations (3.42). Thus, the minimization problem (3.39) can be written in the form

\[
\frac{1}{2} \sum_{i=1}^{N} (x_i^T x_i + y_i^T y_i + u_i^T u_i) = \min! \\
s.t. \quad x_i = \bar{A}_i x_{i-1} + \bar{B}_i u_i + \bar{f}_i, \quad i = 1, \ldots, N, \quad x_0 = 0 \\
y_i = C_i x_i + g_i,
\]

which turns out to be a discrete-time linear quadratic optimal control problem (see [35]), where the undetermined components \( x_{3i} \) of the solution can be interpreted as an input \( u_i \) and the algebraic components \( x_{2i} \) play the role of the output \( y_i. \) In our case, it is already known that the solution of the control problem (3.50) is unique, as it is represented by the unique solution \( \tilde{x}_h = D_h^+ \tilde{f}_h \) of the minimization problem (3.43). The following theorem shows that this solution corresponds to the solution of a discrete linear boundary value problem.
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Theorem 29 For $i = 1, ..., N$, let

$$A_i \in \mathbb{R}^{d,d}, \quad B_i \in \mathbb{R}^{d,k}, \quad C_i \in \mathbb{R}^{l,d}, \quad f_i \in \mathbb{R}^d, \quad g \in \mathbb{R}^l.$$ 

Let $u_* = [u_{1*}^T, ..., u_{N*}^T]^T$ solve the linear quadratic optimal control problem

$$\frac{1}{2} \sum_{i=1}^{N} (x_i^T x_i + y_i^T y_i + u_i^T u_i) = \min!$$

(s. t. $x_i = A_i x_{i-1} + B_i u_i + f_i, \quad i = 1, ..., N, \quad x_0 = 0,$
$$y_i = C_i x_i + g_i,$$
$$u_i = B_i^T \lambda_{i-1},$$

and let $x_* = [x_{1*}^T, ..., x_{N*}^T]^T$ denote the associated trajectory. Furthermore, we set $y_* = [y_{1*}^T, ..., y_{N*}^T]^T$ with $y_{si} = C_i x_{si} + g_i$ for $i = 1, ..., N$.

Then there exists $\lambda = [\lambda_0^T, ..., \lambda_N^T]^T$, $\lambda_i \in \mathbb{R}^d$, such that $(x_*, \lambda, u_*)$ solves the discrete linear boundary value problem

$$A_{i+1}^T \lambda_i = (I + C_i^T C_i) x_i + \lambda_{i-1} + C_i^T g_i, \quad \lambda_N = 0,$$

$$x_i = A_i x_{i-1} + B_i u_i + f_i, \quad x_0 = 0,$$
$$y_i = C_i x_i + g_i,$$
$$u_i = B_i^T \lambda_{i-1}$$

for $i = 1, ..., N$.

Proof. By inserting the $y_i$ into the objective functional we obtain

$$\frac{1}{2} \sum_{i=1}^{N} (x_i^T x_i + y_i^T y_i + u_i^T u_i) = \frac{1}{2} \sum_{i=1}^{N} (x_i^T x_i + (C_i x_i + g_i)^T (C_i x_i + g_i) + u_i^T u_i)$$

$$= \frac{1}{2} \sum_{i=1}^{N} (x_i^T (I + C_i^T C_i) x_i + 2 g_i^T C_i x_i + u_i^T u_i + g_i^T g_i).$$

The summands $g_i^T g_i$ can be neglected and thus, the minimization problem

$$\frac{1}{2} \sum_{i=1}^{N} (x_i^T (I + C_i^T C_i) x_i + 2 g_i^T C_i x_i + u_i^T u_i + g_i^T g_i) = \min!$$

(s. t. $x_i = A_i x_{i-1} + B_i u_i + f_i, \quad i = 1, ..., N, \quad x_0 = 0$

is equivalent to the discrete linear quadratic control optimization problem

$$\frac{1}{2} (x^T M x + 2 g^T x + u^T u) = \min! \quad s. t. \quad A x + B u = f$$

with $x = [x_1^T, ..., x_N^T]^T$, $u = [u_1^T, ..., u_N^T]^T$, $M = \text{diag}(I + C_1^T C_1, ..., I + C_N^T C_N)$, $g = [g_1^T C_1, ..., g_N^T C_N]^T$, $B = \text{diag}(-B_1, ..., -B_N)$, $f = [f_1^T, ..., f_N^T]^T$ and

$$A = \begin{bmatrix} I & & & \\ -A_2 & \ddots & & \\ & \ddots & I & \\ -A_N & & I \end{bmatrix}.$$
It is well-known (see, e.g., [14]), that due to the fact that the block-diagonal matrix M is positive definite, the problem (3.54) possesses a unique solution. This solution is given by the solution of the unconstrained minimization problem

\begin{equation}
S(x, u, \lambda) = \frac{1}{2} \left( x^T M x + 2 g^T x + u^T u \right) + \lambda^T (A x + B u - f) = \min!
\end{equation}

with the Lagrange multiplier \( \lambda = [\lambda_0^T, \ldots, \lambda_N^T]^T \). A necessary and sufficient condition for the solution of (3.55) is that the partial derivatives of the functional \( S \) with respect to \( x, u \) and \( \lambda \) are equal to zero, which yields the system

\begin{align}
M x + g + A^T \lambda &= 0, \\
u + B^T \lambda &= 0, \\
A x + B u - f &= 0.
\end{align}

Together with the output equations \( y_i = C_i x_i + g_i, i = 1, \ldots, N \), the system (3.56) is equivalent to the discrete boundary value problem (3.52).

Theorem 29 can be directly applied to the control problem (3.50). It shows the existence of a vector \( \lambda_h = [\lambda_h^0, \ldots, \lambda_h^N]^T \) such that \( \lambda_h \) together with the components \( (x_i, y_i, u_i) = (x_1, x_2, x_3) = \tilde{x}_i \) of \( \tilde{x}_h = D_k^T \tilde{f}_h \) satisfies the discrete boundary value problem

\begin{align}
A_{i+1} \lambda_i &= (I + C_i^T C_i) x_i + \lambda_{i-1} + C_i^T g_i, \\
x_i &= \tilde{A}_i x_{i-1} + \tilde{B}_i u_i + \tilde{f}_i, \\
y_i &= C_i x_i + g_i, \\
u_i &= \tilde{B}_i^T \lambda_{i-1},
\end{align}

\( i = 1, \ldots, N \). Setting \( \lambda_i = (\frac{1}{h} I - A_{i+1})^{-T} \tilde{\lambda}_i \) and applying the transformations (3.49), this system can be written as

\begin{align}
\frac{1}{h} (\lambda_i - \lambda_{i-1}) &= (I + C_i^T C_i) x_i - A_i^T \lambda_{i-1} + C_i^T g_i, \\
\frac{1}{h} (x_i - x_{i-1}) &= A_i x_i + B_i u_i + f_i, \\
y_i &= C_i x_i + g_i, \\
u_i &= B_i^T \lambda_{i-1},
\end{align}

\( i = 1, \ldots, N \). This system coincides with a discretization by the implicit Euler method, forward in \( x \) and backward in \( \lambda \), of the continuous boundary value problem (2.23) yielding the Moore-Penrose solution \( (x, y, u) = \tilde{x} = D^+ \tilde{f} \). The solutions \( (x_i, y_i, u_i) \) are approximations to \( (x, y, u) \) at the grid point \( t_i = t_0 + i h \) and consequently \( \tilde{x}_h \) contains approximations to \( \tilde{x} \). This fact will be proved by the following theorem, which shows that the systems (3.58) lead to a convergent discretization of the boundary value problem (2.23).

**Theorem 30** Let the boundary value problem

\begin{equation}
\dot{x}(t) = A(t)x(t) + f(t), \quad R_0 x(t_0) + R_T x(T) = r, \quad t \in [t_0, T],
\end{equation}

with \( A \in C([t_0, T], \mathbb{R}^{n \times n}), f \in C([t_0, T], \mathbb{R}^n) \) sufficiently smooth, be uniquely solvable.

Then for any \( d \in \mathbb{N} \) with \( d < n \), the single step method defined by the recursion

\begin{equation}
x_{k+1} = x_k + h A(t_{k+1}) \left( \hat{I} x_{k+1} + \left( I - \hat{I} \right) x_k \right) + h f(t_{k+1}),
\end{equation}

with \( A \in C([t_0, T], \mathbb{R}^{n \times n}), f \in C([t_0, T], \mathbb{R}^n) \) sufficiently smooth, be uniquely solvable.
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with

\[
\vec{I} = \begin{bmatrix} I_d & 0 \\ 0 & 0 \end{bmatrix} \in \mathbb{R}^{n,n},
\]

applied to (3.59) is convergent of order 1.

Proof. First, we have to show that the discretization defined by (3.60) is consistent. For the solution \(x\) of (3.59), using the Taylor expansion, we get for \(t_1 = t_0 + h\)

\[
x(t_1) = x(t_0) + h\dot{x}(t_0) + O(h^2)
= x(t_0) + h (A(t_0)x(t_0) + f(t_0)) + O(h^2).
\]

For \(x_0 = x(t_0)\), the recursion (3.60) yields

\[
x(t_1) - x_1 = h \left( A(t_0)x(t_0) + f(t_0) - A(t_1) \left( \vec{I}x_1 + x(t_0) - \vec{I}x(t_0) \right) - f(t_1) \right) + O(h^2)
= h \left( (A(t_0) - A(t_1))x(t_0) + A(t_1)\vec{I}(x(t_0) - x_1) + f(t_0) - f(t_1) \right) + O(h^2)
= O(h^2)
\]
for sufficiently smooth functions \(A\) and \(f\). This implies that the discretization defined by (3.60) is consistent of order 1. To show that it is convergent if applied to (3.59), we have to show that it is stable. The discretization can be written in terms of the linear system

\[
L_h x_h = g_h,
\]
with the discretization matrix

\[
L_h = \begin{bmatrix}
R_{t_0} & 0 & \ldots & 0 & R_T \\
L_{1,s} & L_{1,d} & \vdots & \vdots & \vdots \\
0 & L_{2,s} & L_{2,d} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & & & L_{N,s} & L_{N,d}
\end{bmatrix}
\]

and the right hand side

\[
g_h = \begin{bmatrix} r \\ f_1 \\ \vdots \\ f_N \end{bmatrix}.
\]

Here, the subdiagonal blocks \(L_{i,s}\) and the diagonal blocks \(L_{i,d}\) are defined as

\[
L_{i,s} = - \left( \frac{1}{h} I + A(t_i) \left( I - \vec{I} \right) \right),
\]

\[
L_{i,d} = \left( \frac{1}{h} I - A(t_i)\vec{I} \right),
\]

and \(f_i = f(t_i), t_i = a + ih\), for \(i = 1, \ldots, N\). The matrix

\[
\bar{L}_h = \begin{bmatrix}
L_{1,d} & L_{2,d} & \vdots & \vdots \\
L_{2,s} & L_{2,d} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
L_{N,s} & L_{N,d}
\end{bmatrix}
\]
can be interpreted as the discretization matrix belonging to the discretization (3.60) of the initial value problem
\[ \dot{x} = Ax + f, \quad x(t_0) = 0, \quad t \in [t_0, T]. \]
Since single step methods applied to initial value problems are always stable, we can conclude that \( \tilde{L}_h^{-1} \) is uniformly bounded, i.e.,
\[ \|\tilde{L}_h^{-1}\|_\infty \leq C \tilde{L} \]
for some positive constant \( C \tilde{L} \) that does not depend on the step size \( h \). The inverse of \( L_h \) can be computed using Schur complements via
\[
L_h = \begin{bmatrix} R_{t_0} & \bar{R}_T \\ \bar{L}_{1,s} & \bar{L}_h \end{bmatrix} = \begin{bmatrix} I & \bar{R}_T \bar{L}_h^{-1} \\ 0 & I \end{bmatrix} \begin{bmatrix} R_{t_0} - \bar{R}_T \bar{L}_h^{-1} \bar{L}_{1,s} & 0 \\ 0 & \bar{L}_h \end{bmatrix} \begin{bmatrix} I & 0 \\ \bar{L}_h^{-1} \bar{L}_{1,s} & I \end{bmatrix}
\]
with
\[
\bar{R}_T = \begin{bmatrix} 0 & \cdots & 0 & R_T \end{bmatrix}, \quad \bar{L}_{1,s} = \begin{bmatrix} L_{1,s} \\ 0 \\ \vdots \\ 0 \end{bmatrix}.
\]
This leads to
\[
L_h^{-1} = \begin{bmatrix} S_h^{-1} & -S_h^{-1} \bar{R}_T \bar{L}_h^{-1} \\ -\bar{L}_h^{-1} \bar{L}_{1,s} S_h^{-1} & L_h^{-1} + \bar{L}_h^{-1} \bar{L}_{1,s} S_h^{-1} \bar{R}_T \bar{L}_h^{-1} \end{bmatrix},
\]
provided that the Schur complement
\[ S_h = R_{t_0} - \bar{R}_T \bar{L}_h^{-1} \bar{L}_{1,s} \]
is nonsingular. The matrix \( S_h \) can be interpreted as follows.

A boundary value problem of the form (3.59) is uniquely solvable if and only if the matrix
\[ R_{t_0} + \bar{R}_T W(T, t_0) \]
is nonsingular, where the transfer function \( W(t, a) \in C^1([t_0, T], \mathbb{R}^n) \) is the solution of the initial value problem
\[ \frac{d}{dt} W(t, a) = A(t) W(t, a), \quad W(t_0, a) = I, \quad t \in [t_0, T], \]
see, e.g., [2]. This initial value problem can be solved numerically by applying the discretization defined by (3.60) to (3.61). This discretization can be written as
\[ \bar{L}_h W_h = \begin{bmatrix} 0 - L_{1,s} \\ 0 \\ \vdots \\ 0 \end{bmatrix} = -\bar{L}_{1,s}, \]
where the solution
\[ W_h = \begin{bmatrix} W_1 \\ \vdots \\ W_N \end{bmatrix} = -\bar{L}_h^{-1} \bar{L}_{1,s} \]
contains approximations $W_i$ to $W(t_0 + ih, t_0)$, i.e.,

$$W_i - W(t_0 + ih, t_0) = O(h) \quad \text{for} \quad i = 1, \ldots, N.$$ 

In particular, we have

$$S_h = R_{t_0} - \tilde{R}_T \tilde{L}^{-1} \tilde{L}_{1,s} = R_{t_0} + \tilde{R}_T W_h = R_{t_0} + R_T W_N = R_{t_0} + R_T W(T, t_0) + O(h).$$

Thus, for sufficiently small $h$ the matrix $S_h$ is nonsingular and its inverse $S_h^{-1}$ is uniformly bounded. Therefore the matrix $L_1 h$ is also uniformly bounded and the consistent discretization defined by the recursion (3.60) applied to (3.59) is stable and thus convergent. □

Theorem 30 shows that the solution of the systems (3.58) is unique and that it converges to the solution of the boundary value problem (2.23). The following theorem summarizes the results obtained so far.

**Theorem 31.** Let $\tilde{x} = \tilde{D}_i \tilde{f}$ be the (unique) solution of the minimization problem (2.15) and let $\tilde{x}_h = \tilde{D}_h \tilde{f}_h$ be the solution of the minimization problem (3.45). Let $R_{\tilde{x}_h}$ be as in (3.4).

Then there exists a positive constant $\tilde{C}$ such that

$$||\tilde{x}_h - R_{\tilde{x}_h} \tilde{x}||_{\infty} \leq \tilde{C}h,$$

provided that $h > 0$ is sufficiently small.

**Proof.** According to Theorem 17, the solution $(x, y, u)$ of the minimization problem (2.22) is given by the corresponding parts of the (unique) solution of the boundary value problem (2.23). This implies that the function

$$\tilde{x} = \begin{bmatrix} x \\ y \\ u \end{bmatrix}$$

solves the minimization problem (2.15).

The systems (3.58) can be written in the form

$$\frac{1}{h} \left( \begin{bmatrix} \lambda_i \\ x_i \end{bmatrix} - \begin{bmatrix} \lambda_{i-1} \\ x_{i-1} \end{bmatrix} \right) = \left[ -A_i^T \begin{bmatrix} 0 & 0 \\ 0 & I \end{bmatrix} \right] \left[ \begin{bmatrix} \lambda_i \\ x_i \end{bmatrix} \right] + \left[ \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix} \right] \left[ \begin{bmatrix} \lambda_{i-1} \\ x_{i-1} \end{bmatrix} \right] + \left[ \begin{bmatrix} C_i^T g_i \\ f_i \end{bmatrix} \right],$$

$$y_i = C_i x_i + g_i,$$

$$u_i = B_i^T \lambda_{i-1},$$

$i = 1, \ldots, N$, with the initial values satisfying

$$\begin{bmatrix} 0 & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} \lambda_0 \\ x_0 \end{bmatrix} + \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \lambda_N \\ x_N \end{bmatrix} = 0.$$

By Theorem 30, this system is uniquely solvable for sufficiently small $h$ and a convergent discretization of the boundary value problem (2.23). Therefore, by setting

$$\tilde{x}_h = \begin{bmatrix} \tilde{x}_1 \\ \vdots \\ \tilde{x}_N \end{bmatrix} \quad \text{with} \quad \tilde{x}_i = \begin{bmatrix} x_i \\ y_i \\ u_i \end{bmatrix}, \quad i = 1, \ldots, N,$$
we get

$$\|\tilde{x}_h - R_{x_h}\tilde{x}\| \leq \tilde{C}h$$

for some positive constant $\tilde{C}$.

The discrete boundary value problem (3.57) can be computed from (3.58) by applying the substitutions (3.49). Moreover, the unique solution $(\lambda_i, x_i, y_i, u_i)$, $i = 0, \ldots, N$, of (3.57) is given by the solution $(\lambda_i, x_i, y_i, u_i)$ of (3.58) with $\lambda_i = (\frac{1}{h} I - A_{i+1})^T \lambda_i$ for $i = 0, \ldots, N$.

By Theorem 29, the part $(x_i, y_i, u_i)$, $i = 0, \ldots, N$, of this solution solves the minimization problem (3.50). By the substitutions (3.49), (3.47), and the regular transformation (3.46), the problem (3.50) can be written in the form

$$\frac{1}{h} \sum_{i=1}^{N} E_i (x_i - x_{i-1}) = A_{11} x_1 + A_{21} x_2 + A_{31} x_3 + f_1, \quad x_1 = 0,$$

$$0 = A_{21} x_1 + \Sigma x_i + f_2,$$

$i = 1, \ldots, N$, with

$$\tilde{x}_h = \begin{bmatrix} \tilde{x}_1 \\ \vdots \\ \tilde{x}_N \end{bmatrix}, \quad \tilde{x}_i = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_N \end{bmatrix}, \quad y_i = \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_N \end{bmatrix}, \quad u_i = \begin{bmatrix} u_1 \\ u_2 \\ \vdots \\ u_N \end{bmatrix}, \quad i = 1, \ldots, N.$$

Hence, we get $\tilde{x}_h = \tilde{x}_h$ for the solution of (3.62). The assertion follows because the minimization problem (3.62) is equivalent to the minimization problem (3.45).

### 3.3.2 General strangeness free systems

To generalize the result of Theorem 31 to differential-algebraic systems that are not given in orthogonal standard form, we use the following observation. Let the large linear system $D_h x_h = f_h$ represent the discretization of the general strangeness free DAE (1.1) with the implicit Euler method. $D_h$ can be defined analogously to (3.44) and the right-hand side is given by $f_h = (f_1, \ldots, f_N)$. Furthermore, consider the orthogonal matrices

$$P_h = \text{diag}(P_1, \ldots, P_N),$$

$$Q_h = \text{diag}(Q_1, \ldots, Q_N),$$

which contain the orthogonal transformations $P$ and $Q$ evaluated at the grid points $t_1, \ldots, t_N$. If $\tilde{f}_h$ denotes the right-hand side corresponding to the discretization of the system transformed to orthogonal standard form, we have $\tilde{f}_h = P_h f_h$. It will be seen that the relation $D_h = P_h D_h Q_h$ unfortunately only holds if $Q$ is constant over the interval $[t_0, T]$. This particularly implies that the minimization problems (3.39) and (3.43) do not transform covariantly with the application of these transformations if $Q$ is time-dependent. Our major goal is to show that $x_h$ nevertheless approximates $Q_h \tilde{x}_h$, where $x_h$ and $\tilde{x}_h$ are the least squares solution of the discretizations $D_h x_h = f_h$ and $D_h \tilde{x}_h = f_h$ of the original DAE and the transformed DAE in orthogonal standard form, respectively.

The blocks of the matrix $P_h D_h Q_h$ are given by

$$[P_h D_h Q_h]_{ij} = \begin{cases} \frac{1}{h} P_i E_i Q_{i-1} & \text{for } j = i - 1, \\
_1 P_i \left( \frac{1}{h} E_i - A_i \right) Q_i & \text{for } j = i, \\
0 & \text{otherwise.} \end{cases}$$
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From (2.2), we know that

$$\bar{A}_i = P_i A_i Q_i - P_i E_i \tilde{Q}_i$$

and

$$\bar{E}_i = P_i E_i Q_i.$$ 

This implies that

$$P_i \left( \frac{1}{h} E_i - A_i \right) Q_i = \frac{1}{h} \bar{E}_i - \bar{A}_i - P_i E_i \tilde{Q}_i,$$

and for the subdiagonal blocks in (3.64), we get

$$-\frac{1}{h} P_i E_i Q_{i-1} = -\frac{1}{h} \bar{E}_i + \frac{1}{h} \bar{E}_i Q_i^T Q_i - \frac{1}{h} \bar{E}_i Q_i^T Q_{i-1}$$

$$= -\frac{1}{h} \bar{E}_i + \bar{E}_i Q_i^T \frac{Q_i - Q_{i-1}}{h}$$

$$= -\frac{1}{h} \bar{E}_i + \bar{E}_i Q_i^T \bar{Q}_i + \bar{E}_i Q_i^T \left( \frac{Q_i - Q_{i-1}}{h} - \bar{Q}_i \right).$$

For the large system, this implies the relationship

$$P_h D_h Q_h = \tilde{D}_h + \Delta_h,$$

with a perturbation matrix $\Delta_h$ that has the structure

$$
\begin{bmatrix}
\Delta_1 \\
-\Delta_2 - \delta_2 & \Delta_2 \\
-\Delta_3 - \delta_3 & \Delta_3 \\
& \ddots & \ddots \\
& & \Delta_N - \delta_N & \Delta_N
\end{bmatrix},
$$

where $\Delta_i = -\bar{E}_i Q_i^T \bar{Q}_i$ and $\delta_i = -\bar{E}_i Q_i^T \left( \frac{Q_i - Q_{i-1}}{h} - \bar{Q}_i \right)$. Note that for sufficiently smooth orthogonal functions $Q$ and sufficiently small $h$ we have

$$\left\| \frac{Q_i - Q_{i-1}}{h} - \bar{Q}_i \right\|_{\infty} \leq C_{\bar{Q}} h$$

for some positive constant $C_{\bar{Q}}$. We will show in the following that for the perturbation $\Delta_h$ we get

$$(\tilde{D}_h + \Delta_h)^+ - \tilde{D}_h^+ = (P_h D_h Q_h)^+ - \tilde{D}_h^+ = O(h),$$

which then implies

$$\|x_h - Q_h \tilde{x}_h\|_{\infty} = \|D_h^+ f_h - Q_h \tilde{D}_h^+ \tilde{f}_h\|_{\infty}$$

$$= \|Q_h \left( Q_h^T D_h^+ P_h^T P_h f_h - \tilde{D}_h^+ \tilde{f}_h \right)\|_{\infty}$$

$$\leq \|Q_h\|_{\infty} \left\| \left( Q_h^T D_h^+ P_h^T - \tilde{D}_h^+ \right) \tilde{f}_h \right\|_{\infty}$$

$$= C_{\|Q\|_{\infty}} \left\| \left( (P_h D_h Q_h)^+ - \tilde{D}_h^+ \right) \tilde{f}_h \right\|_{\infty}$$

$$= O(h).$$
The assertion (3.69) will be proved in three steps. First, it will be shown for the special case of ordinary differential equations, then this result will be extended to the case of uniquely solvable DAEs and finally to the case of general underdetermined DAEs.

The ODE case

Let us assume that \( \dot{a} = \ddot{u} = \dot{v} = 0 \), with \( \dot{a}, \ddot{u}, \dot{v} \) as in Theorem 10, such that the DAE (2.1) in orthogonal standard form reduces to the implicit ordinary differential equation

\[
\Sigma_E(t) \dot{x}(t) = A_{11}(t) \dot{x}(t) + \tilde{f}_1(t), \quad t \in \mathbb{I} = [t_0, T],
\]

with matrix functions \( \Sigma_E \in C(\mathbb{I}, \mathbb{R}^{n,n}) \), \( A_{11} \in C(\mathbb{I}, \mathbb{R}^{n,n}) \), \( f_1 \in C(\mathbb{I}, \mathbb{R}) \), \( \Sigma_E \) pointwise nonsingular and \( n = d \). Moreover, we consider the initial condition

\[ \dot{x}(t_0) = 0. \]

Let the step size \( h = (T - t_0)/N \) be constant. A discretization of (3.70) with the implicit Euler method and the step size \( h \) can be written in terms of the linear system

\[
\tilde{D}_h^0 \tilde{x}_h = \tilde{f}_h,
\]

with

\[
\tilde{D}_h^0 = \begin{bmatrix}
\frac{1}{h} \Sigma_{E_1} - A_{11,1} & 0 & \cdots & 0 \\
0 & \frac{1}{h} \Sigma_{E_2} - A_{11,2} & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \frac{1}{h} \Sigma_{E_N} - A_{11,N}
\end{bmatrix}
\]

and

\[ \tilde{f}_h = \begin{bmatrix}
\tilde{f}_1 \\
\vdots \\
\tilde{f}_N
\end{bmatrix}. \]

On the other hand, let

\[
E(t) \dot{x}(t) = A(t) x(t) + f(t), \quad t \in \mathbb{I} = [t_0, T]
\]

denote an ODE, which is equivalent to (3.70), i.e., there exist orthogonal matrix functions \( P \in C([t_0, T], \mathbb{R}^{n,n}) \) and \( Q \in C^1([t_0, T], \mathbb{R}^{n,n}) \) such that \( \Sigma_E = PEQ \), \( A_{11} = PAQ - PEQ \) and \( f_1 = Pf \). The discretization of (3.73) with the implicit Euler method using a constant step size \( h \) can be represented by a linear system

\[
D_h^0 x_h = f_h
\]

with

\[
D_h^0 = \begin{bmatrix}
\frac{1}{h} E_1 - A_1 \\
-\frac{1}{h} E_2 & \frac{1}{h} E_2 - A_2 \\
\vdots & \ddots & \ddots \\
-\frac{1}{h} E_N & \frac{1}{h} E_N - A_N
\end{bmatrix}
\]
and

\[
\begin{pmatrix}
  f_1 \\
  \vdots \\
  f_N
\end{pmatrix}.
\]

If we define block diagonal matrices \(P_h\) and \(Q_h\) according to (3.63) and set

\[
(3.76) \quad \hat{D}_h = P_h D_h Q_h,
\]

then we have

\[
(3.77) \quad \hat{D}_h = \hat{D}_h + \Delta_h,
\]

with a perturbation matrix \(\Delta_h\) having the structure

\[
\begin{pmatrix}
  \Delta_{111} & \Delta_{112} & \cdots & \Delta_{11N} \\
  -\Delta_{112} - \delta_{112} & \Delta_{112} & \cdots & \Delta_{11N} \\
  \vdots & \ddots & \ddots & \vdots \\
  -\Delta_{11N} - \delta_{11N} & \cdots & -\Delta_{11N} - \delta_{11N} & \Delta_{11N}
\end{pmatrix}.
\]

In particular, we have \(\|\Delta_{11}\|_\infty = \|\Sigma_{E_i} Q_i^T \tilde{Q}_i\|_\infty \leq C_{\Delta_{11}}\) and \(\|\delta_{11}\|_\infty \leq C_{\delta_{11}} h\) for sufficiently small \(h\). Since the ODE systems (3.70) and (3.73) are globally equivalent, we have

\[
\tilde{x} = Q^T x
\]

for the (unique) solutions \(\tilde{x}\) and \(x\) of (3.70) and (3.73). The implicit Euler method applied to these systems is convergent of order one; for sufficiently small step sizes \(h\) we therefore get

\[
\|\tilde{x}_h - R_{\tilde{x}_h} \tilde{x}\|_\infty = O(h)
\]

and

\[
\|x_h - R_{x_h} x\|_\infty = O(h)
\]

for the solutions \(\tilde{x}_h\) and \(x_h\) of (3.71) and (3.74), respectively. If we let \(\hat{x}_h\) denote the solution of the linear system

\[
\hat{D}_h \hat{x}_h = \hat{f}_h,
\]

with \(\hat{f}_h = P_h f = \tilde{f}_h\), it follows that

\[
\|\tilde{x}_h - \hat{x}_h\|_\infty = \|\hat{D}_h^{-1} \hat{f}_h - \tilde{x}_h\|_\infty \\
= \|Q_h^T \hat{D}_h^{-1} P_h f_h - \tilde{x}_h\|_\infty \\
= \|Q_h^T x_h - \tilde{x}_h\|_\infty \\
= \|Q_h^T x_h - Q_h^T R_{\tilde{x}_h} x + Q_h^T R_{\tilde{x}_h} x - \tilde{x}_h\|_\infty \\
\leq \|Q_h^T\|_\infty \|x_h - R_{\tilde{x}_h} x\|_\infty + \|R_{\tilde{x}_h} Q_h^T x - \tilde{x}_h\|_\infty \\
= C_Q \|x_h - R_{\tilde{x}_h} x\|_\infty + \|R_{\tilde{x}_h} \tilde{x} - \tilde{x}_h\|_\infty \\
= O(h).
\]
This suggests that the inverses of the coefficient matrices $\hat{D}_h^o$ and $\tilde{D}_h^o$ satisfy
\[(3.78) \quad \|\hat{D}_h^{-1} - \tilde{D}_h^{-1}\|_\infty = O(h). \]

We will show that this is indeed true. In addition, we will show that for the blocks $[\hat{D}_h^{-1}]_{ij}$ and $[\tilde{D}_h^{-1}]_{ij}$, $i, j = 1, \ldots, N$, of $\hat{D}_h^{-1}$ and $\tilde{D}_h^{-1}$, we have
\[
\| [\hat{D}_h^{-1}]_{ij} - [\tilde{D}_h^{-1}]_{ij} \|_\infty = O(h^2).
\]

To show this property we first define a third discretization of the ODE (3.70) that allows us to compute the inverse of its discretization matrix in a simple way. This explicit discretization is defined by
\[
(3.79) \quad \frac{1}{h} \sum_{i} E_i (x_{1_i} - x_{1_{i-1}}) = A_{11_i} x_{1_{i-1}} + f_{1_i}, \quad i = 1, \ldots, N,
\]
and leads to a discretization matrix of the form
\[
(3.80) \quad \tilde{D}_h^o = \begin{bmatrix}
-\frac{1}{h} \Sigma E_1 & \frac{1}{h} \Sigma E_2 & \cdots & \frac{1}{h} \Sigma E_{N-1} & \frac{1}{h} \Sigma E_N
\end{bmatrix}.
\]

If we denote the diagonal and (negative) subdiagonal entries of $\tilde{D}_h^o$ by $\tilde{D}_h^o_{d,i}$ and $\tilde{D}_h^o_{s,i}$, respectively, i.e.,
\[
(3.81) \quad [	ilde{D}_h^o]_{d,i} = \frac{1}{h} \Sigma E_i,
\]
\[
[	ilde{D}_h^o]_{s,i} = \frac{1}{h} \Sigma E_i + A_{11_i},
\]
then we can write down the inverse blockwise according to the block structure of $\tilde{D}_h^o$ by
\[
(3.82) \quad [\tilde{D}_h^o]_{ij}^{-1} = \begin{cases}
\prod_{k=i}^{j} [\tilde{D}_h^o]^{-1}_{d,k} [\tilde{D}_h^o]^{-1}_{s,k} & \text{for } i \leq j, \\
0 & \text{otherwise,}
\end{cases}
\]
\[
= \begin{cases}
h \prod_{k=i}^{j} \left( I + h \Sigma E_k^{-1} A_{11_k} \right) & \Sigma E_j^{-1} & \text{for } i \leq j, \\
0 & \text{otherwise.}
\end{cases}
\]

Here, we employ the following non-standard notation: for matrices $A_{k_1}, A_{k_1+1}, \ldots, A_{k_2}$, $k_2 \geq k_1$, we define the reversed product
\[
(3.83) \quad \prod_{k=k_2}^{k_1} A_k := A_{k_2} A_{k_2-1} \ldots A_{k_1+1} A_{k_1}.
\]
If $k_2 < k_1$, we set
\[
\prod_{k=k_2}^{k_1} A_k := I.
\]

Since one-step formulas are always stable, we know that $\|\tilde{D}_h^{-1}\|_\infty$ is uniformly bounded. The following lemma can be used to compute this bound explicitly.
3.3. GLOBAL MINIMIZATION

**Lemma 32** Let $\hat{D}_h^q$ be defined as in (3.80). Then for

$C_1^q = C_{\|\Sigma_E^{-1}\|_\infty} \exp \left( C_{\|\Sigma_{E_1}^{-1}A_{11}\|_\infty} \right)$

we have

$$\| [\hat{D}_h^q]_{ij}^{-1} \|_\infty \leq C_1^q h,$$

which implies

$$\| \hat{D}_h^q_{ij}^{-1} \|_\infty \leq C_1^q (T - t_0).$$

Here, the constants $C_{\|\Sigma_E^{-1}\|_\infty}$ and $C_{\|\Sigma_{E_1}^{-1}A_{11}\|_\infty}$ are defined according to Definition 23.

**Proof.** For $[D_{h_{d,k}}^q]$ and $[D_{h_{s,k}}^q]$ as defined in (3.81) we have, using the notation (3.83),

$$\| \prod_{k=i}^{j+1} [D_{h_{d,k}}^q][D_{h_{s,k}}^q]^{-1} \|_\infty = \| \prod_{k=i}^{j+1} (I + h\Sigma_{E_k}^{-1}A_{11k}) \|_\infty$$

$$\leq \prod_{k=j+1}^{i} \| I + h\Sigma_{E_k}^{-1}A_{11k} \|_\infty$$

$$\leq \prod_{k=1}^{N} \| I + h\Sigma_{E_k}^{-1}A_{11k} \|_\infty$$

$$\leq \left( 1 + hC_{\|\Sigma_{E_1}^{-1}A_{11}\|_\infty} \right)^N$$

$$= \left( 1 + \frac{1}{N} C_{\|\Sigma_{E_1}^{-1}A_{11}\|_\infty} (T - t_0) \right)^N$$

$$\leq \exp \left( C_{\|\Sigma_{E_1}^{-1}A_{11}\|_\infty} (T - t_0) \right),$$

and thus for $1 \leq j \leq i \leq N$, it follows from (3.82) that

$$\| [D_h^q]_{ij}^{-1} \|_\infty = \| h \left[ \prod_{k=i}^{j+1} (I + h\Sigma_{E_k}^{-1}A_{11k}) \right] \Sigma_{E_j}^{-1} \|_\infty$$

$$\leq C_{\|\Sigma_{E_1}^{-1}\|_\infty} \exp \left( C_{\|\Sigma_{E_1}^{-1}A_{11}\|_\infty} (T - t_0) \right) h = C_1^q h.$$

Hence,

$$\| D_h^q \|_\infty \leq \max_{i=1,\ldots,N} \sum_{j=1}^{N} \| [D_h^q]_{ij}^{-1} \|_\infty \leq NC_1^q h = C_1^q (T - t_0),$$

which concludes the proof. \( \square \)

Additionally, we can use $\hat{D}_h^q$ as an approximation to $\hat{D}_h^q$ as well as to $D_h^q$, which will help proving (3.78). The following lemma shows that $\hat{D}_h^q$ has the desired properties.

**Lemma 33** Let $\hat{D}_h^q$ and $\hat{\hat{D}}_h^q$ be defined as in (3.80) and (3.76). Then there exists a constant $C_2^q \in \mathbb{R}^+$, which does not depend on the step size $h$, such that for $i, j = 1, \ldots, N$,

$$\| [D_h^q - \hat{D}_h^q]_{ij}^{-1} \|_\infty \leq C_2^q h^2.$$
Proof. First of all, similar to (3.82), we write \( \hat{D}_h^{o^{-1}} \) blockwise in the form

\[
[\hat{D}_h^{o^{-1}}]_{ij} = \begin{cases} 
\prod_{k=i}^{j+1} [\hat{D}_h^{o^{-1}}]_{d,k} [\hat{D}_h^{o^{-1}}]_{s,k} & \text{for } i \geq j, \\
0 & \text{otherwise},
\end{cases}
\]

for \( i, j = 1, \ldots, N \).

Using the notation

\[
[\hat{D}_h^{o}]_{d,i} := \frac{1}{h} \left( \Sigma_{E_i} - A_{11_i} + \Delta_{11_i} \right),
\]

\[
[\hat{D}_h^{o}]_{s,i} := \frac{1}{h} \Sigma_{E_i} + \Delta_{11_i} + \delta_{11_i},
\]

for the diagonal and (negative) subdiagonal blocks of \( \hat{D}_h^{o} \), respectively. The following observation already proves the desired result for the diagonal blocks of the inverted matrices. We have

\[
[\hat{D}_h^{o}]_{d,i}^{-1} = \left( \frac{1}{h} \Sigma_{E_i} - A_{11_i} + \Delta_{11_i} \right)^{-1}
\]

\[
= h \left( \Sigma_{E_i} \left( I - h \Sigma_{E_i}^{-1} (A_{11_i} - \Delta_{11_i}) \right) \right)^{-1}
\]

\[
= h \left( I - h \Sigma_{E_i}^{-1} (A_{11_i} - \Delta_{11_i}) \right)^{-1} \Sigma_{E_i}^{-1}.
\]

Furthermore, for

\[
h < \min \left( 1, C_{\|\Sigma_{E_i}^{-1} (A_{11_i} - \Delta_{11_i})\|_{\infty}}^{-1} \right),
\]

where \( C_{\|\Sigma_{E_i}^{-1} (A_{11_i} - \Delta_{11_i})\|_{\infty}} \) is defined according to Definition 23, we have

\[
\left\| h \Sigma_{E_i}^{-1} (A_{11_i} - \Delta_{11_i}) \right\|_{\infty} < 1
\]

for \( i = 1, \ldots, N \). Hence, we can use the Neumann series to compute the inverse by

\[
[\hat{D}_h^{o}]_{d,i}^{-1} = h \sum_{k=0}^{\infty} \left( h \Sigma_{E_i}^{-1} (A_{11_i} - \Delta_{11_i}) \right)^k \Sigma_{E_i}^{-1}
\]

\[
= h \left( I + \sum_{k=1}^{\infty} \left( h \Sigma_{E_i}^{-1} (A_{11_i} - \Delta_{11_i}) \right)^k \right) \Sigma_{E_i}^{-1}.
\]

Because of

\[
\left\| \sum_{k=0}^{\infty} \left( h \Sigma_{E_i}^{-1} (A_{11_i} - \Delta_{11_i}) \right)^k \right\|_{\infty} \leq \sum_{k=0}^{\infty} h^k \left\| \Sigma_{E_i}^{-1} (A_{11_i} - \Delta_{11_i}) \right\|_{\infty}^k
\]

\[
= \frac{1}{1 - h \left\| \Sigma_{E_i}^{-1} (A_{11_i} - \Delta_{11_i}) \right\|_{\infty}}
\]

\[
\leq 2
\]
and
\[
\left\| \sum_{k=1}^{\infty} \left( h \Sigma_{E_i}^{-1}(A_{11_i} - \Delta_{11_i}) \right)^k \right\| \leq h \left\| \Sigma_{E_i}^{-1}(A_{11_i} - \Delta_{11_i}) \right\| \sum_{k=1}^{\infty} h^k \left\| \Sigma_{E_i}^{-1}(A_{11_i} - \Delta_{11_i}) \right\|^{k-1}
\]
\[
= h \left( \frac{\left\| \Sigma_{E_i}^{-1}(A_{11_i} - \Delta_{11_i}) \right\|}{1 - h \left\| \Sigma_{E_i}^{-1}(A_{11_i} - \Delta_{11_i}) \right\|} \right)
\]
\[
\leq 2h \left\| \Sigma_{E_i}^{-1}(A_{11_i} - \Delta_{11_i}) \right\| \leq 2hC_{\Sigma_{E_i}^{-1}(A_{11_i} - \Delta_{11_i})} \|_{\infty}
\]

we obtain for \( h \leq \frac{1}{2} \min \left( 1, C_{\Sigma_{E_i}^{-1}(A_{11_i} - \Delta_{11_i})} \|_{\infty} \right) \) that
\[
(3.85) \quad \left\| \tilde{D}_{h,1,d,1}^{\sigma} \right\|_{\infty} \leq 2C_{\Sigma_{E_i}^{-1}} h \quad \text{for} \quad h \to 0.
\]

Moreover,
\[
\left\| \tilde{D}_{h,1,d,1}^{\sigma} - \tilde{D}_{h,1,d,1}^{\sigma} \right\|_{\infty} = h \left( I + \sum_{k=1}^{\infty} \left( h \Sigma_{E_i}^{-1}(A_{11_i} - \Delta_{11_i}) \right)^k \right) \Sigma_{E_i}^{-1} - h \Sigma_{E_i}^{-1}
\]
\[
= h \left( \sum_{k=1}^{\infty} \left( h \Sigma_{E_i}^{-1}(A_{11_i} - \Delta_{11_i}) \right)^k \right) \Sigma_{E_i}^{-1} \|_{\infty}
\]
\[
\leq h \left( \sum_{k=1}^{\infty} \left( h \Sigma_{E_i}^{-1}(A_{11_i} - \Delta_{11_i}) \right)^k \right) \|_{\infty} \Sigma_{E_i}^{-1} \|_{\infty}
\]
\[
\leq C_3^0 h^2 \quad \text{for} \quad h \to 0,
\]

where
\[
C_3^0 = 2C_{\Sigma_{E_i}^{-1}(A_{11_i} - \Delta_{11_i})} \|_{\infty} C_{\Sigma_{E_i}^{-1}} \|_{\infty}.
\]

To get a similar estimate for the remaining blocks, we first define
\[
M_k := \tilde{D}_{h,1,d,k}^{\sigma} \tilde{D}_{h,1,s,k}^{\sigma} - \tilde{D}_{h,1,d,k}^{\sigma} \tilde{D}_{h,1,s,k}^{\sigma}
\]

and observe that
\[
M_k = \left( \frac{1}{h} \Sigma_{E_k} - A_{11_k} + \Delta_{11_k} \right)^{-1} \left( \frac{1}{h} \Sigma_{E_k} + A_{11_k} + \Delta_{11_k} \right) - \left( I + h \Sigma_{E_k} A_{11_k} \right)
\]
\[
= I + \left( \frac{1}{h} \Sigma_{E_k} - A_{11_k} + \Delta_{11_k} \right)^{-1} \left( A_{11_k} + \delta_{11_k} \right) - \left( I + h \Sigma_{E_k}^{-1} A_{11_k} \right)
\]
\[
= \left( \frac{1}{h} \Sigma_{E_k} - A_{11_k} + \Delta_{11_k} \right)^{-1} A_{11_k} - h \Sigma_{E_k}^{-1} A_{11_k} + \left( \frac{1}{h} \Sigma_{E_k} - A_{11_k} + \Delta_{11_k} \right)^{-1} \delta_{11_k}
\]
\[
= \left( \tilde{D}_{h,1,d,k}^{\sigma} - \tilde{D}_{h,1,d,k}^{\sigma} \right) A_{11_k} + \tilde{D}_{h,1,d,k}^{\sigma} \delta_{11_k},
\]

and thus
\[
\| M_k \|_{\infty} \leq h^2 \left( C_3^0 C_{\|A_{11}\|_{\infty}} + 2C_{\Sigma_{E_i}^{-1}} C_{\delta} \right) =: h^2 C_4^0
\]
for \( k = 1, \ldots, N \). Applying Lemma 32, we get

\[
\left\| \prod_{k=1}^{j+1} [\hat{D}_h^{(k)}]_{d,k}^{-1} [\hat{D}_h^{(k)}]_{s,k} - \prod_{k=1}^{j+1} [D_h^{(k)}]_{d,k}^{-1} [D_h^{(k)}]_{s,k} \right\|_\infty \\
= \left\| \prod_{k=1}^{j+1} \left( I + h\Sigma_k^{-1} A_{11k} + M_k \right) - \prod_{k=1}^{j+1} \left( I + h\Sigma_k^{-1} A_k \right) \right\|_\infty \\
\leq \sum_{l=1}^{i-j} \left( \frac{i-j}{l} \right) \left( \max_{k \in \{j+1, \ldots, i\}} \left\| I + h\Sigma_k^{-1} A_{11k} \right\|_\infty \right)^{i-j-l} \left( \max_{k \in \{j+1, \ldots, i\}} \left\| M_k \right\|_\infty \right) \\
\leq \sum_{l=1}^{N} N! \left( 1 + h \max_{t \in [t_0, T]} \left\| \Sigma_k^{-1}(t)A_{11}(t) \right\|_\infty \right)^N (h^2 C_4^4)^l \\
\leq \exp \left( C_{\Sigma_k^{-1} A_{11}} \infty (T - t_0) \right) \sum_{l=1}^{\infty} (h C_4^4(T - t_0))^l \\
= h \exp \left( C_{\Sigma_k^{-1} A_{11}} \infty (T - t_0) \right) C_4^4(T - t_0) \sum_{l=0}^{\infty} (h C_4^4(T - t_0))^l \\
= h \frac{C_4^4(T - t_0) \exp \left( C_{\Sigma_k^{-1} A_{11}} \infty (T - t_0) \right)}{1 - h C_4^4(T - t_0)} \\
\leq 2h C_4^4(T - t_0) \exp \left( C_{\Sigma_k^{-1} A_{11}} \infty (T - t_0) \right)
\]

where the last equality holds for

\[
(3.86) \quad h \leq \frac{1}{2C_4^4(T - t_0)}.
\]

This implies that the product appearing in the representation (3.84) of \( \hat{D}_h^{(k)} \) is also bounded, i.e.,

\[
\left\| \prod_{k=1}^{j+1} [\hat{D}_h^{(k)}]_{d,k}^{-1} [\hat{D}_h^{(k)}]_{s,k} \right\|_\infty \\
\leq \left\| \prod_{k=1}^{j+1} [D_h^{(k)}]_{d,k}^{-1} [D_h^{(k)}]_{s,k} \right\|_\infty \\
\leq 2h C_4^4(T - t_0) \exp \left( C_{\Sigma_k^{-1} A_{11}} \infty (T - t_0) \right) + \exp \left( C_{\Sigma_k^{-1} A_{11}} \infty (T - t_0) \right)
\]
for $h$ satisfying (3.86). Thus, it follows that
\[ \left\| \left[ \hat{D}_h^{(i)} \right]_{ij} - [\hat{D}_h^{(i)}]_{ij} \right\|_{\infty} = \left\| \prod_{k=1}^{j+1} [\hat{D}_h^{(i)}]_{d,k} \prod_{k=i}^{j+1} [\hat{D}_h^{(i)}]_{s,k} \right\|_{\infty} - \left\| \prod_{k=1}^{j+1} [\hat{D}_h^{(i)}]_{d,k} \prod_{k=i}^{j+1} [\hat{D}_h^{(i)}]_{s,k} \right\|_{\infty} + \left\| \prod_{k=1}^{j+1} [\hat{D}_h^{(i)}]_{d,k} \prod_{k=i}^{j+1} [\hat{D}_h^{(i)}]_{s,k} \right\|_{\infty} \]
\[ \leq 2h^2 \exp(C \| \Sigma_{E}^{-1} A_{11} \|_{\infty} (T - t_0)) C_3 + 2h^2 C_4 \exp(C \| \Sigma_{E}^{-1} A_{11} \|_{\infty} (T - t_0)) C \| \Sigma_{E}^{-1} \|_{\infty} \]
\[ = C_2^0 h^2, \]
where
\[ C_2^0 = 2 \exp(C \| \Sigma_{E}^{-1} A_{11} \|_{\infty} (T - t_0)) (C_3 + C_4 \| \Sigma_{E}^{-1} \|_{\infty}). \]

\[ \square \]

Note that the result of Lemma 33 also applies if $\hat{D}_h^{(i)}$ is replaced by $\hat{D}_h^{(i-1)}$, since $\hat{D}_h^{(i)}$ reduces to $\hat{D}_h^{(i-1)}$ for $\Delta h = 0$.

**Theorem 34** Let $\hat{D}_h^{(i)}$ and $\hat{D}_h^{(i-1)}$ be defined as in (3.75) and (3.80). Then there exists a constant $C^0 \in \mathbb{R}^+$, which does not depend on the step size $h$, such that for $i, j = 1, \ldots, N$,
\[ \left\| \left[ \hat{D}_h^{(i)} \right]_{ij} - [\hat{D}_h^{(i)}]_{ij} \right\|_{\infty} \leq C^0 h^2. \]
Moreover,
\[ \left\| \hat{D}_h^{(i)} - \hat{D}_h^{(i-1)} \right\|_{\infty} \leq C^0 (T - t_0) h. \]

**Proof.** Using Lemma 33 and the triangular inequality, we get
\[ \left\| \left[ \hat{D}_h^{(i)} \right]_{ij} - [\hat{D}_h^{(i)}]_{ij} \right\|_{\infty} \leq \left\| \left[ \hat{D}_h^{(i)} \right]_{ij} - [\hat{D}_h^{(i)}]_{ij} \right\|_{\infty} + \left\| [\hat{D}_h^{(i)}]_{ij} - [\hat{D}_h^{(i-1)}]_{ij} \right\|_{\infty} \]
\[ \leq \left( C_2^{(1)} + C_2^{(2)} \right) h^2, \]
where both constants, $C_2^{(1)}$ and $C_2^{(2)}$, can be computed as shown in the proof of Lemma 33.

In particular, we obtain $C_2^{(1)}$ by setting $\Delta t_1 = 0$ and $\delta t_1 = 0$, i.e.,
\[ C_2^{(1)} = 4 \exp \left( C \| \Sigma_{E}^{-1} A_{11} \|_{\infty} (T - t_0) \right) C \| \Sigma_{E}^{-1} \|_{\infty} C \| \Sigma_{E}^{-1} A_{11} \|_{\infty} \left( 1 + C \| A_{11} \|_{\infty} \right); \]
\[ C_2^{(2)} = 4 \exp \left( C \| \Sigma_{E}^{-1} A_{11} \|_{\infty} (T - t_0) \right) C \| \Sigma_{E}^{-1} \|_{\infty} \left( C \| \Sigma_{E}^{-1} (A_{11} - \Delta t_1) \|_{\infty} \left( 1 + C \| A_{11} \|_{\infty} \right) + C \delta \right). \]
Let us define

\[ C^o = C_2^{o(1)} + C_2^{o(2)}. \]

Then it follows that

\[
\left\| \hat{D}_h^{-1} - D_h^{-1} \right\|_\infty = \max_{i=1,...,N} \sum_{j=1}^N \left\| [\hat{D}_h^{-1}]_{ij} - [D_h^{-1}]_{ij} \right\|_\infty \leq NC^o h^2 = C^o (T - t_0) h. \]

\( \Box \)

**The uniquely solvable DAE case**

The next step is to extend the results of the previous step for ODEs to the case of a uniquely solvable strangeness free DAE

\begin{equation}
\hat{E}(t) \ddot{x}(t) = \hat{A}(t) \dot{x}(t) + \hat{f}(t), \quad t \in I = [t_0, T], \quad \dot{x}(t_0) = 0,
\end{equation}

with the coefficient functions

\[
\hat{E} = \begin{bmatrix} \Sigma_E & 0 \\ 0 & 0 \end{bmatrix}, \quad \hat{A} = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & \Sigma_A \end{bmatrix},
\]

where \( \Sigma_E \) and \( \Sigma_A \) are both square, pointwise nonsingular matrix functions of size \( \hat{d} \) and \( \hat{a} \), respectively. The matrix functions \( A_{11}, A_{12} \) and \( A_{21} \) are assumed to be of matching size. We proceed as in the previous chapter by discretizing (3.87) with the implicit Euler method and writing the discretization as a linear system

\begin{equation}
\tilde{D}_h^u \tilde{x}_h = \tilde{f}_h.
\end{equation}

Next, we consider a linear DAE

\begin{equation}
E(t) \dot{x}(t) = A(t)x(t) + f(t), \quad t \in I = [t_0, T], \quad x(t_0) = 0,
\end{equation}

which is equivalent to the system (3.87), i.e., there exist orthogonal matrix functions \( P \in C([t_0, T], \mathbb{R}^{n,n}) \) and \( Q \in C^1([t_0, T], \mathbb{R}^{n,n}) \), \( n = \hat{d} + \hat{a} \), such that \( \hat{E} = PEQ, \hat{A} = PAQ - PEQ \) and \( \hat{f} = Pf \). A discretization of (3.89) with the implicit Euler method leads to a linear system of the form

\[
D_h^u x_h = f_h.
\]

We will show that the solution \( \tilde{x}_h \) of the system

\[
\tilde{D}_h^u \tilde{x}_h = \tilde{f}_h
\]

with \( \tilde{D}_h^u = P_h D_h Q_h \) and \( \tilde{f}_h = P_h f_h = \tilde{f}_h \) approximates the solution \( \tilde{x}_h \) of (3.88); an assertion that is motivated by the fact that the solutions \( \tilde{x} \) and \( x \) of (3.87) and (3.89) satisfy \( \tilde{x} = Q^T x \). In particular, we will show that \( \left\| \tilde{D}_h^{u-1} - D_h^{u-1} \right\|_\infty = O(h) \) and estimate the norm of the differences between certain blocks of these inverses.
Similarly as for the ODE case in (3.67), we get the following relation for the matrices \( \tilde{D}_h^u \) and \( \tilde{D}_h^u \)

\[
\tilde{D}_h^u = \bar{D}_h^u + \Delta_h,
\]

where the perturbation matrix \( \Delta_h \) has the block bidiagonal structure given in (3.68), with the blocks

\[
\Delta_i = -\tilde{E}_i Q_i^T \hat{Q}_i = \begin{bmatrix}
\Delta_{11i} & \Delta_{12i} \\
0 & 0
\end{bmatrix}
\]

and

\[
\delta_i = -\tilde{E}_i Q_i^T \left( \frac{Q_i - Q_{i-1}}{h} - \hat{Q}_i \right) = \begin{bmatrix}
\delta_{11i} & \delta_{12i} \\
0 & 0
\end{bmatrix}
\]

In particular, for sufficiently small \( h \) and for a sufficiently smooth matrix function \( Q \) there exist positive constants \( C_{\Delta_{11}}, C_{\Delta_{12}}, C_{\delta_{11}} \) and \( C_{\delta_{12}} \) such that

\[
\| \Delta_{11} \|_\infty \leq C_{\Delta_{11}},
\]

\[
\| \Delta_{12} \|_\infty \leq C_{\Delta_{12}},
\]

\[
\| \delta_{11} \|_\infty \leq C_{\delta_{11}} h,
\]

\[
\| \delta_{12} \|_\infty \leq C_{\delta_{12}} h,
\]

for \( i = 1, \ldots, N \). To compute the inverses \( \bar{D}_h^{-1} \) and \( \bar{D}_h^{-1} \), we introduce permutations \( P_{l,h} \) and \( P_{r,h} \) such that

\[
P_{l,h} \tilde{D}_h^u P_{r,h} = \begin{bmatrix}
\bar{D}_h^o & A_{12h} \\
A_{21h} & \Sigma_{Ah}
\end{bmatrix}
\]

and

\[
P_{l,h} \tilde{D}_h^u P_{r,h} = \begin{bmatrix}
\hat{D}_h^o & \hat{A}_{12h} \\
A_{21h} & \Sigma_{Ah}
\end{bmatrix},
\]

where

\[
\hat{A}_{12h} = A_{12h} + \Delta_{12h}
\]

and

\[
A_{12h} = \begin{bmatrix}
-A_{121} & \cdots & \cdots & -A_{12N} \\
\Delta_{121} & \cdots & \cdots & \Delta_{12N}
\end{bmatrix},
\]

\[
\Delta_{12h} = \begin{bmatrix}
-A_{211} & \cdots & \cdots & -A_{21N}
\end{bmatrix},
\]

\[
\Sigma_{Ah} = \begin{bmatrix}
-\Sigma_{A1} & \cdots & \cdots & -\Sigma_{A_N}
\end{bmatrix}
\]

\[
(3.90)
\]

\[
(3.91)
\]

\[
(3.92)
\]

\[
(3.93)
\]
Furthermore, \( \hat{D}_h^0 \) as well as \( \hat{D}_h^\alpha = \hat{D}_h^0 + \Delta_{11h} \) are defined as in (3.72) and (3.77), respectively. The structure of the transformed discretization matrices allows us to compute the inverse matrices with the help of the block LU decomposition

\[
\begin{bmatrix}
I & A_{12h} \Sigma_{Ah}^{-1} \\
A_{21h} & \Sigma_{Ah}
\end{bmatrix}^{-1}
\begin{bmatrix}
A_{12h} \Sigma_{Ah}^{-1} & I \\
0 & I
\end{bmatrix} = \begin{bmatrix}
\hat{D}_h^0 - A_{12h} \Sigma_{Ah}^{-1} A_{21h} & 0 \\
0 & \Sigma_{Ah}
\end{bmatrix}^{-1}
\begin{bmatrix}
I & 0 \\
0 & I
\end{bmatrix}
\]

This immediately yields

\[
\begin{bmatrix}
\hat{D}_h^0 A_{12h} \\
A_{21h} \Sigma_{Ah}
\end{bmatrix}^{-1} = \begin{bmatrix}
I & 0 \\
-\Sigma_{Ah}^{-1} A_{21h} & I
\end{bmatrix} \left( \hat{D}_h^0 - A_{12h} \Sigma_{Ah}^{-1} A_{21h} \right)^{-1} \begin{bmatrix}
I & 0 \\
0 & \Sigma_{Ah}^{-1}
\end{bmatrix} = \begin{bmatrix}
\hat{S}_h & 0 \\
-\Sigma_{Ah}^{-1} A_{21h} \hat{S}_h & \Sigma_{Ah}^{-1} + \Sigma_{Ah}^{-1} A_{21h} \hat{S}_h \Sigma_{Ah}^{-1}
\end{bmatrix},
\]

(3.94)

with

\[
\hat{S}_h = \hat{D}_h^0 - A_{12h} \Sigma_{Ah}^{-1} A_{21h}
\]

(3.95)

\[
\hat{A}_i = A_{11i} + A_{12} \Sigma_{A_i}^{-1} A_{21i}.
\]

Analogously, we get

\[
\begin{bmatrix}
\hat{D}_h^0 & \hat{A}_{12h} \\
A_{21h} & \Sigma_{Ah}
\end{bmatrix}^{-1} = \begin{bmatrix}
\hat{S}_h^{-1} & -\hat{S}_h^{-1} A_{12h} \Sigma_{Ah}^{-1} \\
-\Sigma_{Ah}^{-1} A_{21h} \hat{S}_h^{-1} & \Sigma_{Ah}^{-1} + \Sigma_{Ah}^{-1} A_{21h} \hat{S}_h^{-1} A_{12h} \Sigma_{Ah}^{-1}
\end{bmatrix},
\]

where

\[
\hat{S}_h = \hat{D}_h^0 - \hat{A}_{12h} \Sigma_{Ah}^{-1} A_{21h}
\]

\[
\hat{S}_h = \hat{D}_h^0 - \begin{bmatrix}
-A_{121} + \Delta_{121} & -A_{122} + \Delta_{122} \\
-\Delta_{122} - \delta_{122} & -A_{122} + \Delta_{122}
\end{bmatrix} \Sigma_{Ah}^{-1} A_{21h}
\]

can be written in the form

\[
\hat{S}_h = \hat{S}_h + \hat{\Delta}_h
\]

(3.96)

with

\[
\hat{\Delta}_h = \begin{bmatrix}
\hat{\Delta}_1 \\
-\hat{\Delta}_2 - \hat{\delta}_2 \\
\vdots \\
-\hat{\Delta}_N - \hat{\delta}_N
\end{bmatrix},
\]

\[
\hat{\Delta}_i = \Delta_{11i} - \Delta_{12i} \Sigma_{A_i}^{-1} A_{21i},
\]

and

\[
\hat{\delta}_i = \delta_{11i} - \Delta_{12i} \left( \Sigma_{A_{i-1}}^{-1} A_{21i-1} - \Sigma_{A_i}^{-1} A_{21i} \right) - \delta_{12i} \Sigma_{A_i}^{-1} A_{21i}.
\]

Before proceeding, we need the following definition.
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Definition 35 Let $A \in C^1([t_0, T], \mathbb{R}^{m,n})$ and $2 \leq p \leq \infty$. Then the constant $L_{\|A\|_p}$ is defined as

$$L_{\|A\|_p} = \max_{t \in [t_0, T]} \{ \|A(t)\|_p, \|A(t)^T\|_p \}.$$

Because of

$$\|\delta_t\|_{\infty} = \|\delta_{11} - \Delta_{12} (\Sigma^{-1}_{A_{i=1}^{-1}} A_{21_{i=1}} - \Sigma^{-1}_{A_{i=1}^{-1}} A_{21})\|_{\infty} \leq \left( C_{\delta_{11}} + C_{\Delta_{12}} L_{\|\Sigma^{-1}_{A_{i=1}^{-1}} A_{21}\|_{\infty}} + C_{\delta_{12}} C_{\|\Sigma^{-1}_{A_{i=1}^{-1}} A_{21}\|_{\infty}} \right) h,$$

it follows that we can apply Lemma 32 and Lemma 33 directly to the matrices $\tilde{S}_h$ and $\hat{S}_h$. Here and in the following, by writing $L_{\|A\|_p}$ we implicitly assume that the argument is differentiable, which, by Theorem 3, can be guaranteed if we assume the matrix pair $(E, A)$ to be sufficiently smooth. Then the above inequality follows from the mean value theorem.

The matrix $\tilde{S}_h$ can be interpreted as the discretization matrix of the ordinary differential equation

$$(3.97) \quad \Sigma_E(t) \dot{x}(t) = \tilde{A}(t)x(t) + f(t),$$

with

$$\tilde{A} = A_{11} + A_{12}\Sigma_A A_{21},$$

according to a discretization with the implicit Euler method. As in the previous section, we consider an explicit discretization of (3.97) similar to (3.79) with the discretization matrix

$$(3.98) \quad \tilde{S}_h = \begin{bmatrix} \frac{1}{h} \Sigma_{E_1} & -\frac{1}{h} \Sigma_{E_2} - \tilde{A}_2 & \frac{1}{h} \Sigma_{E_2} & \cdots & \frac{1}{h} \Sigma_{E_{N-1}} - \tilde{A}_{N-1} & \frac{1}{h} \Sigma_{E_N} \\ -\frac{1}{h} \Sigma_{E_2} - \tilde{A}_2 & \frac{1}{h} \Sigma_{E_2} & & & \cdots & \frac{1}{h} \Sigma_{E_{N-1}} - \tilde{A}_{N-1} & \frac{1}{h} \Sigma_{E_N} \\ \vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \vdots \\ -\frac{1}{h} \Sigma_{E_{N-1}} - \tilde{A}_{N-1} & \frac{1}{h} \Sigma_{E_{N-1}} - \tilde{A}_{N-1} & \cdots & \frac{1}{h} \Sigma_{E_{N-1}} - \tilde{A}_{N-1} & \frac{1}{h} \Sigma_{E_N} \\ -\frac{1}{h} \Sigma_{E_N} - \tilde{A}_N & \frac{1}{h} \Sigma_{E_N} - \tilde{A}_N & \cdots & \frac{1}{h} \Sigma_{E_N} - \tilde{A}_N & \frac{1}{h} \Sigma_{E_N} & \cdots & \frac{1}{h} \Sigma_{E_N} \end{bmatrix},$$

which possesses the inverse $\tilde{S}_h^{-1}$ with the blocks

$$(3.99) \quad [\tilde{S}_h^{-1}]_{ij} = \begin{cases} h \prod_{k=i}^{j+1} (I + h \Sigma_{E_k}^{-1} \tilde{A}_k) \Sigma_{E_j}^{-1} & \text{for } i \geq j, \\ 0 & \text{otherwise}. \end{cases}$$

Corollary 36 Let $\hat{S}_h$ and $\tilde{S}_h$ be defined as in (3.98) and (3.96). Then there exists a constant $C_1^u \in \mathbb{R}$, which does not depend on the step size $h$, such that for $i, j = 1, \ldots, N$

$$\| [\hat{S}_h^{-1}]_{ij} - [\tilde{S}_h^{-1}]_{ij} \|_{\infty} \leq C_1^u h^2$$

for sufficiently small $h$. Furthermore,

$$\| [\hat{S}_h^{-1}]_{ij} \|_{\infty} \leq C_2^u h$$

and

$$\| \hat{S}_h^{-1} \|_{\infty} \leq C_2^u (T - t_0)$$

with

$$C_2^u = 2 C_{\|\Sigma_{E}^{-1}\|_{\infty}} \exp \left( C_{\|\Sigma_A^{-1}\|_{\infty}} (T - t_0) \right).$$
Lemma 37

The assertion (3.100) follows immediately from Lemma 33. In particular, we get

\[
C_1^u = 4 \exp \left( C_{\|\Sigma_E^{-1} A\|\infty} (T - t_0) \right) C_{\|\Sigma_E^{-1}\|\infty} \left( C_{\|\Sigma_E^{-1}(\tilde{A} - \Delta)\|\infty} \left( 1 + C_{\|\tilde{A}\|\infty} \right) + C_\delta \right).
\]

From Lemma 32, it follows that \(\|\hat{S}_h^{(1)}\|_\infty \leq C_1^u h\) for \(i, j = 1, \ldots, N\) with

\[
C_1^u = C_{\|\Sigma_E^{-1}\|\infty} \exp \left( C_{\|\Sigma_E^{-1} A\|\infty} (T - t_0) \right),
\]

and thus

\[
\left\| [\hat{S}_h^{(1)}]_{ij} \right\|_\infty \leq \left\| [\hat{S}_h^{(1)}]_{ij} - [\hat{S}_h]_{ij} \right\|_\infty + \left\| [\hat{S}_h]_{ij} \right\|_\infty \\
\leq C_1^u h^2 + C_1^o h \leq 2C_1^u h \leq C_2^u h
\]

holds for sufficiently small \(h\). Then the estimate (3.102) follows from

\[
\left\| \hat{S}_h^{-1} \right\|_\infty \leq \max_{i,j=1}^N \left\| [\hat{S}_h]_{ij} \right\|_\infty \\
\leq 2NC_1^u h = C_2^u (T - t_0).
\]

\[
\square
\]

The results of Corollary 36 help us to show two further properties of \(\hat{S}_h^{-1}\) and \(\hat{S}_h^{(1)}\).

Lemma 37 Let \(\hat{S}_h\) and \(\hat{S}_h^{(1)}\) be defined as in (3.96) and (3.95). Then there exist constants \(C_3^u\), \(C_4^u \in \mathbb{R}^+\), which do not depend on the step size \(h\), such that

\[
\left\| [\hat{S}_h^{-1}]_{ij} - [\hat{S}_h^{(1)}]_{ij} \right\|_\infty \leq C_3^u h^2
\]

for \(i, j = 1, \ldots, N\), and

\[
\left\| [\hat{S}_h^{-1}]_{ij} - [\hat{S}_h^{(1)}]_{ij+1} \right\|_\infty \leq C_4^u h^2
\]

for \(i = 1, \ldots, N\), \(j = 1, \ldots, N - 1\).

Proof. The first estimate follows directly from Corollary 36, because

\[
\left\| [\hat{S}_h]_{ij} - [\hat{S}_h^{(1)}]_{ij} \right\|_\infty \leq \left\| [\hat{S}_h]_{ij} - [\hat{S}_h]_{ij} \right\|_\infty + \left\| [\hat{S}_h]_{ij} - [\hat{S}_h^{(1)}]_{ij} \right\|_\infty \\
\leq (C_1^{u(1)} + C_1^{u(2)}) h^2,
\]

where both \(C_1^{u(1)}\) and \(C_1^{u(2)}\) can be computed as in Corollary 36, i.e.,

\[
C_1^{u(1)} = 4 \exp \left( C_{\|\Sigma_E^{-1} A\|\infty} (T - t_0) \right) C_{\|\Sigma_E^{-1}\|\infty} \left( C_{\|\Sigma_E^{-1}(\tilde{A} - \Delta)\|\infty} \left( 1 + C_{\|\tilde{A}\|\infty} \right) + C_\delta \right),
\]

\[
C_1^{u(2)} = 4 \exp \left( C_{\|\Sigma_E^{-1} A\|\infty} (T - t_0) \right) C_{\|\Sigma_E^{-1}\|\infty} \left( C_{\|\Sigma_E^{-1}(\tilde{A} - \Delta)\|\infty} \left( 1 + C_{\|\tilde{A}\|\infty} \right) + C_\delta \right).
\]

Thus, the inequality (3.103) follows from setting

\[
C_3^u = C_1^{u(1)} + C_1^{u(2)}.
\]
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To prove the second estimate, we first show that the matrix $\bar{S}_h^{-1}$ satisfies an inequality of the form (3.104):

$$\| [\bar{S}_h^{-1}]_{ij} - [\bar{S}_h^{-1}]_{i,j+1} \|_\infty = h \left( \prod_{k=i}^{j+1} (I + h\Sigma_{E_k}^{-1}A_k) \right) \Sigma_{E_j}^{-1} + h \left( \prod_{k=i}^{j+2} (I + h\Sigma_{E_k}^{-1}A_k) \right) \Sigma_{E_{j+1}}^{-1} \leq h \left( \prod_{k=i}^{j+1} (I + h\Sigma_{E_k}^{-1}A_k) \right) \Sigma_{E_j}^{-1} - \Sigma_{E_{j+1}}^{-1} \leq h \left( h \exp \left( C_{||\Sigma_{E}^{-1}A||_\infty} (T - t_0) \right) \right) L_{||\Sigma_{E}^{-1}||_\infty} \leq \exp \left( C_{||\Sigma_{E}^{-1}A||_\infty} (T - t_0) \right) \left( L_{||\Sigma_{E}^{-1}||_\infty} + C_{||\Sigma_{E}^{-1}A||_\infty} C_{||\Sigma_{E}^{-1}||_\infty} \right) h^2. $$

Thus, by applying Corollary 36, we get

$$\| [\bar{S}_h^{-1}]_{ij} - [\bar{S}_h^{-1}]_{i,j+1} \|_\infty \leq \left( 2C_1 + \exp \left( C_{||\Sigma_{E}^{-1}A||_\infty} (T - t_0) \right) \left( L_{||\Sigma_{E}^{-1}||_\infty} + C_{||\Sigma_{E}^{-1}A||_\infty} C_{||\Sigma_{E}^{-1}||_\infty} \right) \right) h^2. $$

Next, we take further steps to prove the main result for uniquely solvable DAEs. First, we extend the result of Corollary 36 to the remaining blocks of the inverted transformed discretization matrices. We denote these blocks as follows:

$$\begin{align*}
\begin{bmatrix}
\hat{D}_h^{u_{inv}} \\
\hat{D}_h^{11} \\
\hat{D}_h^{u_{inv}} \\
\hat{D}_h^{12} \\
\hat{D}_h^{u_{inv}} \\
\hat{D}_h^{22} \\
\end{bmatrix}
&:=
\begin{bmatrix}
\hat{D}_h^G \\
A_{12h} \\
\Sigma_{Ah} \\
\end{bmatrix}^{-1},
\end{align*}$$

i.e.,

$$\begin{align*}
\hat{D}_h^{u_{inv}} &= \hat{S}_h^{-1}, \\
\hat{D}_h^{11} &= -\hat{S}_h^{-1}A_{12h} \Sigma_{Ah}^{-1}, \\
\hat{D}_h^{12} &= -\Sigma_{Ah} A_{21h} \hat{S}_h^{-1}, \\
\hat{D}_h^{22} &= \Sigma_{Ah} - \Sigma_{Ah} A_{21h} \hat{S}_h^{-1} A_{12h} \Sigma_{Ah}^{-1}.
\end{align*}$$

Analogously, we define the blocks $\hat{D}_h^{u_{inv}}$, $\hat{D}_h^{11}$, $\hat{D}_h^{12}$ and $\hat{D}_h^{22}$ for the case $\Delta_h = 0$.

**Lemma 38** Let

$$\begin{bmatrix}
\hat{D}_h^{u_{inv}} \\
\hat{D}_h^{11} \\
\hat{D}_h^{12} \\
\hat{D}_h^{22} \\
\end{bmatrix}$$
be defined as in (3.105). Then there exist positive constants \(C_{11}, C_{12}, C_{21}, C_{22}\) such that

\[
\|\hat{D}_{h11}^{nv}\|_\infty \leq C_{11},
\]

\[
\|\hat{D}_{h12}^{nv}\|_\infty \leq C_{12},
\]

\[
\|\hat{D}_{h21}^{nv}\|_\infty \leq C_{21},
\]

\[
\|\hat{D}_{h22}^{nv}\|_\infty \leq C_{22}.
\]

**Proof.** The assertion (3.107) follows directly from Corollary 36. From the equality \(\hat{D}_{h11}^{nv} = \hat{S}_h^{-1}\) it follows that

\[
\|\hat{D}_{h11}^{nv}\|_\infty = \|\hat{S}_h^{-1}\|_\infty \leq C_2^u (T - t_0)
\]

and we can set \(C_{11}^u = C_2^u (T - t_0)\). For the remaining assertions we note that the matrix \(\hat{S}_h^{-1} \hat{A}_{12h}\) can be written blockwise as

\[
[\hat{S}_h^{-1} \hat{A}_{12h}]_{ij} = \begin{cases} 
[\hat{S}_h^{-1}]_{ii} (-A_{12i} + \Delta_{12i}) & \text{for } i = j, \\
[\hat{S}_h^{-1}]_{ij} (-A_{12j} + \Delta_{12j}) - [\hat{S}_h^{-1}]_{i,j+1} (\Delta_{12j+1} + \delta_{12j+1}) & \text{for } i > j, \\
0 & \text{otherwise.}
\end{cases}
\]

From Corollary 36, we get

\[
\| [\hat{S}_h^{-1} \hat{A}_{12h}]_{ii} \|_\infty \leq \| [\hat{S}_h^{-1}]_{ii} \|_\infty (\| A_{12i} \|_\infty + \| \Delta_{12i} \|_\infty)
\]

\[
\leq C_2^u (C_{A_{12i}} + C_{\Delta_{12i}}) h
\]

and for \(i > j\), using Corollary 36 and Lemma 37, we obtain

\[
\| [\hat{S}_h^{-1} \hat{A}_{12h}]_{ij} \|_\infty \leq \| [\hat{S}_h^{-1}]_{ij} \|_\infty \| A_{12j} \|_\infty + \| [\hat{S}_h^{-1}]_{i,j+1} \|_\infty \| \Delta_{12j+1} \|_\infty
\]

\[
+ \| [\hat{S}_h^{-1}]_{i,j+1} \|_\infty \| \delta_{12j+1} \|_\infty
\]

\[
\leq C_2^u (C_{A_{12j}} + C_{\delta_{12j+1}}) h
\]

\[
+ \| [\hat{S}_h^{-1}]_{ij} (\Delta_{12j} - \Delta_{12j+1}) \|_\infty + \| (\hat{S}_h^{-1})_{ij} - (\hat{S}_h^{-1})_{i,j+1} \|_\infty \Delta_{12j+1}
\]

\[
\leq C_2^u C_{A_{12j}} h + (C_2^u L_{\Delta_{12j}} + C_{\delta_{12j+1}} + C_4^u C_{\Delta_{12j}}) h^2
\]

for sufficiently small \(h\). It follows that

\[
\| \hat{S}_h^{-1} \hat{A}_{12h} \|_\infty \leq \max_i \| [\hat{S}_h^{-1} \hat{A}_{12h}]_{ii} \|_\infty + \sum_{j=1}^{i-1} \| [\hat{S}_h^{-1} \hat{A}_{12h}]_{ij} \|_\infty
\]

\[
\leq \max_i \| [\hat{S}_h^{-1} \hat{A}_{12h}]_{ii} \|_\infty + (N - 1) \| [\hat{S}_h^{-1} \hat{A}_{12h}]_{ij} \|_\infty
\]

\[
\leq C_2^u (T - t_0) (C_{A_{12i}} + (T - t_0) C_{A_{12i}} h) + (C_2^u L_{\Delta_{12j}} + C_{\delta_{12j}} + C_4^u C_{\Delta_{12j}}) h
\]

\[
\leq 2C_2^u C_{A_{12i}} h
\]

for sufficiently small \(h\).
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The assertions (3.108), (3.109) and (3.110) follow from (3.106) by observing that \( \Sigma_{A_h}^{-1} \) and \( A_{21h} \) are block diagonal matrices, and thus \( \| \Sigma_{A_h}^{-1} \|_{\infty} \leq C_1 \| \Sigma_{A}^{-1} \|_{\infty} \), \( \| A_{21h} \|_{\infty} \leq C_2 \| A_{21} \|_{\infty} \). Hence, we can choose

\[
\begin{align*}
C_{12}^u &= 2C_{11}^u C_{\|A_{21}\|_{\infty}} C_{\|\Sigma_{A}^{-1}\|_{\infty}}, \\
C_{21}^u &= C_{\|\Sigma_{A}^{-1}\|_{\infty}} C_{\|A_{21}\|_{\infty}} C_{11}^u, \\
C_{22}^u &= C_{\|\Sigma_{A}^{-1}\|_{\infty}} \left( 1 + 2C_{\|A_{21}\|_{\infty}} C_{11}^u C_{\|A_{12}\|_{\infty}} C_{\|\Sigma_{A}^{-1}\|_{\infty}} \right).
\end{align*}
\]

\[\square\]

Lemma 39 There exist constants \( \bar{C}_{11}, \bar{C}_{12d}, \bar{C}_{12s}, \bar{C}_{21}, \bar{C}_{22d} \) and \( \bar{C}_{22s} \in \mathbb{R}^+ \), which do not depend on the step size \( h \), such that the following inequalities hold:

1. \( \left\| \hat{D}_{h11}^{inv} \right\|_{ij} - \left\| \bar{D}_{h11}^{inv} \right\|_{ij} \leq \bar{C}_{11} h^2 \) for \( i, j = 1, ..., N \);
2. \( \left\| \hat{D}_{h12}^{inv} \right\|_{ij} - \left\| \bar{D}_{h12}^{inv} \right\|_{ij} \leq \bar{C}_{12d} h \) for \( i = 1, ..., N \);
3. \( \left\| \hat{D}_{h21}^{inv} \right\|_{ij} - \left\| \bar{D}_{h21}^{inv} \right\|_{ij} \leq \bar{C}_{21} h^2 \) for \( i, j = 1, ..., N \);
4. \( \left\| \hat{D}_{h22}^{inv} \right\|_{ij} - \left\| \bar{D}_{h22}^{inv} \right\|_{ij} \leq \bar{C}_{22d} h \) for \( i = 1, ..., N \);
5. \( \left\| \hat{D}_{h22}^{inv} \right\|_{ij} - \left\| \bar{D}_{h22}^{inv} \right\|_{ij} \leq \bar{C}_{22s} h^2 \) for \( i, j = 1, ..., N \);

Proof.

1. Lemma 37 implies

\[
\left\| \left[ \hat{D}_{h11}^{inv} \right]_{ij} - \left[ \bar{D}_{h11}^{inv} \right]_{ij} \right\|_{\infty} = \left\| \left[ \tilde{S}_{h}^{-1} \right]_{ij} - \left[ \tilde{S}_{h}^{-1} \right]_{ij} \right\|_{\infty} \leq \bar{C}_{11} h^2,
\]

where \( \bar{C}_{11} := C_{\frac{u}{3}} \).

2. Corollary 36 and Lemma 37 imply

\[
\begin{align*}
\left\| \hat{D}_{h12}^{inv} \right\|_{ij} - \left\| \bar{D}_{h12}^{inv} \right\|_{ij} &= \left\| \left[ \tilde{S}_{h}^{-1} \tilde{A}_{12h} \Sigma_{A_h}^{-1} \right]_{ij} - \left[ \tilde{S}_{h}^{-1} A_{12h} \Sigma_{A_h}^{-1} \right]_{ij} \right\|_{\infty} \\
&\leq \left\| \left( \left[ \tilde{S}_{h}^{-1} \right]_{ij} \tilde{A}_{12h} \left[ \Sigma_{A_h}^{-1} \right]_{ii} - \left[ \tilde{S}_{h}^{-1} A_{12h} \right]_{ij} \left[ \Sigma_{A_h}^{-1} \right]_{ii} \right) \left[ \Sigma_{A_h}^{-1} \right]_{ii} \right\|_{\infty} \\
&\leq \left\| \left[ \tilde{S}_{h}^{-1} \right]_{ij} \left( -A_{12h} + \Delta_{12h} \right) + \left[ \tilde{S}_{h}^{-1} \right]_{ij} A_{12h} \left[ \Sigma_{A_h}^{-1} \right]_{ii} \right\|_{\infty} \\
&\leq \left( \left\| \left[ \tilde{S}_{h}^{-1} \right]_{ij} \left[ -A_{12h} + \Delta_{12h} \right] \right\|_{\infty} + \left\| \left[ \tilde{S}_{h}^{-1} \right]_{ij} A_{12h} \right\|_{\infty} \right) C_{\|\Sigma_{A}^{-1}\|_{\infty}} \\
&\leq \left( C_{\frac{u}{3}} C_{\|A_{12}\|_{\infty}} h^2 + 2C_{\|\Sigma_{E}^{-1}\|_{\infty}} C_{\Delta_{12h}} \right) C_{\|\Sigma_{A}^{-1}\|_{\infty}} \\
&\leq 3C_{\|\Sigma_{E}^{-1}\|_{\infty}} C_{\Delta_{12h}} C_{\|\Sigma_{A}^{-1}\|_{\infty}} h \\
&= \bar{C}_{12d}
\end{align*}
\]
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for sufficiently small $h$. Moreover,

$$
\left\| [\hat{D}^{u^{\text{inv}}}_{h12}]_{ij} - [\hat{D}^{u^{\text{inv}}}_{h12}]_{ij} \right\|_{\infty} = \left\| [\hat{S}^{-1}_h A_{12s} \Sigma^{-1}_A]_{ij} - [\hat{S}^{-1}_h A_{12s} \Sigma^{-1}_A]_{ij} \right\|_{\infty}
$$

$$
\leq \left\| \left( [\hat{S}^{-1}_h]_{ij} A_{12s} + [\hat{S}^{-1}_h]_{ij+1} A_{12s} + [\hat{S}^{-1}_h]_{ij} A_{12s} \right) \left( [\Sigma^{-1}_A]_{ij} \right) \right\|_{\infty}
$$

$$
\leq \left\| [\hat{S}^{-1}_h]_{ij} (\Delta_{12s} + \delta_{12s}) - [\hat{S}^{-1}_h]_{ij} \Delta_{12s+1} + \delta_{12s+1} \right\|_{\infty}
$$

$$
+ \left\| \left( [\hat{S}^{-1}_h]_{ij} \Delta_{12s} - [\hat{S}^{-1}_h]_{ij+1} \Delta_{12s+1} \right) \left( [\Sigma^{-1}_A]_{ij} \right) \right\|_{\infty}
$$

$$
\leq \left( \left( C^3_{3u} C_{[A_{12s}]} + C^2_{3u} \delta_{12s} \right) h^2 + \left\| [\hat{S}^{-1}_h]_{ij} \right\|_{\infty} \left\| \Delta_{12s} - \Delta_{12s+1} \right\|_{\infty}
$$

$$
+ \left\| [\hat{S}^{-1}_h]_{ij} - [\hat{S}^{-1}_h]_{ij+1} \right\|_{\infty} \left\| \Delta_{12s+1} \right\|_{\infty} \left( C_{\Sigma^{-1}_A} \right) \right\|_{\infty}
$$

$$
\leq \left( C^3_{3u} C_{[A_{12s}]} + C^2_{3u} \delta_{12s} + C^2_{3u} \left[ L_{[\Delta_{12s}]} + C^4_{3u} C_{[\Delta_{12s}]} \right] C_{\Sigma^{-1}_A} \right) h^2
$$

$$
=: C_{12s}
$$

for sufficiently small $h$.

3. Once again, Lemma 37 implies

$$
\left\| [\hat{D}^{u^{\text{inv}}}_{h21}]_{ij} - [\hat{D}^{u^{\text{inv}}}_{h21}]_{ij} \right\|_{\infty} = \left\| [\Sigma^{-1}_A A_{21s} \hat{S}^{-1}_h]_{ij} - [\Sigma^{-1}_A A_{21s} \hat{S}^{-1}_h]_{ij} \right\|_{\infty}
$$

$$
= \left\| -\Sigma^{-1}_A A_{21s} [\hat{S}^{-1}_h]_{ij} + \Sigma^{-1}_A A_{21s} [\hat{S}^{-1}_h]_{ij} \right\|_{\infty}
$$

$$
\leq \left\| \Sigma^{-1}_A A_{21s} \right\|_{\infty} \left\| [\hat{S}^{-1}_h]_{ij} - [\hat{S}^{-1}_h]_{ij} \right\|_{\infty}
$$

$$
\leq C_{\Sigma^{-1}_A} C_{[A_{21s}]} C_{\Sigma^{-1}_A} h^2
$$

$$
=: C_{21}
$$

for sufficiently small $h$.

4. Similarly,

$$
\left\| [\hat{D}^{u^{\text{inv}}}_{h22}]_{ii} - [\hat{D}^{u^{\text{inv}}}_{h22}]_{ii} \right\|_{\infty} = \left\| [\Sigma^{-1}_A A_{21s} \hat{S}^{-1}_h A_{12s} \Sigma^{-1}_A]_{ii}
$$

$$
- [\Sigma^{-1}_A A_{21s} \hat{S}^{-1}_h A_{12s} \Sigma^{-1}_A]_{ii} \right\|_{\infty}
$$

$$
= \left\| \Sigma^{-1}_A A_{21s} \right\|_{\infty} \left\| [\hat{S}^{-1}_h A_{12s} \Sigma^{-1}_A]_{ii} - [\hat{S}^{-1}_h A_{12s} \Sigma^{-1}_A]_{ii} \right\|_{\infty}
$$

$$
\leq C_{\Sigma^{-1}_A} C_{[A_{12s}]} C_{12d} h
$$

$$
=: C_{22d}
$$
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\[
\left\| \tilde{D}_{h22}^{ui} - \tilde{D}_{h22}^{ui} \right\|_\infty = \left\| \left[ \Sigma^{-1}_A + \Sigma^{-1}_A A_{21h} \tilde{S}_h^{-1} A_{12h} \Sigma^{-1}_A \right]_{ij} \right\|_\infty - \left[ \Sigma^{-1}_A + \Sigma^{-1}_A A_{21h} \tilde{S}_h^{-1} A_{12h} \Sigma^{-1}_A \right]_{ij} \right\|_\infty
\]

\[
= \left\| \Sigma^{-1}_A A_{21h} \right\|_\infty \left\| \left[ \tilde{S}_h^{-1} A_{12h} \Sigma^{-1}_A \right]_{ij} - \left[ \tilde{S}_h^{-1} A_{12h} \Sigma^{-1}_A \right]_{ij} \right\|_\infty
\]

\[
\leq C \| \Sigma^{-1}_A \|_\infty C \| A_{12h} \|_\infty \tilde{C}_{12h} h^2 =: \tilde{C}_{22s}
\]

for sufficiently small \( h \).

\[\square\]

Now we are prepared to prove the main result for uniquely solvable DAEs.

**Theorem 40** Let \( \tilde{D}_h^u \) and \( D_h^u \) be the discretization matrices of the globally equivalent differential-algebraic equations (3.87) and (3.89) and let \( P \) and \( Q \) be the corresponding transformation functions. Let \( \tilde{D}_h^u = P_h D_h Q_h \) with \( P_h \) and \( Q_h \) defined as in (3.63). Then there exists a positive constant \( C^u \), which does not depend on the step size \( h \), such that

\[
\left\| \tilde{D}_h^{ui} - D_h^{ui} \right\|_\infty \leq C^u h.
\]

**Proof.** Using the permutations \( P_{1,h} \) and \( P_{r,h} \) as defined in (3.90) and (3.91), we get

\[
\left\| \tilde{D}_h^{ui} - D_h^{ui} \right\|_\infty = \left\| P_{h,r}^T \tilde{D}_h^{ui} P_{h,l} - P_{h,r}^T D_h^{ui} P_{h,l} \right\|_\infty
\]

\[
= \left\| \left( P_{h,l}^T \tilde{D}_h^{ui} P_{h,r} \right)^{-1} - \left( P_{h,l}^T D_h^{ui} P_{h,r} \right)^{-1} \right\|_\infty
\]

\[
= \left\| \begin{bmatrix} \tilde{D}_h^{io} & \tilde{A}_{12h} \\ A_{21h} & \Sigma_A \end{bmatrix}^{-1} - \begin{bmatrix} D_h^{io} & A_{12h} \\ A_{21h} & \Sigma_A \end{bmatrix}^{-1} \right\|_\infty
\]

\[
= \left\| \begin{bmatrix} \tilde{D}_{h11}^{ui} & \tilde{D}_{h12}^{ui} \\ \tilde{D}_{h21}^{ui} & \tilde{D}_{h22}^{ui} \end{bmatrix} - \begin{bmatrix} D_{h11}^{ui} & D_{h12}^{ui} \\ D_{h21}^{ui} & D_{h22}^{ui} \end{bmatrix} \right\|_\infty
\]

\[
\leq \max \left( \left\| \tilde{D}_{h11}^{ui} - D_{h11}^{ui} \right\|_\infty + \left\| D_{h12}^{ui} - D_{h12}^{ui} \right\|_\infty, \left\| \tilde{D}_{h21}^{ui} - D_{h21}^{ui} \right\|_\infty + \left\| D_{h22}^{ui} - D_{h22}^{ui} \right\|_\infty \right) .
\]

By Lemma 39, we have

\[
\left\| \tilde{D}_{h11}^{ui} - D_{h11}^{ui} \right\|_\infty \leq \max_{i=1, \ldots, N} \sum_{j=1}^N \left\| \tilde{D}_{h11}^{ui} \right\|_\infty - \left\| D_{h11}^{ui} \right\|_\infty \leq N \tilde{C}_{11} h^2 = \tilde{C}_{11} h (T - t_0).
\]

Analogously, we get

\[
\left\| \tilde{D}_{h21}^{ui} - D_{h21}^{ui} \right\|_\infty \leq \tilde{C}_{21} h (T - t_0).
\]
For the remaining blocks we achieve the same result by observing that
\[
\left\| \hat{D}_{h12} - \hat{D}_{h12}^{\text{inv}} \right\|_{\infty} \leq \max_{i=1,\ldots,N} \left( \sum_{j=1}^{N} \left\| \hat{D}_{h12}^{\text{inv}} \right\|_{i} \right)
\]
and, analogously,
\[
\left\| \hat{D}_{h22} - \hat{D}_{h22}^{\text{inv}} \right\|_{\infty} \leq (\hat{C}_{12d} + \hat{C}_{12s} h) h.
\]
In summary, we conclude
\[
\left\| \hat{D}_{h}^{\text{inv}} - \hat{D}_{h}^{\text{inv}}^{\text{u}} \right\|_{\infty} = (\hat{C}_{22d} + (T - t_0)\hat{C}_{22s}) h.
\]

The general DAE case

The final step to prove the main result of the whole section is to show that the results we have obtained for regular DAEs can be extended to the least squares solution of over- and underdetermined DAEs.

For this purpose, we consider a general strangeness free differential-algebraic equation (1.1) with a homogeneous initial condition. The discretization of this system with the implicit Euler method and a fixed step size \( h = (T - t_0)/N \) is written in terms of the linear system
\[
D_h x_h = f_h,
\]
with \( D_h \) defined as in (3.12) and
\[
f_h = \begin{bmatrix} f_1 \\ \vdots \\ f_N \end{bmatrix}.
\]
Furthermore, consider a globally equivalent DAE in orthogonal standard form (2.1) and let \( P \) and \( Q \) be the corresponding transformation functions. Applying the same discretization to the orthogonal standard form system leads to a linear system
\[
\hat{D}_h \tilde{x}_h = \hat{f}_h,
\]
with \( \hat{D}_h \) defined as in (3.44) and \( \hat{f}_h \) defined analogously to \( f_h \). From (3.65) and (3.66), we know that for
\[
(3.113) \quad \hat{D}_h = P_h D_h Q_h,
\]
where the orthogonal transformations \( P_h \) and \( Q_h \) are defined as in (3.63), we get
\[
\hat{D}_h = \hat{D}_h + \Delta_h.
\]
The perturbation matrix $\Delta_h$ has the structure given in (3.68), i.e.,

$$
\Delta_h = \begin{bmatrix}
\Delta_1 & -\Delta_2 - \delta_2 & \Delta_2 \\
-\Delta_2 - \delta_2 & -\Delta_3 - \delta_3 & \Delta_3 \\
\vdots & \ddots & \ddots \\
-\Delta_N - \delta_N & \Delta_N
\end{bmatrix}
$$

with

$$
\Delta_i = -\hat{E}_i Q_i^T \hat{Q}_i = \begin{bmatrix}
\Delta_{11} & \Delta_{12} & \Delta_{13} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
$$

and

$$
\delta_i = -\hat{E}_i Q_i^T \left( \frac{Q_i - Q_i}{h} - \hat{Q}_i \right) = \begin{bmatrix}
\delta_{11} & \delta_{12} & \delta_{13} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix},
$$

for $i = 1, \ldots, N$. Thus, for a sufficiently smooth transformation function $Q$ we obtain the inequalities

$$
\| \Delta_{1j} \|_\infty \leq C_{\Delta_{1j}}
$$

and

$$
\| \delta_{1j} \|_\infty \leq C_{\delta_{1j}} h
$$

with positive constants $C_{\Delta_{1j}}$ and $C_{\delta_{1j}}$ for $j = 1, 2, 3$. The corresponding right-hand sides satisfy $\hat{f}_h = P_h f_h = \hat{f}_h$.

Our aim is to show that the difference between the Moore-Penrose pseudoinverses of $\hat{D}_h$ and $\tilde{D}_h$ can be bounded as

$$
\left\| \hat{D}_h^+ - \tilde{D}_h^+ \right\|_\infty \leq C h
$$

for some positive constant $C$ which does not depend on $h$.

We compute the pseudoinverses of $\hat{D}_h$ and $\tilde{D}_h$ using the formula (3.22) given in Lemma 22. We apply permutations $P_{h,l}$ and $P_{h,r}$ from the left and from the right, respectively, to the discretization matrices, such that we obtain the structures

$$
P_{h,l} \hat{D}_h P_{h,r} = \begin{bmatrix}
\hat{D}_h^o & \hat{A}_{12h} & \hat{A}_{13h} \\
\hat{A}_{12h} & \Sigma_{Ah} & 0 \\
0 & 0 & 0
\end{bmatrix}
$$

and

$$
P_{h,l} \tilde{D}_h P_{h,r} = \begin{bmatrix}
\tilde{D}_h^o & \tilde{A}_{12h} & \tilde{A}_{13h} \\
\tilde{A}_{12h} & \Sigma_{Ah} & 0 \\
0 & 0 & 0
\end{bmatrix},
$$

where the matrices $\hat{D}_h^o$ and $\tilde{D}_h^o$ are defined as in (3.72) and (3.77). The blocks $A_{12h}$, $\hat{A}_{12h}$, $A_{21h}$ and $\Sigma_{Ah}$ are defined as in (3.92) and (3.93), while the matrices $A_{13h}$ and $\hat{A}_{13h}$ are given by

$$
A_{13h} = \begin{bmatrix}
-A_{131} & \cdots & 0 \\
& \ddots & \vdots \\
& & -A_{13N}
\end{bmatrix}
$$
and
\[ \hat{A}_{13h} = A_{13h} + \Delta_{13h}, \]
with
\[ \Delta_{13h} = \begin{bmatrix} \Delta_{131} \\ -\Delta_{132} - \delta_{132} & \Delta_{132} \\ \vdots & \ddots & \ddots \\ -\Delta_{13N} - \delta_{13N} & \Delta_{13N} \end{bmatrix}. \]

According to Lemma 22, the pseudoinverses of \( \tilde{D}_h \) and \( \tilde{D}_h \) can be computed as follows. From the previous chapters we know that the matrices \( R_h = \begin{bmatrix} \tilde{D}_h^* & A_{12h} \\ A_{21h} & \Sigma_{A_h} \end{bmatrix} \) (3.116)
as well as
\[ \hat{R}_h = \begin{bmatrix} \tilde{D}_h^* & \hat{A}_{12h} \\ A_{21h} & \Sigma_{A_h} \end{bmatrix} \]
are nonsingular for sufficiently small step sizes \( h \), and that the inverses of both matrices are uniformly bounded.

If we set
\[ B_h = \begin{bmatrix} A_{13h} \\ 0 \end{bmatrix}, \]
(3.117)
then the Moore-Penrose pseudoinverse of \( P_{h,l} \tilde{D}_h P_{h,r} \) is given by
\[ \left( P_{h,l} \tilde{D}_h P_{h,r} \right)^+ = \begin{bmatrix} \tilde{D}_h^* & A_{12h} \\ A_{21h} & \Sigma_{A_h} \end{bmatrix}^+ \]
\[ = \begin{bmatrix} R_h & B_h \\ 0 & 0 \end{bmatrix}^+ \]
\[ = \begin{bmatrix} I - V_h W_h^{-1} V_h^T & R_h^{-1} 0 \\ W_h^{-1} V_h^T R_h^{-1} & 0 \end{bmatrix}, \]
where
\[ V_h = R_h^{-1} B_h \]
and
\[ W_h = I + V_h^T V_h. \]
(3.118)

Analogously, we can compute the pseudoinverse of \( P_{h,l} \tilde{D}_h P_{h,r} \) as
\[ \left( P_{h,l} \tilde{D}_h P_{h,r} \right)^+ = \begin{bmatrix} I - \hat{V}_h \hat{W}_h^{-1} \hat{V}_h^T & R_h^{-1} 0 \\ \hat{W}_h^{-1} \hat{V}_h^T R_h^{-1} & 0 \end{bmatrix}, \]
with
\[ \hat{B}_h = \begin{bmatrix} \hat{A}_{13h} \\ 0 \end{bmatrix}, \quad \hat{V}_h = R_h^{-1} \hat{B}_h, \quad \hat{W}_h = I + \hat{V}_h^T \hat{V}_h. \]
(3.120)
These representations of the pseudoinverses will be convenient for proving the main result (3.114).

Before we can achieve this proof, we have to show the following property.
Theorem 42 Let $\hat{D}_h$ and $\hat{\hat{D}}_h$ be defined as in (3.44) and (3.113). Then there exists a positive constant $\hat{C}$, which does not depend on the step size $h$, such that

\begin{equation}
\left\| \hat{D}_h^+ - \hat{\hat{D}}_h^+ \right\|_\infty \leq \hat{C} h
\end{equation}

for sufficiently small $h$.

Proof. First of all we can transform the matrices using the permutations $P_{h,l}$ and $P_{h,r}$, which leads to

\begin{align*}
\left\| \hat{D}_h^+ - \hat{\hat{D}}_h^+ \right\|_\infty &= \left\| P_{h,r}^T \hat{D}_h^+ P_{h,l} - P_{h,r}^T \hat{\hat{D}}_h^+ P_{h,l} \right\|_\infty \\
&= \left\| \begin{bmatrix} D_h^+ & A_{12h} & A_{13h} \\
A_{21h} & \Sigma_Ah & 0 \\
0 & 0 & 0 \end{bmatrix}^+ - \begin{bmatrix} D_h^+ & A_{12h} & A_{13h} \\
A_{21h} & \Sigma_Ah & 0 \\
0 & 0 & 0 \end{bmatrix}^+ \right\|_\infty \\
&= \left\| \begin{bmatrix} (I - \hat{V}_h W_h^{-1} V_h^T) \hat{R}_h^{-1} 0 \\
W_h^{-1} V_h^T \hat{R}_h^{-1} 0 \end{bmatrix} - \begin{bmatrix} (I - V_h W_h^{-1} V_h^T) R_h^{-1} 0 \\
W_h^{-1} V_h^T R_h^{-1} 0 \end{bmatrix} \right\|_\infty.
\end{align*}

Here, the matrices $R_h$, $V_h$, $W_h$, $\hat{R}_h$, $\hat{V}_h$ and $\hat{W}_h$ are defined as in (3.116), (3.118), (3.119) and (3.120). The rest of this proof is concerned with estimating the norms of the nonzero blocks in $\hat{D}_h^+ - \hat{\hat{D}}_h^+$. By basic algebraic manipulations,

\begin{equation}
\begin{aligned}
&\left( I - \hat{V}_h W_h^{-1} V_h^T \right) \hat{R}_h^{-1} - (I - V_h W_h^{-1} V_h^T) R_h^{-1} \\
&= (I - V_h W_h^{-1} V_h^T) \left( R_h^{-1} - \hat{R}_h^{-1} \right) + V_h W_h^{-1} \left( V_h^T - \hat{V}_h \right) \hat{R}_h^{-1} \\
&\quad + \hat{V}_h \left( W_h^{-1} - \hat{W}_h \right) \hat{V}_h^T \hat{R}_h^{-1} + \left( V_h - \hat{V}_h \right) W_h^{-1} \hat{V}_h^T R_h^{-1}
\end{aligned}
\end{equation}

and

\begin{equation}
\begin{aligned}
&\hat{W}_h^{-1} \hat{V}_h^T \hat{R}_h^{-1} - W_h^{-1} V_h^T R_h^{-1} = W_h^{-1} V_h^T \left( R_h^{-1} - \hat{R}_h^{-1} \right) + W_h^{-1} \left( \hat{V}_h - V_h \right) \hat{V}_h^T R_h^{-1} \\
&\quad + \left( \hat{W}_h^{-1} - W_h^{-1} \right) \hat{V}_h^T \hat{R}_h^{-1}.
\end{aligned}
\end{equation}
In order to show the bound \((3.121)\), we have to examine the different parts of these sums. For \(\hat{R}_h^{-1}\), we get from Lemma 38 that
\[
\left\| \hat{R}_h^{-1} \right\|_\infty = \left\| \begin{bmatrix} \hat{D}_h^{\nu} & \hat{A}_{12h} \\ \hat{A}_{21h} & \Sigma_h \end{bmatrix} \right\|_\infty^{-1} \leq \max \left( \left\| \hat{D}_h^{\nu} \right\|_\infty, \left\| \hat{A}_{12h} \right\|_\infty \right) \leq \max \left( C_{11}^u + C_{12}^u, C_{21}^u + C_{22}^u \right) =: C_{\hat{R}_h}^{-1}.
\]
The difference \(\hat{R}_h^{-1} - R_h^{-1}\) can be estimated using Theorem 40 and \((3.91), (3.90)\):
\[
\left\| \hat{R}_h^{-1} - R_h^{-1} \right\|_\infty \leq \left\| P_{h,r}^{T} P_{h,l}^{-1} - P_{h,r}^{T} P_{h,l}^{-1} \right\|_\infty \leq \left\| \hat{D}_h^{\nu} - \hat{D}_h^{\nu} \right\|_\infty \leq C_{h}^u.
\]
The matrices \(\hat{V}_h\) and \(V_h\) are given by
\[
\hat{V}_h = \hat{R}_h^{-1} \hat{B}_h = \begin{bmatrix} \hat{D}_h^{\nu} & \hat{A}_{12h} \\ \hat{A}_{21h} & \Sigma_h \end{bmatrix}^{-1} \begin{bmatrix} \hat{A}_{13h} \\ 0 \end{bmatrix} = \begin{bmatrix} \hat{D}_h^{\nu} & \hat{A}_{12h} \\ \hat{A}_{21h} & \Sigma_h \end{bmatrix}^{-1} \begin{bmatrix} \hat{A}_{13h} \\ 0 \end{bmatrix} = \begin{bmatrix} \hat{D}_h^{\nu} \\ \hat{D}_h^{\nu} \end{bmatrix} \hat{A}_{13h},
\]
and, analogously,
\[
V_h = R_h^{-1} B_h = \begin{bmatrix} \hat{D}_h^{\nu} & \hat{D}_h^{\nu} \\ \hat{D}_h^{\nu} & \hat{D}_h^{\nu} \end{bmatrix} A_{13h}.
\]
Lemma 38 implies
\[
\left\| \hat{V}_h \right\|_\infty \leq \max \left( \left\| \hat{D}_h^{\nu} \right\|_\infty, \left\| \hat{D}_h^{\nu} \right\|_\infty \right) \left\| \hat{A}_{13h} \right\|_\infty \leq \max \left( C_{11}^u, C_{21}^u \right) (C_{A_{13h}} + 2C_{A_{13h}}^{\infty} + C_{\|\Delta_{13}\|_{\infty} h}^{\||\Delta_{13}\||_{\infty}}) \leq \max \left( C_{11}^u, C_{21}^u \right) (C_{A_{13h}} + 3C_{A_{13h}}^{\infty}) =: C_{\hat{V}_h},
\]
for sufficiently small \(h\), and analogously
\[
\left\| V_h \right\|_\infty \leq \max \left( \left\| \hat{D}_h^{\nu} \right\|_\infty, \left\| \hat{D}_h^{\nu} \right\|_\infty \right) \left\| A_{13h} \right\|_\infty \leq \max \left( C_{11}^u, C_{21}^u \right) C_{A_{13h}}^{\infty} =: C_{V_h}.
\]
For the transposed matrices \(\hat{V}_h^T\) and \(V_h^T\) we get
\[
\left\| \hat{V}_h^T \right\|_\infty \leq \max \left( \left\| \hat{D}_h^{\nu} \right\|_\infty, \left\| \hat{D}_h^{\nu} \right\|_\infty \right) \left\| \hat{A}_{13h}^T \right\|_\infty \leq \max \left( C_{11}^u, C_{21}^u \right) C_{A_{13h}}^{\infty} =: C_{V_h^T}.
\]
To show that \( \tilde{V}_h \) is invariant under transposition, which implies that the constants \( C_{11}^u \) and \( C_{21}^u \) defined in Lemma 38 share the same property.
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and

\[
\| V_h^T \|_\infty \leq \left( \| (\tilde{D}^{u_{inv}}_{h11})^T + (\tilde{D}^{u_{inv}}_{h21})^T \|_\infty \right) \cdot \| A_{13h} \|_\infty \leq (C_{11}^u + C_{21}^u) \cdot \| A_{13} \|_\infty =: C_{VT}
\]

for sufficiently small \( h \). Here, we used the fact that the definition of \( C_{VT} \), see Definition 23, is invariant under transposition, which implies that the constants \( C_{11}^u \) and \( C_{21}^u \) defined in Lemma 38 share the same property.

Considering the difference

\[
\tilde{V}_h - V_h = \begin{bmatrix} \tilde{D}^{u_{inv}}_{h11} \hat{A}_{13h} - D^{u_{inv}}_{h11} A_{13h} \\ \tilde{D}^{u_{inv}}_{h21} \hat{A}_{13h} - D^{u_{inv}}_{h21} A_{13h} \end{bmatrix},
\]

we get for the first block row, using \( \tilde{D}^{u_{inv}}_{h11} = \hat{S}_h^{-1} \) and (3.111), that

\[
\| \tilde{D}^{u_{inv}}_{h11} \hat{A}_{13h} - D^{u_{inv}}_{h11} A_{13h} \|_\infty \leq \left\| \left( \tilde{D}^{u_{inv}}_{h11} - D^{u_{inv}}_{h11} \right) A_{13h} + \hat{S}_h^{-1} \Delta_{13h} \right\|_\infty \leq \tilde{C}_{11} C_{\| A_{13} \|_\infty} h + \| \hat{S}_h^{-1} \Delta_{13h} \|_\infty.
\]

To show that \( \| \hat{S}_h^{-1} \Delta_{13h} \|_\infty \) is small, we compute the matrix \( \hat{S}_h^{-1} \Delta_{13h} \), blockwise, using the structure of \( \Delta_{13h} \) and the fact that \( \hat{S}_h^{-1} \) is a lower block triangular matrix:

\[
[\hat{S}_h^{-1} \Delta_{13h}]_{ij} = \begin{cases} 
[\hat{S}_h^{-1}]_{ii} \Delta_{13i} & \text{for } i = j, \\
[\hat{S}_h^{-1}]_{ij} \Delta_{13j} - [\hat{S}_h^{-1}]_{i,j+1} (\Delta_{13j+1} + \delta_{13j+1}) & \text{for } i > j, \\
0 & \text{otherwise}.
\end{cases}
\]

The estimate \( \| \hat{S}_h^{-1} \Delta_{13h} \|_\infty \leq 2h C_{\Sigma E^{-1}} \) (see (3.85)) implies the following bound for the diagonal blocks of \( \hat{S}_h^{-1} \Delta_{13h} \),

\[
\| \hat{S}_h^{-1} \Delta_{13h} \|_\infty = \left| \| \hat{S}_h^{-1} \Delta_{13h} \|_\infty \right| \leq \| \hat{S}_h^{-1} \|_\infty \cdot C_{\| \Delta_{13} \|_\infty}
\]

(3.124)

Applying Lemma 36 and Lemma 37 yields for \( i > j \),

\[
\| [\hat{S}_h^{-1} \Delta_{13h}]_{ij} \|_\infty = \left| \| [\hat{S}_h^{-1}]_{ij} \Delta_{13j} - [\hat{S}_h^{-1}]_{i,j+1} (\Delta_{13j+1} + \delta_{13j+1}) \|_\infty \right|
\]

(3.125)

\[
\leq \| [\hat{S}_h^{-1}]_{ij} \|_\infty \cdot \| \Delta_{13j} - \Delta_{13j+1} \|_\infty + \| [\hat{S}_h^{-1}]_{i,j+1} \|_\infty \cdot \| \Delta_{13j+1} \|_\infty + \| [\hat{S}_h^{-1}]_{i,j+1} \|_\infty \cdot \| \delta_{13j+1} \|_\infty \leq \left( C_2^2 L_{\| \Delta_{13} \|_\infty} + C_5^3 C_{\| \Delta_{13} \|_\infty} + C_2^4 C_{\| \delta_{13} \|_\infty} \right) h^2.
\]
This leads to
\[ \left\| \hat{S}_h^{-1} \Delta_{13h} \right\|_\infty \leq \max_{i=1,\ldots,N} \left\| \hat{S}_h^{-1} \Delta_{13h} \right\|_{ij} \leq 2C_{\| \Sigma \|_\infty} C_{\| \Delta \|_\infty} h + N (C_{2L}^n \| \Delta \|_\infty + C_{S1}^n C_{\| \Delta \|_\infty} + C_{S2}^n \| \delta \|_\infty) h^2 \]
\[ = \left( 2C_{\| \Sigma \|_\infty} C_{\| \Delta \|_\infty} + (T - t_0)(C_{2L}^n \| \Delta \|_\infty + C_{S1}^n C_{\| \Delta \|_\infty} + C_{S2}^n \| \delta \|_\infty) \right) h \]
\[ =: C_{S-1\| \Delta \|_\infty} h, \]
and thus,
\[ \left\| \hat{D}_{h11}^{uv} \hat{A}_{13h} - \hat{D}_{h11}^{uv} A_{13h} \right\|_\infty \leq (\bar{C}_{11} C_{\| A_{13} \|_\infty} + C_{S-1\| \Delta \|_\infty}) h. \]
Because of the identity \( \hat{D}_{h21}^{uv} = -\Sigma_{A_{h21}A_{h21}}^{-1} \), we can estimate the second block of \( \hat{V}_h - V_h \) analogously. Using (3.112), we achieve
\[ \left\| \hat{D}_{h21}^{uv} \hat{A}_{13h} - \hat{D}_{h21}^{uv} A_{13h} \right\|_\infty = \left\| \left( \hat{D}_{h21}^{uv} - \hat{D}_{h21}^{uv} \right) A_{13h} - \Sigma_{A_{h21}A_{h21}}^{-1} \hat{A}_{13h} \hat{A}_{13h} \right\|_\infty \]
\[ \leq \left( \bar{C}_{21} C_{\| A_{13} \|_\infty} + C_{\| \Sigma^{-1}_{A_{h21}} \|_\infty} C_{S-1\| \Delta \|_\infty} \right) h. \]
Combining both inequalities yields
\[ \| \hat{V}_h - V_h \|_\infty = \max \left( \left\| \hat{D}_{h11}^{uv} \hat{A}_{13h} - \hat{D}_{h11}^{uv} A_{13h} \right\|_\infty, \left\| \hat{D}_{h21}^{uv} \hat{A}_{13h} - \hat{D}_{h21}^{uv} A_{13h} \right\|_\infty \right) \]
\[ \leq \left( \bar{C}_{11} C_{\| A_{13} \|_\infty} + \text{max} \left( 1, C_{\| \Sigma^{-1}_{A_{h21}} \|_\infty} \right) C_{S-1\| \Delta \|_\infty} \right) h \]
\[ =: C_{\Delta V} h. \]
The difference
\[ \hat{V}_h^T - V_h^T = \begin{bmatrix} \hat{A}^T_{13h} (\hat{D}_{h11}^{uv})^T - A^T_{13h} (\hat{D}_{h11}^{uv})^T \\ \hat{A}^T_{13h} (\hat{D}_{h21}^{uv})^T - A^T_{13h} (\hat{D}_{h21}^{uv})^T \end{bmatrix} = \begin{bmatrix} A^T_{13h} (\hat{D}_{h11}^{uv} - \hat{D}_{h11}^{uv})^T + \Delta A^T_{13h} \hat{D}_{h11}^{uv}^T \\ A^T_{13h} (\hat{D}_{h21}^{uv} - \hat{D}_{h21}^{uv})^T + \Delta A^T_{13h} \hat{D}_{h21}^{uv}^T \end{bmatrix} \]
between the transposed matrices \( \hat{V}_h^T \) and \( V_h^T \) can be estimated as follows. In Lemma 39 we have proved that
\[ \left\| [\hat{D}_{h11}^{uv}]_{ij} - [\hat{D}_{h11}^{uv}]_{ij} \right\|_\infty \leq \bar{C}_{11} h^2 \]
for \( i, j = 1, \ldots, N \). From \( \left\| A^T \right\|_\infty \leq m \left\| A \right\|_\infty \) for all \( A \in \mathbb{R}^{m,n} \), it follows that
\[ \left\| A^T_{13h} (\hat{D}_{h11}^{uv} - \hat{D}_{h11}^{uv})^T \right\|_\infty = \max_i \sum_{j=1}^N \left\| (\hat{D}_{h11}^{uv} - \hat{D}_{h11}^{uv}) A_{13h} \right\|_{ij} \]
\[ \leq \hat{d} \max_i \sum_{j=1}^N \left\| (\hat{D}_{h11}^{uv} - \hat{D}_{h11}^{uv}) A_{13h} \right\|_{ij} \]
\[ \leq \hat{d} \max_i \sum_{j=1}^N \left( \left\| \hat{D}_{h11}^{uv} \right\|_{ij} - \left\| \hat{D}_{h11}^{uv} \right\|_{ij} \right) \left\| A_{13h} \right\|_\infty \]
\[ \leq \hat{d} C_{\| A_{13} \|_\infty} \bar{C}_{11} h. \]
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Analogously, we get
\[
\left\| A_{13h}^T \left( \hat{D}_{h_{21}}^{inv} - \tilde{D}_{h_{21}}^{inv} \right) \right\|_{\infty} \leq \hat{d} C_{\|A_{13}\|_{\infty}} \tilde{C}_{21h}.
\]

From (3.124) and (3.125), we obtain for
\[
\Delta_{13h}^T \left( \hat{D}_{h_{11}}^{inv} \right) = \Delta_{13h}^T \hat{S}_{h}^{-T} = \left( \hat{S}_{h}^{-1} \Delta_{13h} \right)^T
\]
that
\[
\left\| \left[ \Delta_{13h}^T \left( \hat{D}_{h_{11}}^{inv} \right) \right]_{ij} \right\|_{\infty} = \left\| \left[ \left( \hat{S}_{h}^{-1} \Delta_{13h} \right) \right]_{ij} \right\|_{\infty} = \left\| \hat{S}_{h}^{-1} \Delta_{13h} \right\|_{\infty} \leq \hat{d} \left\| \hat{S}_{h}^{-1} \Delta_{13h} \right\|_{\infty}
\]
for \( i, j = 1, \ldots, N \). Consequently,
\[
\left\| \Delta_{13h}^T \left( \hat{D}_{h_{11}}^{inv} \right) \right\|_{\infty} \leq \hat{d} \left\| \hat{S}_{h}^{-1} \Delta_{13h} \right\|_{\infty} \leq \hat{d} C_{S^{-1} \Delta_{13h}}.
\]

The identity
\[
\Delta_{13h}^T \left( \hat{D}_{h_{21}}^{inv} \right) = \left( \Sigma_{A}^{-1} A_{21h} \hat{S}_{h}^{-1} \Delta_{13h} \right)^T
\]
yields
\[
\left\| \Delta_{13h}^T \left( \hat{D}_{h_{21}}^{inv} \right) \right\|_{\infty} \leq \hat{d} C_{\| \Sigma_{A}^{-1} A_{21h} \|_{\infty}} C_{S^{-1} \Delta_{13h}},
\]
which implies
\[
\left\| \hat{V}_h^T - V_h^T \right\|_{\infty} \leq \left\| A_{13h}^T \left( \hat{D}_{h_{11}}^{inv} - \tilde{D}_{h_{11}}^{inv} \right) \right\|_{\infty} + \left\| \Delta_{13h}^T \left( \hat{D}_{h_{11}}^{inv} \right) \right\|_{\infty}
\]
\[
+ \left\| A_{13h}^T \left( \hat{D}_{h_{21}}^{inv} - \tilde{D}_{h_{21}}^{inv} \right) \right\|_{\infty} + \left\| \Delta_{13h}^T \left( \hat{D}_{h_{21}}^{inv} \right) \right\|_{\infty}
\]
\[
\leq \hat{d} \left( C_{\|A_{13}\|_{\infty}} (C_{11} + C_{21}) + (1 + C_{\| \Sigma_{A}^{-1} A_{21h} \|_{\infty}}) C_{S^{-1} \Delta_{13h}} \right) h
\]
\[
= C_{\Delta V^T h}.
\]

Now we consider the matrices
\[
\hat{W}_h = I + \hat{V}_h^T \hat{V}_h, \quad W_h = I + V_h^T V_h.
\]

From the observation
\[
\left\| \hat{W}_h - W_h \right\|_{\infty} = \left\| V_h^T V_h - \hat{V}_h^T \hat{V}_h \right\|_{\infty}
\]
\[
\leq \left\| V_h^T - \hat{V}_h^T \right\|_{\infty} \left\| V_h \right\|_{\infty} + \left\| \hat{V}_h^T \right\|_{\infty} \left\| V_h - \hat{V}_h \right\|_{\infty},
\]
we conclude
\[
\| \hat{W}_h - W_h \|_{\infty} \leq \left( C_{\Delta V^T} C_V + C_{\Delta V} C_{V^T} \right) h = C_{\Delta W} h.
\]
Using Neumann series, we obtain for \( h < (2C_W^{-1}C_{\Delta W})^{-1} \) that
\[
\|\hat{W}_h^{-1} - W_h^{-1}\|_{\infty} = \left\| (\hat{W}_h - W_h + W_h)^{-1} - W_h^{-1} \right\|_{\infty}
\]
\[
= \left\| (W_h \left( I - W_h^{-1} \left( W_h - \hat{W}_h \right) \right))^{-1} - W_h^{-1} \right\|_{\infty}
\]
\[
= \left\| \left( I + \sum_{i=1}^{\infty} \left( W_h^{-1} \left( W_h - \hat{W}_h \right) \right)^i \right) W_h^{-1} - W_h^{-1} \right\|_{\infty}
\]
\[
\leq \sum_{i=1}^{\infty} \left\| \left( W_h^{-1} \left( W_h - \hat{W}_h \right) \right)^i \right\|_{\infty} \left\| W_h^{-1} \right\|_{\infty}
\]
\[
\leq \left\| W_h^{-1} \right\|_{\infty} \sum_{i=1}^{\infty} \left( \left\| W_h^{-1} \right\|_{\infty} \left\| W_h - \hat{W}_h \right\|_{\infty} \right)^i
\]
\[
\leq C_W^{-1} \sum_{i=0}^{\infty} (C_W^{-1} C_{\Delta W})^i
\]
\[
\leq C_W^{-1} C_{\Delta W} h \sum_{i=0}^{\infty} (C_W^{-1} C_{\Delta W})^i
\]
\[
\leq \frac{C_W^{-1} C_{\Delta W} h}{1 - C_W^{-1} C_{\Delta W}}
\]
\[
\leq 2C_W^{-1} C_{\Delta W} h =: C_{\Delta W}^{-1} h.
\]

The above considerations are combined to show the assertion (3.121). For the upper nonzero block of \( \hat{D}_h^+ - D_h^+ \) we get, according to (3.122), that
\[
\left\| \left( I - \hat{V}_h \hat{W}_h^{-1} \hat{V}_h^T \right) \hat{R}_h^{-1} - (I - V_h W_h^{-1} V_h^T) R_h^{-1} \right\|_{\infty}
\]
\[
\leq \left\| (I - V_h W_h^{-1} V_h^T) \left( \hat{R}_h^{-1} - R_h^{-1} \right) \right\|_{\infty} + \left\| V_h W_h^{-1} \left( V_h^T - \hat{V}_h^T \right) \hat{R}_h^{-1} \right\|_{\infty}
\]
\[
+ \left\| \hat{V}_h \left( W_h^{-1} - \hat{W}_h^{-1} \right) \hat{V}_h^T \hat{R}_h^{-1} \right\|_{\infty} + \left\| (V_h - \hat{V}_h) W_h^{-1} \hat{V}_h^T \hat{R}_h^{-1} \right\|_{\infty}
\]
\[
\leq (1 + C_{C_{\Delta W}^{-1} C_{\Delta V} C_{\hat{R}_h}} + C_{C_{\Delta W}^{-1} C_{\Delta V} C_{\hat{R}_h}^{-1} h})\] + \[C_{C_{\Delta W}^{-1} C_{\Delta V} C_{\hat{R}_h}^{-1} h} + C_{C_{\Delta W}^{-1} C_{\Delta V} C_{\hat{R}_h}^{-1} h}]
\]
\[
=: C_{h^1}
\]
and for the lower block according to (3.123)
\[
\left\| \hat{W}_h^{-1} \hat{V}_h^T \hat{R}_h^{-1} - W_h^{-1} V_h^T R_h^{-1} \right\|_{\infty} \leq \left\| W_h^{-1} V_h^T \left( \hat{R}_h^{-1} - R_h^{-1} \right) \right\|_{\infty} + \left\| W_h^{-1} \left( V_h^T - \hat{V}_h^T \right) \hat{R}_h^{-1} \right\|_{\infty}
\]
\[
+ \left\| \hat{W}_h^{-1} - W_h^{-1} \right\|_{\infty} \left\| \hat{V}_h^T \hat{R}_h^{-1} \right\|_{\infty}
\]
\[
\leq C_{W^{-1} C_{\Delta V} C_{\Delta R} h} + C_{W^{-1} C_{\Delta V} C_{\hat{R}_h}^{-1} h} + C_{\Delta W^{-1} C_{\Delta V} C_{\hat{R}_h}^{-1} h}
\]
\[
=: C_{h^2}
\]
and therefore, finally, (3.121) holds with \( \hat{C} := \max(C_1, C_2) \). □

### 3.3.3 The main theorem

Let us recall the objective of this section. Consider a strangeness free linear differential-algebraic equation of the form (1.1) with a homogeneous initial condition \( x(t_0) = 0 \), and a linear system
\[
D_h x_h = f_h,
\]
which represents the discretization of (1.1) with the implicit Euler method. Then, our aim is to
show that the vector

\[ x_h = D_h^+ f_h, \]

where \( D_h^+ \) is the Moore-Penrose pseudoinverse of \( D_h \), contains approximations to the Moore-
Penrose solution

\[ x = D^+ f \]

of (1.1). Here, \( D^+ \) denotes the Moore-Penrose pseudoinverse of the differential-algebraic operator
\( D \), as defined in Section 2.2.2.

In Theorem 31, it has been shown that this approximation property is indeed true for systems
that are given in orthogonal standard form. Theorem 42 can be used to generalize this result to
general linear strangeness free differential algebraic equations.

**Theorem 43** Consider the linear strangeness free differential algebraic equation (1.1), where
\( E \) and \( A \) are sufficiently smooth matrix functions. Let \( x = D^+ f \) be the (unique) solution of the
minimization problem (2.14) and let \( x_h = D_h^+ f_h \) be the solution of the minimization problem
(3.39), where the system \( D_h x_h = f_h \) represents the discretization of (1.1) with the implicit Euler
method using a fixed step size \( h = (T - t_0)/N \).

Then there exists a positive constant \( C \), which does not depend on the step size \( h \), such that

\[ \| x_h - R_{\hat{x}_h} x \|_\infty \leq Ch \]

holds for sufficiently small \( h \), where \( R_{\hat{x}_h} \) is defined as in (3.4).

**Proof.** By Theorem 11, there exist pointwise orthogonal matrix functions \( P \) and \( Q \) such that we
can transform (1.1) to the orthogonal standard form (2.1). Let the system \( \hat{D}_h \hat{x}_h = \hat{f}_h \) represent
the discretization of (2.1) with the implicit Euler method. Furthermore, let \( P_h \) and \( Q_h \) be defined
as in (3.63). Then by Theorem 31 and Theorem 42, setting \( \hat{D}_h = P_h D_h Q_h \), we get

\[
\| x_h - R_{\hat{x}_h} x \|_\infty \leq \| Q_h \|_\infty \| Q_h^T x_h - Q_h^T R_{\hat{x}_h} x \|_\infty \\
\leq C_{\|Q\|_\infty} \| Q_h^T D_h^+ f_h - R_{\hat{x}_h} Q_h^T x \|_\infty \\
= C_{\|Q\|_\infty} \| Q_h^T D_h^+ \hat{f}_h - R_{\hat{x}_h} \|_\infty \\
= C_{\|Q\|_\infty} \| \hat{D}_h^+ \hat{f}_h - R_{\hat{x}_h} \|_\infty \\
\leq C_{\|Q\|_\infty} \left( \| \hat{D}_h^+ - \hat{D}_h^+ \|_\infty \| \hat{f}_h \|_\infty + \| \hat{D}_h^+ \hat{f}_h - R_{\hat{x}_h} \hat{x}_h \|_\infty \right) \\
\leq C_{\|Q\|_\infty} \left( \| \hat{D}_h^+ - \hat{D}_h^+ \|_\infty \| \hat{f}_h \|_\infty + \| \hat{D}_h^+ \hat{f}_h - R_{\hat{x}_h} \hat{x}_h \|_\infty \right) \\
\leq C_{\|Q\|_\infty} \left( \hat{C} \| \hat{f}_h \|_\infty + \hat{C} \right) h.
\]

This concludes the proof by setting \( C = C_{\|Q\|_\infty} (\hat{C} \| \hat{f}_h \|_\infty + \hat{C}) \). \( \square \)

With this theorem, we have finally shown that global minimization yields a viable approach
for computing \( O(h) \) approximations to the least squares solution of a general linear, strangeness
free DAE.
Chapter 4

Numerical Computations

The theoretical results of Chapter 3 have been turned into practicable algorithms and software. The purpose of this chapter is to describe these developments and to provide numerous numerical experiments substantiating the theoretical results.

4.1 Algorithms

The numerical methods considered in Chapter 3 require the DAE (1.1) to be strangeness free. To satisfy this requirement, a general DAE with a well-defined strangeness index is transformed into an equivalent strangeness free system having the same solution set, by the methods described in Section 1.2. Reliable algorithms have been derived in [27, 30, 33] and are part of the software package GELDA [33]. Our software is based on slightly modified versions of the corresponding routines in GELDA, see Chapter B.

In the following, we may therefore assume w.l.o.g. that the original DAE (1.1) is already strangeness free. By neglecting the trivial third block row in the strangeness free form of (1.1), we may furthermore assume that \( \frac{1}{h} E(t) - A(t) \) is of full row rank for all sufficiently small \( h > 0 \) and all \( t \in [t_0, T] \).

4.1.1 Local minimization

Let \( E_i, A_i \) and \( f_i \) denote the values of the coefficients \( E, A \) and \( f \) of the DAE (1.1) at the grid points \( t_0 + ih \) for \( i = 0, \ldots, N \) with \( h = (T - t_0)/N \). Then local minimization amounts to the following algorithm, based on formula (3.14).

Algorithm 1 (local minimization)

**Input:** Matrices \( E_1, \ldots, E_N \in \mathbb{R}^{m \times n} \) and \( A_1, \ldots, A_N \in \mathbb{R}^{m \times n} \) with \( m \geq n \), vectors \( f_1, \ldots, f_N \in \mathbb{R}^m \), a scalar \( h > 0 \). Starting values \( x_0, \ldots, x_{k-1} \in \mathbb{R}^n \) and the parameters \( \alpha_1, \ldots, \alpha_k \) of a \( k \)-step BDF-method.

**Output:** Vectors \( x_k, x_{k+1}, \ldots, x_N \) approximating a generalized \((1,2,3)\)-solution of the DAE (1.1).

**FOR** \( i = k, k + 1, \ldots, N \)

Set \( r = -\frac{1}{h} E_i (\alpha_0 x_{i-k} + \cdots + \alpha_{k-1} x_{i-1}) + f_i \).

Compute an LQ decomposition \( \left( \frac{1}{h} E_i - A_i \right) = [L, 0] Q \).

Compute \( x_i = Q^T \left[ L^{-1} r \ 0 \right] \).

**END**
Note that \( B = [L, 0]Q \) is an LQ decomposition of \( B \) if and only if \( B^T = Q^T[L, 0]^T \) is a QR decomposition of \( B^T \). Algorithm 1 has favourably low computational requirements. The dominating computational part is the computation of the LQ decompositions, which require an overall amount of \( O(Nm^2n) \) floating point operations (flops) [15]. The minimal memory requirement is \( O(mn) \), provided that intermediate data is not longer than necessary stored.

**Remark 44** Motivated by the discussion in Remark 27, the final implementation of Algorithm 1 only covers the case \( k = 1 \) (implicit Euler). In this case, only the starting value \( x_0 \) needs to be provided; we always set \( x_0 = 0 \). Even if this starting value is not a consistent initial value for the DAE, it can be seen from (3.23) that only the “differential part” of \( x_0 \) is referenced and thus the first step of Algorithm 1 automatically forces \( x_1 \) to be (approximately) consistent. There is no need to compute consistent initial values explicitly.

### 4.1.2 Global minimization

Using the same notation as in the previous section, global optimization amounts to the following algorithm, based on formula (3.40).

**Algorithm 2 (global minimization)**

**Input:** Matrices \( E_1, \ldots, E_N \in \mathbb{R}^{m \times n} \) and \( A_1, \ldots, A_N \in \mathbb{R}^{m \times n} \) with \( m \geq n \), vectors \( f_1, \ldots, f_N \in \mathbb{R}^m \), a scalar \( h > 0 \).

**Output:** Vectors \( x_1, x_2, \ldots, x_N \) approximating the least squares solution of the DAE (1.1) with homogeneous initial conditions.

**FOR** \( i = k, k + 1, \ldots, N \)

Set \( f_h = [f_1^T, f_2^T, \ldots, f_N^T]^T \).

Compute an LQ decomposition \( D_h = [L, 0]Q \) with \( D_h \) defined as in (3.12).

Set \( [x_1^T, x_2^T, \ldots, x_N^T]^T = Q^T \left[ L^{-1} f_h \right] \).

**END**

The computational cost of Algorithm 2 is dominated by determining the LQ decomposition of the \( Nm \times Nn \) matrix \( D_h \), which requires \( O(N^3m^2n) \) flops using standard algorithms. Also the memory requirement of \( O(N^2mn) \) is rather high.

Both expenses can be considerably reduced by using an algorithm that takes the special structure of \( D_h \) into account. For this purpose, let us recall the structure of the matrix \( D_h \):

\[
D_h = \frac{1}{h} \begin{bmatrix}
E_1 - hA_1 & 0 & 0 \\
-E_2 & E_2 - hA_2 & 0 \\
& \ddots & \ddots \\
& & \ddots & \ddots \\
& & & -E_N & E_N - hA_N
\end{bmatrix},
\]

where \( E_i, A_i \in \mathbb{R}^{m \times n}, m \leq n \). In the following, the proposed algorithm is illustrated for \( N = 3 \):

\[
D_h = \frac{1}{h} \begin{bmatrix}
E_1 - hA_1 & 0 & 0 \\
-E_2 & E_2 - hA_2 & 0 \\
0 & -E_3 & E_3 - hA_3
\end{bmatrix}.
\]

First, we compute LQ decompositions \( (E_3 - hA_3) = [L_3, 0]Q_{11} \) and \( E_3 = [F_3, 0]Q_{12} \), where \( Q_{11}, Q_{12} \) are orthogonal and \( L_3, F \) are lower triangular matrices. Next, we compute an RQ decomposition \( [F_3, L_3] = [0, R_3]Q_{13} \), where \( Q_{13} \) is orthogonal and \( R_3 \) is an upper triangular
matrix. Applying the orthogonal transformations to the corresponding block columns of $D_h$ yields the updated matrix

$$D_h \leftarrow \frac{1}{h} \begin{bmatrix} E_1 - hA_1 & 0 & 0 & 0 \\ -E_2 & T_3 & U_3 & 0 \\ 0 & 0 & R_3 & 0 \end{bmatrix}. $$

An analogous step is applied to $-E_2$ and $T_3$, resulting in

$$D_h \leftarrow \frac{1}{h} \begin{bmatrix} T_1 & U_2 & 0 & 0 \\ 0 & R_2 & 0 & U_3 \\ 0 & 0 & 0 & R_3 \end{bmatrix}. $$

Finally, an $RQ$ decomposition is used to reduce $T_1$ to upper triangular form:

$$D_h \leftarrow \frac{1}{h} \begin{bmatrix} R_1 & 0 & U_2 & 0 & 0 \\ 0 & 0 & R_2 & 0 & U_3 \\ 0 & 0 & 0 & 0 & R_3 \end{bmatrix}. $$

This is essentially an upper triangular matrix (leaving out zero block columns) and the solution of $\min \{ \| x_k \|_2 : D_h x_k = f_k \}$ can be obtained by backward substitution. Note that this backward substitution can be combined with the reduction process; there is no need for saving all matrices $R_i$ and $U_i$. The transformation matrices $Q_{ij}$, however, must be saved and applied afterwards to update the obtained solution $x$.

For general $N$, the algorithm reads as follows.

**Algorithm 3**

**Input and Output:** See Algorithm 2.

Set $T = E_N - hA_N$.

**FOR** $i = N, N-1, \ldots, 2$

Compute an LQ decomposition $T = [L, 0]Q_{i1}$.

Compute an LQ decomposition $-E_i = [F, 0]Q_{i2}$.

Update $T = (E_{i-1} - hA_{i-1})Q_{i2}^T$.

Compute an RQ decomposition $[F, L] = [0, R_i]Q_{i3}$.

Update $[T(:, 1 : m), U] = [T(:, 1 : m), 0_{m \times N}]Q_{i3}^T$.

Compute $x_i = \begin{bmatrix} R^{-1}f_i \\ 0 \end{bmatrix}$.

Update $f_{i-1} = f_{i-1} - UR^{-1}f_i$.

**END FOR**

Compute RQ decomposition $T = [R, 0]Q_{11}$.

Compute $x_1 = Q_{11}^T \begin{bmatrix} R^{-1}f_1 \\ 0 \end{bmatrix}$.

**FOR** $i = 2, 3, \ldots, N$

Update $\begin{bmatrix} x_{i-1,1:m} \\ x_{i,1:m} \end{bmatrix} = Q_{i3}^T \begin{bmatrix} x_{i-1,1:m} \\ x_{i,1:m} \end{bmatrix}$.

Update $x_{i-1} \leftarrow Q_{i2}^T x_{i-1}$.

Update $x_i \leftarrow Q_{i1}^T x_i$.

**END FOR**

$x \leftarrow hx$

Note that we used the colon notation $x(i : j)$ to denote the elements $i, i+1, \ldots, j$ of a vector $x$. Using compact LR and RQ decompositions, as implemented in LAPACK [1], each of the individual steps of Algorithm 3 requires at most $O(mn^2)$ flops, which yields an overall cost of $O(Nm^2n)$. This compares favourably with the cost of Algorithm 2 ($O(N^3m^2n)$ flops). There is
$O(Nmn)$ extra memory necessary to store information about the transformation matrices in the course of Algorithm 3. This is still favourable compared with Algorithm 2 ($O(N^2m^2n)$ memory) but significantly higher than the minimal memory requirements of Algorithm 1 ($O(m^2n)$ memory). The fact that Algorithm 3 implicitly solves a boundary value problem makes it questionable whether its memory requirements can be further reduced.

Let us emphasize that Algorithm 3 represents a (structure-exploiting) RQ decomposition of $D_h$ combined with backward substitution using the upper triangular factor and matrix-vector multiplication using the orthogonal factor. The main differences to Algorithm 2 are that an RQ instead of an LQ decomposition is computed and that the backward substitution is carried out as soon as the corresponding blocks in the upper triangular matrix become available. None of these changes affects the numerical stability properties of Algorithm 3. In particular, as a consequence of the fact that the “big” RQ decomposition is computed from numerically backward stable LQ and RQ decompositions, the computed factors $\hat{R}$ and $\hat{Q}$ of the RQ decomposition of $D_h$ satisfy

$$D_h + \Delta D_h = [\hat{R}, 0]\hat{Q}, \quad ||\Delta D_h||_2 \leq c_D u ||D_h||_2, \quad ||\hat{Q}\hat{Q}^T - I||_2 \leq c_Q u,$$

where $c_D, c_Q$ are constants only depending on the dimension, and $u$ denotes the unit roundoff, see [23]. Provided that the subsystems $R^{-1}f_i$ in Algorithm 3 are solved in a backward stable manner, the whole process of backward substitution is also numerically backward stable. Thus, Algorithm 3 can be expected to have the same numerical behaviour as Algorithm 2.

**Remark 45** Note that both Algorithm 2 and Algorithm 3 need not be initialized with a (consistent) starting value. This follows from the fact that both algorithms implicitly solve the boundary value problem (3.52), which forces the “differential part” of $x_0$ to be zero and the “algebraic part” of the solution to be (approximately) consistent.

### 4.2 Numerical experiments

If not otherwise stated, the numerical experiments described in this section were performed using the Fortran routines listed in Appendix B. We used the Compaq Visual Fortran environment (along with the included precompiled BLAS and LAPACK libraries) on a Pentium IV 2.4 GHz processor with 512 MByte RAM to compile and execute these routines.

The following academical test example has been used to perform some of the numerical tests presented here.

The DAE

\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x(t)
\end{bmatrix}
= 
\begin{bmatrix}
1 - \frac{1}{2} & \frac{1}{2} & 1 \\
-1 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
x(t)
\end{bmatrix}
+ 
\begin{bmatrix}
t \left( \frac{t}{2} + e^t \right) \\
t - 2(1 - e^t)
\end{bmatrix}, \quad t \in [0, 1].
\]

(4.2)

is a strangeness free system and in orthogonal normal form (2.1), where the entries of the matrix functions $\hat{E}$ and $\hat{A}$, according to the block structure in (2.2), are given by

\[
\begin{align*}
\Sigma_{\hat{E}}(t) &= 1, & A_{11}(t) &= 1 - \frac{1}{2}, & A_{12}(t) &= \frac{t}{2}, & A_{13}(t) &= 1, \\
A_{21}(t) &= -1, & A_{22}(t) &= 1, & \Sigma_{\hat{A}}(t) &= 1,
\end{align*}
\]

(4.3)

and the inhomogeneity $\hat{f}$ has the components

\[
\begin{align*}
f_1(t) &= t \left( \frac{t}{2} + e^t \right), & f_2(t) &= t - 2 \left( 1 - e^t \right).
\end{align*}
\]

(4.4)
The (1,2,3)-generalized solution of (4.2) as defined in Section 2.3 can be obtained by setting the undetermined part $x_3$ of $\tilde{x}$ to zero and computing the remaining solution components by solving the reduced system

\begin{equation}
\begin{bmatrix}
1 & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t)
\end{bmatrix}
= 
\begin{bmatrix}
1 - \frac{t}{2} & \frac{t}{2} \\
-1 & 1
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix}
+ 
\begin{bmatrix}
t \left( \frac{t}{2} + e^t \right) \\
(2(1 - e^t))
\end{bmatrix}, \quad t \in [0, 1].
\end{equation}

The (1,2,3)-generalized solution of (4.2) is therefore given by

\begin{equation}
\tilde{x}_{ge}(t) = 
\begin{bmatrix}
x_1(t) \\
x_2(t) \\
x_3(t)
\end{bmatrix}
= 
\begin{bmatrix}
e^t - t - 1 \\
1 - 2t - e^t \\
0
\end{bmatrix}.
\end{equation}

To compute the least squares solution of (4.2) as defined in Section 2.2, we consider the boundary value problem (2.23), where the coefficient functions can be computed from (4.3) and (4.4) by the substitutions (2.21), i.e.,

\begin{equation}
\begin{aligned}
\dot{\lambda}(t) &= 2x(t) - \lambda(t) + 2(1 - e^t), \quad \lambda(1) = 0, \\
\dot{x}(t) &= x(t) + u(t) + t, \quad x(0) = 0, \\
y(t) &= x(t) + 2(1 - e^t) - t, \\
u(t) &= \lambda'(t).
\end{aligned}
\end{equation}

This system has the unique solution

\begin{equation}
\begin{aligned}
\lambda(t) &= u(t) = 1 - t, \quad x(t) = e^t - 1, \\
y(t) &= 1 - t - e^t,
\end{aligned}
\end{equation}

and thus, the least square solution of (4.2) is given by

\begin{equation}
\tilde{x}_{ls}(t) = 
\begin{bmatrix}
x_1(t) \\
x_2(t) \\
x_3(t)
\end{bmatrix}
= 
\begin{bmatrix}
x(t) \\
y(t) \\
u(t)
\end{bmatrix}
= 
\begin{bmatrix}
e^t - 1 \\
1 - t - e^t \\
1 - t
\end{bmatrix}.
\end{equation}

In order to obtain a DAE system which is not in orthogonal standard form we have defined a time-variant, smooth orthogonal transformation $Q \in C^1([\mathbb{I}; \mathbb{R}^{3,3})$, based on the idea of Householder transformations (see, e.g., [15]). Given a vector function $v \in C^1([\mathbb{I}; \mathbb{R}^3)$, $v(t) \neq 0 \in \mathbb{I}$, and its derivative $\dot{v}$, the matrix function $Q = I - 2\frac{vv^T}{v^Tv}$ is orthogonal and its derivative can be computed by

\begin{equation}
\dot{Q} = 2 \left( \frac{vv^T \frac{d}{dt}(v^Tv)}{(v^Tv)^2} - \frac{d}{dt}(vv^T) \right), \text{ with } \frac{d}{dt}(v^Tv) = 2\dot{v}^Tv, \quad \frac{d}{dt}(vv^T) = \dot{v}v^T + (\dot{v}v^T)^T.
\end{equation}

Throughout the tests presented here, we have chosen

\begin{equation}
v(t) = 
\begin{bmatrix}
t + 2 \\
t^2 + t + 1 \\
1
\end{bmatrix}.
\end{equation}

Except otherwise stated, the following numerical tests have been carried out with the DAE system

\begin{equation}
E(t) \dot{x}(t) = A(t)x(t) + f(t),
\end{equation}
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where

\[
E(t) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} Q^T, \\
A(t) = \begin{bmatrix} 1 - \frac{t}{2} & \frac{t}{2} & 1 \\ -1 & 1 & 0 \end{bmatrix} Q^T - \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \frac{dQ}{dt}, \\
f(t) = \begin{bmatrix} t \left( \frac{t}{2} + e^t \right) \\ t - 2(1 - e^t) \end{bmatrix}.
\]

The $(1,2,3)$-generalized solution of 4.10 can be obtained by applying the transformation $Q$ to the corresponding solution of the DAE 4.2, i.e.,

\[
x_{ge}(t) = Q \tilde{x}_{ge}(t) = Q \begin{bmatrix} e^t - t - 1 \\ 1 - 2t - e^t \\ 0 \end{bmatrix}.
\]

Analogously we can compute the least square solution of (4.10) as

\[
x_{ls}(t) = Q \tilde{x}_{ls}(t) = Q \begin{bmatrix} e^t - 1 \\ 1 - t - e^t \\ 1 - t \end{bmatrix}.
\]

The $L_2$ norms of $x_{ge}(t)$ and $x_{ls}(t)$ are given by

\[
\|x_{ge}\| = \|\tilde{x}_{ge}\| = \sqrt{e^2 - 4e + \frac{23}{3}}, \quad \|x_{ls}\| = \|\tilde{x}_{ls}\| = \sqrt{e^2 - 4e + \frac{20}{3}},
\]

where $e$ denotes $\exp(1)$.

4.2.1 Higher order BDF-methods for local minimization

A separate implementation of Algorithm 1 using higher order BDF-methods has been used to compare the order of convergence of $k$-step BDF-methods for $k = 1, 2, 3, 4$. The algorithm has been applied to the test example 4.10 where the initial values $x_0, ..., x_{k-1}$ were given by evaluating the exact $(1,2,3)$-generalized solution as given in 4.11.

The error curves are shown in Figure 4.1. The maximum norm of the error is contained in the following table:

<table>
<thead>
<tr>
<th>$h$</th>
<th>$k = 1$</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>$2.87 \times 10^{-1}$</td>
<td>$1.61 \times 10^{-1}$</td>
<td>$1.34 \times 10^{-1}$</td>
<td>$1.09 \times 10^{-1}$</td>
</tr>
<tr>
<td>0.01</td>
<td>$2.76 \times 10^{-2}$</td>
<td>$1.62 \times 10^{-2}$</td>
<td>$1.33 \times 10^{-2}$</td>
<td>$1.17 \times 10^{-2}$</td>
</tr>
<tr>
<td>0.001</td>
<td>$2.73 \times 10^{-3}$</td>
<td>$1.62 \times 10^{-3}$</td>
<td>$1.33 \times 10^{-3}$</td>
<td>$1.17 \times 10^{-3}$</td>
</tr>
<tr>
<td>0.0001</td>
<td>$2.73 \times 10^{-4}$</td>
<td>$1.62 \times 10^{-4}$</td>
<td>$1.33 \times 10^{-4}$</td>
<td>$1.17 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

It can be seen that the implicit Euler method ($k = 1$) displays approximate linear convergence. Using higher order BDF-methods leads to a slightly decreased error, apparently because of the exact initial values, but does not lead to higher order of convergence.

4.2.2 Convergence of global minimization

Algorithm 3 has been applied to (4.10) and the results have been compared with the analytic solution (4.12). The error curves are shown in Figure 4.2 and the maximum norm of the error is shown in the following table:
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Figure 4.1: Error curves between exact \((1,2,3)\)-generalized solution and approximated solution by local minimization with \(h \in \{0.1, 0.01, 0.001, 0.0001\}\) and \(k \in \{1, \ldots, 4\}\) for Example (4.10).
Figure 4.2: Error curves between exact least squares solution and approximated solution by global minimization with $h \in \{0.1, 0.01, 0.001, 0.0001\}$ for Example (4.10).

<table>
<thead>
<tr>
<th>$h$</th>
<th>error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>$1.57 \times 10^{-1}$</td>
</tr>
<tr>
<td>0.01</td>
<td>$1.67 \times 10^{-2}$</td>
</tr>
<tr>
<td>0.001</td>
<td>$1.69 \times 10^{-3}$</td>
</tr>
<tr>
<td>0.0001</td>
<td>$1.69 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

### 4.2.3 Comparison with GELDA

The software package GELDA [33], which solves linear DAEs, also allows for the application to underdetermined DAEs. As in Algorithm 1, the linear systems arising during the discretization are solved (locally) in the least squares sense. In addition, an order and stepsize control is implemented in GELDA. We have applied Algorithm 1 with a step size $h = 0.001$ to the test example in orthogonal standard form (4.2) and compared this result to the result obtained by GELDA, where the absolute and relative error tolerances have been set to $ATOL = RTOL = 0.0001$. The corresponding results for all three solution components are shown in Figure 4.3.

One can see that the approximation computed by Algorithm 1 is closer to the analytical (1,2,3) generalized solution (4.6) in the sense that the undetermined solution component computed by Algorithm 1 is smaller and, hence, closer to the exact value $x_3 \equiv 0$, despite the relatively tight error tolerances used in GELDA. The maximum value of the undetermined solution component amounts to $2.996 \times 10^{-3}$ using Algorithm 1 and to $2.735 \times 10^{-2}$ using GELDA. This is due to the fact that the stepsize control implemented in GELDA does not consider which solution is to be approximated and thus, the stepsize is increased up to $h = 1.4 \times 10^{-2}$ by GELDA.

GELDA allows the user to limit the maximum stepsize. If the maximum stepsize is set to $h = 0.001$ in GELDA, the maximum value of the approximation to the undetermined solution component reduces to a value of $1.60 \times 10^{-3}$. The corresponding solution is computed with 1006 discretization steps.

Hence, the applicability of software packages like GELDA seems to be limited if one wants
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Algorithm 1 GELDA

Figure 4.3: Approximate solutions of the DAE (4.2) computed with Algorithm 1 (with $h = 0.001$) and GELDA (with absolute and relative tolerances set to 0.0001).

to compute approximations to the (1,2,3) generalized solutions as presented here. In addition, it seems to be difficult to improve Algorithm 1 considerably by using stepsize control techniques.

The $L_2$ norm of the solution computed with GELDA is approximately given by $\sqrt{\sum_{i=1}^{1000} x_i^2 / 1000} \approx 2.040$, where $x_i, i = 1, ..., 1000$, denote the values of this solution evaluated at $t_i = i/1000$. Applying Algorithm 3 to the DAE (4.2) yields the solution which is displayed in Figure 4.4. The approximate norm of this solution computed as above using all intermediate grid points $x_i, i = 1, ..., 1000$, yields the value 1.785. This is a good approximation to the $L_2$ norm of the least squares solution $x_{ls}$ of (4.2), which equals $\|x_{ls}\| = \sqrt{e^2 - 4e + 20/3} \approx 1.7840$, and it is considerably smaller than the approximate norm of the solution computed with GELDA. This confirms that GELDA cannot be used to compute approximations to the least squares solution (4.9) of the test example 4.2.

4.2.4 Performance

In order to compare the performance of the three Algorithms presented in Section 4.1 we applied them to a test example of size $30 \times 60$ with random coefficients.

The following table shows the execution time in seconds for the Algorithms using $N \in \{10, 20, 40\}$ discretization steps.

<table>
<thead>
<tr>
<th>$N$</th>
<th>Algorithm 1</th>
<th>Algorithm 2</th>
<th>Algorithm 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>$1.8 \times 10^{-2}$</td>
<td>$5.2 \times 10^{-1}$</td>
<td>$6.9 \times 10^{-2}$</td>
</tr>
<tr>
<td>20</td>
<td>$3.5 \times 10^{-2}$</td>
<td>$3.6 \times 10^{0}$</td>
<td>$1.4 \times 10^{-1}$</td>
</tr>
<tr>
<td>40</td>
<td>$7.1 \times 10^{-2}$</td>
<td>$2.6 \times 10^{1}$</td>
<td>$3.0 \times 10^{-1}$</td>
</tr>
</tbody>
</table>

As expected, the execution times for Algorithm 1 and Algorithm 3 are approximately $O(N)$, while Algorithm 2 needs approximately $O(N^3)$ seconds to compute the result obtained with Algorithm 3.
4.2.5 A purely algebraic example

We have applied Algorithm 1 and Algorithm 3 to the DAE given in Example 1. This DAE has strangeness index one but the equivalent strangeness free system, computed with the index reduction techniques presented in Section 1.2, turns out to be purely algebraic. In this case, the (1,2,3)-generalized solution and the least squares solution coincide. Using both algorithms, we obtained the exact solution given in Example 9 within the realm of roundoff errors.

The results obtained by Algorithm 1 and Algorithm 3 applied to purely algebraic DAEs will always coincide. This can be explained by the fact that, in this case, the subdiagonal block entries of the discretization matrix $D_h$, as defined in (3.12), vanish. Thus, the linear systems which have to be solved in every discretization step are decoupled, and solving them independently (as it is done by Algorithm 1) yields the same result as solving the complete discretization at once (as it is done by Algorithm 3).
Chapter 5

Conclusions and Outlook

In this thesis, we have investigated the numerical computation of generalized solutions of linear time-variant differential-algebraic equations (DAEs). The major contributions are as follows.

- Development of a local minimization algorithm, which is shown in Theorem 26 to yield an $O(h)$ approximation to a particularly fixed (1,2,3)-generalized solution of the DAE.

- Development of a global minimization algorithm, which is shown in Theorem 43 to yield an $O(h)$ approximation to the least squares solution of the DAE. As a by-product, Lemma 41 shows that the inverse of a matrix with a certain structure related to BDF-methods is uniformly bounded.

- Both algorithms are based on a rather intuitive approach, but the investigation of their approximation properties turned out to be much more involved and has been addressed for the first time in this thesis.

- The straightforward implementation of global minimization requires $O(N^3m^2n)$ flops; this figure has been reduced to $O(Nm^2n)$ by exploiting the block bidiagonal structure of the discretization matrix.

- The developed algorithms have been implemented in Fortran routines.

- Various numerical experiments verify the obtained theoretical results.

Although the obtained results cover a wide range of tasks associated with the numerical computation of generalized solutions of DAEs, several extensions of these results remain to be studied, for instance:

- use of other minimization criteria for defining the least squares solution;
- application to control-related problems;
- extension of the developed algorithms to large and possibly sparse DAEs;
- investigation of adaptive time discretization schemes;
- extension to nonlinear DAEs.
Appendix A

Proof of Lemma 41

Before proving Lemma 41, we need the following preparatory results.

Theorem 46 ([23]) Consider $A, \Delta A \in \mathbb{R}^{n,n}$ with $\text{rank}(A) = \text{rank}(A + \Delta A) = n$. Let

$$A = QR$$

and

$$A + \Delta A = (Q + \Delta Q)(R + \Delta R)$$

be QR decompositions of $A$ and $A + \Delta A$, normalized such that $R$ and $R + \Delta R$ have positive diagonal elements. Then for sufficiently small $\Delta A$ we get

\begin{align}
\|\Delta R\|_F & \leq C_n \kappa_F(A) \|\Delta A\|_F, \\
\|\Delta Q\|_F & \leq C_n \kappa_F(A) \|\Delta A\|_F,
\end{align}

where the constant $C_n \in \mathbb{R}^+$ depends only on the size $n$ of $A$ and $\kappa_F(A)$ denotes the condition number of $A$ with respect to the Frobenius norm $\| \cdot \|_F$.

Lemma 47 For $i \in \mathbb{N}$, let a matrix $V$ be given with the block structure

$$V = \begin{bmatrix}
0 & \cdots & 0 & I \\
M_1 & \cdots & M_{i-1} & 0 \\
N_1 & \cdots & N_{i-1} & N_i
\end{bmatrix} \in \mathbb{R}^{3n,\infty},$$

where $M_j, N_j \in \mathbb{R}^{n,n}$ and $\|N_j\|_2$ is sufficiently small for $j = 1, \ldots, i$. It is assumed that there exists a matrix $B \in \mathbb{R}^{n,n}$ such that

$$N_j = BM_j$$

for $j = 1, \ldots, i - 1$.

Then there exists an orthogonal matrix $Q \in \mathbb{R}^{3n,3n}$ such that

$$\tilde{V} = Q^T V = \begin{bmatrix}
\tilde{N}_1 & \cdots & \tilde{N}_{i-1} & \tilde{N}_i \\
\tilde{M}_1 & \cdots & \tilde{M}_{i-1} & 0 \\
0 & \cdots & 0 & 0
\end{bmatrix},$$

where for $j = 1, \ldots, i - 1$,

$$\|\tilde{N}_j\|_2 \leq \sqrt{2} nC_n\|N_i\|_2\|N_j\|_2,$$
with a constant $C_n \in \mathbb{R}^+$ that depends only on the blocksize $n$,

$$\| \tilde{M}_j \|_2 \leq \sqrt{\| M_j \|_2^2 + \| N_j \|_2^2}$$

and

$$\| \tilde{N}_i^{-1} \|_2 \leq 1.$$  

Furthermore, there exists a matrix $\hat{B} \in \mathbb{R}^{n \times n}$ such that $\hat{M}_j = \hat{B} M_j$ for $j = 1, \ldots, i - 1$.

\textbf{Proof.} The idea of the proof is as follows. The third block row of $V$ can be eliminated by means of two QR decompositions. In a first step we can eliminate the block entry $N_i$ by applying a QR decomposition to the first and the third block row of $V$. Then, by a QR decomposition of the second and the modified third block row, the third block row can be eliminated completely due to the assumption (A.3).

We first consider the QR decomposition

$$\begin{bmatrix} I & 0 \\ N_i & I \end{bmatrix} = \begin{bmatrix} Q_{11} & Q_{12} \\ \tilde{N}_i & R_{12} \end{bmatrix} \begin{bmatrix} \tilde{N}_i & R_{12} \\ 0 & R_{22} \end{bmatrix},$$

where $\tilde{N}_i$ and $R_{22}$ are upper triangular matrices. The property (A.7) follows from

$$\| \tilde{N}_i^{-1} \|_2 = \sigma^{-1}_{\min}(\tilde{N}_i) = \sigma^{-1}_{\min}\left( \begin{bmatrix} I \\ \tilde{N}_i \end{bmatrix} \right) = \sigma^{-1}_{\min}\left( \begin{bmatrix} I \\ N_i \end{bmatrix} \right) \leq 1,$$

where the latter inequality holds because

$$\sigma_{\min}\left( \begin{bmatrix} I \\ N_i \end{bmatrix} \right) = \min_{x \in \mathbb{R}^n} \frac{\left\| \begin{bmatrix} I \\ N_i \end{bmatrix} x \right\|_2}{\| x \|_2} = \min_{x \in \mathbb{R}^n} \frac{\sqrt{\| x \|_2^2 + \| N_i x \|_2^2}}{\| x \|_2} \geq 1.$$

The QR decomposition (A.8) can be interpreted as a perturbation of the QR decomposition $A = QR$ with $A = Q = R = I_{2n}$, where $A$ is perturbed by

$$\Delta A = \begin{bmatrix} 0 & 0 \\ N_i & 0 \end{bmatrix}.$$  

From Theorem 46, it follows for sufficiently small $N_i$ that

$$\begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} + \begin{bmatrix} 0 & 0 \\ N_i & 0 \end{bmatrix} = \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} + \begin{bmatrix} \Delta Q_{11} & \Delta Q_{12} \\ \Delta Q_{21} & \Delta Q_{22} \end{bmatrix} (I_{2n} + \Delta R),$$

where

$$\left\| \begin{bmatrix} \Delta Q_{11} & \Delta Q_{12} \\ \Delta Q_{21} & \Delta Q_{22} \end{bmatrix} \right\|_F \leq C_n \kappa_F(I_{2n}) \frac{\left\| \begin{bmatrix} 0 & 0 \\ N_i & 0 \end{bmatrix} \right\|_F}{\| I_{2n} \|_F} = \sqrt{2n} C_n \| N_i \|_F.$$  

Because of $\| A \|_2 \leq \| A \|_F \leq \sqrt{n} \| A \|_2$ for all $A \in \mathbb{R}^{n \times n}$, we get

$$\left\| \begin{bmatrix} \Delta Q_{11} & \Delta Q_{12} \\ \Delta Q_{21} & \Delta Q_{22} \end{bmatrix} \right\|_F \leq \sqrt{2n} C_n \| N_i \|_F \leq \sqrt{2n} C_n \| N_i \|_2.$$

From

$$\begin{bmatrix} \hat{Q}_{11} & \hat{Q}_{12} \\ \hat{Q}_{21} & \hat{Q}_{22} \end{bmatrix} = \left[ I + \Delta Q_{11} \quad \Delta Q_{12} \\ \Delta Q_{21} & I + \Delta Q_{22} \right].$$
we can estimate the norm of $\tilde{Q}_{21} = \Delta Q_{21}$ by
\[
\|\tilde{Q}_{21}\|_2 \leq \left\| \begin{bmatrix} \Delta Q_{11} & \Delta Q_{12} \\ \Delta Q_{21} & \Delta Q_{22} \end{bmatrix} \right\|_2 \leq \sqrt{2} nC_n\|N_i\|_2.
\]
By setting
\[
\tilde{Q} = \begin{bmatrix} \tilde{Q}_{11} & 0 \\ 0 & I \\ \tilde{Q}_{21} & 0 \end{bmatrix}
\]
we get
\[
\tilde{Q}^T V = \begin{bmatrix} \tilde{N}_1 & \cdots & \tilde{N}_{i-1} & \tilde{N}_i \\ M_1 & \cdots & M_{i-1} & 0 \\ \tilde{Q}_{22}^T \tilde{N}_1 & \cdots & \tilde{Q}_{22}^T \tilde{N}_{i-1} & 0 \end{bmatrix},
\]
with $\tilde{N}_j = \tilde{Q}_{21}^T N_j$, where
\[
\|\tilde{N}_j\|_2 = \|\tilde{Q}_{21}^T\|_2\|N_j\|_2 = \|\tilde{Q}_{21}\|_2\|N_j\|_2 \leq \sqrt{2} nC_n\|N_i\|_2\|N_j\|_2,
\]
and thus (A.5).

To eliminate the third block row of $\tilde{Q}^T V$, we consider a QR decomposition
\[
(A.10) \quad \begin{bmatrix} I \\ \tilde{Q}_{22}^T B \end{bmatrix} = \begin{bmatrix} \tilde{Q}_{11} & \tilde{Q}_{12} \\ \tilde{Q}_{21} & \tilde{Q}_{22} \end{bmatrix} \begin{bmatrix} \tilde{B} \\ 0 \end{bmatrix},
\]
where $C_i$ is upper triangular. From (A.10) it follows that
\[
\begin{bmatrix} \tilde{Q}_{11} & \tilde{Q}_{21} \\ \tilde{Q}_{12} & \tilde{Q}_{22} \end{bmatrix} \begin{bmatrix} I \\ \tilde{Q}_{22}^T B \end{bmatrix} = \begin{bmatrix} \tilde{Q}_{11} + \tilde{Q}_{21} \tilde{Q}_{22}^T B \\ \tilde{Q}_{12} + \tilde{Q}_{22} \tilde{Q}_{22}^T B \end{bmatrix} = \begin{bmatrix} \tilde{B} \\ 0 \end{bmatrix},
\]
and thus
\[
\begin{bmatrix} \tilde{Q}_{11} & \tilde{Q}_{21} \\ \tilde{Q}_{12} & \tilde{Q}_{22} \end{bmatrix} \begin{bmatrix} M_j \\ \tilde{Q}_{22}^T N_j \end{bmatrix} = \begin{bmatrix} \tilde{Q}_{11} & \tilde{Q}_{12} \\ \tilde{Q}_{21} & \tilde{Q}_{22} \end{bmatrix} \begin{bmatrix} M_j \\ \tilde{Q}_{22}^T B M_j \end{bmatrix}
\]
\[
= \begin{bmatrix} (\tilde{Q}_{11} + \tilde{Q}_{21} \tilde{Q}_{22}^T B) M_j \\ (\tilde{Q}_{12} + \tilde{Q}_{22} \tilde{Q}_{22}^T B) M_j \end{bmatrix} = \begin{bmatrix} \tilde{B} M_j \\ 0 \end{bmatrix}.
\]
We define
\[
\tilde{Q} = \begin{bmatrix} I & 0 & 0 \\ 0 & \tilde{Q}_{11} & \tilde{Q}_{12} \\ 0 & \tilde{Q}_{21} & \tilde{Q}_{22} \end{bmatrix}
\]
and get
\[
\tilde{Q}^T \tilde{Q}^T V_i = \begin{bmatrix} \tilde{N}_1 & \cdots & \tilde{N}_{i-1} & \tilde{N}_i \\ \tilde{M}_1 & \cdots & \tilde{M}_{i-1} & 0 \\ 0 & \cdots & 0 & 0 \end{bmatrix},
\]
which consequently implies (A.4) with $Q = \tilde{Q} \tilde{Q}$ and $\tilde{M}_j = \tilde{B} M_j$. The blocks in the second block row can be estimated by
\[
\|\tilde{M}_j\|_2 = \left\| \begin{bmatrix} \tilde{M}_j \\ 0 \end{bmatrix} \right\|_2 = \left\| \begin{bmatrix} \tilde{Q}_{11} & \tilde{Q}_{21} \\ \tilde{Q}_{12} & \tilde{Q}_{22} \end{bmatrix} \begin{bmatrix} M_j \\ \tilde{Q}_{22}^T N_j \end{bmatrix} \right\|_2 = \left\| \begin{bmatrix} M_j \\ \tilde{Q}_{22}^T N_j \end{bmatrix} \right\|_2 
\leq \sqrt{\|M_j\|_2^2 + \|\tilde{Q}_{22}^T N_j\|_2^2} \leq \sqrt{\|M_j\|_2^2 + \|N_j\|_2^2}.
\]
which shows the assertion (A.6). \(\Box\)

**Lemma 48** For \(N \in \mathbb{N}\) and \(h \geq 0\), let

\[
A = \begin{bmatrix}
I \\
A_{21} & I \\
\vdots & \ddots & \ddots \\
A_{N1} & \cdots & A_{N,N-1} & I \\
\end{bmatrix}
\]

with \(A_{ij} \in \mathbb{R}^{n,n}\), \(\|A_{ij}\| \leq C_A h\), for \(j = 1, \ldots, N - 1, i > j\). Then

\[
A^{-1} = \begin{bmatrix}
I \\
\tilde{A}_{21} & I \\
\vdots & \ddots & \ddots \\
\tilde{A}_{N1} & \cdots & \tilde{A}_{N,N-1} & I \\
\end{bmatrix}
\]

with \(\|\tilde{A}_{ij}\| \leq C_A (1 + C_A h)^{i-j-1} h\). Here, \(\|\cdot\|\) denotes an arbitrary submultiplicative matrix norm.

**Proof.** We can write down \(A\) in the form

\[
A = F_1 \cdots F_{N-1},
\]

with the Frobenius matrices

\[
F_k = \begin{bmatrix}
I \\
\vdots & \ddots & \ddots \\
I & A_{k+1,k} & I \\
A_{Nk} & \cdots & I \\
\end{bmatrix}
\]

The inverse of \(A\) can then be computed by

\[
A^{-1} = F_{N-1}^{-1} \cdots F_1^{-1}
\]

with

\[
F_k^{-1} = \begin{bmatrix}
I \\
\vdots & \ddots & \ddots \\
I & -A_{k+1,k} & I \\
-A_{Nk} & \cdots & I \\
\end{bmatrix}
\]

We will show inductively that for \(k = N - 1, \ldots, 1,\)

\[
F_{N-1}^{-1} \cdots F_k^{-1} = \begin{bmatrix}
I \\
\vdots & \ddots & \ddots & \ddots \\
I & \tilde{A}_{k+1,k} & I \\
\tilde{A}_{Nk} & \cdots & \tilde{A}_{N,N-1} & I \\
\end{bmatrix}
\]
with

(A.11) \[ \|A_{ij}\| \leq CA^*(1 + CAh)^{i-j-1}h. \]

For \( k = N - 1 \), this is a direct consequence of

\[
F_{N-1}^{-1} = \begin{bmatrix}
I \\

\vdots \\

I \\

\hat{A}_{N,N-1} I
\end{bmatrix}
\]

with \( \hat{A}_{N,N-1} = -A_{N,N-1} \) and thus \( \|\hat{A}_{N,N-1}\| = \|A_{N,N-1}\| \leq CAh. \)

For \( k < N - 1 \), we get

\[
F_{N-1}^{-1} \cdots F_{k-1}^{-1} = F_{N-1}^{-1} \cdots F_k^{-1} F_{k-1}^{-1}
\]

\[
= \begin{bmatrix}
I \\

\vdots \\

I \\

\hat{A}_{k+1,k} I \\

\vdots \\

\hat{A}_{N,k} \cdots \hat{A}_{N,N-1} I
\end{bmatrix}
\]

\[
= \begin{bmatrix}
I \\

\vdots \\

I \\

\hat{A}_{k,k-1} I \\

\hat{A}_{k+1,k-1} \hat{A}_{k+1,k} I \\

\vdots \\

\hat{A}_{N,k-1} \hat{A}_{N,k} \cdots \hat{A}_{N,N-1} I
\end{bmatrix}
\]

with

\[
\hat{A}_{i,k-1} = A_{i,k-1} + \sum_{l=0}^{i-k-1} \hat{A}_{i,k+l} A_{k+l,k-1}
\]
and thus
\[
\| \tilde{A}_{i,k-1} \| \leq \| A_{i,k-1} \| + \sum_{l=0}^{i-k-1} \| \tilde{A}_{i,k+l} \| \| A_{k+l,k-1} \|
\]
\[
\leq C_A h + \sum_{l=0}^{i-k-1} C_A^2 h^2 (1 + C_A h)^{i-k-l-1}
\]
\[
= C_A h \left( 1 + C_A h \sum_{l=0}^{i-k-1} (1 + C_A h)^l \right)
\]
\[
= C_A h \left( 1 + C_A h \frac{(1 + C_A h)^{i-k-1}}{(1 + C_A h) - 1} \right)
\]
\[
= C_A h (1 + C_A h)^{i-k} = C_A h (1 + C_A h)^{(i-(k-1))-1}.
\]
This shows the assertion for $A^{-1} = F^{-1}_{N-1} \cdots \cdot F^{-1}_1$. \qed

We are now prepared to prove Lemma 41. For convenience, let us restate this lemma in a more detailed form.

**Lemma 41** Consider the matrix $W_h = I + V_h^T V_h$ with
\[
V_h = R_h^{-1} B_h,
\]
where
\[
R_h = \begin{bmatrix}
\tilde{D}_h & A_{12h} \\
A_{21h} & \Sigma_h
\end{bmatrix}, \quad B_h = \begin{bmatrix} A_{13h} \\ 0 \end{bmatrix},
\]
with $D_h$, $A_{12h}$, $A_{21h}$, $\Sigma_h$ and $A_{13h}$ defined as in (3.72), (3.93) and (3.115).

Then the inverse of $W_h$ is uniformly bounded, i.e., there exists a positive constant $C_{W^{-1}} \in \mathbb{R}$ such that
\[
\| W_h^{-1} \|_\infty \leq C_{W^{-1}}
\]
and $C_{W^{-1}}$ does not depend on the step size $h$.

**Proof.** In a first step, we show that $W_h = I + V_h^T V_h = \tilde{V}_h^T \tilde{V}_h$ with a lower block triangular matrix $\tilde{V}_h$, where the inverses of the diagonal blocks of $\tilde{V}_h$ have spectral norm less than one, while the subdiagonal blocks of $\tilde{V}_h$ have spectral norm $O(h)$. In a second step, we use this result to show that the inverse of $\tilde{V}_h$ is uniformly bounded.

From (3.94) and (3.95) it follows that the inverse of the matrix $R_h$ takes the form
\[
R_h^{-1} = \begin{bmatrix}
S_h^{-1} \\ -\Sigma_h^{-1} A_{21h} S_h^{-1} & * \\
\end{bmatrix},
\]
with
\[
S_h = \begin{bmatrix}
\frac{1}{h} \Sigma_{E_1} - \tilde{A}_1 \\
-\frac{1}{h} \Sigma_{E_2} & \frac{1}{h} \Sigma_{E_2} - \tilde{A}_2 \\
\vdots & \ddots & \ddots \\
-\frac{1}{h} \Sigma_{E_N} & \frac{1}{h} \Sigma_{E_N} - \tilde{A}_N
\end{bmatrix},
\]
\[
\tilde{A}_i = A_{i+1} + A_{12} \Sigma_h^{-1} A_{21i}.
\]
Thus, we have
\[ R_h^{-1} B_h = \begin{bmatrix} S_h^{-1} A_{13h} \\ -\Sigma_{A_h}^{-1} A_{21h} S_h^{-1} A_{13h} \end{bmatrix} = \begin{bmatrix} I \\ -\Sigma_{A_h}^{-1} A_{21h} \end{bmatrix} S_h^{-1} A_{13h} \]
and
\[ V_h^T V_h = A_{13h}^T S_h^{-1} \begin{bmatrix} I - A_{21h}^T \Sigma_{A_h}^{-T} \end{bmatrix} \begin{bmatrix} I \\ -\Sigma_{A_h}^{-1} A_{21h} \end{bmatrix} S_h^{-1} A_{13h} \]
\[ = A_{13h}^T S_h^{-1} \left( I + A_{21h}^T \Sigma_{A_h}^{-T} \Sigma_{A_h}^{-1} A_{21h} \right) S_h^{-1} A_{13h}. \]
Since \( \Sigma_{A_h} \) and \( A_{21h} \) are block diagonal matrices, we get
\[ I + A_{21h}^T \Sigma_{A_h}^{-T} \Sigma_{A_h}^{-1} A_{21h} = \text{diag}(I + A_{211}^T \Sigma_{A_{11}}^{-T} \Sigma_{A_{11}}^{-1} A_{211}, \ldots, I + A_{21N}^T \Sigma_{A_{N}}^{-T} \Sigma_{A_{N}}^{-1} A_{21N}). \]
By a QR decomposition
\[ \begin{bmatrix} I \\ -\Sigma_{A_h}^{-1} A_{21h} \end{bmatrix} = Q \begin{bmatrix} A_i \\ 0 \end{bmatrix}, \]
the diagonal blocks can be written as
\[ I + A_{21i}^T \Sigma_{A_i}^{-T} \Sigma_{A_i}^{-1} A_{21i} = \begin{bmatrix} I \\ -A_{21i}^T \Sigma_{A_i}^{-T} \end{bmatrix} \begin{bmatrix} I \\ -\Sigma_{A_i}^{-1} A_{21i} \end{bmatrix} \]
\[ = [A_i^T 0] Q^T Q \begin{bmatrix} A_i \\ 0 \end{bmatrix} \]
\[ = [A_i^T 0] \begin{bmatrix} A_i \\ 0 \end{bmatrix} = A_i^T A_i. \]
Obviously \( A_i \) is nonsingular for \( i = 1, \ldots, N \). The norm of \( A_i \) can be estimated by
\[ \|A_i\|_2 = \left\| \begin{bmatrix} I \\ -\Sigma_{A_i}^{-1} A_{21i} \end{bmatrix} \right\|_2 \leq \sqrt{1 + \|\Sigma_{A_i}^{-1} A_{21i}\|_2^2} \]
\[ \leq 1 + \|\Sigma_{A_i}^{-1} A_{21i}\|_2 \leq 1 + C_{\|\Sigma_{A_i}^{-1} A_{21i}\|_2}, \]
where \( C_{\|\Sigma_{A_i}^{-1} A_{21i}\|_2} \) is defined as in Definition 23.
Setting \( A_h = \text{diag}(A_1, \ldots, A_N) \) and \( V_h = A_h S_h^{-1} A_{13h} \), we have
\[ W_h = I + V_h^T V_h = I + V_h^T V_h. \]
The inverse of \( S_h \) is given blockwise by
\[ [S_h^{-1}]_{ij} = \begin{cases} \prod_{k=1}^{i+j} \frac{1}{h} \left( \frac{1}{h} \Sigma_{E_k} - \tilde{A}_k \right)^{-1} \Sigma_{E_k} \left( \frac{1}{h} \Sigma_{E_j} - \tilde{A}_j \right)^{-1} & \text{for } i \geq j, \\ \prod_{k=1}^{i+j} \left( I - h \Sigma_{E_k}^{-1} \tilde{A}_k \right)^{-1} \left( \frac{1}{h} \Sigma_{E_j} - \tilde{A}_j \right)^{-1} & \text{for } i < j, \end{cases} \]
otherwise.
Thus, it follows for all $j = 1, \ldots, N - 1$ and $i = j, \ldots, N - 1$ that
\[
[S_{h}^{-1}]_{i+1,j} = \left( \prod_{k=i+1}^{j+1} \left( I - h \Sigma_{E_{k}}^{-1} \tilde{A}_{k} \right) \right) \left( \frac{1}{h} \Sigma_{E_{j}} - \tilde{A}_{j} \right)^{-1}
\]
\[
= (I - h \Sigma_{E_{i+1}}^{-1} \tilde{A}_{i+1})^{-1} \left( \prod_{k=i}^{j+1} \left( I - h \Sigma_{E_{k}}^{-1} \tilde{A}_{k} \right) \right) \left( \frac{1}{h} \Sigma_{E_{j}} - \tilde{A}_{j} \right)^{-1}
\]
\[
= (I - h \Sigma_{E_{i+1}}^{-1} \tilde{A}_{i+1})^{-1} [S_{h}^{-1}]_{ij}.
\]

For the blocks $\mathcal{V}_{ij}$ of $\mathcal{V}_{h}$ from
\[
\mathcal{V}_{ij} = A_{i}[S_{h}^{-1}]_{ij}A_{13j},
\]
we obtain
\[
\mathcal{V}_{i+1,j} = A_{i+1}[S_{h}^{-1}]_{i+1,j}A_{13j}
\]
\[
= A_{i+1} \left( I - h \Sigma_{E_{i+1}}^{-1} \tilde{A}_{i+1} \right)^{-1} A_{i}^{-1} A_{i}[S_{h}^{-1}]_{ij}A_{13j},
\]
\[
= B_{i} \mathcal{V}_{ij},
\]
with
\[
B_{i} = A_{i+1} \left( I - h \Sigma_{E_{i+1}}^{-1} \tilde{A}_{i+1} \right)^{-1} A_{i}^{-1}.
\]

It has been shown in Corollary 36 that $\|[S_{h}^{-1}]_{ij}\|_{\infty} \leq C_{2}^{\nu} h$. Hence, we can conclude for the blocks of $\mathcal{V}_{h}$ that
\[
\|\mathcal{V}_{ij}\|_{2} \leq \|A_{i}\|_{2} \|[S_{h}^{-1}]_{ij}\|_{2} \|A_{13j}\|_{2}
\]
\[
\leq \left( 1 + C_{\|\Sigma_{A}^{-1}A_{21}\|_{\infty}} \right) \sqrt{n} \|[S_{h}^{-1}]_{ij}\|_{\infty} C_{\|A_{13}\|_{\infty}}
\]
\[
\leq \left( 1 + C_{\|\Sigma_{A}^{-1}A_{21}\|_{\infty}} \right) \sqrt{n} C_{2}^{\nu} C_{\|A_{13}\|_{\infty}} h
\]
\[
= C_{\nu} h.
\]

Note that the matrix $W_{h}$ can be factored as
\[
W_{h} = \left[ I \ \mathcal{V}_{h}^{T} \right] \left[ I \ \mathcal{V}_{h} \right].
\]

We now apply Lemma 47 inductively to the factor
\[
\left[ I \ \mathcal{V}_{h} \right] = \left[ \begin{array}{c} I \\ \vdots \\ \mathcal{V}_{11} \\ \vdots \\ \mathcal{V}_{N1} \cdots \mathcal{V}_{NN} \end{array} \right].
\]

From (A.16), it follows that $\mathcal{V}_{Nj} = B_{N-1} \mathcal{V}_{N-1,j}$, $j = 1, \ldots, N - 1$. For sufficiently small $h$, Lemma 47 implies the existence of an orthogonal matrix $Q_{N}$ such that
\[
Q_{N} \left[ \begin{array}{ccc} 0 & \cdots & 0 \\ \mathcal{V}_{N-1,1} & \cdots & \mathcal{V}_{N-1,N-1} \\ \mathcal{V}_{N1} & \cdots & \mathcal{V}_{NN} \end{array} \right] = \left[ \begin{array}{ccc} \tilde{V}_{N1} & \cdots & \tilde{V}_{N,N-1} \\ \tilde{V}_{N-1,1} & \cdots & \tilde{V}_{N-1,N-1} \\ 0 & \cdots & 0 \end{array} \right].
\]
and consequently the existence of an orthogonal matrix \( Q_{N_h} \) such that

\[
\begin{bmatrix}
I \\
\mathcal{V}_h
\end{bmatrix} = Q_{N_h}^T \begin{bmatrix}
I \\
\vdots \\
\tilde{\mathcal{V}}_{N-1,N-1} \\
\vdots \\
\mathcal{V}_{N-2,1} \\
\vdots \\
\mathcal{V}_{N-1,1} \\
0 & \cdots & 0 & 0 & 0
\end{bmatrix},
\]

where for a positive constant \( C_n \),

\[
\begin{align*}
\|\tilde{\mathcal{V}}_{N,j}\| & \leq \sqrt{2} n C_n \|\mathcal{V}_{N,N}\|_2 \|\mathcal{V}_{N,j}\|_2 \leq \sqrt{2} n C_n C_\alpha h^2, \\
\|\tilde{\mathcal{V}}_{N-1,j}\| & \leq \sqrt{\|\mathcal{V}_{N-1,j}\|_2^2 + \|\mathcal{V}_{N,j}\|_2^2} \leq \sqrt{2} C_\alpha^2 h^2 = \sqrt{2} C_\alpha h,
\end{align*}
\]

for \( j = 1, \ldots, N - 1 \), and

\[
\|\tilde{\mathcal{V}}_{N-1,j}\|_2 \leq 1.
\]

Furthermore, there exists a matrix \( \hat{B}_{N-1} \) such that \( \tilde{\mathcal{V}}_{N-1,j} = \hat{B}_{N-1} \mathcal{V}_{N-1,j} \) and thus \( \tilde{\mathcal{V}}_{N-1,j} = \hat{B}_{N-1} \hat{B}_{N-2} \mathcal{V}_{N-2,j} \) according to (A.16). This implies for sufficiently small \( h \) that the matrix

\[
\begin{bmatrix}
0 & \cdots & 0 & I \\
\mathcal{V}_{N-2,1} & \cdots & \mathcal{V}_{N-2,N-2} & 0 \\
\mathcal{V}_{N-1,1} & \cdots & \mathcal{V}_{N-1,N-2} & \mathcal{V}_{N-1,N-1}
\end{bmatrix}
\]

satisfies the assumptions of Lemma 47. Thus, there exists an orthogonal matrix \( Q_{N-1_h} \) such that

\[
\begin{bmatrix}
I \\
\mathcal{V}_h
\end{bmatrix} = Q_{N_h}^T Q_{N-1_h}^T \begin{bmatrix}
I \\
\vdots \\
\tilde{\mathcal{V}}_{N-1-3,0} \\
\vdots \\
\mathcal{V}_{N-3,1} \\
\vdots \\
\mathcal{V}_{N-2,1} \\
0 & \cdots & 0 & 0 & 0 & 0 & 0
\end{bmatrix},
\]

with

\[
\begin{align*}
\|\tilde{\mathcal{V}}_{N-1,j}\| & \leq \sqrt{2} n C_n \|\tilde{\mathcal{V}}_{N-1,1,N-1}\|_2 \|\tilde{\mathcal{V}}_{N-1,j}\|_2 \leq 2 \sqrt{2} n C_n C_\alpha h^2, \\
\|\tilde{\mathcal{V}}_{N-2,j}\| & \leq \sqrt{\|\tilde{\mathcal{V}}_{N-2,j}\|_2^2 + \|\tilde{\mathcal{V}}_{N-1,j}\|_2^2} \leq \sqrt{C_\alpha^2 h^2 + 2 C_\alpha^2 h^2} = \sqrt{3} C_\alpha h
\end{align*}
\]

for \( j = 1, \ldots, N - 2 \),

\[
\|\tilde{\mathcal{V}}_{N-1,N-1}\|_2 \leq 1.
\]
Furthermore, there exists a matrix \( \hat{B}_{N-2} \) such that \( \hat{V}_{N-2,j} = \hat{B}_{N-2} \mathcal{V}_{N-2,j} = \hat{B}_{N-2} B_{N-3} \mathcal{V}_{N-3,j} \).

For \( i = N - 2, \ldots, 2 \), we can apply Lemma 47 to the matrix
\[
\begin{bmatrix}
0 & \cdots & 0 & I \\

V_{i-1,1} & \cdots & V_{i-1,i-1} & 0 \\

\hat{V}_{i,1} & \cdots & \hat{V}_{i,i-1} & \hat{V}_{ii}
\end{bmatrix},
\]
where \( \hat{V}_{i-1,j} = \hat{B}_i B_{i-1} \mathcal{V}_{i-1,j} \) and
\[
\| \hat{V}_{ij} \|_2 \leq \sqrt{N - i + 1} C \nu h
\]
for \( j = 1, \ldots, i - 1 \). Then an orthogonal matrix \( Q_{ih} \) is computed, such that
\[
\begin{bmatrix}
I \\
V_h
\end{bmatrix} = \left( \prod_{k=N}^j Q_{kh}^T \right)
\]
with
\[
\| \hat{V}_{ij} \|_2 \leq \sqrt{2} nC_n \| \hat{V}_{ii} \|_2 \| \hat{V}_{ij} \|_2 \leq (N - i + 1) \sqrt{2} nC_n C_0^2 h^2,
\]
\[
\| \hat{V}_{i-1,j} \|_2 \leq \sqrt{\| \hat{V}_{i-1,j} \|_2^2 + \| \hat{V}_{ij} \|_2^2} \leq \sqrt{C_0^2 h^2 + (N - i + 1) C_0^2 h^2} = \sqrt{N - i + 2} C \nu h,
\]
for \( j = 1, \ldots, i - 1 \), and
\[
\| \hat{V}_{i-1,i-1} \|_2 \leq 1.
\]
Furthermore, there exists a matrix \( \hat{B}_{i-1} \) such that \( \hat{V}_{i-1,j} = \hat{B}_{i-1} \mathcal{V}_{i-1,j} = \hat{B}_{i-1} B_{i-2} \mathcal{V}_{i-2,j} \).

When this elimination procedure is completed, we have computed a sequence \( Q_{N,h}, \ldots, Q_{2,h} \) of orthogonal matrix functions such that, using the notation (3.83),
\[
\begin{bmatrix}
I \\
V_h
\end{bmatrix} = \left( \prod_{k=N}^2 Q_{kh}^T \right) [ \hat{V}_h \ 0 ],
\]
with
\[
\hat{V}_h = \begin{bmatrix}
\hat{V}_{11} \\
\vdots \\
\hat{V}_{N1} \cdots \hat{V}_{NN}
\end{bmatrix},
\]
where
\[
(A.17) \quad \| \hat{V}_{ii}^{-1} \|_2 \leq 1
\]
and
\[(A.18) \quad \|\tilde{V}_{ij}\|_2 \leq \sqrt{2} nC_n(N - i + 1)C \psi h^2 \leq \sqrt{2} nC_nC \psi h =: C \psi h \]
for \(i = 1, \ldots, N\) and \(j = 1, \ldots, i - 1\). In addition, we have
\[
W_h = \begin{bmatrix} I & V_h^T \end{bmatrix} \begin{bmatrix} I \\ V_h \end{bmatrix} \\
  = \begin{bmatrix} \tilde{V}_h^T & 0 \end{bmatrix} \left( \prod_{k=2}^N Q_{ih} \right) \left( \prod_{k=N}^2 Q_{ih}^T \right) \begin{bmatrix} \tilde{V}_h \\ 0 \end{bmatrix} \\
  = \begin{bmatrix} \tilde{V}_h^T & 0 \end{bmatrix} \tilde{V}_h = \tilde{V}_h^T \tilde{V}_h.
\]
The norm of the inverse of \(\tilde{V}_h\) can be estimated blockwise according to Lemma 48, because
\[
\tilde{V}_h = \text{diag}(\tilde{V}_{11}, \ldots, \tilde{V}_{NN}) \tilde{V}_h,
\]
with
\[
\tilde{V}_h = \begin{bmatrix} I & \tilde{V}_{21}^{-1} \tilde{V}_{21} & I \\
\vdots & \ddots & \ddots \\
\tilde{V}_{N1}^{-1} \tilde{V}_{N1} & \cdots & \tilde{V}_{NN}^{-1} \tilde{V}_{NN} \end{bmatrix}.
\]
From (A.17) and (A.18) we know that
\[
\|\tilde{V}_{ii}^{-1} \tilde{V}_{ij}\|_2 \leq \|\tilde{V}_{ii}^{-1}\|_2 \|\tilde{V}_{ij}\|_2 \leq \|\tilde{V}_{ij}\|_2 \leq C \psi h.
\]
Therefore, Lemma 48 implies
\[
\tilde{V}_h^{-1} = \begin{bmatrix} I & [\tilde{V}^{-1}]_{21} & I \\
\vdots & \ddots & \ddots \\
[\tilde{V}^{-1}]_{N1} & \cdots & [\tilde{V}^{-1}]_{NN} \end{bmatrix},
\]
where
\[
\|[\tilde{V}^{-1}]_{ij}\|_2 \leq C \psi (1 + C \psi h)^{i-j-1} h \leq C \psi (1 + C \psi h)^N h \\
\leq C \psi \exp(C \psi (T - t_0)) h =: C \psi^{-1} h.
\]
For the blocks \([\tilde{V}^{-1}]_{ij}\) of \(\tilde{V}_h^{-1}\) we get, due to the relation
\[
\tilde{V}_h^{-1} = \tilde{V}_h^{-1} \text{diag}(\tilde{V}_{11}^{-1}, \ldots, \tilde{V}_{NN}^{-1}),
\]
the estimates
\[
\|\|\tilde{V}_{ii}^{-1}\|_2 \leq 1
\]
and
\[
\|\|\tilde{V}_{ii}^{-1}\|_2 \leq \|\tilde{V}_{ij}^{-1}\|_2 \|\tilde{V}_{ij}\|_2 \leq \|\tilde{V}_{ij}^{-1}\|_2 \leq C \psi^{-1} h.
\]
The blocks \([W_h^{-1}]_{ij}\) of \(W_h^{-1} = \tilde{V}_h^{-1} \tilde{V}_h^{-T}\) can be computed as
\[
[W_h^{-1}]_{ij} = \sum_{k=1}^N [\tilde{V}^{-1}]_{ik} [\tilde{V}^{-T}]_{kj} = \sum_{k=1}^{\min(i,j)} [\tilde{V}^{-1}]_{ik} [\tilde{V}^{-1}]_{jk}^T.
\]
In particular, the diagonal elements can be written as

$$[W_h^{-1}]_{ii} = [\tilde{V}^{-1}]_{ii}[\tilde{V}^{-1}]_i^T + \sum_{k=1}^{i-1} [\tilde{V}^{-1}]_{ik}[\tilde{V}^{-1}]_k^T,$$

which implies

$$\|[W_h^{-1}]_{ii}\|_2 \leq \|[\tilde{V}^{-1}]_{ii}\|_2^2 + (i - 1)\|[\tilde{V}^{-1}]_{ik}\|_2^2 \leq 1 + (i - 1)C_{\tilde{V}^{-1}}^2 h^2.$$ 

For the upper offdiagonal elements ($j > i$), we get

$$[W_h^{-1}]_{ij} = \sum_{k=1}^{i} [\tilde{V}^{-1}]_{ik}[\tilde{V}^{-1}]_k^T = [\tilde{V}^{-1}]_{ii}[\tilde{V}^{-1}]_i^T + \sum_{k=1}^{i-1} [\tilde{V}^{-1}]_{ik}[\tilde{V}^{-1}]_k^T,$$

and thus

$$\|[W_h^{-1}]_{ij}\|_2 \leq \|[\tilde{V}^{-1}]_{ii}\|_2\|[\tilde{V}^{-1}]_i^T\|_2 + \sum_{k=1}^{i-1} \|[\tilde{V}^{-1}]_{ik}\|_2\|[\tilde{V}^{-1}]_k^T\|_2 \leq C_{\tilde{V}^{-1}} h + (i - 1)C_{\tilde{V}^{-1}}^2 h^2.$$ 

From the symmetry of $W_h^{-1}$ it follows that for $i > j$,

$$\|[W_h^{-1}]_{ij}\|_2 = \|[W_h^{-1}]_{ji}\|_2 \leq C_{\tilde{V}^{-1}} h + (j - 1)C_{\tilde{V}^{-1}}^2 h^2.$$ 

Combining these estimates and using the fact that $\|A\|_\infty \leq \sqrt{n} \|A\|_2$ for all $A \in \mathbb{R}^{n,n}$ finally leads to

$$\|W_h^{-1}\|_\infty \leq \max_{i=1,\ldots,N} \sum_{j=1}^{N} \|[W_h^{-1}]_{ij}\|_\infty \leq \sqrt{n} \max_{i=1,\ldots,N} \sum_{j=1}^{N} \|[W_h^{-1}]_{ij}\|_2 \leq \sqrt{n} \left( 1 + (N - 1)C_{\tilde{V}^{-1}} h + \max_{i} \sum_{j=1}^{N} (\min(i, j) - 1)C_{\tilde{V}^{-1}}^2 h^2 \right) \leq \sqrt{n} \left( 1 + C_{\tilde{V}^{-1}}(T - t_0) + \sum_{j=1}^{N} (j - 1)C_{\tilde{V}^{-1}}^2 h^2 \right) \leq \sqrt{n} \left( 1 + C_{\tilde{V}^{-1}}(T - t_0) + \frac{(N - 1)(N - 2)}{2} C_{\tilde{V}^{-1}}^2 h^2 \right) \leq \sqrt{n} \left( 1 + C_{\tilde{V}^{-1}}(T - t_0) + \frac{1}{2}(T - t_0)^2 C_{\tilde{V}^{-1}}^2 \right),$$

which implies (A.14) with $C_{W^{-1}} = \sqrt{n} (1 + C_{\tilde{V}^{-1}}(T - t_0) + \frac{1}{2}(T - t_0)^2 C_{\tilde{V}^{-1}}^2)$. \hfill \Box
Appendix B

Software

Algorithms 1 and 3 have been implemented in Fortran routines, according to the Fortran 77 standards. The user interface has a similar design as the interface of the GELDA software package [33]. All linear algebra operations, such as computing QR and LQ decompositions, are performed by calls to BLAS [9] and LAPACK [1]. In the following, we list and briefly explain the individual routines of our implementation. For further details, we refer to the inline documentation.

![Diagram of dependencies between Fortran routines]

**Figure B.1:** Graph of dependencies between the implemented Fortran routines.

**MAIN.F** This is a driver routine, which allows to conveniently call the corresponding routines for performing the local and global minimization algorithms. The user must provide three routines which evaluate the coefficient functions $E(\cdot)$, $A(\cdot)$ and $f(\cdot)$ at an arbitrary time point, as well as the corresponding derivatives of order $1, \ldots, s$, where $s$ is an upper bound on the strangeness index of the underlying DAE. Optionally, the computed results can be compared with a reference solution.

**DLOCAL.F** This is an implementation of the local minimization algorithm, Algorithm 1. Optionally, **REDUCE.F** is called, either to compute an equivalent strangeness free system or to reduce the size of the system by removing redundant equations.

**DGLOBAL.F** This routine initializes the global minimization algorithm and calls **DECOMP.F**.
DECOMP.F This routine performs parts of the global minimization algorithm, Algorithm 3. Optionally, REDUCE.F is called, either to compute an equivalent strangeness free system or to reduce the size of the system by removing redundant equations.

REDUCE.F Performs calls to slightly modified routines of GELDA to compute the reduced form (1.22) and to remove solvability conditions of the form $0 = f_i(t)$.

All routines along with some example programs are contained on the enclosed CD or available on request from the author.
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