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Abstract

Software components are a useful and widely accepted abstraction mechanism during the entire software life cycle from analysis to maintenance. They need to be backed by thorough formal concepts and modeling techniques, because the high complexity of component-based systems often impedes its consistency. The high complexity is caused mainly by the non-deterministic and concurrent interaction of components. These also lead to strong dependencies between a component and its environment. This is one main obstacle for the adaption of component-based systems to changing environments. So, a formal component technique, consisting of the component description, semantics, composition operations and refinement concepts, is required for the formal foundation of component-based engineering. Such a component technique is presented in this thesis. For the precise description of a component a suitable syntax is required, for mathematical reasoning about components a formal semantics is needed. The formal specification of the component interfaces and the component specification allows the rigorous mathematical modeling and the verification of the desired functionality. Moreover, formal component operations and their compatibility with the semantics ensure correctness and consistency not only for basic components but for composed components as well as for the entire component-based system. Different composition operations increase the flexibility when building the system. Component-based software development and maintenance need refinement concepts as a formal foundation for changing the components in the component’s environment. The compatibility of component transformation with component operations is a key question of changing components in a given context, so that inconsistencies can be avoided.

Starting points for this comprehensive, formal component technique are two well established theories: High-level replacement systems and the transformation-based framework for generic components. High-level replacements systems are an abstract theory for the transformation of objects in an arbitrary category. They are a generalization of the double pushout approach to graph transformations for arbitrary categories. The fundamental concepts in the transformation-based framework for generic components are the import and export interfaces, the compositionality of components and their semantics. In this thesis we present a formal component technique, that is based on the transformation-based framework for components, but that formalizes that framework by using category theory. So we have components with export and import interfaces as well as an explicit component specification, called the body. We supply two kinds of semantics, a model-based semantics and a transformation-based semantics. The first one is constructive but requires a model semantics of the underlying specification technique. If that is not available, there is the transformation-based semantics of component, that maps each transformation of the import to a transformation of the export. This semantics is functional, but it takes directly the environment into account. For the composition of components we have two different operations, namely union and hierarchical composition. Union is a operation that glues components together at a defined subcomponent and the hierarchical composition describes the import of another component by an importing one. The compatibility of these operations is ensured. As category theory is the mathematical basis, now the level of abstraction is the same as for high-level replacement systems. Some underlying specification category together with a few assumptions is required, but the precise specification technique remains open. The combination of these theories allows the development of component transformations, rule-based refinement of components and the corresponding results. The basic idea is that the transformation of each part of the component, that is the export, the import and the body, is a transformation in the underlying specification category. The component technique can be instantiated with a large variety of different data type as well as process specification techniques. We discuss several instantiations, algebraic specifications, automata, Petri nets and graph transformation systems. Petri net transformations and Petri net modules are investigated more deeply, in order to show that the notions and results that stem from data type specifications are feasible for process specifications as well. Nevertheless, the notions and results are available for the other instantiations as well.
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1 Introduction

It is common understanding to use all kinds of diagrammatic and textual notations in the specification phases of software development. Roughly we can distinguish between informal, semi-formal, and formal notations and techniques [EOP00]. An informal notation has an intuitive syntax and an intuitive semantics, but no formalization is given. A semi-formal notation provides a formal syntax, but usually no formal semantics. And a formal specification techniques is has both, a formal syntax and a formal semantics, that are based some mathematical theory, e.g. set theory, logic, algebra, or category theory. Informal notations usually are highly flexible and easy to comprehend but they lack precision. A formal technique allows the precise specification with a well-defined mathematical semantics. These are the basis for formal analysis of the specification, especially concerning safety and liveness properties. Structuring and refinement are important techniques for the development and the maintenance of complex systems. They need a formal foundation to ensure sufficient compatibility results. Without these it is not clear how structuring and refinement interact and inconsistencies in the software development process are easily encountered. Today there is little doubt on the fact that formal specification is needed for improving the quality of software systems, e.g. [Mon98, Gar03]. For a recent survey on formal specifications see [KMO05]. For the practical use of formal specifications in software development it does not suffice to have syntax and a semantics, there is usually the need for structuring, for refinement, for analysis, for simulation, for verification and so on. Here we adopt the same interpretation of techniques as in [ERRW03]. So, a specification technique is a specification formalism (its syntax and semantic) together with additional operations and/or methods for the just mentioned tasks.

1.1 Formal Specification of Components

In order to build up large software systems from smaller parts, a flexible component concept for software systems and infrastructures is highly important (see e.g. [Szy97, MBE00, GT00]). Component-based systems have been proposed as an adequate support for that task. The formal specification of components is proposed for various different formal techniques [Gar03]. But there is no common understanding what a component specification is independent of the underlying modeling technique. This leads to the unsatisfactory situation that for each modeling technique there is at least one component concept. Although there are many approaches available, only few are general enough to be used for different specification techniques. An important insight for Continuous Software Engineering (CSE) in [Web99, MBE00] has been that component concepts can be discussed and investigated without fixing the specification technique. The transformation-based framework for generic components for system modeling has been introduced and elaborated in a series of acknowledged papers [EOB02b, EOB03, EOB04, EPB04, ERK05, PFO6]. Their core motivation is to describe components independently of a specific specification technique. The main concepts are a self-contained semantics and the composition of components, based on a generic transformation concept. This framework has been instantiated with quite different formal and semi-formal specification techniques, such as process algebras, Petri nets, UML, and automata. Usually components are introduced together with some kind of composition, in most cases it is the hierarchical composition. In the development or the maintenance of a component-based system there are various tasks at hand beyond the structuring using components. So, similar to specification techniques, component techniques are needed that have a component concept and additionally provide a variety of operations, semantics, verification means, refinement concepts and so on.

In [PE06] we present the formal component technique that is based on a categorical formalization of the transformation-based framework for generic components. We have adopted the basic concepts and have formalized them thoroughly. Components consist of three parts: the import IMP, the export EXP, and the body BOD specification. The import states the prerequisites the component assumes. The body represents the internal functionality. The export gives an abstrac-

---

1The papers that are submitted as a part of this habilitation thesis are cited in bold face.
tion of the body that can be used by the environment. The specification formalism is characterized as some arbitrary specification category. The relation between import $IMP$ and body $BOD$ is given by a suitable class of plain morphisms and export $EXP$ and body $BOD$ are related by a a suitable class of refinement morphisms. So, a component is a diagram in a specification category that has to have pushouts of plain and refinement morphism. There are two semantics available. The transformation-based semantics [EOB $^02$] has the advantage, that it can be directly defined for component without the existence of a semantics of the specification formalism. The model semantics of a component [PK05] is based on a model semantics of the underlying specification formalism. It is a functorial construction that uses free and forgetful functors. Different component operations are required for the flexible composition of components. There are union and hierarchical composition. The first allows gluing components together at a defined subcomponent, this operation is a composition of two components at the same level. The hierarchical composition has one component that uses the other one, so the first requires a behavior, a functionality or else that the second component provides. Both semantics are compatible with the composition operations [EOB $^02$b, PK05].

So, we have a theory that serves as a formal component technique, where components are diagrams in a specification category, the component operations are constructed using colimit constructions and the semantics can be either based on a model semantics of the specification or based on a transformation concept. Moreover, we enrich this technique with component transformations and rule-based refinement of components (see next subsection 1.2).

This component technique is generic in that sense that it can be instantiated with different specification formalisms. The various specification techniques we present in subsection 3.2 have a component concept in the sense of the formal component technique. Nevertheless they have not been necessarily instantiated directly but have been developed independently, but are very closely related, e.g. algebraic module specifications, graph transformation systems, or local action systems, various Petri net classes and deterministic automata. The basic idea for the generic component concept stem from data type specification, precisely the algebraic module specifications [EM90]. It has been used for various related algebraic specification techniques as in [CBE99, JO99]. The transfer of algebraic specification modules as defined by [EM90] to process description techniques has been started in [Sim99], where modules for graph transformation systems and local action systems have been investigated. In [Pad05a] deterministic automata have been shown to be an instantiation. In this thesis we consider the instantiation to Petri nets in detail. We present Petri net modules [Pad02a] that have been shown to be an instantiation of the component technique in [Pad05a] and give a short example that is pursued through the entire thesis. The Petri net modules with safety [Pad04] are an instantiation as well, but additionally they preserve safety properties of the export. This feature is compositional with respect to the hierarchical composition of modules. At last we discuss the model semantics of Petri nets as introduced in [PK05]. This semantics is known mostly for datatype specifications and is now also defined for process specifications.

In [Pad06] we give a survey on formal specification formalism in the description of component-based software architectures. Based on that survey we argue for a unification of the approaches and present the connector architectures [EPB $^04$], that also belong to the generic component concept, as a first step in that direction.

1.2 Rule-Based Refinement of Specifications and Components

The specification of a complex software system may reach a size that is difficult to handle and may compromise the advantages of the formal specification severely. One main counter measure is to develop the specification top-down so that the first specification is a very abstract view of the system and step by step more modeling details and functionality are added. Transformations in the sense of high-level replacement systems support the step-by-step development of a specification formally. High-level replacement systems have been introduced in [EHKP91] as a generalization of the double pushout approach to graph transformations. Basically the replacement is carried
out in an arbitrary category and not in the category of graphs. Rules describe the required
changes of a specification and their application yields the transformations of the specification.
Another area, where transformations are very useful, concerns variations in the development
process. Often a development is not entirely unique, but variations of the same development
process lead to variations in the desired specifications and resulting systems. These variations
can be expressed by different rules yielding different transformations, that are used during the
step-by-step development. Pure modification of specifications is often adequate as it preserves
syntactical correctness and the models semantics may need to be changed. But there is also
the case that it is not sufficient, since the specification already has some desired properties that
have to be ensured during further development. Verification of each intermediate specification
requires a lot of effort and hence is cost intensive. But refinement can be considered as the
modification of specifications preserving desired properties. Hence the verification of properties is
only required for the specification, where they can be first expressed. In this way properties are
introduced into the development process and are preserved from then on. Rule-based refinement
modifies specifications using rules and transformations so that specific system properties are
preserved. The extensions of transformations to rule-based refinement has been presented in
[Pad99] and uses an additional class of morphisms, that preserve certain properties in the
underlying specification category. These morphisms are fused with the rules and transformations
so that those preserve the properties as well. Since the first formulation of high-level replacement
systems [EHKP91] a large amount of divers specification formalisms have been instantiated to
high-level replacement systems, here we merely discuss those we already have mentioned for the
formal component technique. Petri net transformations and rule-based refinement of Petri nets
are part of the main results of this thesis, where in a series of papers [PGE01, PU03] as well as
[PGE98, EGP98, PGH99, PG00, PHG00, UP02, BEH*02] the rule-based refinement of various
Petri net classes, as elementary nets, place/transition nets, algebraic high-level nets or Colored
Petri nets has been established.

Software systems have to be effectively adapted to changing environments and components
together with component operations are an important technique for the modeling of complex
systems. To combine the advantages of a component-based structuring with the advantages of
step-by-step development techniques component transformations and rule-based refinement of
components are required. The transformation of components allows the change of a component
by changing its interfaces and/or its body specification. Using components transformations
changes of components either during development or maintenance can be described formally.
A formal description of change facilitates the complex task as there are precise conditions
for the correct change, as the definition of tools with a precise semantics is possible, and the
change itself can be modelled. The integration of the formal component technique with adhesive
HLR systems (see [Pad05a]) yields a thorough and extensive theory for the transformation of
generic components. This theory comprises component-based structuring techniques and ensures
compatibility between these and the transformations. The theory allows complex component
operations, where the independence of the components is not obvious. So, the formal foundation
for the distributed development of component-based systems is given. Rule-based refinement
is the result from integrating the formal component technique with adhesive HLR systems and
again property preserving rules and transformations are compatible with hierarchical composition
(see [Pad05b]). Compatibility with union has already been given in [Pad99].

So, we have achieved as the main result of this thesis a formal component technique that
comprises a generic component concept, two semantics, component operations for the composition
and component transformations and rule-based refinement.

There are various instantiations with different specification techniques, and in most detail the
instantiation with Petri nets has been developed (e.g [Pad02a, PU03, PE06]). So, we have as
a main result a comprehensive Petri net technique for model-based software development in the
sense of ERRW03. This techniques that is available for different net classes comprises module
concepts, module operations, compositional module semantics, additional horizontal structuring,
transformation and rule-based refineNet both for Petri nets as well as Petri net modules.

1.3 Justification of the Categorical Approach

Category theory (see e.g. [CAT04]) can roughly be described as a general mathematical theory of structures and systems of structures and is used not only in mathematics, but also in theoretical computer science. The advantages of category theory that are important for this thesis are among others the following:

- The specification of components is proposed for various different formal techniques. But this leads to the unsatisfactory situation that for each modeling technique there is at least one component concept. Category theory is the mathematical basis for the uniform description of a component technique for many different specification techniques, since it allows the formulation of basic concepts independently of a specific formalism.
- Category theory enables an effective way for proving results. The main proof can be done at an abstract level and then the instantiations yield a large amount of results for very little proving effort. Moreover, the well-known "Diagram Chasing" is one of the main advantages as it allows carrying out proofs in a visual way (for this thesis e.g [Pad99, Pad05b]).
- Category theory helps separating the levels of abstraction. In this thesis there are three levels: The lowest level of abstraction are specifications, namely the Petri nets and Petri net modules of the ongoing example. The next level is that of specification formalisms, e.g. the Petri net formalism, automata theory, the double pushout approach to graph transformations. This is the level of the instantiations. At the most abstract level there are the abstract theories (or meta-theories) that assume certain categorical properties, but do not fix the formalism, e.g. high-level replacement systems, the generic component concept or the formal component technique.
- Most importantly for this thesis category theory has been the basis for the integration of the generic component concept and adhesive high-level replacement systems. Both theories are formulated categorically, hence they have the same mathematical language for describing the notions and results.

1.4 Outline of the Thesis

Following the introduction we first relate our work to the integration paradigm for data type and process specifications. We first present the basic ideas of this paradigm [EO98] and subsequently outline the component concepts of various specification techniques. Then we discuss the relation to the component technique of this thesis and discuss recent work to formalize software architectures using the formal component technique in subsection 2.4. Section 3 first introduces the categorical formulation of the the transformation-based framework for generic components. The component concept, its semantics and the component operations are discussed. In subsection 3.2 we sketch the instantiations with algebraic specifications, graph transformations, automata and various Petri net classes. The instantiations with place/transition nets are given in more detail for Petri net modules in subsection 3.3, for safety properties in Petri net modules in subsection 3.4 and for the model-based semantics in subsection 3.5. We present an ongoing example of a production cell modeled with safety preserving Petri net modules. Section 4 deals with the transformation and rule-based refinement of specifications, first at the abstract level and then at the instantiation level. We review the basic concepts of adhesive high-level replacement systems in subsection 4.1 and its extension to rule-based refinement in subsection 4.2. Again we examine the instantiations with algebraic specifications, graph transformations, automata and various Petri net classes in subsection 4.3 and continue with a survey on our results for Petri net transformations and rule-based refinement of Petri Nets in subsection 4.4. There we illustrate transformation and rule-based refinement again in the ongoing example. In section 5 we first investigate transformations of components (subsection 5.1) and subsequently the rule-based refinement of components (subsection 5.2). Again we discuss instantiations (subsection 5.3) and
elaborate the transformations and rule-based refinement of Petri net modules (subsection 5.4). There we again present the ongoing example. The conclusion in section 6 summarizes the results and gives an outlook to further research tasks. Then the references end the summary of the thesis.

In the appendix A we first present the abstracts of those papers that are submitted as part of this thesis. Further publications that are thematically related are listed in appendix B and at last there is the publication list in appendix C.

2 Formal Specifications in the Integration Paradigm

In accordance with the integration paradigm the formal component technique can be instantiated with various different formal specification techniques for data types, e.g. algebraic specifications, higher order specifications and others, as well as process specification techniques, e.g. Petri nets, automata, and others. It satisfies the requirement to provide a modular structure of the system in terms of components and allows the composition of components. First we recall the classification and the integration paradigm [EO98].

2.1 Basic Views and Classification of Specification Formalisms

In order to obtain a first rough classification of specification formalisms we distinguish between basic formalism, concerning mainly one view of a system, and integrated formalisms taking care of different views and aspects. In this section we consider as basic views the data type and process view and give a survey of the corresponding basic specification formalisms. Let us point out that even basic specification formalisms can be used in different styles for the specification of different views of a system. However, most of them are especially useful for one particular view, which will be considered in our following classification.

Data Type View and Formalisms

The following specification formalisms are especially useful to specify data types and hence the functional view of systems. We distinguish the following classes of data type specification formalisms:

Algebraic/Axiomatic Approach This class of data type specification formalisms includes especially all kinds of algebraic and logic specification formalisms, where the axioms are ranging from classical equations, via conditional equations and Universal Horn to first and higher order logical formulas. As typical representatives of this class we consider the (classical) algebraic approach based on algebraic specifications in the sense of [EM85], and extensions of algebraic specifications, where states are defined by algebras as proposed in [DG94, AZ95], and [Gro95, Gro97, Gro98], or processes are specified algebraically [EPB 90].

State/Model-Oriented Approaches This class of state/model-oriented specification formalisms includes techniques like VDM [Jon90], Z [Sp89], B [Ab96] and abstract state machines [BH98], formerly called evolving algebras [Gur91]. As typical representative we consider Z. Data types are given by type definitions in Z. Data states are given by data state schemas, while data state transformations are given by operations schemas. Although Z has no specific features for processes we can also use Z in a dynamic style to define processes in layer 3 by state and operation schemas for reactive states.

Class-Oriented Approaches Class-oriented specification notations and formalisms are closely related to object-oriented modeling techniques, where TROLL [JSHS91] and ODBL [Sea91] are examples of formal specification techniques and an algebraic approach is given in [PP91].
addition to the well-known static structure diagrams, including class and object diagrams, the
universal modeling language UML also includes use case, sequence, collaboration, statechart,
activity and implementation diagrams supporting mainly the dynamic view of systems. For the
purpose of data type specifications we consider as typical representative class-diagrams in the
sense of UML.

**Process View and Formalisms**

The process view of a system is concerned with the dynamic behavior of the system, especially
with the processes or activities of a system which realize the different scenarios. We distinguish
the following classes of process specification formalisms: Petri net approaches, process algebraic
approaches, automata / statechart-oriented approaches, and graph transformation approaches.
In each of these classes there are low level variants, where data types are only supported in a
weak way by fixed data domains or alphabets, and also high level variants which are defined by
integration with some data type specification technique.

**Petri Net Approaches** Petri nets are broad and widely applied theory (e.g., [DRR04,
RR98a, RR98b]). In the classical Petri net approaches, like elementary and place/transition nets,
there are no distinguished data elements, but only black tokens. These approaches are called
low level in contrast to high level net approaches, where we have colored tokens representing
different data elements from a given data type or domain (see [JR91]). The dynamic behavior of
a place/transition net is based on the firing of transitions, where some token on the input places
of a transition are removed and other ones are added on the output places. The system behavior
can be given by all net processes that can be realized by the net.

**Process Algebraic Approaches** The class of process algebraic approaches includes especially
Hoare’s Communicating Sequential Processes (CSP) [Hoa85], Milner’s Calculus for Communicat-
ing Systems (CCS) [Mil80] and the II-Calculus [Mil89] and all kinds of variants. As a typical
representative we consider CCS, CCS and similarly all the other basic approaches are based on a
set of actions, process variables, expressions and equations leading to the definition of processes
via a recursive set of process equations. The system behavior and architecture is mainly given by
parallel composition of processes.

**Automata / Statechart-Oriented Approaches** The class of automata / statechart-oriented
specification techniques includes all kinds of automata e.g input/output automata [LT87, LT89],
statecharts [Har87], transition systems and event structures [Win88] which are suitable to model
the process behavior of systems. Similar to the process algebraic case the basic approaches are
usually based on a set of actions or basic data types only.

**Graph Transformation Approaches** The main idea of graph transformation approaches for
system specification (see the "handbooks" [Roz97, EERK99, EKMR99] or the ICGT-proceeding
[CEKR02, EEPR04]) is to model system states by graphs and state transformations by graph
transformations. There are several different approaches how to model a graph transformation step.
The system behavior is defined by all possible graph transformation sequences or graph processes,
which can be defined similarly to Petri net processes [CMR96].

### 2.2 The Integration Paradigm

Above we have considered basic specification formalisms for the data type and process aspects of
systems respectively. Now we discuss how to combine or integrate basic specification formalisms in
order to handle combination and integration of different aspects. First we review the integration
paradigm for the data type and process view as proposed in [EO98].
Integration Paradigm for Data Type and Process View

The integration of different kinds of data type and process specification techniques has become an important issue in system specification. Based on several well-known examples of integrated specification techniques we propose an integration paradigm for system specification which provides a unified approach at a conceptual level. The key idea is to consider four different layers which correspond to different kinds of integrated views of system specification. As typical examples for the integration of data type and process specification formalisms we consider algebraic high-level nets [PER95], an integration of algebraic specification and Petri nets, 7SZ [BGK98] an integration of Z and statecharts, and attributed graph transformation [ELO94], an integration of algebraic specification and graph transformation. In all these and several other examples like LOTOS [Bri89] an integration of algebraic specification and CCS, there is a common pattern how data type and process view are combined with each other. This common pattern has been formulated as an integration paradigm in [EO98, EPO01] and consists of four layers which are organized in a hierarchical way.

Layers of Integration

The first layer corresponds exactly to the data type view of the system. The following layers are integrated views of data type, data state and system architecture aspects, where each layer is based on the previous one.

Layer 1: Data Types
Layer 1 provides the description of data values and operations on data values for the system. The corresponding data type can be considered as static within the system.

Layer 2: Data States and Transformations
Layer 2 provides the description of data states and data state transformations. This includes all states and transformations, which in principle can occur in the system, even if the data states are non-realizable or non-reachable by the processes of the system.

Layer 3: Processes
Layer 3 provides processes based on layers 1 and 2. Processes are the activities of the system according to its aims. Especially they realize the scenarios which are required from the application point of view. Moreover, there are communication mechanisms for processes with each other and with the environment in the sense of concurrent systems.

Layer 4: System Architecture
The system architecture should provide a modular structure of the system in terms of components, where in general each component is given by data types and a set of communicating processes as defined on layer 3. Vice versa this means that there should be horizontal structuring mechanisms in each layer 1-3 leading to a module concept in layer 4 which allows to compose components with suitable notions of compositionality.

2.3 Component Concepts in the Integration Paradigm

The above discussed integration paradigm gives a classification and integrated view on specification formalisms and this helps to establish the conceptual similarities. Layer 4 states the need for adequate composition techniques. In this thesis we provide such a formal component technique in form of a component concept that is generic enough to comprise various specification techniques. There are component operations, namely hierarchical composition and union, that allow the horizontal structuring. Component transformations, based on adhesive high-level replacement system, are the formal foundation for vertical structuring of the development or maintenance process. There is little doubt that the use of components gains by having a precise, mathematical foundation. Next we summarize some of the component concepts that are available in the area of formal specifications.
Graph Transformations In [HEET99] an extensive survey over module concepts for graph transformation systems are given. In [EE93] the first ideas have been formulated in the style of algebraic module specification [EM90], demanding import and export interfaces. GRACE [HHK00, KK02] uses an abstract definition of graph transformations that the covers the basic notions of most graph transformation approaches. In [AEH+99] a module concept is given that uses transformation units for information hiding, control, and procedural abstraction. In [Sim99, GPS99] a module concept for typed graph transformation systems has been presented that is on the concepts known from algebraic specification modules [EM90] and uses refinement relations between graph transformation systems in order to model the implementation of exported features in the body. Other module concepts are available in DIEGO (Distributed Encapsulated Graph Objects) [TS95] has a structuring concept based on the algebraic double pushout approach, and PROGRES (PRogrammed Graph REwrite Systems) [Sch97] is a graph transformation based programming language and provides a module in the style of UML packages [SW98]. In the COMMUNITY-approach [EM97, AFW00] the architecture is given by a graph and its nodes are components that are implemented in COMMUNITY-programs. Composition of components and connectors are constructed as categorically, namely as colimits.

Petri Nets In the area of Petri nets various structuring concepts have been proposed during the last 40 years, some of these are even called modules or modular approach. There are hierarchical concepts (e.g., [Jen92, Buc94, He96, Fel93]) as well as a variety concepts for connector mechanisms as communication, coordination or cooperation (e.g., [CH94, SB94, DJL00, DG94]). In other approaches places and transitions of modules are merged by well-defined operations (e.g., [Kin95, BCM91, BCM91, BS92]). Most attempts to Petri net modules (among others [CP00, DJL01, JL02]) do not provide Petri nets as interfaces. For a not so recent survey see [BC92]. There are either places or transitions, but no full Petri nets in the interface. When modeling software components these notions of Petri net modules are not powerful enough, since they do not allow specifying behavior in the interfaces. Object Coordination Nets [GGW99, GW01, Gie01] are somewhat more elaborate as they allow specifying simple protocols in their interfaces.

Algebraic Specifications In [EM90] an algebraic module concept - with self contained syntactical and semantical units and several compositional interconnection mechanisms - has been introduced. At its syntactical level there is a clear separation between import, body, and export part - connected by specification morphisms - and on the semantical level a functorial semantics transforming import into export models. As algebraic specifications have been generalized using specification frames [EBO91, EBO92] this approach can be used for other algebraic specification techniques as well e.g., [CBE09, JO99]. The Common Algebraic Specification Language (CASL) [BM04, CoF04] is a specification language based on first-order logic with induction that allows the specification of single software modules as well as structured specifications for the modular specification of modules.

Process Algebras A number of architecture description languages (e.g. WRIGHT [AG96, AG97], DARWIN [MK96, MDEK95], LEDA [CP99], AEMILIA [BBS03] or PILAR [CEC05]) are based on process algebras. These approaches concentrate on the dynamic aspects of components, their behavior, their connection and communication using connectors and so on. They are only rarely used for the specification of a component and its hierarchical composition. Closely related to the approach here, are the connector architectures in [EPB'04] that also are based on the generic approach to components [EOB'02a]. There an instantiation with CSP is given for a generic framework for composition for components and connectors.

Automata The use of input/output automata [LT87, LT89] for the description of components and/or their interfaces is well established. In [DAH01] the interfaces are modeled using input/output automata. The parallel composition of the interfaces is given and criteria for the compatibility are presented, but this approach merely concerns the interfaces. In [BOR04]
input/output automata are used as well. There are three abstraction levels, the structural
description of the architecture, the modeling of the component behavior and a data type
description of the component, but the the component is monolithic, consisting only of an interface.
Parameterized contracts [MMHR04, RS02] are used for the adequate component composition
and architecture evaluation in practice. They make use of a component definition that is the
motivation for the definition of automata components below. Provides and requires interfaces a
given using deterministic automata, and they are related – making parameterization of contracts
possible – by so called service effect automata (for details see [Ref01]). These service effect
automata represent the component specification and describe the relation of the interfaces, that
is used for e.g. performance evaluation.

The main disadvantage of the above concepts is that do not allow a uniform approach to
component and component based modeling. In view of the integration paradigm a unified compo-

tent concept is more desireable, as it continues the integration of the specification concepts.
In other areas uniform approaches have already been developed, e.g. in the area of Petri nets by
parameterized net classes [EP97, PE01] or other approaches in [EJPR01], in the area of graph
transformations by high-level replacement system [EHKP91, EEPT06] or in the area of algebraic
specifications by institutions [GB84, GB92] or specification frames [EBO91, EBO92]. The formal
component technique we present here covers a wide range specification techniques, from formal to
informal. To illustrate the wide range we state here not only the instantiation we discuss later on,
but as well techniques that are likely to be instantiated or can be considered as instantiations of a
related approach (see section 2.4) to connector architectures. Instantiations of the formal compo-

ten techniques as presented here are algebraic specifications, automata, algebraic high-level nets,
graph transformation systems (see subsection 3.2). Statecharts [Har87] are a likely candidate for
the instantiation. Statecharts as treated in [EGKP97] are shown to satisfy the HLR-conditions, so
there are already rules and transformations. In [EBK+05, EBP+04, OP05] connector architectures
that are based on the same generic components, have been instantiated with CSP, class digrams,
state charts and sequence diagrams.

<table>
<thead>
<tr>
<th></th>
<th>Data description</th>
<th>Process description</th>
<th>Integrated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Axiomatic</td>
<td>Alg. Spec.</td>
<td>PT nets</td>
<td>AHL Nets</td>
</tr>
<tr>
<td>Class Oriented</td>
<td>class diagrams*</td>
<td>CSP*</td>
<td></td>
</tr>
<tr>
<td>PN Approaches</td>
<td></td>
<td>det. automata,</td>
<td></td>
</tr>
<tr>
<td>Process Algebra</td>
<td></td>
<td>statecharts*</td>
<td></td>
</tr>
<tr>
<td>Automata</td>
<td></td>
<td>GraTra</td>
<td></td>
</tr>
<tr>
<td>GraTra</td>
<td></td>
<td>attr. GraTra*</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Captured Specification Formalisms

The table 1 summarizes those specification techniques that are an instantiation of the proposed
component technique and those that are likely to be an instantiation (marked with a *) with respect
to the classification through the integration paradigm.

2.4 From Components to Software Architectures

The importance of architecture descriptions has become most obvious over the last decade (see
e.g. [SDK+95, SG96, Gri98, HNS99, GMW97]). Various formalisms have been proposed to deal
with the complexity of large software systems. In order to build up large software systems from
smaller parts, a flexible component concept for software systems and infrastructures are a useful
and widely accepted abstraction mechanism (see e.g. [Szy97, MBE+00, GT00]). Most architecture
description languages involve in some way some formal technique. In [Pad06] a survey over the
use of formal techniques for the description of software architectures is given. Exemplarily stated
there are: Process algebras are used for various architecture description languages, e.g. DARWIN
[MK96, MDEK95], WRIGHT [AG96, AG97] or AEMILIA [BB93], but none of these specifies
the component itself. SARA [EFRV86] is an early architecture description language using Petri nets for the description of the operational behavior. In [DDK01, Daw01] dualistic Petri nets are proposed. These describe the architecture using abstract representations of parallel process objects. In ZCL [BPJC00] is based on Z [WD96] a set theoretic specification language. Z schemes are used to describe the architecture structure as well as the dynamic changes. COMMUNITY [FM97] and COOL [Gar04] are architecture description languages that are founded on graph transformations. But in COOL no explicit component specification is given. COMMUNITY is the approach closest to the generic approach in this thesis.

Although there are many approaches available, only few are general enough to be used for different specification techniques. In [Pad02] a first idea has been formalized for the graph-based description of software architectures and their transformation independently of a specification technique. This approach has been realized using the GENGEd environment [Gen] for the exemplary employment of architecture transformations in [PEB00, EBP01, BEP02]. The basic ideas of [Pad02] have been the starting point for connector architectures [EBP04]. In [Pad06] we advocate the general framework for connector architectures as given in [EBP04] as a first step for an abstract unification of the diverging component and architecture concepts. This connector architecture framework extends the generic component framework [EOB02] to a specific kind of connector architectures motivated by architectural connections in the sense of Allen and Garlan [AG97]. In [EBP04] architectures using connectors with multiple imports and components with multiple exports are considered that allow connecting one connector to several different components. They are built up from components and connectors in a noncircular way. The semantics of an architecture is defined by reduction step sequences, where in each reduction step one connector is composed with all adjacent components. The main result shows existence and uniqueness of the semantics as a normal form of reduction step sequences.

3 Formal Specification of Components

In this section we present our work concerning the generic concept of components in a categorical frame. We concentrate on the instantiation with Petri nets, but discuss various other instantiations with other specification techniques as well.

3.1 The Formal Component Technique

In [PE06] we present a categorical formalization of the concepts of the transformation-based framework for generic components using specific kinds of pushouts.

3.1.1 Generic Components. A generic framework for components \( T = (\text{Cat}, \mathcal{I}, \mathcal{E}) \) consists of an arbitrary category and two classes of morphisms \( \mathcal{I} \), called import morphisms and \( \mathcal{E} \), called export morphisms such that the extension conditions hold. These conditions require that

1. Given the morphisms \( A \xrightarrow{e} B \) with \( e \in \mathcal{E} \) and \( A \xrightarrow{i} C \) with \( i \in \mathcal{I} \), then there exists the pushout \( D \) in \( \text{Cat} \) with morphisms \( B \xrightarrow{i'} D \) and \( C \xrightarrow{e'} D \) as depicted below.

\[
\begin{array}{c}
A \xrightarrow{e} B \\
\downarrow \quad (1) \\
C \xrightarrow{e'} D
\end{array}
\]

2. \( \mathcal{E} \) and \( \mathcal{I} \) are stable under pushouts:

Given a \( \mathcal{E} \reg \mathcal{I} \)-pushout as (1) above, then we have \( i' \in \mathcal{I} \) and \( e' \in \mathcal{E} \) as well.

A component \( COMP = (IMP, EXP, BOD, imp, exp) \) is given \( IMP, EXP \), and \( BOD \) and by morphisms \( exp : EXP \rightarrow BOD \) and \( imp : IMP \rightarrow BOD \), so that \( exp \in \mathcal{E} \) and \( imp \in \mathcal{I} \).
3.1.2 Component Operations. We subsequently consider union and hierarchical composition. Union of components is achieved by a pushout construction, that is, informally spoken – glues two components COMP₁ and COMP₂ together via some common subcomponent COMP₀, so the resulting component is given by COMP₃ = COMP₁ +COMP₀ COMP₂.

Hierarchical composition is a basic operation that allows composing components COMP₁ and COMP₂. It provides a connecting morphism \( h : I M P₁ \rightarrow E X P₂ \) from the import interface \( I M P₁ \) of COMP₁ to the export interface \( E X P₂ \) of COMP₂. We require the connector morphism to be a refinement morphism. Now we are able to define the composition \( COMP₃ = COMP₁ \circ_h COMP₂ \) as shown in the diagram below. Due to the requirements of a generic framework for components \( T = (C a t, T, E) \) the body \( B O D₂ \) of the component COMP₂ is constructed as a pushout of a plain and a refinement morphism.

\[
\begin{array}{c}
E X P₃ = E X P₁ \\
\downarrow^{e X P₁} \\
I M P₁ \xrightarrow{\text{imp₁}} B O D₁ \\
\downarrow^{h} \\
E X P₂ \xrightarrow{(P O)} B O D₂ \\
\downarrow^{e X P₂} \\
I M P₃ = I M P₁ \xrightarrow{\text{imp₂}} B O D₂ \xrightarrow{\text{imp₂'}} B O D₃
\end{array}
\]

The compatibility of the component operations with each other are achieved because of the colimit properties. This yields a kind of distributivity law for composition and union. Other kinds of such laws are stated informally in [Pad02a].

3.1.3 Semantics. According to the general requirements, components are self-contained units, with respect to syntax and semantics. Hence, it is necessary to have a semantics for each single component. Depending whether a semantics is available for the specification technique we have either a transformation-based component semantics or a model-based semantics.

The main idea proposed in [EOB⁺02a] is a semantics that takes into account the environment of a component. The import interface of a component is described not by its class of models, but by its possible refinement transformations that we can find in the environment of the component. So, the semantical effect of a component is the combination of each possible import transformation, \( T r a f o : I M P \Rightarrow S E C P \) with the export transformation \( e x p : E X P \Rightarrow B O D \) of the component. Since \( I M P \) is included in \( B O D \), we have to extend the import transformation from \( I M P \) to \( B O D \) in order to be able to compose both transformations. The transformation semantics of the component COMP can be considered as a function \( T r a f o S e m i(C O M P) : T r a f o(I M P) \rightarrow T r a f o(E X P) \), that maps transformations from the import to some specification to transformations from the export to some other specification.

In contrast to a transformation semantics we propose in [PK05] a model theoretic and functorial semantics as considered for algebraic module specifications in [EM90]. This semantics has the advantage to be constructive, so it is dependend on the model semantics of the underlying specification technique. Analogously to the semantics of algebraic specification we can use a contravariant functor for the mapping onto a class of (semantic) models. So we need a functor mapping the category of models over the import \( M o d(I M P) \) to the category of transition systems over the export net \( M o d(E X P) \). This semantic functor naturally depends on the morphisms that relate the interfaces to the body of the component. We define the functor \( S e m : M o d(I M P) \rightarrow M o d(E X P) \) by \( S e m = V_r \circ F_{m}, V_r \) and \( F_{m} \) are constructed using the morphisms \( r \) and \( m \). Now, we have the model semantics for components analogously to [EM90]. Each model of the import net is mapped
to the corresponding model of the export. This semantics takes some a model of the import specification and then constructs freely along the plain morphism $m : IMP \to BOD$, yielding a model of the body specification $BOD$. Then it forgets along the forgetful functor $V$, the internal details of the body and only represents that part of the model that is specified by the export $EXP$. Based on this notions we then obtain directly: internal and model correctness, compositional semantics with respect to component operations as union and hierarchical composition (as given for Petri net modules [Pad02a]).

3.2 Instantiations

3.2.1 Algebraic Specifications. Algebraic specification modules as defined by [EM90] have been the starting point for Petri net modules and the transformation-based component. So they fit naturally into this approach. In [EM90] algebraic specification modules are given by parameter specification, an import specification, an export specification and body specification, that are connected by specification morphisms. There are various module operations as hierarchical composition, union, renaming actualization and others. The semantics is proven to be compositional and is a model semantics that is based on the model semantics of algebraic specifications. Due to the generalisation by specification frames [EBO91, EBO92] this theory is available to other variants e.g. [CBO99, JO99] as well.

3.2.2 Graph Transformation Systems. The transfer of algebraic specification modules as defined by [EM90] to process description techniques is a recent development. It has been started in [GPS99, Sim99, Sim02] where modules for typed graph transformation systems [CMR96] and local action systems have been investigated. A notion of cat-modules has been given that is closely related to the generic component concept. Plain morphisms as used for the mapping of the import to the body map the rules of the corresponding graph transformation system one by one. Refinement morphisms that map the export to the body allows mapping one rule to combination of rules of the target graph transformation system. Without much doubt other classes of graph transformations in the double pushout approach are easy to be instantiated with.

3.2.3 Automata. In [Pad05a] (and in detail in [Pad05b]) we use a version of deterministic input automata, that is closely related to automata in [EP72]. But here we skip the output function. Basically, an automaton $A = (I,S,\delta : I \times S \to S)$ consists of the input alphabet $I$, the set of states $S$ and the partial function $\delta : I \times S \to S$: For an element of the input alphabet $i \in I$ and a state $s \in S$ the transition function $\delta(i,s) = s'$ is undefined or $\delta(i,s) = s'$ yields the followers state $s'$. A plain morphisms $f = (f_1,f_S) : A_1 \to A_2$ maps the alphabet to the alphabet $f_1 : I_1 \to I_2$ and the set of states to the set of states $f_S : S_1 \to S_2$. We use a comma category construction, namely $\textbf{Aut}_p := \text{Prod} \downarrow \text{ID}$, where $\text{Prod} : \text{parSet} \times \text{parSet} \to \text{parSet}$ is the product functor and $\text{ID} : \text{parSet} \to \text{parSet}$ is the identity on sets with partial functions. It yields directly that $\textbf{Aut}_p$ has pushouts and pullbacks. Refinement morphisms allow the refinement of a state by a subautomaton of the codomain. The category $\textbf{Aut}_p$ is given by automata and refinement morphisms. An automata component $AC = (IMP, EXP, BOD)$ consists of three automata, namely the import automaton $IMP$, the export automaton $EXP$ and the body automaton $BOD$. The import morphism $imp : IMP \to BOD$ is a plain and the export morphism $exp : EXP \to BOD$ is a refinement morphism.

3.2.4 Abstract Petri Nets. The component concept has been shown for place/transition nets in [Pad05a] and for algebraic high-level nets in [EOB+02b]. Abstract Petri Nets [Pad06] are an abstract frame that comprises various Petri net classes, e.g. elementary nets, place/transition nets, Colored Petri nets, algebraic high-level nets and others. Since it is an abstraction of algebraic high-level nets using specification frames it is straightforward to achieve the component technique at that level as well. This is the reason that in our papers we use the notion Petri net modules (see below) because the notions can be easily transferred to various Petri net classes.
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3.3 Petri Net Modules

In [Pad02a] Petri net modules have been introduced independently of the categorical framework discussed above. Similar to components they consist of three nets: the import net \( IMP \), the export net \( EXP \), and the body net \( BOD \). The import net presents those parts of the net that need to be provided from the "outside". The export net is that what the net module resents to the "outside". The body is the realization of the export using the import. The body is the realization of the export using the import. The relation between import \( IMP \) and body \( BOD \) is given by a plain morphism. Export \( EXP \) and body \( BOD \) are related by a substitution morphism, that allows mapping transitions to subnets. Different module operations are required for the flexible composition of modules. At the moment we have union of modules and composition of modules. We motivate the notions and results of modules in terms of a larger example in the area of telephone services in [Pad03], where we have developed a Petri net model of an automated telephone service center with a variety of telephone services.

A Petri net module \( MOD = (IMP, EXP, BOD) \) consists of three Petri nets, namely the import net \( IMP \), the export net \( EXP \) and the body net \( BOD \). Two Petri net morphisms \( m : IMP \rightarrow BOD \) and \( r : EXP \rightarrow BOD \) connect the interfaces to the body. The import interface specifies resources which are used in the construction of the body, while the export interface specifies the functionality available from the Petri net module to the outside world.

The body implements the functionality specified in the export interface using the imported functionality. The import morphism \( m \) is a plain morphism and describes how and where the resources in the import interface are used in the body. The export morphism \( r \) is a substitution morphism and describes how the functionality provided by the export interface is realized in the body. The class of substitution morphism is as generalization of plain morphisms, where a transition is mapped to a subnet.

3.3.1 Module Operations. In [Pad02a] we have introduced hierarchical composition and union. But note, there we have used specific conditions to ensure component-wise construction of pushouts with one plain morphism and one substitution morphism. In [PE06] we have used pushouts with one plain, injective morphism and one substitution morphism. And in [Pad05b] we have pushouts with one plain morphism and one substitution morphism, that can always be constructed, but are less intuitive for pushouts of non-injective, plain morphism and one substitution morphism.

3.3.2 Semantics. In [PE06] we give a transformation-based semantics, but as there is meanwhile an model semantics available for Petri nets (see below in subsection 3.5) we directly have a model semantics due to the instantiation. So, we have a formal component technique for Petri nets that comprises component operations, namely hierarchical composition and union, as well as a model semantics.

3.3.3 Example: Production Cell.

As an ongoing example we use a (most simplified) version of a production cell, consisting of a conveyor belt and a robot. The conveyor belt transports unformed metal blanks towards the robot until a photonic sensor indicates that a blank has its position for the robot to take it up. The belt stops and the robot takes the blank, moves it into the press. Concurrently the press opens and the right form is chosen. Then

![Production Cell](image)

**Figure 1: Production Cell**
the blank gets forged in the press\(^2\). Next the robot puts the formed plate back to the belt and indicates that the belt can start moving again.

We present a simplified version of this production cell, that consists of two modules, that are composed hierarchically. Subsequently, both modules get modified in section \(5.4\). We use a notation, where the component is given as a box as depicted adjacently.

The module \(MOD\_Robot\) is depicted in figure 2, where the export abstracts from the robots body net \(BOD\_R\) with respect to the moving of the metal blank into the press. The import net \(IMP\_R\) only models moving the blank to the robot and moving the formed plate away. The module \(MOD\_Belt\) in figure 3 models the control of the conveyor belt, the export models moving the blank to the robot and moving the formed plate away. The body model that the sensor indicates the stopping of the belt and that putting the metal plate to the belt start the belt again. The import net models the sensor. In order to have different interfaces the import of module \(MOD\_Belt\) models the stopping and starting of the belt explicitly, whereas the import of the module \(MOD\_Robot\) does not. For the hierarchical composition the connecting morphism lets the export \(EXP\_B\) of the imported module be a refinement of the import \(IMP\_R\) of the importing module. So, the composition yields the module \(MOD\_Cell\) in figure 4, where the body \(BOD\_RB\) is obtained by gluing \(BOD\_R\) and \(BOD\_B\) together.

### 3.4 Safety Properties in Petri Net Modules

In [Pad04] this approach is extended to include safety properties. Safety properties in [Pad04] are formulas over markings and have translations along morphisms. An axiomatic expression is \(\lambda p\), denoting that \(\lambda \in \mathbb{N}\) tokens are on place \(p\). We then can build logic formulae over such axioms, e.g., \(4a \implies 2b\) formalizes the statement that 4 tokens on place \(a\) imply 2 tokens on place \(b\). Safety properties describe invariants of the net behavior. So we use the henceforth operator \(\square\) to express that a formula shall hold for all reachable markings.

We ensure specific conditions that guarantee morphisms preserving safety properties. These are substitution morphisms that are place preserving: Any transition of the target net that has a place of the source net in its pre- or post-domain (i.e., there is an incoming respectively an outgoing arc between the transition and the place) needs to have a source transition in the source net, so that the pre-domain and post-domain of the transition is preserved. In order to preserve safety properties the marking on the mapped places needs to stay the same. Places that are not in the image of the morphism may be marked arbitrarily. The notion of place-preserving morphisms is quite restrictive. But in order to preserve any safety property, we need to ensure that each transition of the target net has no effect or the same effect as one of the original transitions. This allows the definition of Petri net modules that preserve safety properties from the export net to the body net. As we desire a treatment of properties that is independent of the body net, we can use safety property preserving morphisms to relate the export net to the body net. If we require \(r : EXP \rightarrow BOD\) to be safety property preserving, then any safety property holding in \(EXP\) is preserved. A module \(MOD = (IMP, EXP, BOD)\), where \(r : EXP \rightarrow BOD\) is safety property preserving, is called a module with safety properties. The main intention [Pad04] is to simplify compositional reasoning by preserving safety properties throughout the construction of modules and its main result states that the composition of modules preserves safety properties as well.

### 3.4.1 Example: Production Cell

Both modules depicted in figure 2 and figure 3 are modules with safety properties, as the for both modules the substitution morphisms from the export to the body is place-preserving, that is, places that are present in the export do not get a new adjacent arc in the body. So, we have the safety property given as the temporal logic formula \(\varphi = \square R\_wait \lor R\_Press\) that holds in the export as well as in the body. Since the export morphism \(EXP\_B \rightarrow BOD\_B\) is place-preserving as well, we can immediately follow that the safety condition \(\varphi\) holds for the module \(MOD\_Cell\) as well.

\(^2\)For the sake of simplicity we treat robot and press as one single device.
3.5 Model Semantics for Petri Nets and Petri net Modules

In [PE06] a transformation-based semantics for Petri net modules has been introduced based on the transformation-based approach to generic components [EOB+02b]. There the semantics is defined based on all transformations the import may undergo. The advantage of our approach in [PK05] is that it is constructive: The semantics of a module is based on the loose semantics presented in [PK05]. The reachability graph is a standard model of a place/transition net describing all possible sequences of firings of transitions starting from an initial marking. The loose semantics in [PK05] generalizes this net semantics in such a way that a firing of a transition can be refined by sequences of events. Moreover, we allow alternative possibilities for each such refinement. Typical examples of alternative sequences are the interleavings of independent events. Altogether, the loose semantics of a place/transition net consists of the class of transition systems...
with alternative sequences of events including the reachability graph. The transitions systems can be viewed as models of a net, where a refinement of the enabled transitions and the representation of the states relate the net to the transition system. In particular, we allow refinements of transitions to be equivalence classes of alternative sequences. This class forms a category in a natural way. In [PK05] we show that each plain morphism between two place/transition nets induces a free construction between the corresponding semantic categories.

So we have the functor mapping the category of transition systems over the import net $\text{TSA(IMP)}$ to the category of transition systems over the export net $\text{TSA(EXP)}$.

Analogously to the model semantics for component this semantic functor (see [PE06]) depends on the morphisms that relate the interfaces to the body of the module. We define the functor $\text{Sem} : \text{TSA(IMP)} \to \text{TSA(EXP)}$ by $\text{Sem} = V_r \circ F_m$. $V_r$ and $F_m$ are constructed using the morphisms $r$ and $m$. Now, we have the model semantics of Petri net modules as well.

4 Transformation and Rule-Based Refinement

of Specifications

High-level replacement systems are a categorical generalization of the algebraic approach to graph transformation systems with double pushouts. They allow formulating the same notions as for graph transformation systems, but not only for graphs but for objects of arbitrary categories. That means, instead of replacing one graph by another one, now one object is replaced by another one. Due to the categorical formulation of high-level replacement systems the focus is not on the structure of the objects but on the properties of the category.

4.1 Basic Concepts of Adhesive High-Level Replacement Systems

High-level replacement systems constitute a well-developed framework to use category theory for computer science (see also [EHKP91, EL93]. Based on formal grammars, more specifically on graph grammars [Ehr79], high-level replacement systems give a categorical description of an abstract rewriting technique. They have been motivated by the transfer of notions and results from graph grammars to other specification techniques, such as algebraic specifications in [EP91]. High-level replacement systems can be considered as a general description of replacement systems, where a left-hand side of the rule is replaced by a right-hand side in the presence of an interface. These kinds of replacement systems have been introduced in [EHKP91] as a categorical generalization of graph transformations in the DPO-approach. High-level replacement systems are formulated for an arbitrary category $\text{Cat}$ with a distinguished class $\mathcal{M}$ of morphisms, called $\mathcal{M}$-morphisms.

![Figure 5: Abstract Example](image-url)
Figure 5 illustrates the main idea for some arbitrary specification or structure. The rule given in the upper line describes that a black triangle is replaced by a long dotted rectangular, if there is a light grey square below the triangle. The transformation is given by the bottom line, where the replacement specified by the rule is carried out.

A rule is given by \( r = (L \leftarrow K \rightarrow R) \) where \( L \) and \( R \) are the left and right hand side objects, \( K \) is an intermediate object, and the morphisms \( K \rightarrow L \) and \( K \rightarrow R \) belong to a subclass of monomorphisms \( \mathcal{M} \). Given a rule \( r \) and a context object \( C_2 \), we use morphisms \( K \rightarrow L, K \rightarrow R \) and \( K \rightarrow C_2 \) to express a transformation as pushout constructions (1) and (2) leading to a double pushout as depicted adjacent. An application of a rule is called direct transformation and describes the change of an object by the application of the rule. A sequence of these rule applications yields a transformation.

Adhesive high-level replacement (HLR) categories and systems are introduced as a new categorical framework for transformations in a broad sense in [EHP04], which combines the well-known concept of HLR systems with the new concept of adhesive categories introduced by Lack and Sobocinski [LS04]. High-level replacement systems have been introduced in [EHP04] to generalize the well-known double pushout approach from graphs [Ehr79] to various kinds of high-level structures, including also algebraic specifications and Petri nets. For a survey on graph and Petri net transformations see [EP04]. Basic results, like the local Church-Rosser, Parallelism and Concurrency Theorem can be achieved in weakly adhesive categories. Lack and Sobocinski [LS04] have introduced the notion of adhesive categories. They have presented the concept of van Kampen squares, short VK squares. Roughly spoken a VK square is a pushout square which is stable under pullbacks. The key idea of adhesive categories is the requirement that pushouts along monomorphisms are VK squares. In [EHP04] we combine the advantages of HLR and of adhesive categories by introducing the new concept of (weak) adhesive HLR categories. Roughly spoken an adhesive HLR category is an adhesive category with a suitable subclass \( \mathcal{M} \) of monomorphisms, which is closed under pushouts and pullbacks. Adhesive HLR categories are closed under product, slice, coslice and functor category constructions and that most of the important HLR properties of [EHKP01] are valid.

4.1.1 Parallelism The Church-Rosser Theorem states a local confluence in the sense of formal languages. The required condition of parallel independence means that the matches of both rules overlap only in parts that are not deleted. Sequential independence means that those parts created by the first transformation step are not deleted in the second. The Parallelism Theorem states that sequential or parallel independent transformations can be carried out either in arbitrary sequential order or in parallel. In the context of step-by-step development these theorems are important as they provide conditions for the independent development of different parts or views of the system. More details for horizontal structuring or parallelism are given in see [PER95] or [Pad99].

4.1.2 Concurrency and pair factorization The Concurrency Theorem handles general transformations, which may be non-sequentially independent. Roughly spoken, for a sequence there is a concurrent rule that allows the construction of a corresponding direct transformation, (see chapter 6 in [EEPT06]).

4.1.3 Embedding and local confluence Further important results for transformation systems are the Embedding, Extension and the Local Confluence Theorems. The first two allow to embed transformations into larger contexts and with the third one we are able to show local confluence of transformation systems based on the confluence of critical pairs (see chapter 6 in [EEPT06]).

\[^3\]In graph and net transformations \( K \) is often called the interface (of \( L \) and \( R \)) but in the context of components, this notion gets too confusing.
4.2 Rule-Based Refinement

The abstract rewriting in HLR systems yields a stepwise modification of models. The need to develop a model in several steps arises as soon as large models are needed for the specification of a system. Our approach - as it is called - is based on rules and provides a visual way of expressing the development steps of a net. But modification alone is often not sufficient, so we extend in [Pad99] the existing approach. Since the model describes some desired system properties these need to be guaranteed after each development step. Verification of each intermediate model requires a lot of effort and hence is cost intensive. Obviously the idea of refinement concerns the modification of models so that system properties are preserved. Hence the verification of those properties needs only to be done once when introduced. Rule-based refinement modifies models using rules so that specific system properties are preserved. Preservation of system properties by a transformation is to be understood in the following way: If a model has a certain system property then the transformed model has the corresponding property as well. Preservation of system properties is of interest in many applications as it allows omitting the tedious verification of system properties at different stages of the development.

In [Pad99] we introduce into the theory of high-level replacement systems this notion of refinement that is motivated by refinement concepts from Petri nets. The concept of refinement is an important technique within software engineering for the stepwise development of systems. The refinement in high-level replacement is given by a morphism of a suitable category, relating the left with the right hand side of the rewriting rule. This category allows morphisms that are more complex than those that are given in the underlying HLR-category. We require here that the HLR-category is a subcategory of that category. This allows on the one hand the rule-based construction of transformations and on the other hand a description of the relation between the original and the refined parts. The compatibility between these, transformation and refinement is given by the theorems concerning sequential and parallel transformations. Thus the theory of high-level replacement systems is extended in a consistent way.

4.2.1 Property Preserving Rules. A pair \((r, f)\) is a property preserving rule, if \(r = (L \xrightarrow{k_1} K \xrightarrow{k_2} R)\) is a rule with morphisms \(k_1, k_2 \in \mathcal{M}\) and with

- either a property preserving morphism \(f : L \xrightarrow{f} R\) s.t. \(f \circ k_1 = k_2\),

- or a property respecting morphism \(f : R \xrightarrow{f} L\) s.t. \(f \circ k_2 = k_1\).

According to the notion of property preserving morphisms and rules, we can now define property preserving transformations. The general idea is that the application of a rule that preserves properties leads to a net transformation that also preserves these properties.

4.2.2 Property Preserving Transformations. Given a property preserving rule \((r = (L \xrightarrow{k_1} K \xrightarrow{k_2} R), f)\) with \(f : L \rightarrow R\) being a property preserving morphism \((f : R \rightarrow L\) being property respecting, respectively). Then the direct transformation \(C_1 \xrightarrow{(r, f)} C_2\) is a property preserving transformation\(^4\) with a property preserving (respectively) morphism \(\tilde{f} : C_1 \xrightarrow{\tilde{f}} C_2\) \((\tilde{f} : C_2 \xrightarrow{\tilde{f}} C_1\), respectively). The graphical representation of such transformations is depicted below.

Property preserving transformations represent a strong theoretical result with an obvious impact to the applications. The interpretation of the results is usually stated in form of so-called proof rules. The proof rule indicates the property (stated under the line) which can be derived for a system when certain assumptions (stated above the

\(^4\) provided the morphisms satisfy certain assumptions
line) are fulfilled. For the property preserving transformations $N_1 \implies N_2$ we have the following proof rule:

\[
(r, f) \text{ is a property preserving rule; } N_1 \text{ satisfies the corresponding property } \Psi
\]

\[
N_2 \text{ satisfies the property } \Psi \text{ too}
\]

Horizontal structuring techniques for high-level replacement systems, namely union and fusion have been introduced in [PER99] using pushouts and coequalizers. Compatibility between refinement and these structuring techniques is also discussed in [Pad99]. The compatibility results are crucial to meet one of the main demands in software development technology. This concerns the requirement for specification formalisms that allow horizontal (union and fusion) as well as vertical (refinement and transformation) structuring and provide sufficient criteria for the consistent use of both structuring dimensions.

4.3 Instantiations

4.3.1 Algebraic Specifications. The transformation of algebraic specifications in the sense of the DPO approach has been first introduced in [EP91]. Transformations of algebraic specification have been investigated in [EGP99] in detail, there algebraic specification modules are considered to be a transformation themselves, recently it has been shown that algebraic specifications with strict injective morphisms are an adhesive category [EEPT06].

4.3.2 Graph Transformation Systems. Instantiation of adhesive HLR Systems (see e.g. [EEPT06]) comprises graph and typed graph transformation systems, hypergraph transformation systems and typed attributed graph transformation systems. In all these cases we have graph rules that yield the transformation system. Transformation of graph transformation systems has been used [EHKZ05, ETB05] and they are based on transformations of HLR-systems in [PP96, PP01].

4.3.3 Automata. The automata given in section 3.2 are a comma category. Since weak adhesive HLR categories can be constructed as comma categories we immediately the instantiation with automata based on the category Aut, as well.

4.4 Transformations and Rule-Based Refinement of Petri Nets

Petri nets transformations have been directly formulated as an instantiation of high-level replacement systems with place/transition nets in [EHKP91]. The framework of abstract Petri nets has been shown to be an HLR-category in [Pad96], so that abstract level rules, transformations and the results mentioned above are provided. We directly obtain a theory of net transformations for elementary nets, place/transition nets, algebraic high-level nets and Colored Petri nets. Based on the net transformations in [Pad99] property preserving net transformations are introduced. Net transformations can be considered to preserve syntactical correctness, but usually they do not preserve semantical properties of the net. But this is not necessarily a disadvantage, as many steps of the development describe entirely new parts or change existing parts of the net radically. Then the preservation of the semantics is not appropriate. Rule-based refinement has been developed in several net classes based on net transformations. For a survey see [PU03].

4.4.1 Example: Production Cell. Here we illustrate a rule $r_{PN}$, that modifies the net for the conveyor belt in the following way: When the belt stops, the blanks shall be tested. Either they satisfy the quality standards or they need to be aborted and the belt has to start moving again. Being at the specification level in this section the rule is applied to $BOD_B$. This rule is used further to transform the entire module $MOD Belt$. In Figure 6 we depict the transformation $BOD_B \xrightarrow{r_{PN}} BOD_B4$. It is a quite simple rule, as nothing is deleted only a few places and transitions are added.
Our work on rule-based refinement of Petri nets has been part of the research project “DFG-Forscherguppe PETRINETZ-TECHNOLOGIE”. In [PU03] we present our results concerning Petri net transformations that preserve system properties. These properties comprise safety properties as well as liveness of Petri nets. The formal foundation is expressed in a categorical way in order to achieve an approach that is valid for different net classes. Rules and transformations of Petri nets are given by an instantiation of high-level replacement systems. Here we use the corresponding notions of replacement systems for various net classes, e.g., place/transition nets [PGH99], algebraic high-level nets [PGE01], or Colored petri Nets [PG00, PU03].

Petri nets are an adequate specification technique for behavioral aspects of a system. So, the desired properties of the system to be specified usually concern the behavior of the model. These properties can be expressed in various ways, e.g., in terms of Petri nets (as liveness, boundedness etc.), in terms of logic (e.g., temporal logic, logic of actions etc.), in terms of relation to other models (e.g., bisimulation, correctness etc.) and so on. Up to now we have focused on liveness of Petri nets and on safety properties in the sense of temporal logic. Liveness of nets means that no deadlock and even livelock of a net can occur; i.e., there always exists a firing sequence which enables any chosen transition from any reachable marking. A safety property is expressed by a logic formula stating facts about markings of a net. A formula is given in terms of numbers of tokens on places. For a place/transition net the static formula $2d \land 3a$ is true for a marking $m$ where at least 2 tokens are present on the place $d$ and at least 3 tokens on the place $a$. The always operator $\Box$ in a safety property $\Box(2d \land 3a)$ requires that the static formula $(2d \land 3a)$ is true for all reachable markings from $m$.

4.4.2 Example: Production Cell. The rule $r_{PN}$ is not place-preserving, as the place blank has no adjacent transition in the left-hand net, but in the right-hand net, the place blank is in the predomain of two transitions.

The next rule $r_{PP}$, depicted in figure 7, adds to the net $EX \_ R$ a counter that counts the number of formed plates that are put back to the conveyor belt. This rule is place-preserving and hence the transformation $EX \_ R \implies EXP \_ R1$. So the temporal logic formula $\varphi = \Box R_{\text{wait}} \lor R_{\text{Press}}$ is preserved and holds in $EX \_ R1$ as well.

Summarising, we state that the extension of High-level replacement systems to rules and transformations preserving properties has the following impact on Petri nets:

Rule-based refinement comprises the transformation of Petri nets using rules while preserving certain net properties. For Petri nets the desired properties of the net model can be expressed, e.g., in terms of Petri nets (as liveness, boundedness etc.), in terms of logic (e.g., temporal logic, logic of actions etc.) in terms of relation to other models (e.g., bisimulation, correctness etc.) and so on. We have investigated the possibilities to preserve liveness of Petri nets and safety properties in the sense of temporal logic.

We have for place/transition nets, algebraic high-level nets and Coloured Petri nets the following results for transformations and rule-based refinement presented in table 2. For more details see [PU03].
Figure 6: Transformation $BOD_B \xrightarrow{r_{ex}} BOD_B1$

Figure 7: Transformation $EXP_R \xrightarrow{r_{ex}} EXP_R1$
5 Transformation and Rule-Based Refinement of Components

In this section we sketch how the notions of transformation and rule-based refinement can be carried over to components.

5.1 Transformations of Components

In [Pad05a] the integration of the transformation framework for generic components with adhesive high-level replacement systems yields transformations of generic components. Basically the idea is that the transformation of each part of the component, i.e. the export, the import, and the body, is a a transformation in the underlying specification category. Naturally, there is the precondition that the specification category is weakly adhesive. As the definition of components involves different classes of morphisms these need to be taken into consideration. The difficulties to establish transformations of components is directly dependent from the class of refinement morphisms. So we first need to investigate involved morphism classes: as the morphism needed for the adhesive HLR system are usually simpler as the refinement morphisms we have defined the class of refinement morphisms forming a subcategory of the morphisms used for the construction.

Therefore we have to extend the generic approach in section 3.1 by relating the morphism classes used for the transformation and the components.

5.1.1 Adhesive HLR framework for generic components. This leads to the adhesive HLR framework for generic components. The adhesive HLR framework for generic components $\mathcal{A} = (\mathsf{Cat}_p, \mathsf{Cat}_r, \mathcal{M})$ consists of $\mathsf{Cat}_p$ the category of specifications with plain morphisms, $\mathsf{Cat}_r$ the category of specifications with refinement morphisms and $\mathcal{M}$ a subclass of plain monomorphisms. $\mathsf{Cat}_r$ has to be a supercategory of $\mathsf{Cat}_p$, there has to be the functor $\text{Inc}: \mathsf{Cat}_p \rightarrow \mathsf{Cat}_r$ an inclusion in the sense that $\text{Obj}_{\mathsf{Cat}_p} = \text{Obj}_{\mathsf{Cat}_r}$. $(\mathsf{Cat}_p, \mathcal{M})$ has to be a weak adhesive HLR category, and $\mathsf{Cat}_r$ has to have pushouts as well as pullbacks where at least one morphism is

<table>
<thead>
<tr>
<th>Notion/Results</th>
<th>PT-nets</th>
<th>AHL-nets</th>
<th>CPNs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rules, Transformations</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Safety property preserving transformations with transition-gluing morphisms</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>place-preserving morphisms</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Safety property introducing transformations</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Liveness preserving transformations</td>
<td>✓</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Liveness introducing transformations</td>
<td>✓</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Church Rosser I + II Theorem</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Parallelism Theorem</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Union</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Fusion</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Union Theorems I+II</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Fusion Theorem</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 2. Results for Petri net transformations and rule-based refinement [PU03]
in $\text{Inc(MorCat}_p\text{)}$. The adhesive HLR framework for generic components $(\text{Cat}_p, \text{Cat}_r, M)$ is related to the generic framework by choosing the import morphisms to be plain morphisms, i.e. $I = \text{Inc(MorCat}_p\text{)}$, and the export morphisms to be refinement morphisms, i.e. $E = \text{MorCat}_r$. (see [Pad05a]).

A component morphism is then given by three morphisms of the underlying specification category, i.e. $\text{comp} = (\text{comp}_l, \text{comp}_R, \text{comp}_E)$ where we have $\text{comp}_l : \text{IMP}_1 \rightarrow \text{IMP}_2$, $\text{comp}_R : \text{BOD}_1 \rightarrow \text{BOD}_2$, and $\text{comp}_E : \text{EXP}_1 \rightarrow \text{EXP}_2$. The compatibility condition is straightforward, namely the morphisms between the parts of the component have to be compatible with the import and the export morphism.

In [Pad05a] was shown that given an adhesive HLR framework for generic components $(\text{Cat}_p, \text{Cat}_r, M)$ the category $\text{Comp}$ of components is an weak adhesive HLR category. This yields directly the following notions.

5.1.2 Rules. A rule is given as usual on the level of components by two morphisms $\text{Comp}_L \rightarrow \text{Comp}_K \rightarrow \text{Comp}_R$. But at the level of the specifications we have the following situation:

$$
\begin{array}{c}
\text{EXP}_L \quad \text{EXP}_K \quad \text{EXP}_R \\
\text{IMP}_L \quad \text{IMP}_K \quad \text{IMP}_R \\
\text{BOD}_L \quad \text{BOD}_K \quad \text{BOD}_R \\
\end{array}
$$

5.1.3 Transformations. A transformation is again given by two pushouts (1) and (2) in the category $\text{Comp}$ of components.

$$
\begin{array}{c}
\text{Comp}_L \quad \text{Comp}_K \quad \text{Comp}_R \\
\text{Comp}_1 \quad \text{Comp}_2 \quad \text{Comp}_3 \\
\end{array}
$$

Transformations of components are then given by the double-pushout again, and we achieve directly the results holding for adhesive HLR-categories, namely Church-Rosser Theorems, Parallelism Theorem, Concurrency Theorem and so on (see section 4.1).

5.1.4 Compatibility. As adhesive HLR systems have been instantiated with generic components new questions of compatibility arise. Namely, are the operations at the level of components compatible with the transformation concept? The compatibility of component transformation with component composition is an key issue of component transformation as it represents the core question of changing a component in some given context. One of the main results in [Pad05a] concerns the conditions for the most complex case: transforming both components and their interfaces in different ways and keeping the composition of these components via their interfaces intact. This result is given by the Compatibility Theorem guaranties that the result of first transforming the two components and the composing them is the same (up to renaming) as composing the two components first and applying then the composed rule. Stated informally and provided a suitable indepened condition holds, we have:

If there are two components and two rules to be applied we can either compose two components and then use a composed rule to transform the component or we transform the two components independently and compose the results of the composition.

5.2 Rule-Based Refinement

As the assumptions for the property preserving transformations as given in section 4.2 hold in any adhesive HLR category (see [EEPT06]) we directly have the extension of rules and transformations with additional morphisms. So, each part of the component, import, export and body can be
refined by applying rules, that preserve or reflect properties. This is a direct result of the extension to property preserving transformation as sketched in section 4.2. So, again proof rules are obtained, that allow the stepwise preservation of desirable component properties. The proof rule states that given certain assumptions (stated above the line) the property (stated under the line) holds.

For the property preserving transformations $\text{COMP}_1 \Rightarrow \text{COMP}_2$ and a property preserving rule $(r, f)$ we have the following proof rule:

\[
(r, f) \text{ is a property preserving rule; } \text{COMP}_1 \text{ satisfies the corresponding property } \Psi \\
\text{COMP}_2 \text{ satisfies the property } \Psi \text{ too}
\]

5.3 Instantiations

5.3.1 Algebraic Specifications. If we have the case that $\mathcal{E} = \mathcal{I} = \text{Mor}_{\text{ASPEC}}$ as in the case of algebraic specifications then we have directly that the category of components is a weakly adhesive HLR category, where the class $\mathcal{M}$ is given componentwise by the corresponding class of the underlying specification category. This is due to the fact that the category of components is a functor category over any diagram functor having the adjacent diagram as the domain. So, we directly have rules and transformation for algebraic specification modules. Moreover, the results as presented before hold as well.

5.3.2 Graph Transformation Systems. The graph transformation modules in the sense of [GPS99, Sim99, Sim02] are an instantiation of the generic component concept and typed graph transformations, on which the modules are based, are adhesive HLR systems [EEPT06]. As there are already transformations of HLR systems [PP96, PP01], it is obvious, that transformations of graph transformation modules can be achieved straightforwardly as well.

5.3.3 Automata. The instantiation with deterministic automata as given in section 3.2 yields that $(\text{Aut}_p, \mathcal{M})$ with $\mathcal{M}$ the class of injective morphisms is an adhesive HLR-category, due to the comma category construction. Automata component categories satisfy the adhesive HLR framework for generic components (see paragraph 5.1.1) where $\mathcal{A}_{\text{Aut}}$ consists of $\text{Aut}_p$ the category of automata with plain morphisms, $\text{Aut}_G$ category of automata with refinement morphisms and $\mathcal{M}$ the class of plain, injective morphisms, see [Pad05a] and in more detail [Pad05b].

5.3.4 Petri Nets. Again, abstract Petri nets are HLR-systems (see paragraph [Pad96]) and there is a comprehensive theory on rule-based refinement of Petri nets. So, the instantiation with abstract Petri nets is straightforward and yields transformations and rule-based refinement for various classes of Petri net components.

5.4 Transformation and Rule-Based Refinement of Petri Net Modules

In [Pad05a] is shown that Petri net modules (see section 3.3) are an instantiation of the adhesive HLR framework for generic components (see 5.1.1) that consists of the category of place/transition nets with plain morphisms, the category of place transition nets with substitution morphisms and the class of plain, injective morphisms.

5.4.1 Example: Production Cell. We first transform both modules applying to each one rule. Subsequently we illustrate that applying the composed rule to the composed module yields the same result, thus demonstrating the compatibility of hierarchical composition with transformation. The module $\text{MOD}_{\text{Belt}}$ as depicted in figure 3 is extended by introducing a separate quality test for the metal blanks before the robot takes them. Either it is good enough or it is aborted. Then the belt has to start moving again. In Figure 8 the rule $r_B$ for changing the module is depicted. It consists of three modules, each with export, body and import. In the export part, the new transitions testp and testp as well as the new places $\text{bl} \text{OK}$ and $\text{abort}$ are added. The names of places and transitions indicate the mappings. The transformation of the body part corresponds to the Petri net transformation depicted in figure 6. The result of the $\text{MOD}_{\text{Belt}} \Rightarrow \text{MOD}_{\text{Belt}_2}$
is depicted in Figure 9.

Figure 8: Rule $r_B$

Figure 9: Module $MOD\_Belt\_2$

The next rule $r_R$ (in figure 10) is applied to the module $MOD\_Robot$ (see in figure 3). The resulting transformation first deletes the place blank, then the new transition test and the new place bl_OK are added. The transformation $MOD\_Robot \Rightarrow MOD\_Robot\_2$ yields the module depicted in figure 11. The composition of $MOD\_Robot\_2 \circ MOD\_Belt\_2$ yields the module in figure 12. Compatibility of hierarchical composition with transformation is a central result for changing component within their environment. The compatibility conditions that the rules are composable and that nothing is deleted that the importing module requires, are satisfied in our example. The composed rule $r_R \circ r_B$ is given in figure 13. So we can directly transform $MOD\_Cell \Rightarrow MOD\_Cell\_2$ using the rule $r = r_R \circ r_B$ as depicted in figure 13, where $r$ is constructed by hierarchical composition with $r_R \circ r_B$. 
Figure 10: Rule \( r_B \)

Figure 11: Module \( \text{Mod}_\text{Robot}_2 \)

Figure 12: Module \( \text{MOD}_\text{Cell}_2 \)

Figure 13: composed rule \( r = r_R \circ r_B \)
Summarizing we have the following situation:

\[
\begin{align*}
MOD_{Robot} & \circ MOD_{Belt} = MOD_{Cell} \\
MOD_{Robot} \circ MOD_{Belt} & \cong MOD_{Cell} \\
MOD_{Robot} \circ MOD_{Belt} & \cong MOD_{Cell} \\
\end{align*}
\]

So, even within the composed module \( MOD_{Cell} \) in figure 12 the transformations yield the same result as applied independently to the corresponding component. This means that no undesired side-effects of the transformation can happen.

5.4.2 Rule-based refinement of Petri net modules with safety. Petri net modules with safety properties in section 3.4 can now be preserved during transformation by using safety preserving rules as sketched in section 4.4 for the import, export and body part of the module.

5.4.3 Example: Production Cell. Obviously, the resulting module \( MOD_{Cell} \) still satisfies the safety property \( \varphi = R_{\text{wait}} \lor R_{\text{Press}} \). Unfortunately, the rules \( r_p \) as well as \( r_p \) are not place-preserving rules, as they both add transitions to places that have already been in the body net. The definition of place preserving morphisms concerns all places of the domain. An interesting extension would be to have the property preserving morphisms (and hence the property preserving rules and transformations) only for those places on which the safety property is directly dependent.

The rule \( r_{\text{count}} \) in figure 14 that adds the counter of the formed plates to export and body of module \( MOD_{Cell} \) is safety property preserving for the same reasons as rule \( r_{\text{pp}} \) in example 4.4.2.

![Figure 14: Safety property preserving rule \( r_{\text{count}} \)](image)

6 Conclusion

6.1 Results and Instantiations

First we shortly summarize what results we have at the level of generic components, next we summarize the instantiations we have discussed in this thesis and at last we discuss the impact for Petri nets.

Based on a adhesive HLR framework for components (see paragraph 5.1.1) we have the following results:

- A categorical component concept (see paragraph 3.1.1),
- composition operations, hierarchical composition and union (see paragraph 3.1.2),
- compatibility results concerning component operations (see paragraph 3.1.2),
- a model based semantics as well as a transformation-based semantics (see paragraph 3.1.3),
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- compatibility results concerning component operations and component semantics  
  (see paragraph 3.1.3),
- rules for the transformation of components (see paragraph 5.1.2 and paragraph 5.1.3),
- results concerning parallelism, concurrency and embedding of component transformations  
  (see paragraphs 4.1.1 4.1.2 and 4.1.3),
- compatibility results concerning transformations with component operations  
  (see paragraph 5.1.4),
- rule-based refinement of components (see subsection 5.2) and
- compatibility results concerning rule-based refinement with component operations  
  (see subsection 5.2),

In table 3 we give a survey of the generic component concept and its instantiations. The various specification techniques we present have a component concept as used in this paper. Nevertheless they have not been necessarily instantiated directly but have been developed independently, but are very closely related, e.g. algebraic module specifications, graph transformation systems or local action systems. The first column names the specification technique, the second refers to the existence of a component concept in the sense of [EOB*02], the third asks for the hierarchical composition, the next asks whether additional component operations are possible, e.g. for algebraic module specifications there are union, renaming, actualization and others, and the last concerns the semantics. The entries either refer to some paragraph or subsection of this thesis or to the corresponding publication.

<table>
<thead>
<tr>
<th>Spec. Tech.</th>
<th>comp.</th>
<th>hier. comp.</th>
<th>other comp. ops</th>
<th>semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Det. input automata</td>
<td>par. 3.2.3</td>
<td>yes</td>
<td>union</td>
<td>traf-based</td>
</tr>
<tr>
<td>P/T nets</td>
<td>subsec. 3.3</td>
<td>yes</td>
<td>union</td>
<td>both</td>
</tr>
<tr>
<td>AHL nets</td>
<td>[EOB*03]</td>
<td>yes</td>
<td>likely</td>
<td>traf-based</td>
</tr>
<tr>
<td>Graph transf. sys.</td>
<td>[Sim02]</td>
<td>yes</td>
<td>union</td>
<td></td>
</tr>
<tr>
<td>Local action systems</td>
<td>yes [Sim02]</td>
<td>yes</td>
<td>union</td>
<td></td>
</tr>
<tr>
<td>Algebraic spec</td>
<td>yes, but with add. parameter [EM90]</td>
<td>yes</td>
<td>union, actualization, renaming, ...</td>
<td>model</td>
</tr>
<tr>
<td>CSP</td>
<td>as connector architectures in [EPB*04]</td>
<td>yes</td>
<td></td>
<td>traf-based</td>
</tr>
<tr>
<td>UML 5</td>
<td>as connector architectures in [EBK<em>05, OP</em>05]</td>
<td>yes</td>
<td></td>
<td>traf-based</td>
</tr>
</tbody>
</table>

Table 3: Results concerning component operations

Table 4 lists whether specification techniques have a transformation concept in the sense of the DPO approach and whether there is rule-based refinement. It lists whether component transformation or rule-based refinement of components is available. If the generic component concept can be used for a specific specification technique and the specification technique is an HLR category, then component transformation can be achieved in a straightforward way. Rule-based refinement is available in principle for those specification techniques, that are HLR categories.

For Petri nets we have the following results, that present a comprehensive Petri net technique in the sense of [ERRW03] for place/transition nets, algebraic high-level nets and Colored Petri Nets. The detailed results for rule-based refinement have already been stated in subsection 4.4.

5class diagrams, state machines, sequence diagrams
<table>
<thead>
<tr>
<th>Spec. Tech.</th>
<th>Trafo of Spec</th>
<th>RBR of Spec</th>
<th>comp. trafo</th>
<th>RBR of comp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Det. input automata</td>
<td>par. 4.3.3</td>
<td>in principle</td>
<td>par.4.3.3</td>
<td>in principle</td>
</tr>
<tr>
<td>P/T nets</td>
<td>[EHKP91]</td>
<td>subsec. 4A, (see table ??)</td>
<td>subsec. 5.4</td>
<td>straight forward</td>
</tr>
<tr>
<td>AHL nets</td>
<td>[PER95]</td>
<td>subsec. 4A, (see table ??)</td>
<td>straight forward</td>
<td></td>
</tr>
<tr>
<td>Graph transf. sys.</td>
<td>[EHKZ05, ETB05] or [PP96, PP01]</td>
<td>in principle</td>
<td>possibly</td>
<td>in principle</td>
</tr>
<tr>
<td>Alg. spec</td>
<td>par 4.3.1</td>
<td>in principle</td>
<td>straightforward</td>
<td>in principle</td>
</tr>
</tbody>
</table>

Table 4: Results concerning component transformations

<table>
<thead>
<tr>
<th>Notion/Results</th>
<th>PT-nets</th>
<th>AHL-nets</th>
<th>CPNs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rules, Transformations</td>
<td>[EHKP91]</td>
<td>[PER95]</td>
<td>[PG00]</td>
</tr>
<tr>
<td>property preserving transformations</td>
<td>see table 2</td>
<td>see table 2</td>
<td></td>
</tr>
<tr>
<td>Compatibility results</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Module concept</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Module semantics</td>
<td>model semantics</td>
<td>trafo-based sem.</td>
<td></td>
</tr>
<tr>
<td>Module operations (union, hierarch. com)</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modules with safety</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Module transformations</td>
<td>√</td>
<td>straightforward</td>
<td></td>
</tr>
<tr>
<td>Rule-based Refinement of Modules</td>
<td>√</td>
<td>straightforward</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Achieved results for Petri nets

6.2 Outlook

The task that first attracts attention is filling out the gaps in the tables above. Nevertheless, these are mostly mere technical exercises. More fascinating research areas

Multiple interfaces Most approach used in practice have component concept, where there are several interfaces, the extension of the component technique we have presented here can be extended so that there is a family of import and a family of exports. The publications concerning the connector architectures based on the generic component approach [EPB+04, EBK+05, OP05] present of first step towards this goal. There the connectors have multiple import interfaces and the components have multiple export interfaces. Extending the component definition in this way requires the extension of the entire component technique. In section 2.4 we have sketched the connection from a component technique to the formal description of software architecture. Based on components with multiple interfaces, the correspondence of the architecture graph and composition operations can be given by graph transformation of the architecture graph.

Components with properties Petri net modules with safety are the starting point for the research on components that have certain properties and preserve them under composition and transformation. The basis for this research is given by the component technique presented here.
The treatment of specific properties is best done at the level of specification techniques. So, the instantiation and the extension of property preserving components in Petri nets, graph transformations or automata seems to be rewarding.

**Specifying Parameterized Contracts in Different Specification Techniques**  Parameterized contracts are used for the performance evaluation of component-based software architectures. Up to now deterministic input automata have been used for the definition of parameterized contracts. The automata components presented in this thesis are a formalization of the component concept used for parameterized contracts, but the limitations of automata impede protocol-based interfaces. In [RHH05] a first step towards employing graph transformations has been made. To use Petri net modules for the specification of components and the reasoning about parameterized contracts is a promising work, especially as the adaption mechanism comes for free. Moreover, the comparison of various specification techniques for the definition and analysis of parameterized contracts is an interesting task and possible using the various instantiations of the component technique we have presented in this thesis.
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Based on the well-known theory of high-level replacement systems - a categorical formulation of graph grammars - we present here the results concerning refinement of high-level replacement systems. Motivated by Petri nets, where refinement is often given by morphisms, we give a categorical notion of refinement. This concept is called $Q$-transformations and is established within the framework of high-level replacement systems. The main idea is to supply rules with an additional morphism, which belongs to a specific class $Q$ of morphisms. This leads to the new notions of $Q$-rules and $Q$-transformations. Moreover, several concepts and results of high-level replacement systems are extended to $Q$-transformations. These are sequential and parallel transformations, union, and fusion, based on different colimit constructions. The main results concern the compatibility of these constructions with $Q$-transformations that is the corresponding theorems for usual transformations are extended to $Q$-transformations. Finally, we demonstrate the application of these techniques for the special case of Petri nets to a case study concerning the requirements engineering of a medical information system.


The concept of rule-based modification developed in the area of algebraic graph transformations and high-level replacement systems is a powerful concept for vertical structuring of Petri nets. This includes low-level and high-level Petri nets, especially algebraic high-level nets which can be considered as an integration of algebraic specifications and Petri nets. In a large case study rule-based modification of algebraic high-level nets has been applied successfully for the requirements analysis of a medical information system. The main result in this paper extends rule-based modification of algebraic high-level nets such that it preserves safety properties formulated in terms of temporal logic. For software development based on rule-based modification of algebraic high-level nets as a vertical development strategy this extension is an important new technique. It is called rule-based refinement. As a running example an important safety property of a medical information system is considered and is shown to be preserved under rule-based refinement.

The coauthors Dipl.Inf. M. Gajewsky (email: gajewski@wortfeiler.de) and Dipl.Inf C. Ermel email: lieske@cs.tu-berlin.de belong to the research group that has been headed by J. Padberg. The main results have been the work of J. Padberg.


Here we present a new module concept for Petri nets that is based on the component concepts of Continuous Software Engineering (CSE). According to that concept two distinguished interfaces are required. These are import and export interfaces. The import describes the assumptions on the environment, e.g. in terms of used components. The export gives an abstraction of the functionality and presents e.g. the offered services. The modules for Petri we introduce here consist of three nets for the import, the body of the module and the export. The import net IMP states the prerequisites the
modules assumes. The body net \textit{BOD} represents the internal functionality. The export net \textit{EXP} gives an abstraction of the body that can be used by the environment. We provide module operations to compose larger modules from basic ones. Operations to compose Petri net modules are crucial as the main purpose is composition. In most approaches module concepts come along with just one operation. A great advantage is achieved having different possibilities to compose modules, as it increases the convenience of modeling large systems. We propose three different operations, composition, disjoint union, and union. Our main result in this contribution is that these module operations are compatible with each other.


This paper provides a thorough survey of our work on rule-based refinement. Rule-based refinement comprises the transformation of Petri nets using rules while preserving certain system properties. Petri net rules and transformations are expressed by morphisms and pushouts. This allows an abstract formulation of our notions independent of a specific Petri net class, as place/transition nets, elementary nets, predicate/transition nets etc. Hence, it is adequate to consider our approach as rule-based refinement of Petri nets in general. We have presented various results in recent years at different conferences. So this contribution gives an overview of our work in a compact form leaving out the technical details.

The coauthor Dr. M. Urbášek (email: M.Urbasek@Aquasoft.cz) was part of the research group that has been headed by J. Padberg. The survey covers part the work of DFG-Research-Group Petri Net Technology from 1997 -2002. Those publications that have been coauthored by Dr. Urbášek are part of his Phd. Thesis \textit{Categorical Net Transformations for Petri Net Technology}, Technical University Berlin, May, 2003.


This paper introduces safety properties in the temporal logic sense to Petri net modules. Petri net modules have been achieved by a transfer of algebraic specification modules to Petri nets. They consist of three nets; the interface nets import and export, and the body of the module. The import net states the prerequisites the modules assumes. The body net represents the internal functionality. The export net gives an abstraction of the body that can be used by the environment. The interfaces \textit{IMP} and \textit{EXP} are related to the body \textit{BOD} via morphisms. We make precise what it means that a Petri net module has specific safety properties. We differentiate between explicit and implicit properties. Explicit safety properties are stated additionally to the export net. Implicit are those properties that hold in the export net without being stated explicitly. The main advantage of our approach are module operations to compose larger modules from basic ones. We can show that the composition of modules preserves safety properties:

Given two modules with implicit or explicit safety properties then the composition of these modules is again a module with implicit or explicit safety properties.


Here we propose a new loose semantics for place/transition nets based on transition systems and generalizing the reachability graph semantics. The loose semantics of a place/transition net reflects all its possible refinements and is given as a category of transition systems with alternative sequences of events over the net. The main result
states that each plain morphism between two place/transition nets induces a free construction between the corresponding semantic categories.

The coauthor Prof. Dr. Kreowski (email: kreo@tzi.de) has provided many helpful suggestions and a lot of discussion, the main concepts and results have been worked out by J. Padberg.


The integration of two well established theories is presented in this paper, namely the generic framework for components in system modeling and the adhesive HLR systems. The first theory describes components and composition at an abstract level that is independent of the specification technique. The second theory formalizes rules and transformations for an abstract replacement at the same abstract level.

The main results are the definition of a weak adhesive HLR category for components, its immediate results as Church-Rosser Theorem, Parallelism Theorem and Concurrency Theorem, and the new compatibility result for the transformation and hierarchical composition. We discuss the instantiation with deterministic automata, Petri nets and others. For these instantiations we immediately have the results mentioned above.


Component-based software engineering needs to be backed by thorough formal concepts and modeling techniques. This paper combines two concepts introduced independently by the two authors in previous papers. On one hand, the concept of Petri net modules, and on the other hand a generic component framework for system modeling. In this paper we develop a categorical formalization of the transformation based approach to components that is based on pushouts. This is the frame in which we show that Petri net modules can be considered as an instantiation of the generic component framework. This allows applying the transformation based semantics and compositionality result of the generic framework to Petri net modules. In addition to general Petri net modules we introduce Petri net modules preserving safety properties which can be considered as another instantiation of pushout based formalization of the generic framework.

The coauthor Prof. Dr. Ehrig (email: ehrig@cs.tu-berlin.de) has contributed mainly the parts concerning the generic framework.


The importance of architecture descriptions has become most obvious over the last decade and various formalisms have been proposed to deal with the complexity of large software systems. Most architecture description languages involve in some way some formal technique. In this paper a survey over the use of formal techniques for the description of software architectures is given. Exemplarily stated there are process algebras, Petri nets, logic calculi, graph transformations, set-based approaches, algebraic specifications. Although there are many approaches available, only few are general enough to be used for different specification techniques. So we additionally present a generic approach to component and software architectures that has been introduced in [EPB+04].
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