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Abstract: The demand for various multimedia services over the Internet and
Next Generation Networks (NGN) has been increasing rapidly and made feasible
through the rapid advances in broadband networking technology. The NGN is the
evolution of the classical telecommunications network de�ned by the ITU-T and
ETSI TISPAN as an IP-based network architecture following the layered approach
and with support of guaranteed service delivery.

There are two main challenges for e�cient multimedia content delivery in the
NGN. First, there is a lack of mechanisms to support the delivery of multimedia
content according to user context and preferences from multiple sources to a large
number of end-users over various communication channels. Second, multimedia
streaming in NGN is based on several signaling and transport protocols each of
which has several functions and related methods - the challenge here is to deter-
mine the optimal blend of protocols and the speci�c methods to use for e�cient
multimedia delivery. This essentially means that the most e�cient interaction

models for multimedia content delivery are those that can e�ectively minimize use

of network resources.

This thesis addresses both of these challenges. To address the �rst challenge, this
work proposes a methodology to integrate a user-centric multi-domain architecture
that orchestrates amongst several players. The E�Cient SessiOn-baSed MultImedia

Content (COSMIC) delivery methodology is proposed for the NGN environment
that enables smooth interaction between the content provider, the service provider,
the network operator and the users. To address the second challenge, this thesis
develops a formalized model of NGN streaming protocols, in particular the Session
Initiation Protocol (SIP) and its associated interaction models. In order to achieve
this, several models associated with di�erent multimedia scenarios are evaluated
and analyzed to enable us to understand the impact on the NGN and provide
guidelines for selecting the appropriate interaction models when developing carrier
grade multimedia applications.

The contribution of this research is fourfold: First, the analysis of existing
multimedia content delivery approaches in terms of e�ciency; Second, the clas-
si�cation of multimedia content delivery approaches and the associated interac-
tion models; Third, the design of a reference architecture for e�cient multimedia
content delivery in the NGN environment; Fourth, a prototype implementation of
the major components of the reference architecture together with its validation.





Zusammenfassung: Der ständige Anstieg der Nachfrage nach Multimediainhal-
ten zeigt, dass die Evolution des Next Generation Network (NGN) weitgehend von
den Anforderungen der Übertragung der Multimediainhalten angetrieben werden
wird. Das NGN ist die Evolution des klassischen Telekomnetzes, die von der ITU-T
und ETSI TISPAN als IP-basiertes Netzwerk in einem mehrschichtigen Ansatz und
mit Unterstützung von QoS de�niert wurde.

Es gibt zwei wesentliche Herausforderungen für eine e�ziente Übertragung
von Multimediainhalten in NGN. Zum einen fehlen Mechanismen zur Verteilung
von Multimediainhalten von verschiedenen Quellen zu einer groÿen Anzahl
von Endnutzern über verschiedene Kommunikationskanäle. Zum anderen wird
Multimedia-Streaming in NGN durch mehrere Signalisierungs- und Transport-
protokollen ermöglicht, von denen jede mehrere Funktionen und verschiedene
Methoden haben kann. Die Herausforderung besteht darin, für eine e�ziente
Übertragung die optimale Kombination aus Protokollen und spezi�schen Methoden
zu �nden.

Beide genannten Herausforderungen werden in dieser Arbeit behandelt. Als
Resultat ist ein Session-basiertes Inhaltsübertragungsprinzip (COSMIC) hervorge-
gangen. Zum einen löst COSMIC die Bereitstellung der Multimediainhalte über
verschiedene Domänen durch ein integratives Referenzmodell, das die Inhaltsan-
bieter, die Dienstanbieter und die Netzbetreiber in den Dienstleistungsvorgang
einbezieht. Zum anderen werden die Interaktionen zwischen den NGN Komponenten
e�zient gestaltet. Hierfür wurden unterschiedliche Multimedia-Szenarien analysiert
und anhand der Nutzung der Netzwerkressourcen ausgewertet. Hervorgegangen
ist ein formalisiertes Modell der NGN Streaming-Protokolle, das als Grundlage
das Session Initiation Protocol (SIP) hat und Richtlinien für die Auswahl der
geeigneten Interaktionsmodelle bei der Entwicklung von Multimediaanwendungen
für ein Carrier-Grade-Netzwerk bereitstellt.

Diese Arbeit hat vier Hauptbeiträge geleistet: Erstens, die Analyse
der vorhandenen Ansätze für die Übertragung von Multimediainhalten hin-
sichtlich E�zienz; Zweitens, die Klassi�zierung der Übertragung von Mul-
timediainhalten und die damit verbundenen Interaktionsmodelle; Drittens
das Design einer generischen Referenzarchitektur für eine e�ziente Übertra-
gung von Multimediainhalten im NGN Umfeld; Zuletzt, eine prototypis-
che Realisierung der beschriebenen Hauptkomponenten der Referenzarchitek-
tur, die im Zusammenhang mit verschiedenen Szenarien validiert wurden.
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Chapter 1

Introduction

1.1 Motivation

The success of the Internet as a packet-based technology has convinced the operators
of telecommunications networks, as well as cable TV network operators worldwide
to migrate their core networks towards IP. Four factors are of signi�cance for this
evolution: The �rst is related to the nature of the IP network as a distributed
architecture allowing network intelligence to be distributed among the endpoints
instead of being centralized within a set of dedicated nodes. The second is the
ability of end nodes to o�er a wide range of services to customers while incurring low
capital investment and operational costs; known as Capital Expenditures (CAPEX)
and Operating Expenses (OPEX), respectively. The third refers to the open nature
of the Internet that enables any user of the Internet services to act either as a
content consumer or as a content producer. Fourth is the facility of the end points
to communicate using various types of communication models (client-server, peer-
to-peer or master-slave) and to make use of di�erent transmission modes (unicast,
multicast or broadcast).

Recent developments in IP-based technologies have changed the way we consume
multimedia content (which is the combination of di�erent forms of media such as
text, audio, image, video and interactivity). In particular, the current growth in
the demand for IP-based streaming applications shows that the evolution of IP
networks will be largely driven by the delivery requirements of multimedia content.
Nowadays, multimedia content is delivered and distributed over three di�erent types
of networks, as depicted in Figure 1.1: (1) traditional broadcast and digital TV
networks, (2) on-demand bidirectional �xed and mobile networks and (3) the public
Internet. It is envisaged that in the near future, the �xed and wireless broadband
access networks will provide the means to share and distribute multimedia content
and services with superior quality and support of personalization. In order to enable
this vision, new signaling & transport protocols, new multimedia encoding schemes
and content adaptation mechanisms are required.

Next Generation Network NGN is the evolution of the classical telecommunica-
tions network de�ned by the International Telecommunication Union, Telecommu-
nication Standardization Sector (ITU-T) and European Telecommunications Stan-
dards Institute (ETSI) Telecoms & Internet converged Services & Protocols for
Advanced Networks (TISPAN). The NGN is de�ned as a layered architecture with

an IP-based transport layer that has built in resource control mechanisms to guar-

antee a certain level of Quality of Service (QoS) for di�erent types of tra�c [1, 2].
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Although there are other interpretations of the term NGN in the industry, this is
the de�nition considered in this dissertation. The IP-based NGN transport layer
enables the provisioning of multimedia services over several broadband access tech-
nologies. However, the heterogeneity of broadband access technologies provides new
challenges for the design of service awareness in IP networks. Within this context,
enhancements of the IP core with QoS, autonomous behavior and mobility support
are currently research subjects that are being conducted worldwide.

Currently, the Internet enables the delivery of live and stored multimedia con-
tent worldwide based on Web technology or Peer-to-Peer (P2P) overlay networks
with best e�ort delivery [3]. This type of delivery is unable to provide any guar-
antee of quality of service and reliability. However, the Internet o�ers tremendous
multimedia content that is generated by professional and amateur content providers
and users can upload or download content to/from targeted hosts connected to the
Internet at any time.

With the objective of overcoming the Internet's current limitations, the NGN en-
ables the delivery of multimedia content applications with support of a certain level
of QoS. However, in the context of this research, one of the most challenging services
to support over the NGN is the delivery of multimedia services (e.g. TV) along with
telecommunications services over various access networks. For instance, delivering
TV services over IP (termed IP Television (IPTV)) currently has signi�cant focus
from both the research and standardization perspectives. In fact, nowadays, several
proprietary IPTV solutions are deployed in closed operator domains. However, there
are various Standards Development Organizations (SDOs) such as ETSI TISPAN
[1], ITU-T [2], Alliance for Telecommunications Industry Solutions (ATIS) [4], the
Open IPTV Forum (OIF) [5], and the Digital Video Broadcasting (DVB) Forum
that are working on the speci�cation of the IPTV standards.

The provisioning of multimedia applications will involve di�erent stakeholders
in the value chain ranging from consumer, network operator, content provider up
to service providers. The steady increase in bandwidth o�ered through various
access technologies, aligned with the improvements on the IP layer, will enable
end users to access a wide range of services that are o�ered by providers of their
choice. Multimedia content streaming can be o�ered by a telecommunication service
provider or Over-The-Top (OTT) service providers who o�er their own services and
content over the service providers networks. However, users are no longer restricted
to being mere consumers of content but are increasingly becoming involved in the
creation of multimedia content. This will impose new requirements on the related
delivery platforms and introduce additional challenges. Ultimately, these players
have to interact smoothly to ful�ll the task of providing an enjoyable multimedia
experience to the end user.

The related requirements should be derived from an abstract view of the involved
network entities as depicted in Figure 1.1, which illustrates the various stakeholders
involved during the delivery of any multimedia applications. These players are the
content provider, the service provider, the network provider and the consumer. All
or parts of these players - among others - are jointly involved in the value chain of
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Figure 1.1: Stakeholders of multimedia content delivery applications

multimedia applications. However, the business relationship between these players
can vary from business model to business model.

1.2 Problem Statement

The vision of the future network is to enable the delivery of multimedia content
that are designed, constructed and marketed in ways that is highly adapted to
current and future human needs (e.g. the need to socialize, for new sensations
and entertainment, for ease of use anywhere and anytime, to mitigate the need
to travel and save time and energy etc.) [3]. To enable this vision, the above
described evolution in technology ranging from the network layer to the control and
service layers, imposes changes for operators as well as service and content providers.
Figure 1.2 provides an overview of the issues and concerns that content providers,
multimedia service providers and operators need to cope with in a growing market
of multimedia services.

In fact, there is a strong market demand for more sophisticated integration
levels that will enable the delivery of converged multimedia and telecommunications
services in an e�cient manner. However, the challenge is to deliver multimedia
content from multiple sources to end-users over various communication channels
and be adapted according to user context and preferences. Nowadays, the main
limitations are:

• From the application perspective, there are a number of interaction models,
communication styles, signaling and transport protocols that can be applied
for content delivery; push, pull and event-based. However, changing the in-
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Figure 1.2: Multimedia content delivery concerns in converged networks

teractions models of an application can have more impact on performance
and e�ciency than the communication protocol used for that interaction. A
formalized description of such models in NGN is currently missing. This essen-
tially means that the most e�cient interaction models for multimedia content

delivery applications are those that can e�ectively minimize use of the network

resources when it is possible, as de�ned in [6] but with a few modi�cations
applied in respect to our research work.

• Current NGN-based delivery platforms do not support multi-communication
channels covering unicast, multicast and broadcast capabilities that are an
important feature for content delivery, especially for large-scale live content
streaming or community-based applications.

• Content processing and adaptation functionalities in the NGN architecture are
only limited to support telephony applications with features like playing audio
announcements, executing IVR (Interactive Voice Response) applications and
providing conference bridges. However, capabilities like linear streaming (e.g.
live TV), on-demand streaming (e.g. VoD) and content adaptation (e.g. rate-
scaling or transcoding) are also essential for multimedia services.

• There is lack of a basic set of multimedia delivery capabilities accessible
through simple interfaces that allow service developers to e�ectively integrate
the multimedia content streaming component as part of the service logic, irre-
spective of the underlying signaling and transport protocols or selected access
technologies.

To cope with these challenges, the next subsection discusses the scope of this
dissertation which deals in detail with problems related to the increasing variety of
technologies on multimedia content delivery, the analysis of interaction models in
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NGN, the convergence of multimedia streaming applications with telecommunica-
tions services and the delivery of personalized and context-aware multimedia content
from multiple sources to several users through a myriad of communication channels.

1.3 Classi�cation of Multimedia Content Delivery

As mentioned above, multimedia content is distributed over IP through several de-
livery types of infrastructures. A comparison of three types of exiting multimedia
content delivery platforms is shown in Table 1.1. As most of these platforms lack
multiple advanced features that are challenged, either by the Internet applications
or available as propriety solution, it is important to indicate these features as re-
quirements for this research work. A multimedia content delivery platform is de�ned

as a set of distributed functional components that enable the delivery of multimedia

content from content provider to consumers with a dedicated business model.

State-of-the-art Description

Classical broadcast Content is broadcasted over the air with lack of personalization,

adaptation and interactivity.

Public Internet Content is distributed over the Web or peer-to-peer networks.

Users can acquire multimedia content at any time. Content de-

livery lacks reliability, QoS and e�ciency due to limited support

for multicast delivery. It supports di�erent interaction models

(client-server, peer-to-peer and event-based)

Managed IP-based networks

(NGN, Next Generation

Mobile Network (NGMN)

and digital TV)

Content is distributed through a managed network infrastruc-

ture with support of certain level of QoS. Content delivery lacks

support of context-awareness and has limited support of person-

alization. It supports di�erent interaction models (client-server,

peer-to-peer and event-based).

Table 1.1: Characteristics of Content Delivery Networks

Multimedia content delivery can be categorized into two general classes, unman-
aged and managed content delivery network, as depicted in Figure 1.3:

Multimedia Content Delivery

Managed Content Delivery Un-Managed Content Delivery

NGN Hybrid Digital TV Peer-to-Peer Web
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streaming
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or 

donlowad

Centralized 
control
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Content 
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InteractivitySession-based 
control

Content sharing 
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Distributed 
control
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control
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streaming

Centralized 
control

Shared 
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Figure 1.3: Taxonomy of multimedia content delivery
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1.3.1 Un-Managed Delivery Platforms

Multimedia content streams (e.g. TV, news, e-learning, user generated content,
etc.) are delivered across several domains and without ensuring Service Level Agree-
ment (SLA) in between. Such delivery usually leverages the public Internet to trans-
fer multimedia content among Internet users with best e�ort. Therefore, network
nodes are not aware about �ow characteristics and thus, do not guarantee deliv-
ery of the content. Content is distributed through the Web (e.g. content provider
portal, YouTube or social networks) or the P2P networks. From the telecommunica-
tions operator perspective, the associated providers are considered as OTT service
providers that provide rich multimedia content and often telecommunications type
services with a lower degree of Quality of Experience (QoE) for the end user.

1.3.2 Managed Delivery Platforms

Multimedia content streams are delivered through a managed network where the
content is delivered over an end-to-end controllable infrastructure ranging from
source, aggregation, processing nodes, access nodes up to content receiving devices,
where the delivery path may traverse one or more operator's administrative do-
mains. Therefore content delivery should be governed by intra- and inter-domain
SLAs among all involved operators, where the SLAs guarantee QoS parameters (e.g.
delay, jitter, packet loss, committed rate, etc.), security, privacy and Digital Rights
Management (DRM).

In contrast to un-managed content delivery, the managed NGN and cable TV
networks deliver content streaming (e.g. live TV and on-demand content) over an
infrastructure, which is typically owned by a single service provider (or telecommu-
nications operator) that has contracted with several players like TV broadcasters
and video content providers, in order to ensure high quality and professional content
sources. Owning the networking infrastructure allows the operators to engineer their
systems to support the end-to-end delivery of high quality content. In the NGN,
there are two streaming subsystems being de�ned by the SDOs; �rst an IMS-based
(IP Multimedia Subsystem) and a non-IMS-based streaming subsystem.

The IP Multimedia Subsystem (IMS) is expected to form the foundation of fu-
ture telecommunications service delivery infrastructures. All IMS related standards
activities are being conducted under the supervision of the 3rd Generation Partner-
ship Project (3GPP) to generate a single set of IMS standards to the development of
which all the other main SDOs (including 3GPP2, TISPAN, ITU-T and Packetca-
ble) are making direct contributions. In comparison to Internet-based applications,
the IMS is currently accepted by the SDOs as a single common centralized sub-
system for controlling the delivery of multimedia converged applications in NGN
environments.

Therefore, those concerned with the IMS-based content delivery framework must
pay particular attention to the importance to this research for the following reasons:

• First, as discussed above, there are several players involved in the value chain
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of multimedia content provisioning and the corresponding SDOs play an im-
portant role for specifying the required reference points between these players.
However, due to domain distinction of these players, the standardization pro-
cess may take a long time to come up with consensus for the related interfaces.

• Second, the IMS-based content delivery framework is expected to embrace
the heterogeneity arising from the di�erent service control, transport or ac-
cess technologies, so that a multimedia service appears homogeneous to the
potential customer.

• Finally, IMS o�ers advanced capabilities to enhance existing services or create
new services through combination of existing ones. Service composition is
realized by invoking a set of basic services in an appropriate sequence, in
accordance with de�ned �lter criteria stored in the user pro�le.

As a consequence of such constraints, the service logic of a multimedia application
is tightly coupled with concrete IMS signaling and transport protocols. Although
the Session Initiation Protocol (SIP) is the main signaling protocol in the IMS, it
supports various methods following several communication styles. For this reason,
the analysis and evaluation of these models are in scope of this dissertation. Further-
more, this work will limit the scope to this category of content delivery as depicted
in the most left side of Figure 1.3.

1.4 PhD Scope

The main goals of this research work are to de�ne a model for understanding mul-
timedia content delivery mechanisms in the NGN network, identify ways to deliver
multimedia content e�ciently and present solutions to enable the support of person-
alization and interactivity. By examining relevant requirements for a target platform
managing the delivery of multimedia content within a converged NGN infrastruc-
ture, a set of basic key components are identi�ed for providing network-centric
control and processing functions. With this regard, only the managed content de-
livery network is considered in this research rather than un-managed content delivery
networks. To allow the delivery of rich multimedia applications in converged and
heterogeneous networks, the following major aspects are to be considered:

1. Multiple sources of multimedia content

2. Various channels for content transmission to multiple devices with di�erent
modalities

3. Session-based delivery control and session management

4. Management of interactivity, personalization and related metadata

5. Understanding social multimedia services and predicting user behavior and
preferences
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As the �rst three points represent the core functionalities for multimedia content
delivery, they are the main subjects of this research, while the last two research
aspects are not subject to discussion in this dissertation, as they are considered
in a parallel dissertation 1. Figure 1.4 illustrates the overall research framework
that follows the NGN layering approach de�ned by the ITU-T and ETSI TISPAN.
However, the scope of this dissertation is depicted in the lower and the upper half
of Figure 1.4. The session-based multimedia content delivery will be applied for
multimedia content delivery from multiple content sources to several end users. A
session-based content delivery model enables the user or the application to initiate a

multimedia content delivery session then invoke a series of transactions and �nally

either the user or the application terminates the session.
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Figure 1.4: Overall multimedia service and content delivery research framework

Initially, the work will de�ne a model for understanding the relationship between
the content provider, the service provider, the content delivery system and the con-
sumer. It will then focus on e�cient content delivery using di�erent IMS controlled
transport modes along with support of interactivity and personalization, as depicted
in Figure 1.4. Since the IMS supports an individual bidirectional communication
channel to each IMS subscriber, the realization of the interactivity and personaliza-
tion will be feasible. On the other hand, although the IMS enables the delivery of
seamless converged multimedia services over �xed and mobile access technologies, it
currently only supports unicast content delivery rather than multicast or broadcast
transmission modes, by means of which content delivery gains much more e�ciency.

E�ciency is described in the Webster2 dictionary in three de�nitions: 1) as the
ratio of the useful energy delivered by a dynamic system to the energy supplied

1Please refer to "An integrated interactive application environment for session-oriented IPTV

systems enabling shared user experiences" by O. Friedrich
2http://www.merriam-webster.com/
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to it; 2) the e�ective operation as measured by a comparison of production with
cost (as in energy, time, and money); 3) the ability to do something or produce
something without wasting materials, time, or energy. Fielding [6] de�nes the net-
work e�ciency as the ability of a network-based application to e�ectively minimize
use of the network. With respect to our research work, the e�ciency is de�ned as

the ability to deliver multimedia content with minimum usage of network resources.
In this regard, real-time delivery properties such as delay and packet loss, as well
as the architectural properties such as network performance, user-perceived quality
and scalability will be considered.

This dissertation focuses on an E�Cient Session-based MultImedia Content De-

livery in Next Generation Networks e�Cient sessiOn-baSed MultImedia Content
Delivery in Next Generation Network (COSMIC). Figure 1.4 illustrates the three
research topics that are of signi�cance in this research:

1. Multimedia Session Control and Management: The main objective of
this topic is to examine and analysze the interaction and communication mod-
els for the delivery of multimedia content in an IMS-based network. Further it
will de�ne control and content delivery mechanisms from content provider to
the consumer through the IMS session by taking into consideration real-time
requirements in terms of optimizing session setup delay and e�cient content
delivery by making use of several transmission modes (unicast, multicast or
broadcast) whenever possible, i.e. based for example on terminal capabilities
and network conditions. Within this context, speci�c standardized mecha-
nisms will be applied. Session setup delay and processing performance are
criteria for the e�ciency of this component. While the realization of interac-
tivity and personalization will be based on session management and context-
awareness of user activities, the related-research aspects will not be considered
in this dissertation.

2. Content management: The objective is to develop new mechanisms that
enable the service provider to obtain or receive multimedia content from mul-
tiple sources which include professional and/or amateur Content Providers.
User generated content will play here an important role. Therefore, discovery
and control mechanisms for content delivery from content provider to service
provider and content storage is the focus of this topic.

3. Media Delivery Functions: In order to support multiple sources and var-
ious channels content delivery, network-centric content adaptation functions
are in the scope of this work. With this regard, mechanisms for controlling me-
dia delivery and adaptation functions that follow a centralized session control
paradigm are considered as well. Although the distribution of content deliv-
ery and adaptation functions are important for large networks, the distribution
pattern is not in the scope of this dissertation.

These three key functionalities are still missing and a common integrated solution
at the point of writing was not available. Figure 1.4 illustrates the roles of these
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three functionalities and their interactions within the IMS network. Furthermore
and as stated above, this dissertation will concentrate only on IMS protocols and
their dependences. The proposed solutions presented within are specially targeted
towards the NGN network; however, they might be also applicable for other kinds
of IP-based networks. Also, the scope is directed to the IMS network level: Im-
plementation errors or user errors are not considered. This dissertation will focus
on dedicated IMS related multimedia applications, and does not consider common
IP-based applications. The design of the architecture as well as the related com-
ponents will follow the Service-Oriented Architecture (SOA) paradigm and enable
service openness towards third parties in order to make use of the multimedia con-
tent delivery functions through open interfaces easily.

1.5 Major Contribution

The work explores a junction on the frontiers of two research areas: multimedia
applications and centralized content delivery network. In summary, this dissertation
makes the following contributions:

1. Classi�cation and discussion of several delivery and interaction models for
IMS-based multimedia applications based on the architectural properties they
would induce when applied to the architecture for delivering real-time multi-
media services;

2. Analysis of existing multimedia content delivery approaches in terms of e�-
ciency;

3. The design and development of basic core functionalities for delivering real-
time multimedia content streams from multiple sources to various user devices
capable of connecting and communicating with di�erent types of access net-
works. With this regard, this work relies on the NGN subsystem-oriented
architecture which allows the integration or the extension of new functional-
ities without modifying the existing subsystems. The dissertation proposes
enhancements to the NGN session procedure with the required extensions.

4. Providing reference implementation of the core functionalities and disseminat-
ing the results through publications and workshops and contributing to the
related standardization organizations.

These topics are discussed throughout this dissertation and the related results are
summarized in the �nal chapter.

1.6 Methodology

This dissertation will provide a �vefold approach for addressing problems within the
above described scope as follows:
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1. Study and analyze existing content delivery approaches and related technolo-
gies, in particular for existing NGN-based networks and identify the main
issues that prevent the e�cient multimedia content delivery.

2. Identify the key properties for real-time content delivery de�ned in the liter-
ature and then de�ne the requirements of multimedia services for generalized
multimedia delivery functions from the perspective of content provider, service
provider, connectivity provider and user.

3. Model an end-to-end framework addressing our identi�ed functions with the
related network entities and/or corresponding enhancements. Based on this
model and speci�c IMS-based service pro�les, several interactions and delivery
models are to be studied and the related impact on e�ciency, user and network
performance are evaluated. Therefore, the work will explore existing delivery
mechanisms available in literature and advance them where needed or de�ne
new methods targeted for e�cient content delivery.

4. E�cient multimedia content delivery requires mainly three core functionali-
ties: content management, session-based delivery control and media handling.
The recommended delivery mechanisms will guide the work to design the tar-
geted media delivery core architecture and to specify the related interfaces and
dependencies. As a result of the analyses, a reference implementation will be
developed.

5. Finally, end-to-end system functionalities and component basic functions are
going to be validated and evaluated by conducting performance measurement
on speci�c component or interfaces.

State-of-the-art analysis: 

· Real-time Multimedia Content 

Handling 

· Access and Transport Capabilities

· Standard and Fora

Requirement Analysis
· Multi-sources content management 

· Multimedia session management 

· Content adaption and delivery 

Discussion & Modeling: 

· Session-based content delivery 

· Content Delivery Core 

Functionalities 

· Scalable Content Delivery Network

Specification and Implementation of 

the NGN-based Content Delivery 

Core Functionalities

Validation, Evaluation and 

Comparison with other approaches

Refine the Implementation

For analysis

Figure 1.5: Work�ow of the research

Figure 1.5 illustrates the necessary steps to be followed in this dissertation showing
the basic core functionalities for delivering rich multimedia content applications in
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an NGN-based infrastructure in an e�cient manner.

1.7 Thesis Structure

The dissertation is structured in seven main parts:

1. Chapter 2 provides an overview of the relevant technologies and standards in
the context of this dissertation and with regard to multimedia content delivery.

2. Chapter 3 identi�es detailed requirements of the basic core functionalities for
e�cient real-time content delivery in the NGN infrastructure.

3. Whereas chapter 3, de�nes the requirements, chapter 4 discusses these re-
quirements and analyzes the interaction and delivery models in an IMS-based
network. Then, it provides recommendations for the design of the targeted
architecture.

4. Chapter 5 describes in detail the design of media delivery core functionalities
that are of interest within the research framework according to the discussion
taking place in chapter 4.

5. Chapter 6, explains the reference implementation and applied tools and tech-
nologies.

6. In chapter 7, the validation of the implementation carried out at Fraunhofer
FOKUS and in industry and research projects is presented. Further, end-to-
end evaluation and interface or component speci�c performance measurements
are discussed and dissertation results are compared with other approaches in
current and past research activities.

7. Finally, chapter 8 gives a summary of this dissertation and introduces open
research questions and future works.



Chapter 2

State of the Art

2.1 Introduction

This chapter gives an overview of the available technologies that impact directly
or indirectly the delivery of multimedia content. The most promising applications
of our era deal with aspects of real-time, collaboration and user generated con-
tent (production, distribution, consumption) regardless of the network used (wired,
wireless).

In the �rst section we give an overview of the delivery modes; namely unicast,
multicast and broadcast. Then the di�erent architectural models for controlling con-
tent transmission are discussed followed by the associated signaling and transport
protocols. Section two represents current network architectures for multimedia con-
tent delivery and related standards whereas �xed and mobile access and transport
technologies are introduced followed by NGN core control and �nally the service en-
vironments. Last section discusses the summary of the state-of-the-art technologies.

2.2 Fundamentals of Multimedia Content Delivery

2.2.1 Transmission Modes

Multimedia content has to be sent from one or multiple sources to one or more
recipients, whereas data packets (e.g. multimedia packets) are usually transmitted
from a content provider to consumers via a dedicated network technology. With
this context, there are three modes for content transmission, as introduced in the
following subsections.

2.2.1.1 BroadcastMode

Multimedia content is transmitted from a single source over a unidirectional broad-
cast channel. Every recipient of the broadcast signal can receive and possibly render
the multimedia packets. Content is primarily broadcast on the access network such
as the DVB or 3GPP MBMS.

2.2.1.2 Multicast

Multimedia content is transmitted from a single source to n users. There are several
approaches for the realization of multicast content transmission:
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1. The access layer: The DVB and the MBMS support content delivery to
dedicated users each of which shall join or be aware of the multicast group
address.

2. The IP core: Routers create optimal distribution paths for multimedia pack-
ets sent to a multicast destination address spanning tree in real-time. In-
terested users should join the associated multicast group, following the IP
multicast protocols.

3. The application level: An application-based overlay network is in charge
of the transmission of multimedia packets by replicating multimedia packets
among di�erent members. The application-based multicast approach is not
e�cient as IP multicast due to data duplication on the application layer that
requires more resources compared to IP multicast. The nodes organize them-
selves in some well-de�ned manner (e.g. into mesh or tree structures) [7] and
[8].

While the multicast transmission improves the e�ciency of content delivery,
multicast-awareness on the application server is mandatory in order to support in-
teractivity and personalization features.

2.2.1.3 Unicast

In unicast transmission mode, multimedia packets are usually sent from a single
source to a single destination. The transmission relies on interactive bidirectional
transmission channel. This mode is mainly used in most web-based Internet and
mobile applications. Protocols that support this mode of transmission are known
as unicast protocols.

2.2.2 Control Delivery Models

Most of the content delivery platforms require an infrastructure in order to be able
to manage the delivery of multimedia content from the content provider to users
with support of adaptability and personalization. The related control functionalities
can be centralized, partially or fully decentralized, according in particular to their
locations: in the network nodes and/or in the end-user devices. In these regards
there are three classes of control models that are introduced in the next subsections.

2.2.2.1 Centralized Control

The centralized control model is the most frequently encountered of the control
model for Internet-based applications. There are two classes of this model:

1. Client-Server control model (CS): A server, o�ering a set of services,
listens for requests upon those services. A client, desiring that a service be
performed, sends a request to the server via a de�ned protocol. The server
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either rejects or performs the request and sends a response back to the client.
The basic form of client-server does not constrain how the application state
is partitioned between the client and the server. It is often referred to by the
mechanisms used for the protocol and application logic, such as a web browser
or a VoD application using the Hypertext Transfer Protocol (HTTP) or the
RTSP (Real Time Streaming Protocol), respectively.

2. Master-Slave control Model (MS): A controller is the master giving com-
mands and the slave is the processing node performing actions, such as a media
server or a media gateway in an NGN. As the master often controls a set of
slaves, this model may decrease the performance of the controller. For this
reason, the number of the slaves shall not exceed a speci�c number. However,
it is application dependent.

In MS model, the slave is always tightly-coupled with a dedicated master, in contrast
to the client in the CS model in which the client can select to initiate request to
any server at any time. Both models are widely used in NGN due to their ease of
implementation.

2.2.2.2 Decentralized Control Model

Decentralized control is based on mesh topology connection or follows the peer-to-
peer (P2P) model, where nodes build a structured or unstructured overlay topology,
which is signi�cant autonomy from central server, such as BitTorent [7]. P2P dis-
tribution has emerged as a practical solution due to its ease of deployment, low cost
of operation and scalability.

The advantage of P2P content distribution over the client-server model is that it
enables o�ering of more resources to clients by e�ectively turning each one of them
into a secondary server that o�ers the same content (or live content stream) from the
original server. Nevertheless, P2P network have shown a clear lack of mechanisms
to ensure e�cient and fair utilization of network resources [3].

2.2.2.3 Session-based Control Model

Session-based control model is a variant of the centralized client-server model, in
which the client establishes a session on the server then invokes a series of services
on the server and �nally either the client or the server terminates the session. The
application state is shared between the client and the server. This model is typically
used in VoIP or IMS-based IPTV sessions [9] and [10].

The advantages of the session-based control model are that it is easier to cen-
trally maintain the services on the server, reducing concerns about inconsistencies
in deployed clients when functionality is extended, and improves e�ciency if the
interactions make use of extended session context on the server. The disadvantages
are that it reduces scalability of the server, due to the centralized service control,
unlike the p2p model.
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2.2.3 Content Delivery and Supported Protocols

In an NGN environment, multimedia content delivery protocols are primarily based
on Internet protocols de�ned by the IETF (Internet Engineering Task Force). These
protocols can be classi�ed into three categories:

1. Signaling protocols responsible for controlling multimedia session or processing
nodes such as SIP or H.248.

2. Transmission Protocols used to transfer media stream or data such as RTP or
HTTP protocol.

3. Resource Management protocols used to carry authentication, authorization
and accounting messages such as Diameter.

As there are several protocols used in or that support the delivery of multimedia
content, the following subsections describe only those protocols related to this work.

2.2.3.1 Session Initiation Protocol

The Session Initiation Protocol (SIP) is an application layer protocol de�ned by the
IETF for controlling and managing any multimedia session. It is designed to estab-
lish, modify or terminate a session among two or more partners. The session may
include one or more types of media tra�c (e.g. audio, video, messaging, interactive
gaming, etc.).

According to the IP paradigm, SIP is an end-to-end signaling protocol following
the session-based control model, in which each SIP entity may act as a client and as
a server concurrently. SIP is a text-based protocol in�uenced initially by the HTTP
[11] and Simple Mail Transfer Protocol (SMTP) [12], and it still uses some of these
functionalities, e.g. Uniform Resource Identi�ers (URIs) and many message header
�elds such as "To" and "From". SIP is highly extensible, and thus multiple RFCs
and other documents can de�ne new extensions to the SIP speci�cation [13].

SIP is supposed to control sessions rather than the transmission of media tra�c
(e.g. voice packets). Description and transport of content are managed by other
protocols, which are run in conjunction with SIP such as the SDP or RTP, respec-
tively, and will be outlined in the next subsections. SIP de�nes four types of logical
entities that may act as a client by initiating requests, as a server by responding to
requests or both. A set of logical entities may be implemented on one single entity.
These entities are:

User Agent (UA) : The endpoint entity that initiates and terminates a SIP ses-
sion. It contains user agent client and user agent server.

SIP Proxy (SP) : Responsible for routing SIP messages between SIP entities. It
is in charge of request validation, user authentication, forking requests, address
resolving, or canceling pending sessions.
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Registrar : It maintains the user location (IP and SIP ID). Therefore it accepts
user registration requests and stores this information in location service for
further reference.

SIP Redirect Server : It accepts SIP requests and responds with the redirection
message that refers the client to contact another SIP address.

The SIP proxy, registrar and redirect server are mostly implemented on one
physical server with a local or distributed database to store user subscription and
registrar information. However, the SIP proxy server is transparent to the UAs and
thus it is not allowed to modify SIP messages.

SIP messages are plain text and are either a request or a response referring to
a SIP method or a SIP state code, respectively. A SIP message consists of three
parts:

• Start Line which includes message type (SIP method or response code) and
protocol version. The start line is called Request-Line for request and Status-
Line for responses. The Request-Line covers a request URI indicating the
target user or service. The core SIP speci�cation de�nes six SIP methods as
summarized in Table 2.1. The Status-Line includes the numeric Status-Code
and its associated textual phrase, as shown in Table 2.2.

• Headers: SIP header �elds are used to convey message attributes and to modify
message meaning. They take the format <name> : <value>;

• Body: A message body is used to carry session description information. For
instance, in a VoIP session, the message body includes both end's IP addresses,
ports and supported audio codecs, or the message body may cover textual or
binary data related in some way to the negotiated session.

Method Description

INVITE Initiating or modifying a session

ACK Con�rming the �nal response for an INVITE message

BYE Terminating a session initiated with an INVITE dialog

CANCEL Canceling session establishment initiated by an INVITE message

OPTIONS Queries the capabilities of the other side

REGISTER Registering SIP user with the location service

Table 2.1: SIP basic methods

Additional SIP methods have been de�ned in numerous speci�cations produced
by the IETF in di�erent RFCs. From the point of view of this research, it is essential
to consider the event framework as one of SIP extensions for the core speci�cation.
The RFC 3265 de�nes the SUBSCRIBE and NOTIFY methods which provide a
general event noti�cation framework for SIP [9]. This framework includes procedures
for creating, refreshing, and terminating subscriptions, as well as the possibility to
fetch or periodically poll the event resource. This event framework is one of the
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more convenient mechanisms when compared to e.g. HTTP, which is based on
request-response model.

In order to use the event framework, extensions need to be de�ned for speci�c
event packages. An event package de�nes a schema for the event data and describes
other aspects of event processing speci�c to that schema. An RFC 3265 imple-
mentation is required when any event package is used. Therefore there are several
events packages de�ned in di�erent RFCs. For instance, the RFC 3680 de�nes the
SIP Event Package for Registrations that enables the detection of changes in regis-
tration status, or the RFC 3856 de�nes an event package for the indication of user
presence (status, activity, mood, etc.) [14]. Moreover, the RFC 3903 de�nes the
PUBLISH method used by all event packages as mechanisms for pushing an event
into the system [15]. The �rst application of this extension is for the publication of
presence information.

Class Description

1xx Provisional messages - used by the server to indicate progress, but they do not

terminate SIP transactions (searching, ringing, queuing, etc).

2xx Success answer

3xx Redirection message

4xx Request failure (client mistakes)

5xx Server failure

6xx Global failure (busy, refusal, not available anywhere)

Table 2.2: SIP request codes

Because the majority of the NOTIFY messages generated by the subscription
refreshes do not indicate any change of the event state, and the subscriber usually
is in possession of the event state already, the RFC 5839 [16] de�nes an extension to
RFC 3265 to optimize the performance of noti�cations. When a client subscribes,
it can indicate what version of a document it has, so the server can skip sending a
noti�cation if the client is up-to-date. It is applicable to any event package.

Further SIP extensions have been de�ned in several RFCs for either a speci�c
purpose or targeted application. The RFC 5411 [13] gives a good summary of these
extensions that, unlike the core speci�cations, are not used for every SIP session or
registration.

In the SIP session, message exchanges that last a certain amount of time are
classi�ed in SIP as either dialog or transaction. A dialog is a peer-to-peer SIP
relationship between two UAs that persists for some time. A dialog is established
by SIP messages, such as a 2xx response to an INVITE request. Such a dialog
can be terminated with a BYE message at a later time. Depending on the type
of session, dialogs can exist for a considerable amount of time, e.g. during a voice
session or a video transmission. SIP transactions consist of a single request and any
responses to that request, which includes zero or more provisional responses and one
or more �nal responses. As such, any dialog is created from individual transactions.
Transactions have a client side and a server side whereas a transaction builds a
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hub-by-hub relationship between each UAC and UAS, contrary to the dialog.

2.2.3.2 Session Description Protocol

The Session Description Protocol (SDP) is an application layer protocol de�ned by
the IETF in RFC 4566 [17]. It is commonly used to describe multimedia sessions in
real time in conjunction with the SIP or the RTSP (Real Time Streaming Protocol)
protocol. It does not actually de�ne a network protocol, as it does not have a trans-
port mechanism or any kind of parameter negotiation. It de�nes a simple message
format. It follows the O�er-Answer model where, for each received request (o�er),
a response (answer) must be created. Thereby the description of the multimedia
session and the negotiation of the necessary parameters required for this multimedia
session are realized. SDP is a text-based protocol like SIP and consists of a set of
lines following the form type = value. The types are identi�ed by a single letter
and the format of the value depends on the type. Some lines in each description
are required and some are optional but all must appear in exactly the same order.
Table 2.3 lists most of the types de�ned in the SDP protocol.

Type Description Type Description

v Protocol version b Bandwidth

o Owner of the session and session

identi�er

z Time zone adjustments

s Session name k Encryption key

i Session information a Attributes

u URL containing a description of the

session

t Time interval when the session is ac-

tive

e E-mail address to obtain information

about the session

r Repetition time

p Phone number to obtain information

about the session

m Transport protocol information (me-

dia line)

c Connection information

Table 2.3: Type de�ned by SDP

2.2.3.3 Media Processing Control Protocols

In order to make use of media server functions, a controller, an application server
or a user agent can request a function via a dedicated control protocol. Currently,
there are two control protocols for controlling the media server used in the industry,
H.248/MGCP and SIP. In a VoD session a user agent may also use the RTSP (Real-
Time Steaming Protocol) to control media stream, as follows:

1. Real-Time Steaming Protocol (RTSP): The RTSP is an application layer
following client-server control model as de�ned by the IETF in RFC2326 [18].
It is designed to control the delivery of multimedia streaming data such as
the VoD it establishes and RTSP is the "network remote control" between
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the server and the client. It provides remote control functionality for audio
and video streams, such as play, pause, fast-forward, reverse, and absolute
positioning. The data source can be live or stored content. It is designed to
work with other protocol like SDP, RTP and RSVP to provide a complete
streaming service over IP-based network.

2. H.248: This protocol was initially de�ned by the IETF with the name
MEGACO in the RFC2805 [19] and then published by the ITU-T in dif-
ferent recommendations. It is used to control the media gateways following
the master-slave control model in which the controller issues commands to
be executed by the slave (media gateway). It is primarily speci�ed to sup-
port media processing functions within a VoIP session, in particular between
IP-based network and PSTN network.

3. Basic Network Media Services with SIP: The initial media processing
control protocol that is based on SIP is the Basic Network Media Services with
SIP, which is de�ned in RFC 4240 and is known as Netann [20]. It describes
how to invoke only three simple operations in a media server using SIP, without
any modi�cation on SIP protocol, by using the user address or the left-hand-
side of the URI as a service indicator. These three services are announcements,
simple conferencing and scripted Interactive Voice Response (IVR).

4. Media Server Control Markup Language (MSCML) and Protocol:
The MSCML is de�ned in RFC5022 as an alternative to Netann to partially
address two of Netann's de�ciencies, namely the unscripted IVR and advanced
conferencing [21].

2.2.3.4 Real-time Transport Protocol

Real-Time Transport Protocol (RTP) is an end-to-end streaming protocol de�ned
by the IETF in RFC 3550 [22]. It provides various mechanisms for the transmission
of multimedia content such as video and audio streams. It is network and transport
protocol independent; however, it is mostly used over UDP and thus can rely on
unicast or multicast transmission modes.

Due to the unpredictable delay and jitter on IP networks, RTP provides a time
stamping mechanism and packet numbering in order to ensure sequential packet
rendering. Further, RTP de�nes payload type identi�ers to specify the type of data
being transmitted.

Since RTP is content and transport protocol independent, there is no guaranty
that RTP data packets will arrive in order as they were sent. Packet reconstruction
has to be done in the application level by using the information provided in the
packet header.

While RTP does not provide any mechanisms for obtaining feedback on the qual-
ity of data transmission and information about participants in the on-going session,
these issues are addressed by the control protocols like Real-Time Control Proto-
col (RTCP), RTSP or SIP. When an application requires a certain level of quality of
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service, RTP application can rely on any QoS mechanisms like the Resource Reser-
vation Protocol (RSVP) [23]. Nevertheless, the RTCP is de�ned in conjunction with
the RTP in RFC 1889 [22] in order to control the quality of the RTP media streams,
so RTCP packets are sent periodically to all of the participants in the session. RTCP
packets are stackable and are sent as a compound packet that contains at least two
packets, a report packet and a source description packet.

2.2.3.5 Resource Management Protocols

DIAMETER was de�ned by the ITEF in RFC 3588 [24] as a successor for RADIUS
[25] with additional extensions and improvements. The Diameter is de�ned in terms
of base protocol and set of applications. The base protocol provides an extensible
framework for the use of Authentication, Authorization, and Accounting (AAA)
services. Each application is based on services of the base protocol in order to sup-
port a speci�c type of AAA requests. While applications may reuse the Diameter
base protocol accounting commands, the base protocol is always used in combina-
tion with a particular application that implements the actual authentication and
authorization. The protocol is designed with the objective of simple extensions to
be added on the top of the base protocol stack. All Diameter clients and servers
must use the base protocol in conjunction with at least one diameter application
e.g. diameter relay agents only need to implement the base protocol since it does
not need authentication or authorization functionality.

The Diameter is a peer-to-peer protocol and any diameter node can initiate a
request. Diameter has three kinds of network nodes: servers, clients and agents. A
diameter server handles the authentication, accounting and authorization requests
from the clients. Diameter clients are usually the end devices of the network that
perform access control and originate AAA requests. The agent provides relay, proxy,
redirect or translation services. Diameter messages are routed according to the
network access identi�er of a particular user. The �exibility to de�ne new Diameter
applications and vendor-speci�c attributes allows customization without threatening
interoperability. This feature of Diameter is recognized by standardization bodies
worldwide and 3GPP chose it as the AAA protocol in IMS.

2.3 Network Architecture

This section provides an overview of the IP-based network architecture; from access
technologies to NGN core networks, up to service environments.

2.3.1 Access Technologies

The idea of broadband access from anyplace at any-time is becoming a reality due
to advances in broadband, �xed and mobile access networks.
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2.3.1.1 Wired Network

For years the major barrier to broadband connectivity has been the access net-
work. The inadequate network infrastructure and the huge cost of new installations
formed the well-known "last mile problem", which hindered broadband access at
home. Connecting each house to broadband access networks however, represents
an unprecedented opportunity to set the stage for a vast range of new multimedia
applications and added value services to residential users, expanding the customer
base beyond the corporate environment [3].

Digital Subscriber Line (DSL) technology is a modem-based access technology
that leverages existing twisted-pair telephone lines to transport high bandwidth
data, such as Internet tra�c, IPTV or VoIP. There are a number of similar forms of
DSL technologies which di�er mainly in upstream and downstream bit rate. Cur-
rently the Very-High-Data-Rate Digital Subscriber Line (VDSL) de�ned in ITU
G.993 series enables symmetrical delivery up to 100 Mbps with support of QoS.
Future generations of VDSL2 will permit signi�cantly higher data rates compared
to current VDSL2, because data rates up to 0.5 Gbps were demonstrated in the lab
using technology for line bonding and crosstalk cancellation for DSL, also known as
vectoring.

To break down the bandwidth bottleneck of the access over twisted pair cables
and to satisfy the requirements for high bandwidth services, Passive Optical Network
(PON) was developed which is a point-to-multipoint access technology in which
passive optical splitters are deployed to serve multiple premises. Gigabit Ethernet-
PON (GEPON) enables symmetrical delivery up to 10 Gbps on a single �ber, in
which the capacity can be shared among 32 subscribers.

2.3.1.2 Wireless Network

The incremental enhancement of wireless technologies results in the consideration
of wireless access technologies for delivery of interactive multimedia applications.
There are three types of wireless access networks:

3GPP-based Wireless Access Technologies : The 3GPP access technologies
have evolved towards all IP-based infrastructures. The objective is to pro-
vide very high throughput with support of mobility and QoS. 3GPP access
technologies support bidirectional unicast communication channels in which
an individual mobile user can access a wide range of interactive multime-
dia applications. For instance, the Long Term Evolution (LTE) is supposed
to increase throughput (up to 82 Mbps downlink and 18 Mbps uplink) and
decrease end-to-end latencies. Although the cellular network was primarily
voice centric following the point-to-point communication model, 3GPP has
extended the core network and the radio interfaces in release 6 in order to
support e�cient broadcast and multicast IP packet delivery. The related sub-
system is known as Multimedia Broadcast Multicast Services (MBMS) [26],
which allows for two transmission modes: the broadcast mode and the mul-
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ticast mode. In broadcast mode, transmissions take place regardless of user
presence in a de�ned area (e.g. serving cell), whereas in multicast mode solely
those areas are supplied where subscribers need to be served according to
an initiated Join request. Concerning the radio interface point-to-multipoint
transmissions in downlink direction are introduced in order to optimize radio
resources. MBMS o�ers limited capacity - approximately three channels at
256kbits/s. In the core network, the MBMS makes use of application-based
multicast instead of IP multicast. In comparison to previous 3GPP releases,
the Broadcast/Multicast Service Centre (BM-SC) is introduced as a complete
new functional entity serving as the central controlling unit. It is connected
to the General Packet Radio Service (GPRS) Support Node (GGSN) over the
interfaces Gmb and Gi. The former interface provides access to the control
plane functions, the latter to the bearer plane.

IEEE-based access technologies : IEEE-based wireless access technologies
cover various wireless technologies with di�erent targeted applications. For
instance, WLAN (IEEE 802.11) is targeted to provide wireless connectivity
for home or business users with a coverage up to 100 m. WiMAX (IEEE
802.16) was initially developed to enable the delivery of last mile wireless
broadband access as an alternative to cable and DSL and is enhanced with
mobility and QoS features (IEEE 802.16e). However, WiMAX 802.16m can
provide four times the data rate when compared to the performance of the
previous standard.

Digital Video Broadcast : The DVB standard was designed to broadcast dig-
ital TV services and has been maintained by the DVB project since 1993
[27]. DVB systems transmit data using a variety of approaches: over satel-
lite DVB-Satellite (DVB-S), cable DVB-Cable (DVB-C), terrestrial DVB-
Terrestrial (DVB-T) and handheld DVB-Handheld (DVB-H). As DVB-T is
mainly targeted at stationary receivers and is not suitable for mobile devices,
the DVB-H standard was proposed, which enhanced the physical and link
layers of DVB-T to reduce power consumption and improve performance in
urban indoor environments. DVB-H can achieve a capacity of 5 to 11Mbits/s
on an 8MHz channel. Depending on the con�guration, 20 to 30 channels
at 256kbits/s should be possible. While DVB was initially designed to sup-
port broadcast transmission, there are several standardized solutions such as
DVB-RCS (Return Channel Satellite), DVB-RCT (Return Channel Terres-
trial) or DVB-RCC (Return Channel Cable) or DOCSIS (Data Over Cable
Service Interface Speci�cation) that have been developed to facilitate bidirec-
tional communication channels, thus supporting interactive applications (e.g.
VoIP or VoD) [28]. The e�orts of DVB-IPTV (DVB-IPTV), the collective
name for a set of open, interoperable technical speci�cations developed by
the DVB Project, in order to facilitate the delivery of digital TV using the
Internet Protocol over bi-directional �xed broadband networks, is the DVB
project's answer to current activities in the sphere of IPTV. In addition to
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DVB's interactive middleware speci�cations, DVB-Multimedia Home Plat-
form (DVB-MHP) and Globally Executable DVB-MHP (GEM) [29], which
also include IPTV pro�les, give the DVB Project a good standing in the IPTV
world.

2.3.2 Transport

The transport nodes are responsible for routing multimedia packets from source to
access networks with speci�c QoS. Two technologies, namely the IP multicast and
the 3GPP Evolved Packet Core, are presented in the next two subsections, from
e�ciency and mobility perspectives, respectively.

2.3.2.1 IP Multicast

In an IP-based network, a terminal that wants to receive information related to a
particular multicast channel, "joins" one or several content channels (e.g. expresses
interest to receive content associated with this channel identi�ed by an IP multicast
group address). This information is processed in the routing layer of the core network
and is used for optimizing the data delivery path. "Optimizing" means that, over
connections shared by receivers of the same multicast channels, data is transmitted
just once, even if it needs to be delivered to a large number of receivers. Once the
terminal wants to terminate the session, it sends a leave message to the edge router.
The protocol used to join or leave a group is called the Internet Group Management
Protocol (IGMP) which is de�ned by the IETF for IPv4 in three versions, namely v1
RFC1112, v2 RFC 2236 and v3 RFC 3376. IGMP Version 3 (IGMPv3) enables fast
channel changes since a single message could contain both join and leave information.
For IPv6, the Multicast Listener Discovery Version 2 (MLDv2) de�ned in RFC 3810
provides functionality equivalent to IGMPv3.

In IP multicast, the implementation of the multicast concept occurs at the IP
routing level, where routers create optimal distribution paths for packets (mostly
UDP packets) sent to a multicast destination address spanning tree in real-time. The
IETF de�ned Protocol Independent Multicast (PIM) protocol is used to calculate
the optimal multicast trees across the IP network based on the Interior Gateway
Protocol (IGP) route calculations. The IGMP de�nes four messages which are:

JOIN : generated by user equipment to indicate interest to receive multicast pack-
ets from a dedicated multicast group

LEAVE : generated by user equipment to indicate interest in stopping the recep-
tion of packets from a multicast group

QUERY : generated by the edge router to ask a user equipment which multicast
groups it is member of.

MEMBERSHIP REPORT : generated by user equipment to report on the mul-
ticast groups it belongs to.
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Recently, IP multicast has garnered considerable interest due to the rapid deploy-
ment of the IPTV systems in telecom operators' networks.

2.3.2.2 Evolved Packet Core

Recognizing the need for integration into a converged wireless environment of
3GPP and non-3GPP access technologies, 3GPP initiated the standardization of
the Evolved Packet Core (EPC) as an all-IP architecture [30] and [31]. The EPC
is able to support access control, subscription based resource reservations, security
and seamless mobility between di�erent access networks. The EPC contains a clear
delineation between the control and the data path through the core network. Its
main components are classi�ed based on their functionality as follows:

• Subscription data entities (e.g. HSS, AAA Server, etc.) - store, update and are
able to transmit noti�cations on the subscription pro�le of users and perform
authentication and authorization;

• Control Entities (e.g. PCRF and Mobility Management Entity) - based on
various functional triggers, they make policy-based decisions regarding con-
nectivity, access control and resources required by a UE.

• Gateways (e.g. Serving GW, Packet Data Network-GW, etc.) - forward the
data tra�c of the UE and ensure access control, QoS and mobility management
according to the decisions made by the control entities.

Together these entities enable the provisioning of connectivity and the allocation
of resources according to the pro�le of the user and based on the requirements of
each application. The applications are considered external to the EPC architecture
and are generically named Application Functions (AFs). The role of the Application
Function (AF) can be taken by IMS architecture, by a service broker, by an interme-
diary node of the operator on the application path or directly by the infrastructures
of third party service providers.

2.3.3 Real-time Multimedia Content Control in NGN

The initial speci�cation of the NGN core is based on the IP Multimedia Subsys-
tem (IMS), initially de�ned in 3GPP release 5 and further enhanced in subsequent
releases - release 10 is currently being de�ned [32]. The speci�cations include [33]:

1. The logical architecture - functionalities of logical elements, a description of
the interfaces between the elements, selected protocols and procedures.

2. user authentication and authorization based on mobile identities,

3. de�nite rules at the user network interface for compressing SIP messages,

4. security and policy control mechanisms



26 Chapter 2. State of the Art

5. charging framework,

6. service control and

7. interworking with legacy and IP-based networks.

Since the IMS speci�cations are based on the Internet Engineering Task Force
(IETF) protocols, other standardization bodies targeting the realization of all-IP-
based infrastructure have adapted the IMS according to their business and technical
requirements. The 3rd Generation Partnership Project 2 (3GPP2) de�nes the IMS
as part of the IP Multimedia Domain (IMD), which contains the Packet Data Sys-
tem as well. Although 3GPP2 IMS is based on 3GPP IMS speci�cations, there are
still distinctions between both systems due to the di�erent underlying packet and
radio technology. The ITU-T and the ETSI TISPAN NGN architecture consider
the IMS to be a central function that o�ers control capabilities for delivering mul-
timedia services [2, 1]. Since ITU-T and ETSI TISPAN NGN architecture follow a
subsystem-oriented architecture, IMS elements and related functions are distributed
in di�erent subsystems, namely the IMS core for session control, the Resource and
Admission Control Subsystem (RACS) for QoS and the User Pro�le Server Func-
tion (UPSF) for user database management. Furthermore, PacketCable adopted in
version 2.0 speci�cations many of the basic functional entities and reference points
de�ned in the IMS of release 6 [28]. However, it has been decided that the concept
of common IMS for unifying all IMS standards' e�orts from all bodies (3GPP2,
TISPAN, CableLabs) will be in 3GPP at 3GPP release 8 and beyond.

The IMS is considered today to be the control overlay for the delivery of IP-
based multimedia services over �xed and mobile access technologies. It has become
the global standard for unifying service provisioning and forms the base for generic
service concepts such as Fixed Mobile Convergence (FMC), triple/quadruple play,
NGNs and IPTV.

2.3.3.1 IMS Architecture

The IMS is de�ned as overlay control layer on IP-based network for multimedia
session management following the client-server paradigm and provides media pro-
cessing and interworking capabilities with other IP-based network or circuit switch
technologies. Due to the fact that all IMS core related issues are de�ned by 3GPP,
the following discussion will follow 3GPP speci�cations according to release 8 (�-
nalized by 3GPP recently) which consider four parts:

1. IP Multimedia Subsystem Core Network that comprises all IMS core
related elements for provisioning of multimedia services including application
servers.

2. IP Connectivity Access Network (IP-CAN) that provides for the trans-
port of multimedia signaling and tra�c. IP-CAN will maintain the services



2.3. Network Architecture 27

while the terminal moves. An example of IP-CAN is the 2G/3G PS Core Net-
work and UTRAN. IP-CAN may contain Policy and Charging Control (PCC)
that has the capability to provide QoS, and apply packet classi�cation and
policies. PCC also provide charging control based on service data �ow. PCC
architecture includes Policy and Charging Rules Function (PCRF), and Policy
and Charging Enforcement Function (PCEF). The PCC is equivalent to the
ETSI TISPAN Resource and Admission Control Subsystem (RACS).

3. User Equipment, where the IMS stack and all IMS-based services of the
client are installed and enable the user to communicate with the IMS network
through the IP-CAN. For IMS connectivity, the UE uses IMS IMS Subscriber
Identity Module (ISIM) which stores IMS Public User Identity (IMPU) and
IMS Private User Identity (IMPI).

4. IMS Interworking that de�nes signaling and media interfaces to other IMS
or IP-based network and legacy circuit switches technologies, such as Public
Switched Telephone Network (PSTN) and Global System for Mobile Commu-
nications (GSM).
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Figure 2.1: Overall IMS logical architecture

Figure 2.1 illustrates an overall IMS Core Network architecture; a detailed
architecture that conforms to 3GPP Release 8 is depicted in Appendix A. The IMS
core elements can be divided into �ve categories, as follows:

Call Session Control Function (CSCF) : There are four CSCF elements re-
sponsible for session switching in IMS network [32]. These are:

• Proxy CSCF (P-CSCF): The �rst contact point within the IMS Core Net-
work. Its IP address is discovered by UEs during Packet Data Protocol
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(PDP) context activation or through the use the Dynamic Host Con�g-
uration Protocol (DHCP). The P-CSCF behaves like a proxy, accepting
requests and servicing them internally or forwarding them. It performs
functions like authorizing the bearer resources for the appropriate QoS
level, emergency calls, monitoring, header (de)compression, resolving the
IP address of the Interrogating CSCF (I-CSCF) and ensuring that SIP
message contains Network Access Type

• I-CSCF: The �rst contact point of the IMS home network for all con-
nections directed to a subscriber of that network operator, or a roaming
subscriber currently located within that network operator's service area.
There may be multiple I-CSCFs within an operator's network. I-CSCF
performs functions like assigning an Serving CSCF (S-CSCF) to forward
SIP messages and translates E164 addresses.

• S-CSCF: In charge of session control for the endpoint and maintains
session state as needed by the IMS core network. The important func-
tions performed by S-CSCF include user registration/de-registration and
interaction with services platforms for user subscribed services on the Ap-
plication Server (AS). The S-CSCF decides whether an AS is required to
receive information related to an incoming SIP session request to ensure
appropriate service handling. The decision at the S-CSCF is based on
�lter information downloaded from the Home Subscriber Server (HSS)
during user registration. This �lter information is stored and conveyed
on a per application server basis for each user.

• Emergency CSCF (E-CSCF): Responsible for receiving emergency calls
from P-CSCF and then routing the call to emergency call service after
location validation (if connected to Location Retrieval Function).

Although 3GPP de�nes di�erent interfaces between the CSCFs, all these in-
terfaces use SIP as signaling protocol, but only with header modi�cation ac-
cording to element role. A detailed description of the IMS reference points
and related speci�cations are provided in Appendix A.

User Pro�les : HSS is the repository of user pro�les and is equivalent to the ETSI
TISPAN UPSF and the Home Location Register (HLR) in 2G systems. The
HSS maintains user pro�les of all IMS subscribers and service-related data of
the IMS core network. The main data stored in the HSS covers user identi-
ties, security, registration information, and �lter criteria. The DIAMETER
Protocol is used in order to communicate with the HSS and the SLF and
thus di�erent interfaces are de�ned between both elements and the other IMS
entities. Media Processing: The IMS includes two types of media-processing
entities; namely the media gateways and the media server. Each type has an
associated controller. A Master-Slave model is followed between the two, in
which the controller is the master giving commands and the slave is the pro-
cessing node performing actions (i.e. the gateway or the media server). The
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Media Gateway (MGW) or Trunking Gateway (trGW) provides transcoding
and gateway capability between IP based streaming nodes (e.g. IMS UE or
media server) and legacy Time-division multiplexing (TDM) nodes (e.g. PSTN
or Public Land Mobile Network (PLMN)). One or a set of MGWs is controlled
by the Media Gateway Control Function (MGCF) via the H.248 protocol. On
the other hand, the MGCF interacts with the IMS core via the SIP. In case
of deploying distributed MGWs in the IMS network, the Breakout Gateway
Control Function (BGCF) is de�ned between the S-CSCF and the MGCFs in
order to select the appropriate gateway for each call.

Resource Management : The IMS de�nes roles and policies that ensure the de-
livery of QoS-aware multimedia services based on user subscription. Therefore
there are several functions distributed among several IMS elements which are:

• PCRF: Enables the communication between the IMS core (on the ap-
plication layer) and the IP core (GGSN or packet data network gate-
way (PDN-GW)). Based on negotiated SIP messages between the two
end IMS nodes and operator de�ned network policy, the PCRF provides
policy decision and charging control functionalities to the PCEF. The
P-CSCF sends session information (e.g. intended media tra�c, destina-
tion IP addresses, ports, codec, etc.) over the Rx interface to the PCRF
via the DIAMETER protocol. In turn, the PCRF provides the related
policies and IMS Charging Identi�er (ICID) to the PCEF over the Gx
interface via the DIAMTER protocol [34].

• PCEF Provides policy enforcement of IP bearer resources, service data
�ow detection, QoS handling, and online/o�ine charging interactions.
This functional entity is commonly located at GGSN in the 2G/3G PS
case [34].

• Bearer Binding and Event Reporting Function (BBERF): Provides sim-
ilar PCEF functions, which de�ne the generic capabilities of PCEF for
LTE and non-3GPP access network gateways.

• Media Policy Information: This information is stored as part of the ser-
vice pro�le data, which is stored on the HSS. It contains an integer that
identi�es a subscribed media pro�le in the S-CSCF (e.g. allowed SDP
parameters). This information allows IMS operators to di�erentiate be-
tween IMS subscribers. They may de�ne di�erent customer classes, such
as gold, silver and bronze with various authorized media types (e.g. A
gold user may use a HD video call, but a silver user only a standard
video call). The S-CSCF is in charge of checking user requests against
user authorized media pro�le stored in the user pro�le.

• O�ine and Online Charging Functions: The IMS de�nes the architecture
of online and o�ine charging systems that collect charging information
from IMS nodes and transfer these data to the billing domain.
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• TISPAN RACS: Contrary to the 3GPP PCRF, the RACS is de�ned by
the TISPAN. RACS is responsible for elements of policy control, resource
reservation and admission control. RACS also includes support for core
Border Gateway Services (BGS) including Network Address Translator
(NAT). RACS essentially provides policy based transport control services
to applications. This enables applications to request and reserve trans-
port resources from the transport networks including access and core
network within the scope of RACS.

In spite of the fact that the RACS and the PCRF provide similar functions
and use DIAMETER protocol, each has di�erent protocol pro�le with various
Attribute-Value Pairs (AVPs) supporting the same level of service. In the
meantime, 3GPP has recently started an activity targeting the harmonization
of the related reference points between AF and the PCRF and the RACS;
namely the Rx and Gq`, respectively.

IMS Interworking : There are two types of interworking interfaces with other net-
work technologies, namely interconnecting with IP-based networks and TDM-
based technologies. The Interconnection Border Control Function (IBCF) is
used to interconnect with other IMS and IP-based networks. To interconnect
IMS subscribers with circuit switch networks like PSTN or GSM, the BGCF,
the MGCF and the MGW are de�ned as described in the previous subsection.

2.3.3.2 Media Processing

The Media Processing Function (MPF) is comprised of the Media Processing Func-
tion Processor (MRFP), which provides the processing capabilities and the Media
Processing Function Controller (MRFC) that controls one, or a set of MRFPs.
Media processing capabilities are de�ned to support telephony applications. These
capabilities include streaming audio or video announcements, recording, transcoding
and stream mixing (e.g. in a Conference Bridge). Application Servers can request
these capabilities from the MRFC via SIP.

In all cases of Application Server control, all session control requests that are
passed between the Application Server and the MRFC are sent via the S-CSCF using
the ISC interface and the interface of the Mr reference point using SIP protocol.
Based on SIP messages the MRFC creates H.248 commands towards a dedicated
MRFP. In addition to the session control requests, media control related commands
and resources (e.g. audio message) may be passed between the Application Server
and the MRFC using a new interface called Cr, which was de�ned in release 8.

On the other hand, the Media Resource Broker (MRB), which was de�ned re-
cently in release 8, is a functional entity responsible for both the collection of ap-
propriate published MRF information and the supplying of appropriate MRF infor-
mation to the AS. The MRB supports the sharing of a pool of heterogeneous MRF
resources by multiple heterogeneous applications. MRB assigns speci�c suitable
MRF resources to calls as requested by the AS, based on MRF capability speci�ed
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by the applications as well as other criteria. The Rc interface is used by the AS to
request that media resources be assigned to a call when utilizing MRB. The details
for how the AS uses the MRB for the media resource characteristics it wants for a
particular call are not yet speci�ed [35].

2.3.4 Service Environment

There are various alternatives to an NGN application server, which can be classi�ed
in two categories; namely, services hosted on one Application Server (e.g. SIP AS,
JAIN, or OSA AS) or autonomous services built directly on top of IMS reference
points (OMA enablers). The following subsections will focus on the technologies
related to this research work.

2.3.4.1 Application Server Concept

According to the IMS speci�cation, an Application Server (AS) provides the service
logic and service creation environment for applications and services. The AS is
intended to in�uence and maintain the various IMS SIP sessions on behalf of the
services. It may act in �ve modes:

1. Terminating point for SIP signaling

2. Originating point of a SIP session

3. Redirecting or forwarding SIP requests acting as a SIP redirect server or a
proxy server, respectively;

4. Third Party Call Control in which the AS interconnects two (or more) SIP
UAs to a multimedia session whereas the AS invited the corresponding SIP
UAs to a multimedia session by passing the SDP parameters among these SIP
UAs (often without any modi�cations).

5. Back-to-Back SIP UA in which the AS acts as a termination point for SIP UA
requests, but it initiates accordingly new SIP requests towards another SIP
UA to get it involved in this session and thus it keeps controlling the entire
SIP session. In this model, SIP UAs are not aware of each other (at least on
SIP signaling level where SIP dialogs are built between the AS and the SIP
UAs, but not among the SIP UA themselves).

Services in this instance refer to IMS services, which are based on the IMS
reference points (e.g. instant messaging, presence, conferencing etc.). The advantage
of the application server is that it enables IMS to operate in a more �exible and
dynamic way, while the AS provides the system with more intelligence.

Native SIP services can be developed and deployed on a SIP application server.
For this reason, there are several technologies for achieving this purpose: SIP
servlets, Call Processing Language (CPL) script, Common Gateway Interface (CGI)
and Java API for Integrated Networks (JAIN) APIs. Most of the current available
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AS solutions leverage the Java programming language and thus make use of all
its provided mechanisms, like SIP servlets, JAIN SIP, JAIN Service Logic Execu-
tion Environment (SLEE) [36], etc. JAIN standardizes signaling protocols of the
communication channels in Java application programming interfaces. In general,
the SIP Application Server simpli�es service development due to the availability of
high-level as well as low level programming interfaces as depicted in Figure 2.2.
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Figure 2.2: Application server interfaces

SIP Servlet API [37] was de�ned to simplify the development of SIP-enabled
applications. By using the already existing servlet architecture, it is relatively easy
for developers who are familiar with HTTP Servlets to create SIP enabled appli-
cations. Basically for each type of SIP message a method is de�ned to handle it.
One example is a "doInvite" method that handles SIP INVITE messages. Currently
there are many JSRs de�ned by the Java community as summarized in Table 2.4.

JSR # Description Comments

116 Initial speci�cation of SIP Servlet as a high-level exten-

sion API for SIP servers to be deployed and managed

based on the servlet model SIP generic APIs 289 En-

hancement to JSR 116 to meet new industry require-

ments

SIP generic APIs

180 SIP API for J2ME de�nes a multipurpose SIP API for

J2ME clients. It enables SIP applications to be executed

in memory limited terminals, especially in targeting to

mobile phones.

SIP generic APIs tar-

geting J2ME

281 IMS services API provide a high-level API to access IMS

core services (registration, QoS, media connection, etc.)

by simplifying the API de�ned in JSR 180

Targeting general

IMS core services

but not speci�c

applications

325 IMS Communication Enablers (ICE) de�ne a high level

API targeting Java ME based devices in order to access

a set of dedicated IMS Enablers such as presence, mes-

saging, PoC, etc.

Targeting dedicated

applications

Table 2.4: SIP JSRs
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2.3.4.2 Open Mobile Alliance

In 2002 the Open Mobile Alliance (OMA) was established by many mobile network-
ing players as a global organization for the standardization of mobile services based
on open global standards, protocols and interfaces and not dependent on proprietary
technologies. Primarily, OMA stems from the Open Mobile Architecture initiative
and the WAP forum. Currently OMA integrates many forums, such as the WAP
Forum, Location Interoperability Forum (LIF), Wireless Village, Mobile Gaming
Interoperability Forum (MGIF), etc. The design concept of the OMA can be con-
sidered as a step towards a Service Oriented Architecture (SOA). It enables the
mapping of service elements onto the underlying network infrastructure and the in-
tegration with other enablers or applications with little e�ort. The modular elements
used in OMA (enablers) have clear functional roles and a clear set of dependencies
on one another. This means that a particular enabler may require some coopera-
tion with other enablers. For instance, the Push-to-talk over Cellular (PoC) enabler
makes use of the presence enabler and XML Document Management Server (XDMS)
enabler.

OMA Presence Enabler OMA de�nes the architecture for the Presence Ser-
vice Enabler, which includes a general network-agnostic model for mobile presence
using the IETF SIMPLE speci�cations based on SIP and event framework intro-
duced in the clause 2.2.3.1. The presence enabler is de�ned by the OMA in several
documents, but overall architecture is de�ned in the architecture document [38].
The Presence Enabler manages user presence information that can be invoked from
other enablers. Those enablers can assume one or more of the following roles:

• Presence Source: publishes Presence Information to the Presence Enabler;

• Watcher: subscribes to retrieve Presence Information from the Presence En-
abler;

• Watcher Information Subscriber: subscribes to retrieve Watcher Information
from the Presence Enabler; and

• XDMC: manages XML documents stored in the Presence XDMS, RLS XDMS
(Resource List Server) and Presence Content XDMS.

The presence enabler is composed of the following functional entities:

Presence Server (PSE) is a network entity that is responsible for managing pres-
ence information on behalf of a presence entity. Aggregates information related
with a presentity (i.e. Presence Entity) for watchers.

• Accepts and stores Presence Information published to it.

• Distributes Presence Information and Watcher Information.

• Retrieves Presence Information from Presence Sources.

• Regulates the distribution of Presence Information and Watcher Infor-
mation in the manner requested by Watchers.
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Presence Source (PSO) provides Presence Information to a Presence Service. The
Presence Source can be located in a user's terminal with or within a network
entity, which we refer to as Presence User Agent (PUA) or Presence Network
Agent (PNA), respectively.

Watcher requests Presence Information about a Presentity or multiple Presentities
from the Presence Service. The Watcher can be located in a user's terminal
or within a network entity.

Watcher Information Subscriber (WIS) requests Watcher Information about a
Presentity from the Presence Service. It provides a mechanism for a user
agent to �nd out what subscriptions are in place for the presence event pack-
age. The related subscription event package is known as winfo. The Watcher
Information Subscriber can be located in a user's terminal or within a network
entity.

Resource List Server (RLS) is a network entity that accepts and manages sub-
scriptions to:

• Presence Lists and Request-contained Presence Lists, which enables a
Watcher to subscribe to the Presence information of multiple Presentities
using a single subscription transaction; and

• Request-contained Watcher Information Lists, which enables a Watcher
Information Subscriber to subscribe to the Watcher Information of mul-
tiple Presentities using a single subscription transaction.

Table 2.5 provides a summary of the functional entities of the presence enabler
and the related mapping to the IMS architecture. In the case that the Presence
Source (PS) is located in the network, it may interact with S-CSCF and HSS for
collecting subscriptions and registering information. It can retrieve information from
S-CSCF from the 3rd party register and with subscription to the reg-event package.
Furthermore, the presence enabler makes use of the XDMS to store di�erent type
of XML documents, as follows:

• Presence XDMS which manages presence subscription rules and permanent
presence state. It supports subscription to and noti�cation of changes to
stored documents.

• Resource XDMS which manages presence lists. A resource list is identi�ed by
a URI, and it represents a list of zero or more URIs. Each of these URIs is an
identi�er for an individual resource for which the subscriber wants to receive
information.

Presence Content XDMS which is capable of managing media �les for the Presence
Service. The Presence Source can store a media �le (e.g. icon) in the Presence
Content XDMS and include a static URI pointing to that media �le as part of
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Presence Function IMS

Presence Server Application Sever (Presentity)

Presence Source User Equipment & AS (Presentity)

Watcher UE & AS (Watcher)

Watcher Information Subscriber UE & AS (Watcher)

Resource List Server AS (Watcher)

Table 2.5: Relationship of the presence enabler and the NGN core
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Presence Information. The Watcher can use the URI to obtain the media �le using
XML Document Management Client (XDMC) procedures.

The presence enabler is de�ned to be deployed on the top of any SIP-based
network, but should be realized in an IMS-based network in order to utilize the
IMS capabilities like SIP messages routing, user authentication, maintenance of the
registration state and charging.

2.3.4.3 Service Openness

For opening network functions and capabilities, the Open Service Access and Par-
lay Group speci�es a set of open Application Programming Interfaces (API) based
initially on CORBA and later on Web services technologies [39]. The target is en-
abling application developers to conceive network protocol details and particular
network sophistications by abstracting these functions through open standardized
APIs. The design of Open Service Access (OSA)/Parlay APIs has evolved from the
idea of mapping network functions into a set of standardized programming inter-
faces, called Service Capability Features (SCF) in OSA/Parlay terminology. Com-
pared to Parlay, Parlay-X interfaces present more abstract and simpli�ed interfaces
than those of Parlay.

Figure 2.3 shows the relationship between the CORBA-based Parlay and the
web-services-based Parlay X APIs over a network element. The parlay Gateway
maps CORBA Interfaces to the network element functions with the corresponding
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protocol (SIP, SS7, INAP, etc.). Above that, Parlay applications can get access to
these SCFs implemented on the Parlay Gateway through the CORBA APIs using
any kind of programming languages.

The SCFs present the network functionality and provide the mechanism through
which applications can access underlying network capabilities by invoking certain
interfaces. SCFs can be run on Service Capability Servers (SCSs), which are the
logical entities that implement the OSA APIs and interact directly with the core
networks. Therefore the SCSs can be considered to be black boxes like the SIP AS.
In contrast, the OSA/Parlay approach has the advantage of opening the network
services towards the 3rd party providers and hiding network technologies and their
protocols.

Furthermore, OSA/Parlay interfaces are not bound to any underlying network
technology. As an example, the SIP AS is tightly coupled with SIP protocol whereas
OSA is protocol independent from a developer perspective.

2.3.4.4 IMS-based IPTV

ETSI TISPAN and the ITU-T (among other standardization bodies, such as ATIS
[4]) have been working on the speci�cation of an IMS-based IPTV framework. In this
section, we are going to introduce the ETSI TISPAN IMS-based IPTV architecture,
which is still under de�nition in release 3 (which was proposed to be �nalized at
the end of 2010). Figure 2.4 illustrates the functional architecture based on the
IMS core and other TISPAN transport and control functional elements; namely the
NASS and RACS. The other functional components are as follows:

Application and IPTV Service Functions : This layer de�nes a set of ITV
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functions based on the IMS core and interacts with the UE either via the ISC,
Ut or Xa interfaces. These functions are:

• IPTVService Control Functions (SCF): The SCF node is in charge of
managing the IPTV session, triggering media functions and providing
IPTV services. Session management includes session handling, user au-
thorization, and checking user credit limit and credit control. Based on
user capabilities and media delivery functions, the SCF select the rele-
vant TV media functions provided by the MDF. The SCF behaves as
an IMS application server thus it relies on the ISC interface and uses
the UPSF to store user related IPTV service pro�le. There are multiple
IPTV services speci�ed, such as linear/broadcast TV (with or without
supporting trick functions), time shifted TV, content on demand (CoD),
network/client Personal Video Recorder (PVR), interactivity, etc. For
more information, we refer to the related standard [40].

• Service Discovery Function (SDF) and Service Selection Functions (SSF):
The SDF and the SSF provide information to the IPTV subscriber about
IPTV services. The SDF is in charge of generating and providing service
attachment information to the customer according to his subscription
and preferences (e.g. device capabilities or personalized setting). The
subscriber can obtain such con�gurations after the performance of the
IMS registration based on pull or push mode. The SSF provides a list
of available services that the user can browse and select. For each IPTV
service, the SSF delivers three types of information: (1) a service identi�er
that is used by the SCF and the media delivery function to serve user
initiated requests; (2) network parameters needed for use during session
initiation and (3) service description of each IPTV service.

IPTV Media Control Functions (MCF) and Media Delivery Function (MDF)

: IPTV Media Functions are responsible for controlling and delivering media
�ows to the user. The Media Control Functions (MCF) is in charge of
controlling media delivery functions provided by one or a set of media servers
(i.e. MDF). Within this context, it keeps tracking the status of the available
media processing functions provided by the MDFs, and content distribution.
Based on this information, it delegates media processing requests to a selected
MDF. It enables the SCF to trigger the media processing functions via SIP
and through the IMS core. On the other hand, the MDF is in charge of media
�ows delivery by applying the required media processing functions (such as
encoding, transcoding, content ingestion, etc.), if required. Further, the MDF
is responsible for content storage and may apply required protection.

User Pro�le Server Function (UPSF): The UPSF is the main data repository
in the ETSI TISPAN NGN architecture and thus the IPTV services use the
UPSF to store all user related data. The IPTV control elements (SCF, SSF,
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SDF and the IMS core) interacts with the UPSF via the Cx and Sh reference
points via Diameter protocol.

IMS-based Session Control : IPTV services are IMS-based applications that
use IMS protocols to initiate, modify and update session parameters. With
this regard, UE has to host (e.g. the set-top-box or home gateway) shall install
IMS protocol stacks in order to communicate with the IMS core and make use
of IMS services (e.g. presence, messaging and telephony), as well as IPTV
services.

Transport Control and Processing Function : The IPTV makes use of the
NASS and RACS to control transport and access nodes for the delivery of
video content with QoS to users.

In spite of the fact that the IMS-based IPTV speci�cations are in the �nal stages,
there are no implementations available currently in the market. However, there are
several IMS deployments around the world.

2.4 Related Work

Various research e�orts tackle the problems of multimedia delivery over IP networks.
As there were only limited research works in the IMS-based content delivery area
available at the beginning of this dissertation, the essential requirements of the
corresponding framework were published in [41]. The following subsections will
present several research works related to this thesis.

2.4.1 IMS-based Streaming Platforms

An IMS-based architecture for delivering TV services has been introduced in [42].
Although the authors comprehensively discussed the interfaces between the user
equipment (IPTV Terminal Function) and the network side, the paper does not ex-
plain how the IPTV service controls the media delivery components (media servers)
for content delivery and media processing (if this is required). Furthermore, it is
not clear how the content provider, the service provider and the network operator
could be smoothly integrated in the value chain of the content delivery.

The authors of [43, 44] outline motivations, bene�ts and the feasible technical
challenges in the IMS-based IPTV framework. The authors of [43] present an ar-
chitecture to provide IMS based IPTV according to the ETSI-TISPAN deployed in
the ScaleNet project [44] consisting of functional elements and the description of
basic call �ows to provide IMS based IPTV according to ETSI TISPAN. Their work
describes an IPTV service called "Click to Multimedia Service".

2.4.2 IMS and Peer-to-Peer Integrated Architecture

Within the Ambient Networks project [45] service speci�c overlay networking for
adapting multimedia content has been designed, which is based on a peer-to-peer
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communication model for service discovery and service path management for media
delivery [46]. The authors introduce the integration of the overlay-networking for
media processing into the IMS session, while assuming that the end-terminals are
part of the overlay network and the IMS network. Since the overlay network - called
Service-Speci�c Overlay Networks (SSONs) - already provides end-to-end session
management, the integration of the IMS session will introduce an additional delay
into the session setup between session participants. Unfortunately the paper does
not provide any evaluation result for this concept.

2.4.3 Session Establishment

There have been several research e�orts analyzing the signaling delay for the es-
tablishment of an IMS-based session depending on the type of access technology
used: Munir [47] analyzed the end-to-end delay when the source is UMTS and the
destination is WiMAX and vice versa. The signaling delay is analyzed separately
for transmission delay, processing delay and queuing delay. Fathi et al. [48] stud-
ied the optimization of SIP session setup delay for voice over IP (VoIP) service in
3G wireless networks. Analysis of SIP-based mobility management in 4G wireless
networka is introduced with some delay issues in [49]. Ulvan et al. [50] analyzed
the end-to-end delay including the IMS core and terminals where the originating
equipment and the terminating equipment connected either to UMTS or WiMAX
access networks. In spite of these e�orts, the evaluation of di�erent SIP interactions
models and the corresponding impact on the network is still missing. However,
changing the interactions model of an application can have more impact on perfor-
mance and e�ciency than the signaling delay of the communication protocol used
for that interaction.

In most VoIP network deployments, SIP is implemented over User Datagram
Protocol (UDP) protocol. While the UDP is useful when carrying a small message
size of signaling tra�c, it is inappropriate for large message size (larger than the
Maximum Transmission Unit (MTU)). However, new XML-based session descrip-
tion formats like presence information can increase this average size dramatically.
For signi�cant signaling loads, the fast retransmit algorithms and their congestion
control mechanisms make Transmission Control Protocol (TCP) and Stream Con-
trol Transmission Protocol (SCTP) much better choices than UDP. Gonzalo C. et al.
[51] evaluated the SIP protocol over the TCP, UDP and SCTP on a network simula-
tor and compared the three transport protocols under di�erent network conditions.
They concluded that SCTP is somewhat better suited to signaling transport than
TCP, providing a slight increase in performance from the end user's perspective.

Vingarzan et al. [52] conducted end-to-end performance measurements of the
IMS signaling plane using the FOKUS open IMS core [53]. The test cases focused
on voice call sessions in which the IMS clients communicated over di�erent wire-
less technologies such as wireless LAN 802.11b and 802.11g, 3G Universal Mobile
Telecommunications System (UMTS) and GPRS. The objective of the work was to
determine whether or not each of these wireless technologies was a suitable access
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technology for supporting IMS-based services. While the performance measurements
conducted in this work were based on two SIP methods, namely the SIP Register
and SIP Invite methods, the evaluation of di�erent SIP transactions in respect to
di�erent types of multimedia applications was not considered.

2.4.4 Multimedia Content Delivery

In a managed network multimedia, content can be transmitted in either unicast or
multicast delivery modes using RTP (over UDP), as discussed in 2.2.1. However,
due to some limitations in the use of IP multicast in the Public Internet (which
is an unmanaged delivery network as discussed in 1.3.1), Application Layer Mul-
ticast (ALM) [54] techniques have been proposed where the ALM is implemented
by network endpoints as discussed in 2.2.1.2. ALM has been further re�ned with
di�erent approaches being proposed that optimize the routing of packets within the
overlay network and also by combining IP multicast with overlay multicast in a
hybrid approach [55].

In contrast to content provided over a managed network, the OTT providers'
content delivery is based on the best-e�ort model and thus the OTT service providers
do not have any way to allocate network resources for guaranteed service delivery.
The lack of end-to-end QoS allocation and in particular on network access has led
to the use of adaptive streaming protocols that are mainly based on HTTP (over
TCP), such as the HTTP Live Streaming Protocol which is still an IETF draft at the
time of writing this dissertation [56]. However, some proprietary implementations
are already available such as Microsoft Smooth Streaming [57] and Adobe HTTP
Dynamic Streaming [58].

2.5 Discussion

This chapter has introduced the fundamentals of multimedia content delivery to-
gether with the related network architectures in NGN and service environments.
The bene�ts and drawbacks of the broadcast, multicast and unicast multimedia
content delivery modes were discussed for a better understanding of the scenarios in
which they can be applied. While the broadcast and multicast delivery modes have
inherent scalability and e�ciency, the unicast mode is more suited to personalized
and interactive multimedia content delivery, such as VoD services or personalized
advertisement. Therefore the content delivery platform needs to make use of all
these transmission modes according to the situation/environment of a user.

Common control models for content delivery in IP-based network are classi�ed in
three classes; (1) centralized control model such as the client-server and master-slave
model, (2) decentralized control model like P2P overlay and (3) session-based control
model like state-full applications (e.g. VoIP service). Each of the control models
has bene�ts and drawbacks, but the most e�cient model for content delivery is the
session-based control model, as it enables e�cient and fair utilization of network
resources (e.g. QoS and content adaptation).
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Multimedia delivery protocols are classi�ed into three categories: (1) Signaling
protocols that manage the entire session between content source and recipients and
trigger the required network resources for content adaptation, such as SIP and H.248;
(2) Transmission Protocols that are used to transfer multimedia content stream or
data like RTP or HTTP protocols and (3) Resource Management protocols are used
to carry authentication, authorization and accounting messages like Diameter. In
an NGN environment, a multimedia session may involve more than one protocol;
therefore the selection of a speci�c interaction model associated with the chosen
protocol(s) is signi�cant for resource usage e�ciency and performance in content
delivery. However, the SIP (with 3GPP speci�c extensions) is the main signaling
protocol in the NGN. It enables session establishment, modi�cation and termination.
A session can be any network connection a user initiates that lasts for a certain time
e.g. voice call, VoD session, gaming and so on.

The idea of broadband access from anyplace at any-time over any access medium
still presents a challenge. While the broadband �xed access technologies (such as
DSL and PON) support the unicast and multicast delivery models, the wireless
technologies still face problems. First, although the 3GPP MBMS extends the radio
and core with multicast and broadcast capabilities, there is no MBMS deployment
available in the market today. Second, it is expected that all IEEE wireless tech-
nologies support unicast and multicast transmission modes, but we still experienced
many problems with multicast over WLAN in our lab experiments (these problems
were, however, traced to de�ciencies in the WLAN manufacturer's protocol stack
implementation). Third, while the DVB-MHP and GEM extend the DBV with
interactive middleware speci�cations, the DVB is still considered to be broadcast
technology. Thus, operators will probably never take DVB into account when it
comes to personalized interactive scenarios where AAA (Authentication Authoriza-
tion and Accounting) and QoS features are to be taken into consideration.

Various IP-based converged wired and wireless network architectures for deliv-
ering multimedia content have been presented. The main focus has been on the
control and application layers, as they are responsible for session management and
content adaptation in an NGN environment. Recently, the IP Multimedia Subsys-
tem (IMS) has gained global acceptance by telecommunication and cable operators
as an access agnostic control layer for delivering multimedia services and thus sev-
eral deployments of the IMS are running over �xed and mobile networks in di�erent
countries worldwide. The market forecast of global revenue from IMS components
is that it will grow from USD 1612.6 million in 2008 to USD 7964.3 million in 2012
at a CAGR (Compound Annual Growth Rate) of 49.1% and the user equipment
market will grow from USD 3.88 billion in 2008 to USD 34.86 billion in 2012 at a
CAGR of 73%, according to a Bharat Book Bureau report [33]. On the other hand,
the analysts forecast that the number of global IPTV subscribers will grow from
41.2 million at the end of 2010 to 101.7 million in 2014, a compound annual growth
rate of 25.3% [59].

Three categories of multimedia services are currently o�ered by the telecommu-
nication operators through di�erent service delivery platforms. The �rst category
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includes audio and video telephony services. The second category covers messaging,
presence, gaming and �le sharing. The third category covers the delivery of TV
services (e.g. LiveTV, VoD with and without trick modes, local or remote Personal
Video Recorder). In fact, there is a strong market demand for more sophisticated
integration levels that will enable the "blending" of the capability of these ser-
vices into innovative service packages o�ered to the end user with personalized and
context-aware services providing users with an enhanced multimedia experience.

Extending IMS to support a set of generic service capabilities that collectively
build basic service delivery functionalities will easy enable the development of new
innovative services. The result of such integration is rapid cost-e�ective deployment
and reduction in CAPEX and OPEX. Furthermore, multicast-aware content delivery
through an IMS-based infrastructure will enable the delivery of new multimedia
services like community services and E-learning applications on a huge scale.

Although the integration of generic multimedia service capabilities over the IMS
will enable cross fertilization of multimedia services seamlessly, it will further intro-
duce new requirements for the IMS infrastructure. These requirements will include
multicast-aware multimedia session control, content management, content provision-
ing and e�cient content delivery.

Developing IMS-based applications will lead to inherent complexity of the IMS
in addition to the complexity in multimedia applications that may be composed of
di�erent communication channels to end users or to other network entities through
multiple interfaces and various protocols. Furthermore, in a multimedia applica-
tion, more than one party may be involved in the service delivery through multiple
network domains including content provider, service provider and network operator.

At the time this dissertation was begun, there was only limited research work in
the IMS-based content delivery area available, as discussed in 2.4. To di�erentiate
from concurrent research e�orts, this work:

• Provides an in-depth analysis of content delivery in general, in which the
content provider, service provider and consumer are involved, rather than
focusing exclusively on the delivery of TV services [60]

• Extends IMS session for content delivery over multicast and broadcast bearers
[61, 62]

• Introduces service openness towards third parties and the enabling of interac-
tivity and personalization.



Chapter 3

Media Delivery Core

Requirements

3.1 Introduction

This chapter deals with the de�nition of the requirements and identi�es potential
functional requirements by ensuring e�cient content delivery in an NGN-based net-
work. Multimedia content delivery in an IMS-based control network is addressed by
several standardization bodies, but they focus mainly on communication services.
Although ETSI TISPAN, and recently the Open IPTV Forum, specify an IMS-based
IPTV delivery subsystem, this e�ort is still ongoing and thus requires further study
and investigation.

First, content delivery properties of key interest are discussed by identifying the
real-time transmission and signaling properties, as well as the architectural proper-
ties for designing NGN-based multimedia applications properly. Then, the require-
ments of core functionalities are grouped and de�ned in three categories: multimedia
content management, session management and content delivery.

3.2 Content Delivery Properties of Key Interest

3.2.1 Real-time Delivery Properties

Despite the continued evolution of access and transport technologies there are a set
of common properties that will be considered for the delivery of multimedia content
e�ciently and with high quality. These properties are de�ned as following:

3.2.1.1 Audio Properties

For the evaluating of network performance for delivering real-time audio content,
the following properties will be considered:

1. Delay: This parameter de�nes the elapsed time (delay) for transferring a
packet from the source to the end user. So, if the delay is great enough to be
perceptible, then we have latency problems. For instance, most people begin
to notice deterioration in conversational quality when the delay of voice is
higher than 150 ms; and thus when it exceeds 200ms, they �nd it disturbing
and describe the voice quality as poor. The one way delay of media stream is
usually composed of four components:
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• Propagation delay: the time to travel end-to-end across the network.

• Transport delay: the time to get through the network devices along the
path.

• Encoding/Decoding & Packetization/De-Packetization delay: the time
taken for the codec to digitize the analog signal and to construct pack-
ets/frames - and for the decoder to reproduce the original signal at the
other end.

• Jitter bu�er delay: the delay introduced by the receiver or network ele-
ments (e.g. wireless access point) to hold one or more packets, to damp
variations in arrival times.

Furthermore, signaling delay adds to the total latency that has an impact on
user-perceived quality, so that the performance of an action is measured in
terms of its impact on the user of an application rather than the rate at which
the network moves information. The primary measures for user-perceived
performance are latency and completion time [6].

2. Jitter: Jitter is a variation in packet transit delay caused by queuing, con-
tention and serialization e�ects on the delivery path through the network. In
general, higher levels of jitter are more likely to occur on either slow or heavily
congested links. The sending side sends packets at a regular periodic rate, say
every 20 or 30 ms in a voice session. Ideally, the receiving side would receive
the packets at the same rate, in which case there's no jitter. However, due to
di�erent factors, few packets arrive quickly while others arrive more slowly. If
slow packets arrive too late, they are discarded to make way for the packet
that follows them. There are di�erent types of jitter that can take place in
the network:

• Constant Jitter: roughly constant level of packet to packet delay varia-
tion.

• Transient Jitter: characterized by a substantial incremental delay that
may be incurred by a single packet.

• Short Term Delay Variation: characterized by an increase in delay that
persists for some number of packets, and may be accompanied by an
increase in packet to packet delay variation.

3. Packet Loss: This parameter refers to packets that were not successfully de-
livered between two points. Lost packets appear as a momentary gap in the
session, but some tiny gaps are acceptable according to tra�c type. For in-
stance, underneath the de�ned threshold of 0.1% a human listener wouldn't
readily notice the gap in speech, however small packet losses can have large
impacts if compression is used. Packet loss can be caused by a number of
factors, including signal degradation over the network medium, congested net-
work links, etc. The quality of service degrades most signi�cantly when the
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loss is "bursty". A burst is generally considered a loss of a set of consecutive
packets. Moreover, discarded packets at the receiver end, due to late arrival
(i.e. missing the play out time of the jitter bu�er), also contribute to packet
loss even though the packets were successfully delivered to the destination.

3.2.1.2 Video Properties

The characteristic of video signal di�ers from audio signal radically, as the data rate
created by a video signal is highly variable due to di�erent compression techniques,
image position, motion activity or selected resolution. All these factors have sig-
ni�cant impacts on determining the required bandwidth for content transmission.
Therefore, even for a network that can manage to allocate bandwidth for a dedicated
stream, the amount of the allocated bandwidth either has to be the peak bandwidth
required during the whole session or has to be changed over time to re�ect the vari-
ability of video tra�c. The �rst choice results in waste of bandwidth because the
allocated peak bandwidth is not utilized all the time. The second choice is better
in bandwidth utilization but is also more complex to implement, as network nodes
should be aware of the state of content stream and the available bandwidth along
the communication path. In general there are two types of video tra�c:

1. Linear streaming where content is streamed without applying any bu�ering
or caching mechanisms, as in the case of broadcast TV, live captured event or
inter-active video conferencing. The requirements of QoS parameters (delay,
jitter and packet loss) for both audio and video tracks can be considered
equivalent.

2. On-Demand streaming where content is streamed by enabling bu�ering,
caching and support of trick functions such as pause, stop, fast-forward and
back-forward. On-Demand streaming has less stringent QoS requirements
since it is not delay and jitter sensitive (due to application bu�ering). How-
ever, On-Demand streaming might be used for important applications such as
e-learning, e-health applications or webcast, in which case it requires a certain
level of QoS.

3.2.1.3 Signaling Properties

It is also important to take into account the signaling tra�c and related QoS param-
eters. Although signaling tra�c is much less than media tra�c, packet dropping of
signaling tra�c may result in a perceptible delay in session setup or channel zapping
delay, which will be translated into a bad user experience. For instance, the ITU-T
recommendation E.721 de�nes the mean values for IAM (Initial Address Message)
end-to-end delay for session setup of an international voice session at less than 4
seconds. Unfortunately, the ITU-T has not de�ned the requirements of the session
setup or channel zapping time yet, as discussed in G.1080 [63]. However, the channel
zapping time should be less than two seconds in order to order to satisfy the user's
QoE, as proposed to be standardized by the ITU-T in [64].
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3.2.1.4 QoS Properties

As already stated, delay, Jitter, and packet loss represent the simplest evaluation ap-
proaches that could estimate the quality of the transmission path over various access
technologies, network topologies, di�erent routing mechanisms, and with variable
QoS settings. In addition to these metrics, Peak Signal to Noise Ratio (PSNR) and
Mean Square Error (MSEr) are the most common arithmetic metrics usually em-
ployed for the objective evaluation of audio or video signals [65]. These approaches
are commonly applied in combination with subjective tests, which are based on
Mean Opinion Scores (MOS) statistics in order to fully incorporate perceptual at-
tributes of the audio or the video signal. MOS statistics are obtained by conducting
live tests with human listeners in a highly controlled lab environment and collecting
their feedback through a questionnaire for conducting audience surveys. Further-
more, subjective tests are very useful in cases where the impact of various parameters
is not predetermined, often due to the characteristics of the content itself.

Therefore access and transport technologies have to de�ne and maintain a set
of tra�c characteristic parameters to ensure the e�cient delivery of signaling and
media tra�c. Most of these variables are de�ned by di�erent access and network
technologies such as in ATM (Asynchronous transfer mode), Ethernet IEEE 802.1p,
or 3GPP TS23.207 [66]:

Resource Type Classi�er : A scalar value which refers to a set of parameters
which determine packet forwarding characteristics on the access as well as
across the routing path. Network nodes could make use of this parameter in
order to distinguish di�erent type of data �ows and thus implement related
policies. In general, �ows are classi�ed in two categories: (1) Guaranteed Bit
Rate (GBR), (2) non-Guaranteed Bit Rate (non-GBR).

Upstream Maximum Bit Rate (UL MBR): indicates the authorized maximum
bit-rate for the uplink tra�c originating from the UE towards the network.
UL MBR can be maintained for each data �ow or for total tra�c. Downstream
Maximum Bit Rate (DL MBR): It indicates the authorized maximum bit-rate
for the downlink tra�c towards the UE. DL MBR could be maintained for
each data �ow or for total tra�c.

Upstream Guaranteed Bit Rate (UL GBR): indicates the authorized guaran-
teed bit-rate for the uplink tra�c originating from the UE towards the network.
UL GMBR can be maintained for each data �ow (e.g. voice tra�c) or for total
tra�c.

Downstream Guaranteed Bit Rate (DL MBR): indicates the authorized guar-
anteed bit-rate for the downlink tra�c originating from the network towards
the UE. DL GBR can be maintained for each data �ow or for total tra�c.
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3.2.2 NGN Architectural Properties

One of the goals of this dissertation is to provide design guidance for the task of
selecting or creating the most appropriate architecture for delivering multimedia
content in IMS-based networks, keeping in mind that an architecture is the real-
ization of an architectural design and not the design itself. An architecture can be
evaluated by its run-time characteristics, but we would obviously prefer an evalua-
tion mechanism that could be applied to the candidate architectural designs before
implementation. Unfortunately, architectural designs are notoriously hard to eval-
uate and compare in an objective manner. Like most artifacts of creative design,
architectures are normally presented as a completed work, as if the design simply
sprung fully-formed from the architect's mind [6]. In order to evaluate an architec-
tural design, we need to examine the design rationale behind the requirements it
places on a system, and compare the functions derived from those requirements to
the target of e�cient multimedia content delivery.

The �rst level of evaluation is set by the application's functional requirements,
which will be discussed in more detail in the next subsection. However, in practice,
other properties shall be taken into consideration, such as the e�ciency of interaction
models and the delivery properties of multimedia sessions, discussed above.

Fielding [6] de�nes a set of properties used to di�erentiate and classify archi-
tectural styles. I have included only those properties that are clearly related to
our subject in the following subsection. In general, e�ciency is de�ned in 1.4 as

the ability to delivery multimedia content with minimum usage of network resources.
However, in order to determine the e�cient content delivery methods and interac-
tion models the real-time properties de�ned in the previous section as well as the
architectural properties introduced in the following clauses will be considered in this
thesis.

3.2.2.1 Performance

The performance of a multimedia application is bound �rst by the application re-
quirements, then by the chosen communication model (e.g. push method, pull
method, client-server, peer-to-peer, master-slave, etc.), followed by the realized ar-
chitecture, and �nally by the implementation of each component [6]. The perfor-
mance can cover:

Network performance measures the e�ciency of network resource usage, such
that the solution can e�ectively minimize use of the network when it is possi-
ble to do so. Network performance can be described through a set of commu-
nication attributes such as throughput, overhead, bandwidth, etc. A style (so-
lution) impact network performance by their in�uence on the number of user
transactions and the granularity of data elements. For instance, a protocol
that encourages small interactions will be e�cient in an application involving
small data transfers among known components.
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User-perceived performance QoS measures the impact of a transaction on the
user of an application. The primary measures for user-perceived performance
are latency and completion time. Latency is the time period between sending
a request and receiving the response. The di�erence between an action's com-
pletion time and its latency represents the degree to which the application is
incrementally processing the data being received.

3.2.2.2 Scalability

The scalability refers to the ability of the solution to support large numbers of
entities, or transactions among system entities. Scalability can be improved by
simplifying entities, or by distributing functions across scalable network entities.
The type of communication in�uences these factors by determining the location of
application state, the extent of distribution, and the coupling between entities.

3.2.2.3 Mobility Support

The mobility refers to the ability of the architecture to enable its entities (e.g.
user) to move across di�erent networks while performing transactions with other
entities. The SIP is an example where a SIP UA may change the physical location
- accordingly IP connectivity - and still be able to interact with SIP network.

3.2.2.4 Reliability

Reliability, with respect to communication styles, can be considered the ability of a
protocol to transfer data among protocol entities consistently. Furthermore, it can
be viewed as the degree to which architecture is vulnerable to failure at the system
level in the presence of partial failures within its entities. A proposed protocol,
for example, can improve reliability by avoiding packet loss and single points of
failure, enabling redundancy, allowing monitoring, or reducing the scope of failure
to a recoverable action.

3.2.2.5 Visibility

Delivery styles or protocol can also in�uence the visibility of interactions within an
IMS-based application by restricting interfaces via generality or providing access to
monitoring. Visibility in this case refers to the ability of a component to monitor
or mediate the interaction between two other components. Visibility can enable
improved performance via the shared caching of interactions, scalability through
layered services, reliability through re�ective monitoring, and security by allowing
the interactions to be inspected by mediators (e.g., network �rewalls). The peer-to-
peer communication model is an example where the lack of visibility may lead to
security concerns.
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3.2.2.6 Simplicity

The primary means by which delivery style or protocol induces simplicity is through
the application of the principle of separation of concerns to the allocation of function-
ality within components. If functionality can be allocated such that the individual
components are substantially less complex, then they will be easier to understand
and implement. Likewise, such separation eases the task of reasoning about the
overall architecture. Applying the principle of generality to architectural elements
also improves simplicity, since it decreases variation within an architecture.

3.3 Core Functionalities

The continued innovations in Web technologies has enabled today's Internet to de-
liver multimedia streaming services ranging from classical video telephony to in-
teractive TV services as well as other media rich services. The fact is that ser-
vice providers, who operate over the top of the telecommunication domain, exploit
the availability of broadband networks for delivering multimedia services with high
quality, as explained in chapter 2. This leads to a global competition for customer
ownership among service providers, network operators and access providers. On
the other hand, value added telecommunication services and related service delivery
platforms have not ful�lled their promises to establish an open services market in
the past.

The standardization of the IMS represents the natural consequence in face of this
dilemma by combining traditional telecommunications concepts and Internet service
technologies. The IMS can be considered an overlay control subsystem over hetero-
geneous access networks that enable �xed and mobile convergence and the support
of service mobility across various access and operator networks. Furthermore, as it
de�nes standardized interfaces towards the application layer, the deployment cycle of
IMS-based applications is expected to be reduced compared to existing approaches.

Building multimedia streaming services based on the IMS shall utilize the NGN
basic capabilities such as user authentication, media authorization, access agnosti-
cism, and user availability through di�erent devices due to registration management,
session handling, and negotiation of device capabilities. Common scenarios for IP-
based streaming services already available in the market are IPTV and web-based
(HTTP-based) content streaming such as YouTube, as described in chapter 2. Al-
though IPTV is based on a managed end-to-end delivery model in order to enhanced
user perceived quality of service, the IMS-based content streaming framework shall
support both models; namely managed and un-managed content delivery.

Since content streaming is real-time critical, the e�ciency for content delivery
shall consider three types of tra�c; signaling, resource management and media.
Signaling tra�c (e.g. SIP messages) shall be sent when it is required with the
right protocol and suitable method. Resource management messages should be
minimized and network nodes should possibly have self-management mechanisms
(i.e. autonomic control of resources decision-making-elements and mechanisms that
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can be incorporated into the device architectures and overall network architecture).
Media tra�c shall use the available and suitable transport channel using either
unicast, multicast or broadcast mode and according to de�ned policies or criteria.
Further the access and transport core networks shall achieve media quality metrics
as de�ned in subsection 3.2.1.

As recent application development is based on service openness and follows a
SOA architecture, the proposed delivery framework shall provide basic delivery ser-
vices for multimedia content with de�ned open interfaces accessible from any 3rd
party application.

As the IMS core provides functions that support SIP session management, but
with limited scope of application logic, the application layer shall be in charge
of session handling and management among several players ranging from content
provider, to service provider and up to consumers.

In this context, the next subsections will de�ne the detailed requirements for the
application layer functions that are classi�ed into three categories, namely; multi-
media session management, multimedia content management and content delivery
functions.

Figure 1.4 illustrates the relational diagram showing the inter-relations of the
above system functional entities with each other and with other components (i.e.
content providers, users, IMS core, etc.). The requirements derived in this section
can then be mapped to these relationships. In this regards, the next subsections
address the detailed requirements for speci�c functional entities.

3.3.1 Multimedia Content Management

A multimedia application may be composed of several content components (e.g.
video, audio, image, text, etc.) provided by several content providers. Therefore,
each content component shall have a unique identi�er that identi�es the content
component within the service provider domain.

There are di�erent delivery use cases of multimedia content originating from the
content provider, as follows:

1. Content provider delivering multimedia content to one or a set of targeted end
users like the push to talk application, which end user can select a set of users
from his address book to send them a multimedia message.

2. Content provider publishing or uploading multimedia content to a web-portal
like YouTube

3. Content provider broadcasting multimedia content like TV or radio channels

4. Service provider requesting multimedia content form a dedicated content
provider.

Service provider may have business relationships with several content providers.
Therefore the framework shall support dynamic mechanisms for content publishing
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and discovery, so the content provider can announce the status of any multimedia
content in production or available for acquisition and the service provider can �nd
this content.

Service Providers shall be able to control the delivery of multimedia content
originating from one or a set of content providers. Multimedia content available in
the service provider domain or in the media delivery network (either stored or live)
must be managed in order to be sent to the consumer. As content capturing is a
task related to the content provider domain, it does not need to be considered here.

3.3.2 Multimedia Session Management

Delivering any type of multimedia content to a set of end users in di�erent contexts
and with various business relationships with the service provider requires session
handling and management. With regards to content delivery, user context may
include the capability of user equipment (supported audio/video codecs, network
devices, display resolution, etc.), user location, available access networks and user
presence status. However, other physical or environmental context information can
be considerable as well. Therefore the framework shall make use of context infor-
mation in order to adapt the content and network resources To attract user interest
in any multimedia application or content stream, announcement and discovery are
essential steps before starting with the content delivery process. Therefore the
framework shall provide mechanisms in order to allow the user to discover, search
and indicate his interest in any published multimedia content, whether it is via the
public Internet or within a closed community or service provider domain.

Multimedia content may be delivered to the end users based on either the pull
or push model:

• The pull model shall enable the end users who are interested in any multimedia
content (live or stored) to acquire the content from the network by sending a
message request.

• The push model shall enable an application to request the session manager to
send multimedia content to one or a set of users.

A large number of end users may be interested in a particular multimedia con-
tent. For instance, a live event such as a world cup football match, music concert or
any other event in which a considerable sized audience accesses the event. There-
fore the system must be able to handle the associated signaling tra�c and allocate
required media delivery resources and processing functions.

As users are in di�erent contexts, the session manger need to provide tools to
adapt multimedia content in order to satisfy user perceived quality of experience.
Multimedia content might be generated with best quality (e.g. HD video) and
encoded with uncompressed codec. Therefore the session manager shall trigger the
media processing element in order to transcode or reduce video stream resolution.
In a media delivery session involving a large audience, multi-mode communication
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channels shall be used in order to reduce the impact of media streams on transport
and access networks.

Due to the continuous deployment of new broadband access technologies, in
the near future a signi�cant growth of the heterogeneous wireless environments is
expected, in which mobile devices will have interfaces to di�erent radio technolo-
gies simultaneously and thus have the choice of deciding the access method used
to retrieve multimedia content. Therefore, personal and session mobility are es-
sential features the support of which should be considered in advanced multimedia
applications. The SIP protocol provides the required methods to support both fea-
tures; namely via the SIP REGISTER and SIP REFER methods [67], respectively.
Regarding session mobility the SIP REFER method is the primary tool used for
session transfer in SIP network, however session state should be maintained by the
corresponding user agents (e.g. the IMS application server).

The session manager shall provide open interfaces in order to support a multi-
service provider model. Each supported basic function (e.g. push multimedia
content) shall be exposed with an open interface. Furthermore, the session man-
ager shall maintain awareness about current user multimedia activity (e.g. current
watched TV channel or movie) and enable a third party application to obtain such
information while maintaining user privacy.

This framework shall be responsible for the entire session handling and man-
agement during the whole process of the content delivery from content provider to
the end user; however it shall support the multi-service provider model in order to
enrich domain-oriented applications (e.g. e-health, e-learning or e-government) with
multimedia content.

3.3.3 Content Delivery

The demand of multimedia services has resulted in the evolution of various com-
munication technologies and frameworks, in both mobile and �xed domains. These
technologies, still in their infancy, have their own bene�ts and shortcomings based
on di�erent deployment environments and service scenarios. For instance, existing
IPTV or mobile TV solutions provide their services only within the operator do-
main. Further, Internet streaming portals like YouTube o�er multimedia content
without any adaptations to the capabilities of user devices.

In general, a key objective of the technology evolution is to o�er end users
adaptable and context-aware communication services that have an impact on how
we communicate and how we �nd the right content at any place and any time. The
exponential increase of end-users who consume or produce multimedia content with
various terminals and through di�erent access networks leads to the need for �ex-
ible processing capabilities that support e�cient content delivery to heterogeneous
devices.

Two classes of media delivery functions are required during content transmission
between content provider and end users. The �rst class covers the transfer functions
of multimedia content from content provider to end users with or without changing
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content quality. This class shall support the following functions:

1. Fetching stored multimedia content from the content provider through either
pull or push mode

2. Storing the multimedia stream received from the content provider

3. Streaming stored multimedia content to end users with or without trick func-
tion support (e.g. play, pause, fast-forward and fast-backward)

4. Relaying the received multimedia stream from content provider to a set of
recipients over multi-transport modes (i.e. relaying content from a unicast
channel to a multicast channel).

The second class covers the media processing capabilities that could be applied
while delivering multimedia content to end users. These capabilities refer to a set
of functions such as:

1. Transcoding function that converts the content from one format into other
format (e.g. from H.264 into H.263)

2. Adapting content by scaling down the resolution or data rate without changing
the codec

3. Content recording of content stream which is based on user (content provider)
or application request.

There are several services that require �exible and e�cient media processing
capabilities such as:

1. TV services (live and VoD) that are transmitted over the Internet Protocol
(IPTV),

2. Content casting services that o�er multimedia content (e.g. news, sport,
weather, etc.) to a set of subscribers as a regularly scheduled service,

3. Personalized streaming services (e.g. personalized advertisement),

4. Location-based streaming services (e.g. tourist guide), etc.

Therefore an application server shall be able to trigger these functions with an
appropriate signaling protocol. One key issue is the performance of such a node in
which media processing consumes a lot of processing resources whether hardware or
software. Therefore load distribution and deployment aspects shall be considered
during the design of the control protocol as well of the media processing node.
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3.4 Summary

Telecommunication infrastructures are built as multi-layer architectures for the de-
livery of a large range of services. This dissertation examines the highest level of
abstraction in the telecommunication architecture, where the interactions among
multimedia content delivery components are capable of being realized within an
IMS-based network. However, this dissertation aims to de�ne a set of generalized
content delivery functions in a multi-domain environment. These functionalities
will enable the delivery of personalized and community-aware multimedia services
e�ciently and with low-cost.

In this chapter, the content delivery properties of key interest are initially dis-
cussed by identifying the real-time transmission and signaling properties found in
the literatures as well as the architectural properties for the evaluation of di�erent
interaction models in the NGN environment. With this regard, a set of properties
used to di�erentiate and classify interaction models and architectural styles are ap-
plied for benchmarking the developed solution. These are: performance, scalability,
mobility, reliability, visibility and simplicity. However, it is not intended to be a
comprehensive list, but only those properties are included that are clearly in�u-
enced by the set of technologies taken into consideration. Note that not necessarily
all criteria will be applied to every evaluation. The list of criteria extends the cri-
teria for classifying network-based application architectures de�ned in [6]. In this
thesis, the real-time and architectural properties are both going to be considered in
order to determine the e�cient content delivery methods and interaction models for
NGN-based multimedia applications.

Thereafter, the requirements of multimedia content delivery functionalities are
grouped and identi�ed in four categories: First, the NGN core is composed of ses-
sion control (e.g. IMS) and IP transport supporting unicast and multicast packet
forwarding, QoS and mobility functions. The identi�ed requirements are:

1. The framework shall rely on the NGN core in order to utilize NGN basic
functions.

2. The framework shall be accessible from and to both managed and un-managed
networks.

3. Signaling messages shall be sent with the speci�c protocol only when required
and using a suitable protocol method.

4. The media path shall use the available and suitable transport channel (unicast,
multicast or/and broadcast) in order to utilize network resources.

5. The access and transport core network shall support the delivery of real-time
multimedia content streaming.

6. The framework shall expose delivery capabilities through de�ned open inter-
faces following the SOA paradigm.
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Second, content management de�nes functional requirements that enable the
service provider to obtain or receive multimedia content from multiple sources in-
cluding professional and/or amateur Content Providers. The identi�ed requirements
are:

1. The content component shall have an identi�er that is unique within the ser-
vice provider and media delivery network.

2. The framework shall be able to manage di�erent types of multimedia content
delivery from the content provider to the end users or to the service provider
domain.

3. The framework shall support content discovery and announcement mecha-
nisms between the service provider and content provider.

Third, session management functional requirements include management and
control functions for content delivery from multi-sources to multi-users over the
NGN core. This entails the need of e�cient and scalable control techniques in terms
of session signaling procedure and utilization of various transmission modes. In this
regards, the IMS will play an important role for session negotiation and content
delivery; however the current IMS speci�cation does not consider the multicast
capability for content delivery. On the other hand ETSI TISPAN has de�ned control
and delivery functions for TV services only [40]. The identi�ed requirements are:

1. User context shall be considered during session management in order to adapt
content stream and optimize network resources.

2. Session manager functionality shall enable end users to request multimedia
content based on pull model.

3. Session manager functionality shall enable the application to push multimedia
content to a set of end users.

4. Session manager functionality shall be able to handle the large number of users
interested in receiving multimedia content (live or store).

5. Session manager functionality shall be able to trigger media processing nodes
to adapt the content according to user context.

6. Session manger functionality shall utilize the available transmission modes
(unicast, multicast and broadcast) to optimize network resource usage.

7. Session manager functionality shall expose supported basic functions through
open programming interfaces to enable the support of a multi-service provider
model.

8. Session manager functionality shall maintain user multimedia activity and
provide such information to other application.
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Finally, content delivery and processing functional requirements are speci�ed for
the transmission and adaptation of multimedia content based on the capabilities of
the consumer environment (e.g. device used, available access network and so on).
The identi�ed requirements are:

1. Media delivery node shall be capable of conveying multimedia content from
content provider to end users with or without modifying content quality.

2. Media delivery node shall support media processing functions in order to sat-
isfy user requirements and optimized transport resources.

3. Media delivery node shall enable the application to trigger media delivery and
processing functions via an appropriate signaling protocol.

These requirements and challenges are published in [41]. From here onwards,
the term framework collectively refers to those set of multimedia content delivery

core functionalities, unless noted otherwise. The next chapter will discuss several
interaction models and analyze these requirements in more detail in order to provide
guidelines for the design of more e�cient multimedia content delivery functionalities
in the NGN environment.



Chapter 4

Major Design Aspects for

Session-based Multimedia Content

Delivery

4.1 Introduction

In the previous chapter several requirements for multimedia content delivery were
introduced. In this chapter, these requirements will be further discussed and ana-
lyzed. Accordingly a conceptual model for media delivery is introduced and, based
on the requirements de�ned in the previous chapter, several IMS-based signaling
patterns and interaction models are analyzed in order to determine the optimal and
most e�cient methods for content delivery.

4.2 Overall Architecture

The requirements de�ned in the previous chapter introduce the properties of the
targeted architecture with its functional and non-functional properties. Since the
system includes several distributed players/actors in various domains, we refer to
such an architecture as a domain-based system architecture. Each of these players
is identi�ed by speci�c roles and with a set of constraints. Each of these players can
be de�ned as follows, as depicted in Figure 1.4:

1. The Consumer is the domain where multimedia content and related services
are consumed

2. The Content Provider (CP) is an entity that creates, owns or is licensed to
sell content.

3. The Service Provider (SP) is the entity that provides a service to the con-
sumer. The service provider is the mediator between the content provider and
consumer. It makes use of media control and delivery functions to provide the
consumer with multimedia services.

4. The Network Operator is in charge of content delivery from the source (con-
tent provider) to the consumer and responsible for the required control and
processing functions.
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These players are de�ned - among other entities - by the Open IPTV Forum [5]
and ETSI TISPAN [68]. Our de�nitions are general, rather than limited to only
IPTV systems and related services. As the architecture embodies several players
with di�erent properties and behaviors, the communication (interactions) between
these players (components) may follow various communication styles (model); such
as client-server, peer-to-peer, event-based model, etc. A detailed classi�cation of
various architectural styles is described and evaluated in Fielding's dissertation [6].
He evaluates each of these styles for a given property depending on the type of
system interaction being studied. To di�erentiate and classify architecture styles,
the architectural properties de�ned in the previous chapter are used 3.2.2.

4.2.1 Multimedia Content Delivery Life-Cycle

In spite of all network-related delivery aspects, the delivery of multimedia content
may undergo di�erent phases, which are depicted in Figure 4.1:

1. Advertisement phase: this phase will allow the user (service provider or
consumer) to get multimedia content information, which is referred to as
metadata. This phase can be done during content production or after content
creation. It provides content or service description and possibly facilitates
discovering scheduled delivery time.

2. Subscription phase: this phase allows the user to purchase or subscribe to
a particular multimedia content.

3. Announcement phase: In this phase, subscribed users get information
about the available multimedia content/service and receive the scheduled con-
tent delivery plan. Note that the subscription phase should be completed
before this phase. Also this phase may happen at the same time as the adver-
tisement phase.

4. Session Establishment phase: In this phase, system entities negotiate me-
dia delivery parameters and setup required processing and delivery resources.
Content delivery can be started directly after session setup or later.

5. Resource Reservation phase: During or after session setup, the required
delivery resources are allocated in order to ensure a certain level of quality of
service according to user subscription and operator de�ned policy. Note that
this phase might not be present in un-managed service delivery fashion (i.e.
best-e�ort).

6. Content Delivery phase: In this phase, multimedia content is transmitted
from the CP to the SP or from the SP to the consumer over the dedicated
transmission model. However, media processing might be applied along the
delivery path according to the session parameters negotiated during the session
setup.
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7. Updating Network context phase: During content delivery, the network
context may change. For example, changing network context may be handover
or switching between di�erent resources (e.g. multicast addresses) within the
same service. In the former case, horizontal or vertical handover occurs due to
mobility or degradation over the delivery path. However, in zapping between
several IP bearers (e.g. multicast address), for example, multimedia content
is transmitted over several bearers with di�erent quality (e.g. di�erent codecs
or resolutions/rate).

8. End-to-End session update: Whenever the network context changes and
in order to facilitate content adaptation, session parameters have to be re-
negotiated between the consumer and the service provider.

9. Termination phase: this phase will make system entities aware of the ter-
mination of the session or content delivery.

1. Advertisement  2. Subscription 3. Notification
4. Session 

Establishment 
5. Resource 
Reservation 

7. Updating 
Network Context 

6. Content 
Delivery

8. Session 
update

9.Session 
termination

Figure 4.1: Network delivery phases

The next subsections discuss the functional requirements and analyze corre-
sponding possible solutions by taking into account all the requirements de�ned in
the previous chapter. As a result of the analysis, we suggest recommendations for the
architectural framework and then provide an analytical evaluation of the resultant
impact on network performance.

4.2.2 Evaluating the Interaction Models of Content Delivery

The evaluation of each solution will be based on its impact upon functional and
architectural requirements. However, design evaluation is frequently a question of
choosing between trade-o�s. One of the possible evaluation methods is placing a nu-
meric weight against each architectural property to indicate its relative importance
to the architecture, thus providing a normalized metric for comparing candidate
solutions. But, in order to be a meaningful metric, each weight would have to be
carefully chosen using an objective scale consistent across all properties. Therefore,
we follow Fielding's [6] evaluation method in which all of the information concerning
the possible solutions is presented in a readily viewable form, and then the solution is
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intuitively guided by the visual pattern. This will be demonstrated in the following
subsections.

A table of solution versus architectural properties is used as the primary visu-
alization for the analysis. The table values indicate the relative in�uence that the
solution (e.g. protocol or communication model) for a given row has on a column's
property. Minus (-) symbols accumulate for negative in�uences and plus (+) sym-
bols for positive, with plus-minus ± indicating that it depends on some aspect of the
speci�c application. Although this is a gross simpli�cation of the details presented
in each corresponding subsection, it does indicate the degree to which a solution has
addressed (or ignored) an overall architectural property.

4.2.3 IMS core Functions

According to the NGN core requirement de�ned in the previous chapter 3.4, the
IMS core supports the following functions on the application servers:

1. User authentication and media authorization based on the subscription infor-
mation stored in a user pro�le which is maintained by the HSS and downloaded
during user registration by the S-CSCF and application servers. Therefore the
application server does not need to re-authenticate the user again.

2. SIP messages routing among IMS nodes so that requests addressed to IMS
users are routed to the destination locations (IP addresses) according to var-
ious criteria: �rst, registered IP addresses; second, user agent capabilities
published during IMS registration, OPTIONS responses, and requests and re-
sponses that create dialogs (such as INVITE) [69]; third, caller preferences
that indicate the type of targeted SIP user agent (e.g. video support) [70].
However, forwarding requests to the application servers is derived from the
�lter criteria stored in the user pro�le or the Public Service Identi�er (PSI) of
the corresponding service.

3. Media delivery resources allocation such that the application server can re-
quest the required resources on the transmission path, and trigger content
adaptation according to the end user subscription and device capabilities. To
ensure user-perceived QoS, the IMS conveys session parameters to the corre-
sponding transport and access nodes through the PCRF/RACS, and enables
the application server to trigger media processing functions in order to adapt
the content stream, as discussed in subsection 2.3.2.

It is important to note that the use of the concept of �lter criteria invokes
service logic in a peer-to-peer session, in which the application server acts either
as a proxy or redirect server. The PSI, to the contrary, is applied for addressing
services that act either as terminating or originating user agent or both, as discussed
in subsection 2.3.2, which are su�cient for most of multimedia applications. From
a network performance perspective, routing based on PSI requires less transactions
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among IMS nodes, when compared to processing �lter criteria. Routing mechanisms
of PSIs in IMS network are de�ned in detail in [71].

According to the NGN core requirement de�ned in the previous chapter [71], the
IMS core may allow the subscribers to access IMS services from the public Internet,
but the related media tra�c will be delivered with best-e�ort without guaranteed
QoS.

The IMS network uses several signaling and transport protocols, each of which
has several functions and related methods. If we understand the functions supported
by each protocol, then its behaviors and corresponding impact on the network per-
formance give us an understanding of the overall design's architectural properties.
The speci�c needs of a multimedia application can then be matched against the
properties of the design. Comparison becomes a relatively simple matter of iden-
tifying which architectural design satis�es the most desired requirements for that
multimedia application. With this regard, we need to �rst understand the functional
requirements of the components needed for content delivery and the associated con-
tent and session management functions.

4.2.4 Content Information Provisioning Function

It is important to point out that the purpose of building multimedia applications
is not to create a speci�c topology of interactions or use of a particular control
protocol. It is rather to deliver multimedia information that meets user interest
and satisfaction. With regard to this, as de�ned in the requirements of content
management functionality in subsection 3.4, the targeted architecture shall support
mechanisms to attract user interest to multimedia content that matches his pref-
erences, needs and current context. On the other hand, production of multimedia
content involves several phases, ranging from planning up to production. There-
fore, multimedia content information is content-related information, which contains
content related metadata such as content description, production status, content
possessor and license, and shall be shared among the CP, the SP and the consumer.
The content provider is in charge of providing such information. The related deliv-
ery mechanisms from the content provider to the service provider are discussed in
the next subsection.

In this context, mechanisms like announcement and discovery functions, as de-
�ned in subsection 3.4, are initial key features of any multimedia delivery system.
Therefore, a dedicated functional entity shall be in charge of managing multimedia
content information among all system entities in order to support the nine phases
de�ned above. We refer to the corresponding functionalities with the term Content
Information Provisioning Functions (CIPF). Note that we limit our discussion to
delivery mechanisms of metadata, excluding creation, processing, classi�cation and
interpretation. H. Kosch et al. [72] describe the life cycle of multimedia meta-
data and introduce di�erent search and retrieval mechanisms for multimedia con-
tent based on stored metadata resulting from the production process. However, the
related delivery mechanism is not considered.
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From service provider perspective, multimedia content information is essential
information that can facilitate:

• the discovery of multimedia contents in production, test, trial, or ready for
delivery,

• the development of multimedia applications that compose or rely on such mul-
timedia content components (e.g. combining two or more multimedia content
in one service package or integrating an interactive component, like shopping,
based on content information)

• the personalization of multimedia content information according to consumer
preferences and context

• announcing associated multimedia applications to customers.

If the service provider does not create (or integrate di�erent multimedia content
components in) new or personalized multimedia service, multimedia content infor-
mation provided by the content provider can be forwarded to the consumers as is.
Otherwise, it constructs for each multimedia service dedicated metadata that we
refer to as multimedia service information, which comprises service-related informa-
tion including service description, delivery information (e.g. sources like Internet
Protocol (IP) or Public Service Identi�er (PSI)), status, etc. The associated mech-
anisms for delivery to the consumer are discussed in the next subsection.

Likewise, multimedia service information, with its associated multimedia con-
tent, will enable the consumer to register interest in speci�c:

• multimedia content (e.g. content ID or based on classi�cation)

• multimedia service (e.g. sport news, live orchestra, etc.) or

• content provider (e.g. CNN, person)

Sharing multimedia content information among system entities will allow, for
instance, the SP to plan and possibly to develop multimedia applications, while
the multimedia content matter is still (stored or not-yet-captured) in the content
provider premises. This leads to the improvement of network performance and
system scalability.

From the CIPF point of view, the following system entities will have di�erent
roles, as depicted in Figure 4.2. These are:

Content Information Publisher (CIP) is the entity that publishes multimedia
content information to a set of interested entities (e.g. the SP or the consumer
directly). The content provider is in charge of this functional entity.

Service Information Publisher (SeIP) is the entity that publishes multimedia
service information to a set of interested consumers. The service provider or
3rd party application is in charge of this functional entity.
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Figure 4.2: Content Information Provisioning functional entities

Content Information Watcher (CIW) is the entity interested in multimedia
content information. The service provider or the consumer can act as CIW in
order to retrieve multimedia content information.

Service Information Watcher (SIW) is the entity interested in multimedia ser-
vice information. The consumer or other application can act as SIW in order
to retrieve multimedia service information.

The CIPF is the rendezvous point that manages multimedia content information
and multimedia service information among the above functional entities. The next
subsection discusses the CIPF functions and the interaction models between the
CIPF and these functional entities.

4.2.4.1 Functional Requirements

As stated above, two functions must to be supported:

1. Announcement function facilitates the content provider in the publishing of
multimedia content information to one or more service providers. Further, it
enables the SP to announce multimedia content information and multimedia
service information to potential users whose context and/or preferences match
such content.

2. Discovery function allows the SP or end users to �nd out the information
related to any particular multimedia content or multimedia service, which are
available, scheduled for transmission or not yet in production.

Both functions can assist the entire life-cycle of multimedia content delivery by
sharing multimedia content information among system entities. Multimedia sessions
with a live streaming content component (or linear delivery, as de�ned in 3.2.1.2)
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can take advantage of all provisioning functions during all nine phases of life-cycle
of content delivery, de�ned in 4.2.1, by enabling watchers interested in the live
stream, to monitor the delivery state and possibly the remaining transmission time
of simultaneous multimedia content streaming. In contrast, an on-demand (unicast)
streaming or download session cannot be facilitated from the provisioning functions
during session establishment and the delivery phases among a set of watcher because
multimedia content is typically stored content and thus each user can acquire it over
unicast transmission modes at any time, whereas live or linear streaming is always
set to a de�ned schedule and for a terminated time interval.

The communication between the CIPF and the four entities, namely the CIP,
the SeIP, the CIW and the SIW can be classi�ed in two categories: Information
publishing/announcement and discovery. As the CIP and SeIP are responsible for
any change to or update of their multimedia content and service information, the
push method is the best communication style for publishing multimedia content and
service watchers, namely CIWs and SIWs. There are several communication models
that can be applied to assist the realization of the interaction between the CIWs, the
SIWs and the CIPF. These models are described below and summarized in Table
4.1:

1. Push method , in which the CIPF pushes the multimedia content or service
information to the content watcher or service watcher, respectively. The push
method is ine�cient because the CIPF must maintain a permanent connection
to each CIW and SIW or establish a new connection to each CIW/SIW for
every information update. In order to improve the e�ciency of this method, a
broadcast transmission mode can be used, but the support of personalization
is complex.

2. Pull method di�ers from the push method in that the content and the service
information watcher each sends periodic requests to the CIPF in order to be
informed about new update. Since there is no need for a permanent connection
to be maintained in the CIPF for notifying the watchers about any update,
the performance of these components is improved. However, the disadvantage
of this model is that it may decrease network performance by increasing the
repetitive, unnecessary pulling request in the case that content information
has not been changed. Further watchers might receive outdated or untimely
updated information, which will lead to a decrease in user-perceived QoS.

3. Event-model allows watchers to register an interest in content and/or service
information updates, and when update is announced, the CIPF accordingly
noti�es all registered watchers. This model can improve network e�ciency
by removing the need for pulling or pushing interactions. In case that events
are broadcasted (e.g. event bus) or distributed through a central controller
(e.g. IMS core), this immediately leads to scalability issues with regard to the
number of noti�cations. Other disadvantages of the noti�cation model is that
it is not suitable for exchanging large-grain data [73].
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4. Event-Pull-model is a hybrid model composed of the event and pull mod-
els in which the watchers register their interest in particular content or ser-
vice information with the CIPF, and when the information is announced or
changed, the CIPF itself noti�es the registered watchers about state change,
delta or a complete state representation. As a result, the watcher can re-
trieve the updated content information from the CIPF. This hybrid model
can improve the network e�ciency, user-perceived performance and reliabil-
ity. Network e�ciency is improved because unnecessarily polling requests are
removed. User-perceived performance is improved since new updates are re-
ceived just in time. Reliability is improved because the updated data can use
a consistent transmission path.

Therefore, it is recommended that the Content Information Provisioning func-
tion should implement the event-pull-method between content watcher and service
watcher.
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Push - + - + + +

Pull - - + ++ + +

Event - ++ - - - -

Event-Pull + ++ + + + -

Table 4.1: Evaluation of provisioning methods

The realization of such a framework can follow the SIP event framework with a
new de�ned event package, as described in 2.2.3.1, and combined with HTTP-based
methods (e.g. POST or GET) for pulling requests. On the other hand, the discovery
process can be achieved via an HTTP POST method [74]. With regard to this, a
detailed analysis of the SIP event package and HTTP is discussed in sections 4.4.1
and subsection 4.5.

4.2.5 Content Management

The service provider may have several relationships with a set of content providers
between Professional Content Producer (PCP) or User Generated Content (UGC).
However, the service provider may allow its own subscribers to store their private
content (e.g. network PVR) in the network, rather than in their private premises
equipment's (e.g. local PC or mobile device). Furthermore, the SP may store
multimedia content in central or distributed media servers. For these reason, it is
important to manage relationships to all content providers and the available content
in the service provider domain.

Furthermore, an individual content component shall have a unique identi�er
that may have reference to key words of the content description, possessor, location,
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Figure 4.3: Consumer, service and content relationship

etc. or an integer number (refer to requirements de�ned in subsections 2.5 and 3.4).
Alternatively, the SP may bundle several content components in a single application
o�er (e.g. broadcast channels, e-learning service, movies, etc.). Figure 4.3 illustrates
the relationship between the service, content and the consumer, where the consumer
subscribes to n services each of which may include one or n content components.

From the content management point of view, another restriction to the scope
of this dissertation is that we limit our discussion to multimedia content delivery
from the content provider to the service provider, excluding content production,
capturing, aggregation or versioning.

4.2.5.1 Content Identi�cation

In order to be aligned with the IMS speci�cation and to ful�ll the requirements
de�ned in subsection 2.5, there are two approaches to content identi�cation:

1. Content identi�cation by the SIP Uniform Resource Identi�er (URI)

2. Content identi�cation by SDP session or media attribute

The �rst approach implies content identi�cation in two ways:

• Either every content identi�er gets its own SIP URI. For example:
sip:CID=mymovie123@domain.com

• Or it follows the RFC 3261 [75], which proposes the use of a header parameter -
Content Identi�er (CID), which identi�es the required content. Headers �elds
in the SIP request can be speci�ed with the "?" mechanism within a URI.
The header names and values are encoded in ampersand separated hname =
hvalue pairs. For example: sip:user@domain.com?hCID=mymovie123

Both approaches have a signi�cant constraint. For instance, when using SIP
re-INVITE message to switch among several content streams, including the CID as
a header parameter would result in non-compliance with the RFC 3261 [75]. That is
because it is required that the To, From, Call-ID, CSeq, and Request-URI headers of
a re-INVITE message must be set according to the same rules as for regular requests
within an existing dialog. This means in case of re-INVITE, the SIP URI must not
change.

Contrary to SIP URL, the SDP body does not con�ict with re- INVITE. The
de�nition of a session or media attribute within the SDP body that identi�es the
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requested content is an alternative approach, as described in the subsection 2.2.3.2,
for example: a=CID:mymovie123

According to RFC 4566 [17], a media description may have any number of at-
tributes ("a=" �elds) that are media speci�c; e.g. the content ID of the audio track
of a movie with a speci�c language. Such attributes are referred to as "media-level"
attributes. Attribute �elds can also be added before the �rst media �eld, which
are referred to as "session-level" attributes to convey additional information that
applies to the session as a whole, rather than to individual media.

4.2.5.2 Functional Requirements

According to the requirements de�ned in subsection 2.5 and the nine life-cycle
phases of multimedia content delivery discussed in 4.2.1, Content Management Func-
tions (CMF) are applied to session establishment, media delivery and session termi-
nation between the content provider and service provider. With regard to session
establishment, interactions between a service provider and a content provider can
be classi�ed into two categories:

1. Push method, in which the content provider requests the service provider
to upload or to stream content. This method is typically used for storing
multimedia content in the service provider domain or relaying multimedia
content to a set of users.

2. Pull method, in which the service provider requests the content provider to
stream or upload/download content stream or stored �le. This type of session
setup can be applied when it is desired that multimedia content remains in
the content provider domain upon receiving consumer request or a dedicated
application controls the session setup among di�erent users (e.g. e-learning
application).

During session setup the delivery mechanism with the related transmission pro-
tocol and session parameters are determined. Straightforward, media delivery can
be followed by one of the following functions:

1. Uploading multimedia content to the service provider domain, like UGC,
YouTube, etc.

2. Streaming of live or available audio and/or video streams, like live public
events, online courses, broadcast TV, etc.

3. Relaying of multimedia content to a set of end users, like PoC or video surveil-
lance applications

The communication between the SP and the CP shall follow a session-based
client server model, in which a session is �rst established between the client and the
server then followed with content transmission. In this regard, the client initiates
a session to the server and then invokes a series of services on the server, �nally
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terminating the session. The application state is kept entirely on the server. In the
case of the push method, the CP acts as a client and the SP as a server, while in
the pull method the SP behaves as a client and the CP as a server.

Multimedia content information (metadata) published by the content providers
can be useful for the content management function, because information like content
status and location can help the CMF to optimize network delivery resources (i.e.
if it is still in the content provider domain).

Content delivery of stored content can be transmitted through the HTTP POST
method as speci�ed in the RFC 1867 [74], or through FTP, while content streaming,
particularly live content, shall use the RTP protocol, as introduced in section 2.2.3.4.
However, section 4.4.2 gives a brief comparison between streaming either over UDP
or TCP. On the other hand, session establishment requires a dedicated protocol
like SIP or HTTP, which both follow the client server model. There are, however,
advantages and disadvantages to each protocol and these will be further discussed
in section 4.4.1.

4.2.6 Multimedia Session Management

Session management provides the necessary signaling to deliver a speci�c multimedia
content to its consumers according to consumer, application or content provider
request. It handles session establishment, session renegotiation, session termination
and session mobility. The enrichment of the session management with network and
user context makes it possible to have a session that may respond to context changes
in order to adapt and satisfy user-perceived QoS.

A multimedia application usually provides the consumer with speci�c added-
value features in certain business domains (e.g. e-health, smart-city, e-learning,
etc.). In this context, multimedia applications can have four type of interactions
associated with any multimedia content:

1. Multimedia Content which the application includes as integral component
of its o�er.

2. Consumer who is interested in receiving multimedia content according to
his context or previous subscription. In addition to receiving the content,
he simultaneously may interact with the application in an integrated inter-
active event associated with the multimedia content (e.g. interactive voting,
shopping, web-link, etc.).

3. Network resources that provide media processing and content delivery so
that the application (i.e. session manager) triggers (and possibly allocate) the
required resources on network nodes like media servers or routers.

4. Application Enablers that provide their functions on the application level or
make use of other enabler functions, such as user-related context information,
content information, user pro�le data (e.g. HSS or XDMS), etc.



4.2. Overall Architecture 69

From the session management point of view, multimedia content information
can be retrieved from the content manager, interact with the IMS subscribers and
network resources through the IMS core, and communicate with other enablers or
applications through open programming interfaces (e.g. web-services).

4.2.6.1 Service Identi�cation

As stated in the previous subsection, each user might subscribe to a set of multimedia
applications, as depicted in Figure 4.3. Therefore, each IMS-based application shall
have a unique identi�er which the user and the IMS core both use to trigger the
corresponding application server. This identi�er shall follow the syntax of the IMS
PSI, as de�ned in [32]. With this context, each session manager function shall have
a unique PSI to be reachable within the IMS network from either a SIP-based or a
web-based node.

4.2.6.2 Functional Requirements

Although the Content Information Provisioning functions are not part of the Session
Management Functions (SMF), the selected mechanisms will obviously in�uence
the interaction style between the session manager and the end users. Providing
the end user with most content properties (such as description, current production
status, scheduling time, subscription method, etc.) will certainly guide the user to
show interest in such content prior to session establishment or bearer activation for
content delivery. Consequently, the session manager will be able to allocate the
required processing and delivery resources in the network.

Therefore the session manager shall interact with the CIPF in order to obtain
user subscriptions to certain multimedia content, because that information can be
useful to predict or allocate required media processing and delivery resources. Con-
sequently, it should interact with the corresponding nodes on the delivery network
and thus will lead to optimizing the e�ciency of delivery, as discussed in subsection
3.4.

According to the requirements de�ned in subsection 3.4 and the nine life-cycle
phases of multimedia content delivery, discussed in 4.2.1, the session management
functions can support session establishment, media delivery and session termination.
Session setup deals with the negotiation of capabilities and media parameters for
the activation of the required media delivery functions between the service provider,
the media delivery nodes and the consumer. The related functions can be classi�ed
in three categories:

1. Pull method, in which the user initiates a request to the application for in-
quiring certain multimedia content. The request may indicate linear streaming
delivery or on-demand streaming (stored content). In this model, the session
manager shall check user authorization for requesting multimedia content.
The pull model is suitable for session setup of stored multimedia content be-
cause each consumer initiates session setup at any time and thus the load is
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distributed over the time. However it is ine�cient for session setup of live
multimedia content that starts in a de�ned time, because if users are not con-
tinuously informed about content-related information (metadata) and current
delivery state, consumers may behave unpredictably; some of them might for-
get the event completely, others miss part of it or other initiate requests even
before the delivery time.

2. Push method, in which the session manager setups a session to one or n recip-
ients for multimedia content delivery. In this model, session establishment is
typically initiated due to application request (according to for example change
on user(s) context or previous subscription) or content provider request (e.g.
the CP push of multimedia content to a set of users). If the session manager
and the transport nodes are not dimensioned well, sessions with quite a lot of
participants might lead to a heavy load that e�ects network performance, and
a decrease in user-perceived performance due to a large session setup delay.
Furthermore, the consumer might receive the session setup request during an
unsuitable situation (e.g. busy, meeting, etc.).

3. Event-Induced Session Setup, in which the session establishment is in-
duced by the noti�cations sent by the CIPF due to any update on multimedia
content information that the user is interested in or has subscribed to. With
regards to this, each user can initiate requests whenever he wants to join a live
session or receive a stored stream. On the other hand, during the subscrip-
tion process, information about a particular multimedia content can assist the
session manager (or application) to decide the appropriate delivery time by
allocating the required resources. As a result, this model improves network
performance and user-perceived performance. Network performance is im-
proved because, �rst the required resources can be predicted, and second the
associated signaling and media load is distributed over time. User-perceived
performance (QoS) is improved because the application can determine user
context and content subscription, by communicating to presence server (con-
text server) and Content Information Provisioning function, respectively.

The event-induced session setup matches the requirements de�ned in subsection
3.4 such that applying this model leads to the minimizing of signaling tra�c among
the system components, as summarized in Table 4.2.

The interaction between the consumer and the SMF shall a follow session-based
client server model, in which a session is established between the client and the
server then followed by content transmission. In case of the push method, the session
manager (or the application) acts as a client and the consumer as a server, while in
the pull method the session manager behaves as a server and the consumer as a client.
As the entire system operates in an IMS-based network, the SIP matches perfectly
with the requirements of the session management and thus it will be selected to
establish and maintain the multimedia session between the service provider and
consumers.
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Push - - + - - -

Pull - + + + + +

Event-Induced Session Setup ++ ++ ++ + + +

Table 4.2: Evaluation of session setup methods

Multimedia content may be available in the service provider domain, meaning
that content is stored in media delivery nodes, available as a live stream directly
from the content provider or received from the satellite. As multimedia content
locators are managed by the CMF, the Multimedia Session Management function
shall interact with the CMF to retrieve content identi�cation before interacting with
media delivery nodes for triggering content delivery.

Content delivery to the end consumer can be transmitted over a unicast, a
multicast or a broadcast transmission mode. Bearer selection is based on several
criteria such as:

1. Service package subscription,

2. Number of content recipients,

3. Capabilities of user equipment,

4. Network capabilities (e.g. support for UE codecs, video resolution, supported
bearer)

5. Contemporary network condition (e.g. load, congestion, etc.)

In general, content can be downloaded or streamed in linear or on-demand mode,
i.e. with or without support of trick functions. In a managed network, content
streaming is mostly transmitted via RTP over UDP protocol. Multicast mode is
used for transmitting broadcast TV, whereas unicast for VoD content. However, a
broadcast bearer, like MBMS or DVB-H introduced in 2.3.1.2, can be used to serve
mobile users. The deployment of multicast and broadcast modes for delivering mul-
timedia content to group of end users, who are in same context will improve network
performance and scalability, thus satisfying the requirement de�ned in subsection
3.4, in which the session manager is supposed to serve a large number of users and
utilize the available transmission modes (unicast, multicast and broadcast) to op-
timize network resource usage. RFC3170 [76] provides an informative description
for the challenges involved with designing and implementing multicast applications,
but without any solution, in particular to session management functions.

On the contrary to UDP, the TCP is most frequently used over a unicast bearer
for content streaming in an unmanaged network (web-based streaming in the Inter-
net). Section 4.4.2 provides a brief comparison between streaming over either UDP
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or TCP. With regard to media delivery, the session manager needs to know the
available media delivery and processing entities and their capabilities. Therefore
the session manager shall interact with the media delivery controller (e.g. MDF
Controller (MDFC)), by using for example the SIP Option method by which the
media delivery controller includes the supported capabilities in the 200 OK response
message. Accordingly, the session manager triggers the media delivery function and,
if required the processing functions by including the capabilities of the termination
points (either recipient device capabilities or multicast capabilities) and the multi-
media content Identi�er. According to IMS speci�cations, SIP is used between the
application server and the media delivery controller, as discussed in clause 2.2.3.3.

4.2.7 Media Delivery Function

In order to meet all the proposed innovative features de�ned in the previous chapter,
the media delivery service architecture should be content aware and have knowledge
of the access technologies, as well as of the utilized end-user device capabilities
and characteristics. Therefore, Media delivery functions can be classi�ed into two
categories:

1. Multimedia content delivery functions which provide transmission capabilities
from one input channel (in-port) to a set of output channels (out-ports).

2. Media processing functions which support media adaptation according to out-
port (output channel) characteristics.

In order to enable the application server within an IMS-network to trigger these
functions the SIP protocol is selected because it provides a general session setup for
the multimedia session by including in the body of the SIP message any type of text
messages (e.g. XML, SDP, plain text, etc.) that contains the required parameters
of the media processing function.

Various research e�orts have proposed solutions for the support of the delivery
of multimedia streaming in heterogeneous networks. Tariq et al. [77] propose a
proxy-based dynamic con�gurable multimedia processing entity, but the integration
of such a proxy within an IMS-based network has not been considered. Niebert
N. et al. [45] introduce service speci�c overlay networking for adapting multimedia
content within the ambient networks project. Such overlay is based on the peer-to-
peer communication model for service discovery and service path management for
media delivery. Although this solution has been evaluated in terms of simulation,
there has not been any realization yet. Overlay networking could be an alterna-
tive to the current network platforms, but it is still in an infancy stage and the
integration with the current standardized system such as IMS or TISPAN requires
further investigation. However, the integration of media processing based on the
overlay-networking paradigm was introduced in [46, 78], in which such a concept
could be applied within a SIP-based session in IMS environment is described. This
approach implies that session participants or the IMS core are registered with the
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overlay network, which is in charge of media processing as well as the required QoS.
Conversely QoS and media processing are key features supported by the IMS.

One of the goals of this dissertation is to provide design guide-lines for the task
of integrating media delivery and processing functions within IMS-based multime-
dia application frameworks rather than studying how such architecture should be
modulated or distributed. The next subsections discuss the functional requirements
for media delivery, processing and control functions supported by the MDF.

4.2.7.1 Media Delivery Functions

According to the requirements de�ned in subsection 2.5, delivery functions can be
classi�ed into two classes:

File-based content delivery : In which multimedia content is considered as a
�le during the delivery session. When the MDF acts as the receptacle for
multimedia content we refer to the input channel as input-port, when it is the
source, we refer to the output channel with out-port, as depicted in Figure
4.4:

1. Fetching function, in which multimedia content is downloaded from
any host in the network following the client server model, where the
MDF behaves as a client and the content provider as a server. The
File Transfer Protocol (FTP) or HTTP protocol can be used for content
transmission over a unicast bearer. This function is typically used to
obtain multimedia content as input from professional content providers.

2. Upload function, in which a content provider (e.g. IMS user) uploads
generated content to the MDF. Likewise, the FTP or HTTP protocol
can be used for content transmission over unicast bearer and following
client-server model. This function is frequently used as input from users
who generate or want to store multimedia content in the MDF.

3. Download function, in which consumers can download multimedia con-
tent to be stored locally. This model is similar to the fetching function
in which the consumer acquires the content for transmission via FTP or
HTTP over a unicast bearer. From the MDF point of view, this chan-
nel is regarded as an output channel. However, the fetching function is
performed by the MDF to obtain multimedia content from the content
provider and thus it is considered as input rather than output channel.

4. Unidirectional content delivery function, in which multimedia con-
tent is transmitted over (unreliable) multicast bearer. This kind of deliv-
ery is typically used for massively scalable multicast distribution. FLUTE
[79] is suitable transport protocol for unidirectional multicast delivery
mode. In this case, the MDF is the source of the �le and thus the mul-
ticast channel is considered as output channel.
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Figure 4.4: Media Delivery Functions

Streaming functions : In which multimedia content is transferred in the network
by taking all aspects of real-time properties into account, as discussed in 3.2.
The typical protocol used is the RTP over the UDP. This class comprises the
following delivery functions:

1. Receiving function, in which content provider o�ers multimedia con-
tent as input stream to the MDF. The received stream can be stored or
be considered as source for further delivery.

2. Linear-streaming function, in which the received stream or stored
content is transferred via RTP over UDP and without a track function
mode. Unicast or multicast mode can be used to carry the multimedia
stream.

3. On-Demand streaming function, in which multimedia content is
streamed with a unicast bearer with support of trick functions.

It is important to point out that the MDF shall relay multimedia content (stored
or received on a dedicated input-port) to a set of output-ports among unicast and
broadcast channels. Note that the distribution of such MDF nodes in the network
and related locations is out of the scope of this dissertation.

4.2.7.2 Media Processing Functions

According to the requirements de�ned in subsection 3.4, the intention of the pro-
posed media processing is only to enhance media delivery with a set of adaptation
functions, in order to optimize network resources and satisfy user-perceived quality
of experience. Therefore, further media processing functions such as image process-
ing, video streams aggregation, object detection, etc. are intentionally excluded.

As users have di�erent device capabilities and are attached to the network with
various access technologies with diverse attributes and capabilities, multimedia con-
tent shall be adapted accordingly. The following two functions shall be supported:

1. Bit-Rate or spatial adaptation function in which stream rate or reso-
lution (packet-rate) is adapted according to user and network condition. An
audio stream can be encoded for example with the AMR (Adaptive Multi-rate)
or AMR-WB (AMR-WideBand) codec which support adaptive rate ranging
from 4.75 up to 12.2 or 6.6 up to 23.85 kbps, as de�ned in TS 26.090 and TS
26.190 [80, 81], respectively. The video stream can be encoded for example
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with the Scalable Video Coding (SVC), which represents an extension of the
H.264/MPEG4 AVC video compression standard.

2. Transcoding function, in which original audio or video streams are de-
coded, then encoded with a lower rate (quality) codec according to the output
channel characteristics (e.g. UE capabilities). For instance, the audio stream
is transcoded from G.711 codec (64kbps) to AMR codec or video stream is
transcoded from H.264 codec to H.263. Multimedia applications may request
to record live stream in the MDF. The associated container format (e.g. wav,
mp3, mp4, mov, etc.) can be terminated by the application or by the MDF.

4.2.7.3 Delivery and Processing Control Functions

According to the requirements de�ned in subsection 3.4 the application shall be able
to trigger media delivery and processing functions. As the MDF and the application
server are deployed within an IMS-based network, the appropriate singling protocol
is SIP following 3GPP speci�cations discussed in 2.2.3.3.

As the media delivery and processing functions discussed above, do not create
mid-session interactions, in any IVR-based applications (e.g. prompt and collect,
conferences, etc.), SIP Invite-based session is su�cient to invoke any delivery and
processing functions, such that the SIP URL indicates the required function and
the media-related parameters are added in the SDP body. With this regard, the
implementation shall follow the RFC 4240, introduced in 2.2.3.3. Therefore each
delivery functions shall have a unique name for the user part of the SIP URI. For
instance in order to store live stream the following SIP URL can be de�ned as
follows: sip:record@ims-domain.com

Furthermore, the SDP body shall include all media-related parameters such
as content provider IP address, port, protocol, codec and content ID. Declaration
of session parameters in the SDP body shall follow the IETF speci�cations. For
instance, for the description of a unidirectional content delivery session using the
FLUTE protocol, the SDP Descriptors for the FLUTE IETF draft is considered
[79].

4.3 Analysis of E�cient IMS-based Content Delivery

Network

According to the requirements de�ned in subsection 3.4, an NGN-based multimedia
delivery network shall be able to serve a very large number of users who interact
with the system using di�erent applications such as TV, VoD, audio/video telephony,
presence and messaging. Therefore the architecture shall gracefully and economi-
cally scale from a small number of users to millions of users. In this regard, several
SIP message models associated with di�erent multimedia scenarios will be analyzed.
This will enable us to understand the impact on the IMS core and the transport
network. Another goal is to provide a guideline for selecting the appropriate SIP
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Network attachment & IMS registration parameters Typical values

Number of attachments per day 1

Number of terminals for a single subscription (Nt) (Note 1) 2

Registered users during the busy hour (RegUBH) 95%

Registrations with authentication? (Note 2) Yes or No

Validity of registration in the IMS Core network (hours) (Note 3)

(RegT ime)

0.50

New registrations during the busy hour (Note 4) (NewReg) 0.30

De-registrations during the busy hour (Note 3) (DeReg) 0.25

Table 4.3: IMS registration pro�le

method while developing multimedia applications for a carrier grade network that
can serve thousands of multimedia session simultaneously and more e�ciently.

It is assumed that the IMS core will control several applications such as tele-
phony, messaging, presence and IPTV. Although the analysis will consider mainly
the communication between the IMS subscribers and the IMS application servers,
we will also address a few scenarios in which the content provider acts as an IMS
subscriber in order to push multimedia content to a set of IMS subscribers.

Initially, basic dimensioning parameters and service pro�les will be de�ned. Un-
fortunately currently there are not many IMS deployments done worldwide and
thus there are insu�cient traces available that could be considered input for such
an evaluation. Then, quanti�cation of message �ows of di�erent SIP applications
that ful�ll the requirements de�ned in the previous chapter will be conducted. All
session related control �ows shall be accounted for. Other control �ows shall be
accounted for, e.g. (re-, de-)registration tra�c, etc. Although the charging records
are generated by most of the IMS nodes, the associated elements are equally loaded
and thus we will not consider such �ows during this analysis.

4.3.1 Basic Service Pro�les

IMS-based Multimedia applications are deployed on the top of the IMS core. With
regard to this, most of the basic IMS tra�c pro�les (service pro�les) and related
message �ows are analyzed in the following clauses. It is assumed that the IMS core
will serve a certain number of IMS Subscribers, which we denote in the following
clauses with the notation SubN .

4.3.1.1 Registration Pro�le

As application servers could subscribe registration and de-registration messages for
the subscriber automatically, following the third party registration procedure de�ned
by 3GPP [32], it is important to include the IMS registration pro�le as de�ned in
Table 4.3.

Note that all access related issues, such as lawful interception or emergency call
are not considered in this analysis. Furthermore, we assume that a common IMS
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core serves subscribers connected via �xed and mobile access networks (e.g. 50%

�xed and 50% mobile).

Note 1 : This parameter is for information only and not used for dimensioning.
Dimensioning happens when the number of users is equal to the number of
terminals. The number of subscriptions will be smaller if Nt>1. Terminals
might be connected with the IMS core through �xed or mobile access networks
(e.g. 50% �xed and 50% mobile).

Note 2 : A given terminal will be either authenticated at the IMS level using
the AKA Authentication (=Yes) or based on the authentication during the
connectivity (=No) following NASS Bundled Authentication or Early IMS
Registration de�ned by the TISPAN and the 3GPP speci�cation, respectively.
A mix of both may coexist in the network.

Note 3 : With a validity of e.g. 1/2 hour two re-registrations per hour are required.
To be divided by 3600 for the number of Re-registrations Per Second (RPS).
The RPS is much higher (e.g. 1 message each 30seconds results in RPS rate of
1/30) in case the IMS client/application is behind a NAT. Therefore the RPS
between the user and the access node (P-CSCF or Session Boarder Controller)
is di�erent than the RPS between the access and the IMS core (e.g. 2 messages
per hour out of 120). Two registration schemes are considered:

1. New registrations, re-registrations and de-registrations involving the core
IMS network and the access part between UE and access control node
(e.g. 2 out of 120 re-registrations + new-reg + de-reg).

2. Re-registrations in the access part only for keep alive of NAT bindings
(e.g. 118 out of 120 re-registrations). However, NAT problem can be
partially avoided the appropriate design.

Note 4 : It is assumed that during the busy hour, 25% of terminals are starting a
new registration but this is compensated by almost the same amount of users
quitting the service (25%) yielding the same number of registered users.

Total number of SIP REGISTER messages per hour:

REGISTER =
SubN ×NregU ×Nt× (NewReg +DeReg)

RegT ime
(4.1)

4.3.1.2 Session Pro�le

IMS-based multimedia applications follow the four types of SIP communication
models de�ned in subsection 2.3.4.1. The session model is mainly used in telephony
sessions, but it is de�ned as well in the IPTV standard for initiating e.g. the TV and
the VoD service. Moreover, multimedia applications such as gaming or multimedia
push (PoC/PTT) may be based on the same model. Therefore we are going to
consider only two pro�le types as follows:
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1. Pull model in which a user requests to start a live TV or VoD (stored content)
session as de�ned in TISPAN IPTV standard [40].

2. Push model in which a multimedia content is delivered to a set of users. This
model could be applied to either an application or an IMS subscriber (acting
as content provider) requesting the application server to convey multimedia
content to a set of users.

IMS Session Parameters
Typical values

Comments
Multicast

streaming

(e.g. TV)

Unicast

streaming

(e.g. VoD)

Percentage of Application usage (AU) 30% 30% Assumption

Percentage of Active Service Usage

(ASU) (Note 1)

50% 30%

Number of Active Users (AUe) SubN ×AU ×ASU
Number of Sessions per Active User per

day (SPAU) (Note 2)

2 5 Assumption

Percentage of Session during Busy Hour

(SDBH) (Note 3)

70% 30% G. Yu el at. [82] &

Assumption

Number of Sessions per Active User per

BH (SPUBH)

1.4 1.5 SPAU × SDBH

Number of Sessions per BH (SPBH) or

Busy Hour Session Attempts (BHSA)

AUe× SPUBH

Session Holding Time (SHT) per seconds

(Note 4)

1800 600 G. Yu el at. [82] &

Assumption

Number of Concurrent Session during

BH (CSBH) (Note 5)

SPBH × SHT/3600

Session Attempts Per Second (SAPS) SPBH/3600(BHSA/3600)

Table 4.4: Multicast and unicast session pro�le

Table 4.4 de�nes the service pro�le of the multicast and unicast streaming session
in which a sub set of IMS subscribers (e.g. 30%) can acquire multimedia content
from the IMS-based delivery network over multicast or unicast transmission mode.
However, it does not include the telephony service pro�le. The multicast and unicast
modes are considered for content delivery. Requests are generated by the subscribers
or applications following the pull or push model, respectively. While application
request may include a bulk of end recipients, user requests are distributed across
the network and over time. Session parameters of multicast session are de�ned
according to live measurements conducted by G. Yu el at. [82], which are performed
in a Swedish municipal network with 350 residential IPTV users.

Note 1 : The multicast mode is mainly used nowadays for transferring TV channels
in an IPTV infrastructure, while the unicast mode is used for VoD, stored (or
available) TV programs o�ered directly on a provided portal or user generated
content (e.g. Youtube). Therefore the percentage of the service usage of the
unicast mode will overtake the usage of the multicast mode.
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IMS Session Parameters Typical values comments

Number of Switching requests per Active User per

minute (SwPUPM) during BH

0.3 G. Yu el at. [82]

Number of Switching requests per Active User per

hour (SwPUPH) during BH (Note 1)

7 G. Yu el at. [82]

Number of Switchings during BH(SwPBH) or

Busy Hour Switching Attempts (BHSwA)

AUe×SwPUPH

Session Holding Time (SHT) per second 60 G. Yu el at. [82]

Number of Concurrent Switching requests during

BH(CSBH)

SwPBH ×
SHT/3600

Switching Attempts per Second (SwAPS) (Note 3) SwPUPM/60

Table 4.5: Multicast switching pro�le

Note 2 : According to IPTV speci�cation, the user will issue only one SIP request
(Invite message) to start the multicast delivery session, which includes several
channels, but he or she will generate a SIP request for each unicast session
(e.g. VoD). Switching among several multicast streams (e.g. TV channels)
within an active session is de�ned in Table 4.4.

Note 3 : According to G. Yu el at. [82] the average peak number of active users
during the busy hour is around 68

Note 4 : According to G. Yu el at. [82] most of the sessions are very short (65%
< 1 minute) while only 4% are longer than one hour.

Note 5 : The term Busy Hour Session/Call Attempts is equivalent to the term
Number of Concurrent Session generated during Busy Hour.

According to Table 4.4, Session Attempts Per Second or number of INVITE requests
per seconds can be calculated by applying the following equation:

Invite =
SubN ×AU ×ASU × SPUA× SDBH

3600
(4.2)

Table 4.5: Multicast Switching Pro�le de�nes channel zapping pro�le during a
multicast delivery session. After the session setup of the multicast delivery, the user
may switch among available multicast channels using the IGMP protocol messages,
as de�ned in 2.3.2.1, without modifying the SIP session. Session parameters are
de�ned according to G. Yu el at. [82]. As the �rst three columns in the previous
table de�ne the subscription pro�le, they are not repeated in Table 4.5.

Note 1 : According to G. Yu el at. [82] the average numbers of switching (zapping)
per minute per active user are between 0.1 and 0.2, while the peaks are around
0.35. Therefore we assumed the value shall be 0.3.

Note 2 : According to G. Yu el at. [82] measurements, the peaks always occur
at the beginning of every half hour and thus the average of zapping requests
become smaller. For this reason, average of the zapping requests per hour is
small; 7 instead of 18(0.3× 60).
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Note 3 : Switching attempts per second shall be calculated according to the num-
ber of switching requests per Active User per minute instead of per hour, for
the reason mentioned in note 2.

The term switching attempts per second identi�es the number of switching re-
quests generated via the IGMP protocol from all the users distributed across the
IMS network. Accordingly the number of generated SIP messages notifying the
application server per second can be calculated as follows:

Message =
SubN ×AU ×ASU × SwPUPM

60
(4.3)

The type of the SIP messages issued by the subscribers is evaluation- and possibly
implementation-dependent.

4.3.1.3 Event Framework Pro�le

The SIP event framework de�ned in subsection 2.2.3.1 is implemented in various
IMS services either as the basis of the service logic, such as the presence service en-
abler, introduced in the subsection 2.3.4.2, or as part of the application logic, such
as in the OMA XDMS or the IPTV SDF, introduced in 2.3.4.4. In both, the sub-
scription/noti�cation messages are exchanged between corresponding service entities
with a de�ned event package. As the presence enabler implements most of the major
event framework speci�cations that are equivalent with the CIPF speci�cation, as
discussed in 4.2.6 and 4.2.6, the analysis and the resultant equations are applied
for both. However, the CIPF shall support the RLS and presence management
functions, such that the RLS shall interact with the storage server (e.g. XDMS) to
obtain the user multimedia content list, referred to as buddy list (Nw) in Table 4.6.
In addition, we include the IPTV as well, as presented in Table 4.6. According to
the ETSI TS 183 063 [68], the IPTV UE makes use of the event framework in the
following procedures:

1. Publishing current user IPTV activity (e.g. current activated broadcast chan-
nel) to the Presence Server,

2. Subscribing to retrieve the service attachment information from the SDF and

3. Subscribing to changes in the IPTV service pro�le.

The IPTV client sends the SIP PUBLISH messages with the "presence" event
package to the presence server, which accordingly noti�es the watchers about state
change or IPTV user activity.

Note 1 : The numbers of the IMS users who are subscribed to the presence and
IPTV services are part of IMS subscribers.

Note 2 : Presence source can be an IMS subscriber or an application, denoted as
PUA (Presence User Agent) and PNA (Presence Network Agent), respectively.
PUA can be an IMS client or IMS-based set-top-box.
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Event Framework Parameters Presence CIPF IPTV

Percentage of Application usage (AU) (Note

1)

50% 30% 30%

Percentage of service usage (Nau) 90% 50% 50%

Number of Active Users (Npau) SubN ×Au×Nau
Presentity parameters

Number of PUA (Presence User Agent) per

user (Note 2)

2 2 1

Number of PNA (Presence Network Agent)

per user (Note 3)

0.5 0.5 0

Updates (state change) per hour per

PUA/PNA(Pu) (Note 4)

4 1 0.005

SIP PUBLISH per hour (refresh) (Pr) 1 3 Na

WATCHER parameters

Average number of buddy lists/multimedia

service group per user (Ng)

2 3 Na

Average number of buddies (watchers) per

list (Nw)

10 10 Na

Percentage of active buddies (watchers)

(Aul)

70% 70% Na

SUBSCRIBE (any) refresh per hour and per

user (Sr) (Note 5)

1 2 12

New SIP SUBSCRIBE (RLS/IPTV) per

hour and per group (RLSn) per IPTV user

(IPTV n)

1 1 0.2

New SIP SUBSCRIBE (WINFO) per hour

(WINFOn) (Note 6)

0.5 0.5 0

SIP un-SUBSCRIBE (RLS/IPTV) per hour

and per group (RLSu) per IPTV user

(IPTV u)

0.1 0.1 0.2

SIP un-SUBSCRIBE (WINFO) per hour

(WINFOu)

0.005 0.005 0

Table 4.6: Event framework pro�le

Note 3 : PNA can be any application that acts as a presentity (e.g. web-based
application).

Note 4 : PNA/PUA can be an IMS client, IPTV client or any authorized appli-
cation that modi�es user state or activity. Due to frequent changes in IPTV
activity, this value is almost equal to the switching rate described in Table 4.5.
Furthermore, the percentage of the change to the state of the IPTV service
pro�le or the service attachment information is considered to be small.

Note 5 : As stated above the IPTV UE sends two types of subscription messages
to the SDF and to the SCF. According to ETSI standards [68], the IPTV
UE shall automatically refresh the subscription, either 600 seconds before the
expiration time if the initial subscription was for greater than 1200 seconds,
or when half of the time has expired if the initial subscription was for 1200
seconds or less. For this reason, we assume that the expiration time is greater
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than 1200, so that the IPTV UE sends 6 SUBSCRIBE messages to the SDP
and the SCF.

Note 6 : A user subscribes to Watcher Information Event Package (WINFO) to
receive noti�cation from the system (e.g. presence server) about the watchers,
who are interested in particular event package information that is updated by
this user (e.g. about user presence information).

Numberofactivepresenceusers = Npau = SubN ×Au×Nau; where: SubN is
total IMS users, Au is Presence usage (%) and Nau is the percentage of registered
IMS users.

NumberofactiveIPTV users = Ntau = SubN×Au×Nau; where: Ntau is the
number of active IPTV users using an event package, SubN is total IMS users, Au
is IPTV service usage (%) and Nau is the percentage of active IPTV users.

Numberofpresencepublishers(= presentities) = PUA + PNA Publish fre-
quency = largest (Max) of Pu and Pr (note that this may be di�erent for PUA
and PNA, nevertheless we consider for both as equal).

Number of SIP PUBLISH methods :

Number of SIP PUBLISH transactions1 per hour by presentities =

PUBLISH = Npau× (PUA+ PNA)×Max(Pu, Pr) (4.4)

SIP message issued by the UA or the PNA when presence information (e.g.
availability or activity) is updated or when the validity of the registration has ex-
pired. Assumption: PUBLISH is combined for update and registration refresh, in
other words, an update restarts the registration validity timer (Pr). In addition to
the PUBLISH message, the presence server can be noti�ed about further changes in
user registration status by the IMS core (S-CSCF) either through a third party reg-
istration procedure, or through the subscription to the registration-event package.
In the case the third party registration procedure is implemented, the number of
registration messages generated by the S-CSCF towards the application server (e.g.
presence server or IPTV SDF) can be calculated by applying Equation 4.1. In the
case the reg-event procedure is implemented, the tra�c impact can be calculated
following the methodology described in the next subsection.

Number of SIP SUBSCRIBE methods:

SIP SUBSCRIBE methods are generated towards the presence server in three con-
texts:

1. Subscription, subscription refresh and un-subscription of watchers to list
servers (RLS).

1SIP transaction is de�ned in 2.2.3.1
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2. Subscription, subscription refresh and un-subscription of RLS to individual
presentities.

3. Subscription, subscription refresh and un-subscription of watchers to presence
server for Watcher Information Event Package.

SIP SUBSCRIBE messages issued by UA Watchers to subscribe to a list of
presentities on the list server (RLS) are de�ned as follows: Number of SIP SUB-
SCRIBE(UA to RLS) transactions per hour =

SUBSCRIBE(UA→ RLS) = Npau×Ng×(PUA+PNA)×(Sr+RLSn+RLSu)
(4.5)

Once the watcher issued a SUBSRIBE message for his groups (buddies) to the
RLS, the RLS will subscribe individually to the presence information of each buddy
in the list. Note that all these subscriptions need to be regularly refreshed. Accord-
ingly, the number of the associated SIP SUBSCRIBE transactions is calculated as
follows: Number of SIP SUBSCRIBE(RLS to PS) transactions by RLS per hour =

SUBSCRIBE(RLS → PS) = SUBSCRIBE(UA→ RLS)×Nw (4.6)

SIP SUBSCRIBE(WINFO) transactions issued by UA watchers to subscribe to
watcher information event packages can be calculated as follows: Number of SIP
SUBSCRIBE(WINFO) transactions by watcher per hour =

SUBSCRIBE(WINFO) = Npau×(PUA+PNA)×(Sr+WINFOn+WINFOu)

(4.7)
SIP SUBSCRIBE methods are generated towards the IPTV server in two con-

texts:

1. Subscription, subscription refresh and un-subscription of watchers to SDF.

2. Subscription, subscription refresh and un-subscription of watchers to SCF.

SIP SUBSCRIBE messages issued by an IPTV UA watcher to subscribe to any
changes of service attachment information are de�ned as follows: Number of SIP
SUBSCRIBE to SDF and SCF transactions per hour =

SUBSCRIBE(IPTV ) = Ntau×(PUA+PNA)×(Sr+IPTV n+IPTV u) (4.8)

In the case that the IPTV framework enables any application or network node
modifying user pro�le or service attached information, the PNA is greater than 0.

Number of SIP NOTIFY Methods:

The SIP NOTIFY methods are used to acknowledge a SIP SUBSCRIBE or to inform
about a state change during the validity of the subscription. SIP NOTIFY generated
by the presence server appears in the three contexts listed above. SIP NOTIFY (RLS
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to UA) messages are issued to acknowledge a subscription to watchers of a group
and for each update of a presence status within the group.

Number of SIP NOTIFY (RLS to UA) transactions per hour =

NOTIFY (RLS → UA) = SUBSCRIBE(UA→ RLS)

+ Npau× (PUA+ PNA)×Ng ×Nw × Pr ×Aul
(4.9)

SIP NOTIFY (PS to RLS) messages are issued as a direct result of a SIP SUB-
SCRIBE (RLS to PS) to a RLS. State changes in the watched presentities by RLS
are also noti�ed.

Number of SIP NOTIFY (PS to RLS) transactions per hour =

NOTIFY (PS → RLS) = SUBSCRIBE(RLS → PS)

+ Npau× (PUA+NPA)× Pr ×Ng
(4.10)

SIP NOTIFY (WINFO) is issued as a direct result of a SIP SUBSCRIBE
(WINFO) to a single presentity by presence server. Each new subscription or any
change to watcher information event package is noti�ed to the watcher. The number
of the corresponding SIP NOTIFY can be calculated as follows:

Number of SIP NOTIFY (WINFO) transactions per hour =

NOTIFY (WINFO) =

SUBSCRIBE(WINFO)

+ Npau× (PUA+ PNA+RSLn+RSLu)×Ng ×Nw ×Aul
(4.11)

SIP NOTIFY (IPTV) is issued as a direct result of a SIP SUBSCRIBE (IPTV) to
a single presentity by a watcher. State changes in the watched presentities (IPTV
service pro�le or service attachment information) by individual watchers are also
noti�ed. Accordingly the total number of SIP NOTIFY messages can be calculated
as follows:

Number of SIP NOTIFY (IPTV) transactions per hour =

NOTIFY (IPTV ) = SUBSCRIBE(IPTV )+Ntau×(PUA+PNA)×Pu (4.12)

As the SIP SUBSCRIBE/NOTIFY event framework is very demanding on net-
work resources and NOTIFY messages generated by the subscription refreshes do
not indicate any change in the event state messages, it is important to implement
the optimization mechanisms de�ned in the RFC 5839, as described in 2.2.3.1. As
a consequence, the total number of Noti�cation messages is reduced, as only new
subscriptions are considered for noti�cation. Considering Equation (4.9),
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NOTIFYopt = SUBSCRIBE(RLSn)

+ Ntau× (PUA+ PNA)×Ng ×Nw × Pr ×Aul
= Ntau×Ng × (PAU + PNA)× [RLSn+ (Nw × Pr ×Aul)]

(4.13)

The total noti�cation is reduced by the total message of Ntau × (PAU +

PNA)(RLSn+RLSu). When followed, NOTIFY equations (Equation (4.10), Equa-
tion (4.11) and Equation (4.12)) shall substitute the total number of new subscrip-
tion messages for the total number of subscription messages.

4.3.2 Message Flows

In this subsection, several message �ows are introduced with regard to the evalu-
ation of the load of SIP-based tra�c on the application server side, but it is not
intended to evaluate the IMS core itself and not to include all types of SIP message
�ows. Note that in the following �ows, only the generated SIP messages (denoted
as Nb_SIP_Msg) for the IMS core and the application server are accounted for.
Furthermore, load by received messages will be calculated using the number of SIP
transactions, denoted as Nb_SIP_Transactions.

The IMS speci�cations consider the QoS reservation as part of the session es-
tablishment, so that the IMS subscriber requests the required resources from the
network (during bearer activation regarding 3GPP wireless network) and negotiates
allocation status with the corresponding IMS node. In practice, the QoS allocation
is the responsibility of the transport network (on behalf of the application request,
e.g. P-CSCF) and does not require subscriber involvement. As a result of such con-
straints, we exclude the subsequent QoS SIP transactions (SIP Prack and Update
messages) from the Invite session setup �ows.

4.3.2.1 Registration

As the application server can subscribe to the IMS registration messages, it is es-
sential to consider the related load of the forwarded messages to the application
server.

The IMS registration includes three types of registration messages: New regis-
tration, Re-registration (refresh) and De-registration.

Each registration can happen with or without authentication, but the authenti-
cation process does not impact the application server. Each registration is noti�ed
to an application server only when the user is subscribed to one or more additional
services (e.g. presence, IPTV, telephony supplementary services, etc.) that are
con�gured for third party registration messages.

It is important to note that the re-registration messages may include the IMS
registration validity and NAT (Network Address Translation) binding validity. As
the objective of the latter registration messages, which are more frequent than the
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User A IMS core AS

1. SIP Registration

3. SIP Registration
2. 200 Ok

4. 200 ok

5. SIP Re-registration

7. SIP Re-registration
6. 200 Ok

8. 200 ok
5. SIP De-registration

7. SIP De-registration
6. 200 Ok

8. 200 ok

Figure 4.5: SIP registration �ow

IMS core Application Server

Nb_SIP_Msg 6 3

Nb_SIP_transactions 3 3

Table 4.7: SIP transactions of registration �ow

former, is only the the preservation of the NAT binding, allowing terminals behind
NAT to be reachable, the IMS registration validity messages are only forwarded
to the application server. As each registration message is composed of a single
transaction (in spite of authentication messages), the total SIP transactions are
three, as illustrated in Figure 4.5 and Table 4.7.

In an IMS network, we consider a set of application servers Nas denoted as A =

{1, 2, . . . , Nas}, that are con�gured for the 3rd party registration. The percentage
of application usage is denoted as Au:

Au = {aui|∃i ∈ A : 0 ≤ aui ≤ 1}

Furthermore, the percentage of Active Service Usage of each AS is denoted as
Asu:

Asu = {sui|∃i ∈ A : 0 ≤ sui ≤ 1}

According to Equation (4.1) the total registration messages arrive the application
server i is as follows:

AsRegMsg(i) = REGISTER× au(i)× su(i)

The consequence of the total impact on the IMS core; namely on the S-CSCF;
is as follows (however, our main objective is to study the impact on the AS rather
than the IMS core):

CoreREGISTER = REGISTER+
Nas∑
i=1

AsRegMsg(i)
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4.3.2.2 User Initiated Invite-based Session

IMS user can enquire about a multimedia content, uploading or stream content fol-
lowing the pull style by initiating a SIP Invite message that includes the targeted
public service identi�er and related session parameters in the SDP body. Accord-
ingly the application server might decide to select a unicast or a multicast mode
in the case of streaming or downloading content, however uploading content uses
a unicast bearer. The next two subsections consider both use cases and the resul-
tant impact on the application server. Note, with the intention of simplifying the
diagram, messages interactions between the AS and the MDF do not pass the IMS
core. Although this is not complaint with IMS speci�cations, the related impact on
the IMS core will be accounted for in the corresponding table in brackets.

Unicast Delivery Session:

This use case can cover all types of delivery functions discussed in 4.2.7.1, includ-
ing content consumer or IMS-based content provider (e.g. UGC). For each unicast
bearer the AS, shall trigger the MDF for content delivery upon each received con-
sumer invite request, as depicted in Figure 4.6 and Table 4.8.

User X IMS core AS

1. Invite: SDP

3. Invite
2. 100 Trying

8. 200 Ok (MDF:SDP)

10. Ack

4. 100 Trying

12. Data

MDF

5. Invite (DF,UE SDP:CID)

7. 200 Ok (SDP)

6. 100 Trying

9. 200 Ok (MDF:SDP)

11. Ack

13. Bye
14. Bye 

15. Bye

16. 200 Ok
16. 200 Ok

16. 200 Ok

If : On-Demand Delivery à RTSP channel setup

Figure 4.6: User-initiated invite request for unicast delivery mode

IMS core Application Server

Nb_SIP_Msg 6(+6) 6

Nb_SIP_transactions 2(+2) 4

Table 4.8: SIP transactions of user-initiated Invite unicast mode

The number of arrival SIP Invite messages at the application server can be calcu-
lated according to Equation (4.2) and the number of generated SIP Invite messages
towards the MDF is equal to the arrival Invite messages. Note, when the IMS core
mediates the signaling between the AS and the MDF (which is not illustrated in
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Figure 4.6), the related Nb_SIP_Msg and Nb_SIP_transaction become double;
namely 12 and 6, respectively.

Multicast Delivery Session:

Multicast bearer is used to stream or download multimedia content. The IMS
subscriber initiates a SIP Invite request either for each multicast bearer or a single
invite request for a set of multicast bearers (e.g. broadcast TV service as de�ned in
the IMS-based IPTV speci�cation discussed in 2.3.4.4).

In the case that the session manager o�ers the user a set of multicast IP addresses
(e.g. in line with a service subscription to a set of broadcast TV channels) during
session setup or service provisioning, there are three options for the realization of
channel zapping among these multicast IP addresses. Therefore we distinguish in
the next �ows between multicast session setup and multicast switching (zapping).

User X IMS core AS

1. Invite: SDP:CID=X

3. Invite
2. 100 Trying

8. 200 Ok (MDF:SDP:IP Multi)

11. Ack

4. 100 Trying

13. Data

MDF

5. Invite (DF,SDP:CID, IP Multi)

7. 200 Ok (SDP)

6. 100 Trying

9. 200 Ok (MDF:SDP:IP Multi)

13. Ack

24. Bye
25. Bye 

32. Bye
33. 200 Ok

26. 200 Ok
27. 200 Ok

Edge 

Router

10: IGMP Join IP Multi

12. Ack

14. Invite: SDP:CID=X

15. Invite
15. 100 Trying

18. 200 Ok (MDF:SDP:IP Multi)

21. Ack

17. 100 Trying

19. 200 Ok (MDF:SDP:IP Multi)

22. Ack

13. Data

23. Data

20: IGMP Join IP Multi

28. Bye
29. Bye 

30. 200 Ok

31. 200 Ok

Figure 4.7: User-initiated invite request for multicast delivery mode
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IMS core Application Server

Nb_SIP_Msg 6(+6) 6

Nb_SIP_transactions 2(+2) 2 + 2 (MDF transaction)

Table 4.9: SIP transactions of user-initiated invite request for multicast delivery
mode

Multicast Session Setup : Figure 4.7 shows the session establishment of a mul-
ticast service where two IMS subscribers (can be more) having similar context
properties acquire identical multimedia content. Once the application server
determines the usage of a multicast bearer for delivering multimedia content
upon receiving the �rst invite request, the AS invokes the relay function on the
MDF following the back2back SIP user agent by issuing a SIP Invite message
which includes the SIP URI of the relay function (as discussed in 4.2.7.3), the
IP multicast address and media properties. As a consequence, the AS does not
require triggering the MDF for successive user initiated Invite requests with
identical delivery properties (e.g. content ID, codec, attached access network,
etc.). Note, that the AS terminates the relay (or download) session by issuing
the SIP Bye message (step 32) after receiving the last leave request from the
multicast session .

The number of arrival SIP Invite messages by the application server can be
calculated according to Equation (4.2). However, the number of generated SIP
Invite messages from the AS to the MDF is equal with the number of required
multicast bearers to be used for delivering multimedia content, as shown in
Table 4.9.

User X IMS core AS

5. Re-Invite SDP:CID=m2

7. 200 Ok SDP:m2

1. Data over Multicast m1

8. 200 Ok SD P:m2

Edge 

Router

2. IGMP leave Multi m1

9. IGMP Join IP Multi m2

4. Data over Multicast m2

6. Re-Invite SDP:CID=m2

10 Ack
11. Ack

MDF

Figure 4.8: User-initiated multicast switching request via SIP Re-Invite

Note when the IMS core mediates the signaling messages between the AS and
the MDF (which is not illustrated in Figure (4.2)), the related Nb_SIP_Msg
and Nb_SIP_transaction increase according to the number of the used mul-
ticast bearers.
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IMS core Application Server

Nb_SIP_Msg 3 1

Nb_SIP_transactions 1 1

Table 4.10: SIP transactions of user-initiated multicast switching request via SIP
Re-Invite

Multicast Switching : There three options for the realization of multicast switch-
ing within a set of multicast channels. These are Re-Invite-based, Info-based
and Event-based switching, as follows:

1. Re-Invite-based switching: In which the IMS subscriber issues a SIP
Re-Invite message indicating channel ID and possibly delivery parame-
ters, as depicted in Figure 4.8 and 4.10. As consequence, the AS responds
with the associate bearer parameters. The advantage of this model is
twofold. First, the user can declare any change in his delivery parame-
ters (e.g. codec, local IP address, etc.) upon individual channel switch.
Second, the AS can decide upon receiving the re-invite request whether
to select a multicast or a unicast bearer. However, the disadvantages
are that it may decrease network and user-perceived performance. The
network performance is decreased due to the additional SIP transactions
produced by the Invite-message. The user-perceived performance is de-
creased because the re-invite request adds delay to the total signaling
latency - IGMP leave and join requests (in addition to the local media
processing, in the case of RTP streaming).

The number of arrival SIP Re-Invite messages by the application server
can be calculated according to Equation (4.3) aligned with the associated
service pro�le.

2. Info-based switching: In which the AS announce all multicast ad-
dresses (within a subscribed service package) during multicast session
establishment or session provisioning. Consequently, the IMS subscriber
informs the AS via a SIP Info message after channel zapping. Figure
4.9 illustrates the related message �ows in which the user issues the SIP
info message with the same call ID of the session setup (as speci�ed
in RFC3261) and Table 4.11 shows the related SIP transactions. This
leads to improved user-perceived QoS and network performance. It is
more network e�cient because SIP Info requests are composed of only
two messages (request and con�rmation) covering concerned switching
channel information. User-perceived performance is improved because
the signaling delay (due to SIP Info message) does not contribute to the
total latency. The primary disadvantage is that the AS shall maintain
all received SIP Info messages, and that rate is certainly much larger
than the multicast session setup (rate of Invite requests), as introduced
in Table 4.4 and Table 4.5.
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User X IMS core AS

5. Info: CID=m2 6. Info CID=m2

7. 200 Ok 

1. Data over Multicast m1

MDF

8. 200 Ok

Edge 

Router

2. IGMP leave Multi m1

3. IGMP Join IP Multi m2

4. Data over Multicast m2

Figure 4.9: User-initiated multicast switching request assisted with SIP Info

IMS core Application Server

Nb_SIP_Msg 2 1

Nb_SIP_transactions 1 1

Table 4.11: SIP transactions of user-initiated multicast switching request assisted
with SIP Info

The number of arrival SIP Info messages to the application server can be
calculated according to Equation (4.3) aligned with the associated service
pro�le.

3. Event-based switching: likewise the previous model, the IMS sub-
scriber is aware of all multicast addresses and thus switches between
these channels by issuing the corresponding IGM leave and join mes-
sages. Thereafter the subscriber announces the recent channel zapping
activity by sending a SIP Noti�cation message to the AS (e.g. the session
manager) or a SIP Publish message to the presence server. In the latter
use case, the AS can subscribe for user channel zapping activity with the
presence server in order to be informed about the recent zapping state.
The advantage of the noti�cation-based announcement is that the AS
does not need to interact with additional components to obtain zapping
activity. However the Noti�cation-based announcement model introduces
an additional load on the IMS core as well as on the AS, due to subscrip-
tion messages generated by the AS to zapping activity upon multicast
session setup and maintenance of the related timer, as depicted in Figure
4.10 and Table 4.12. In the latter model (referred to as Presence-based
announcement), although the scalability is improved because the load is
distributed among several application servers, the rate of SIP Publish
messages will introduce an additional load on the presence server and
between the AS and the presence server. Note that interaction messages
between the AS and the presence server are not depicted in Figure 4.11
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and Table 4.13.

User X IMS core AS

6. Notification: CID=m2 6. Notification CID=m2

6a. 200 Ok 

1. Data over Multicast m1

MDF

6b. 200 Ok

Edge 

Router

3. IGMP leave Multi m1

4. IGMP Join IP Multi m2

5. Data over Multicast m2

Multicast Session Setup

2. Subscription SID
2. Subscription SID

2a. 200 Ok 
2a. 200 Ok

2b. Notification: CID=m1
2b. Notification CID=m1

2c. 200 Ok 
2c. 200 Ok

Figure 4.10: User-initiated multicast switching request assisted with Subscription-
Noti�cation

IMS core Application Server

Nb_SIP_Msg 2+(4) 1+(2)

Nb_SIP_transactions 1+(2) 1+(2)

Table 4.12: SIP transactions of user-initiated multicast switching request assisted
with Subscription-Noti�cation

The number of arrival SIP Noti�cation messages on the application server
can be calculated according to Equation (4.12) aligned with the associ-
ated service pro�le, where Pu is equal to switching rate (e.g. as de�ned
in Table 4.5). Furthermore, the number of the associated subscription
messages (per hour) issued by the AS can be calculated as follows:

ZappingSubscription =MulticastSessions× (1 + Sr)× 3600 (4.14)

Whereas MulticastSessions can be calculated according to Equation (4.1).
The AS shall refresh the subscription with the rate Sr during the entire
multicast session.

On the contrary, the number of arrival SIP Publish messages by the
presence server can be calculated according to Equation (4.3), where
Max(Pu, Pr) is equal to the switching rate as well.
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5. Publish: CID=m2 6. Publish: CID=m2

7. 200 Ok 
8. 200 Ok

User X IMS core AS

1. Data over Multicast m1

MDF
Edge 

Router

2. IGMP leave Multi m1

3. IGMP Join IP Multi m2

4. Data over Multicast m2

Presence

Figure 4.11: User-initiated multicast switching request assisted with presence server

IMS core Application Server

Nb_SIP_Msg 2 1

Nb_SIP_transactions 1 1

Table 4.13: SIP transactions of user-initiated multicast switching request assisted
with presence server

4.3.2.3 Application Initiated Invite-based Session

In line with the requirements de�ned in subsection 3.4 the session manager shall
enable third party applications to trigger the delivery of multimedia content to a set
of IMS subscribers. In this regard, the session manger (referred to in the following
with the term AS) may use a unicast or multicast transmission mode for content
delivery. Application initiated invite-based session setup follows push style with
regard to multimedia content delivery method.

Unicast Delivery Session:

Upon receiving an application request (through de�ned programming interface e.g.
WS) including content ID or source and targeted IMS subscribers, the application
server sends, for each subscribers, a dedicated SIP Invite request with its public
service identity, but without any SDP o�er. Upon receiving user 200 OK message
covering the SDP o�er, the AS initiates for each user request a dedicated SIP Invite
message addressed to the MDF to relay the requested multimedia content with
certain delivery parameters indicated in the SDP o�er. Consequently, the MDF
responds with an SDP answer that is then forwarded to the user. In the case of
content streaming, the delivery can be linear or on-demand (as described in 3.2.1.2).
In the latter use case, the SDP answer shall include a link to an RTSP resource for
controlling media delivery. Figure 4.12 illustrates the detailed interactions between
all IMS network nodes and Table 4.14 shows the related SIP transactions.

The number of issued SIP Invite messages sent to the consumers as well as
to the MDF is equal to the number of invited users assigned in the application
request. The number of the associated SIP transactions is shown the table above.
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User X IMS core AS

2. Invite: user 1, no SDP offer

3. 100 Trying

13.Ack (MDF:SDP)

16. Data

MDF

10. Invite (DF,UE SDP:CID)

12. 200 Ok (SDP)

11. 100 Trying

8. 200 Ok (SDP)

14. Ack

17. Bye
18. Bye 

19. Bye

20. 200 Ok
21. 200 Ok

22. 200 Ok

Application

1. Push content x to user(1, 2, n)

4. Invite: user 1

5. 100 Trying

9. 200 Ok (SDP)

15.Ack (MDF:SDP)

If : On-Demand Delivery à RTSP channel setup

6. 180 Ringing
7. 180 180 Ringing

Figure 4.12: Application-initiated unicast session

IMS core Application Server

Nb_SIP_Msg 7(+6)×N 6×N
Nb_SIP_transactions 3(+2)×N 5×N

Table 4.14: SIP transactions of application-initiated unicast session

The primary disadvantage of this model is that the session setup may exceed a few
seconds due to local noti�cation in UE upon reception of the Invite request (step
4 to 8). Furthermore, if the content is a live captured stream, a large number of
invited users may introduce long session setup (due the previous reason in addition
to network delay) that shall be managed by the AS carefully.

Multicast Delivery Session :

Similar to the previous unicast delivery session, the application requires the AS to
push multimedia content to a set of N IMS subscribers. Accordingly, the AS issues
a SIP Invite request for each IMS subscriber without SDP o�er. Figure 4.13 shows
the corresponding message �ows for just 3 users, however the session may comprise
more than that. Table 4.15 shows the related SIP transactions. Upon receiving
the �rst set of 200 ok respond messages, the AS determines bearer parameters (e.g.
codec, IP multicast address, etc.) and then triggers the MDF to relay the content
over IP multicast bearer. According to Figure 4.13, the AS waits until all IMS
subscribers respond to the initiated AS Invite message (up to step 3c), however this
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case might not occur in practice, because the ringing phase may take a few seconds.
Therefore, after receiving the �rst 200 ok message by the AS, the processing time for
the following transactions will be less than 500 ms; otherwise the IMS subscriber will
assume packet loss and thus re-sends the 200 ok message again. For this reason,phase
may take the AS shall trigger the MDF as soon as possible and send the SIP Ack
message back to the user. As a consequence, this model can work �ne, with a few
users, but with large numbers of users, the AS shall measure for each Invite request
the corresponding delay in order to avoid packet retransmission. As alternative to
this solution, the AS may �nalize session setup of each responded Invite request and
then send a Re-Invite message for any further session parameter update; however
this may introduce additional load on the network, but simplify the processing on
the AS.

Edge 

Router
User X IMS core AS

1. Invite: user 1, no SDP offer

1d.Ack (SDP:IP=Multi)

5. Data

MDF

4. Invite DF,SDP:IP =Mult;CID

4b. 200 Ok (SDP)

4a. 100 Trying

1c. 200 Ok (SDP)

4c. Ack

Application

1. Push content x to user(1, 2, n)

1. Invite: user 1

1a. 100 Trying

1b. 180 Ringing

Select multicast 

parameters

2. Invite: user 2, no SDP offer
2. Invite: user 2

3. Invite: user 3, no SDP offer
3. Invite: user 3

2c. 200 Ok (SDP)

2a. 100 Trying

2b. 180 Ringing

3c. 200 Ok (SDP)

3a. 100 Trying

3b. 180 Ringing

1c. 200 Ok (SDP)

1a. 100 Trying

1b. 180 Ringing

2c. 200 Ok (SDP)

2a. 100 Trying

2b. 180 Ringing

3c. 200 Ok (SDP)

3a. 100 Trying

3b. 180 Ringing

2d.Ack (SDP:IP=Multi)

3d.Ack (SDP:IP=Multi)

1d.Ack (SDP:IP=Multi)

2d.Ack (SDP:IP=Multi)

2d.Ack (SDP:IP=Multi)

1e. IGMP Join

2e. IGMP Join

3e. IGMP Join

5. Data

<500ms

Figure 4.13: Application-initiated multicast session

IMS core Application Server

Nb_SIP_Msg 7×N(+6) 3×N + 3

Nb_SIP_transactions 3×N(+2) 3×N + 2

Table 4.15: SIP transactions of application-initiated multicast session

The primary disadvantage of this model is that the session setup may exceed
few seconds due to various waiting time ringing in user device. Furthermore, users
that joined late will not receive the multimedia content from the beginning. The
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number of issued SIP Invite messages equals the number of invited users passed in
the application request. The number of the associated SIP transactions is shown the
table above. The number of SIP INVITE messages issued by the AS to the MDF is
equal to the number of required IP multicast bearers (one IP multicast is illustrated
in 4.13). Note, Figure 4.13 does not show the SIP Bye transactions, but we consider
them in the table. If the IMS core intermediates AS and MDF interactions, the
associated number of SIP messages and transactions are in brackets.

4.3.2.4 Event-Induced Session

To avoid unexpected user or network behavior in the push delivery style, as discussed
in the previous subsection 4.3.1.1, we propose the event-induced session setup as an
alternative, as introduced in 4.2.6.

User X IMS core AS

5. Invite: SDP

5. Invite:SDP
5a. 100 Trying

5b. 200 Ok (MDF:SDP)

5c. Ack

5a. 100 Trying

7. Data

MDF

6. Invite (DF,UE SDP:CID)

6b. 200 Ok (SDP)

6a. 100 Trying

5b. 200 Ok (MDF:SDP)

6c. Ack

8. Bye
8. Bye 

8. Bye

8a. 200 Ok
8a. 200 Ok

8a. 200 Ok

SPF App/CP

1. Subscribe event app
1. Subscribe event app

1a. 200 ok
1a. 200 ok

2. Notification event app

2a. 200 ok

2 Notification

2a. 200 ok

3. Publish 

CID:ready4. Notification event app

4a. 200 ok

4 Notification

4a. 200 ok

5c. Ack

ok

Figure 4.14: Event-induced session �ow

In this style, the SM (session manager) collaborates with the CIPF (Content In-
formation Provisioning function) for multimedia content delivery following the pull
style. Initially, the IMS subscriber shows interest in multimedia service/content in-
formation by issuing a SIP Subscribe message with the related event package and
addressed to the CIPF as public service identi�er. When changes occur (e.g. cer-
tain content is available for download or streaming), the CIPF informs all associated
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IMS core Application Server

Subscription and Noti�cation

Nb_SIP_Msg 4 2

Nb_SIP_transactions 2 2

Session setup (Invite-based)

Nb_SIP_Msg 6(+6) 6

Nb_SIP_transactions 2(+2) 2

Table 4.16: SIP transactions of event-induced session �ow

subscribers by issuing SIP Noti�cation messages with the related session parameters
(e.g. content ID, SIP or IP multicast resource, supported codec, etc.). As a conse-
quence, each IMS subscriber, who is interested in the content, issues a SIP Invite
request to the associated SIP resource. If the resource is an IP multicasts address
and the related multicast session has been established, the subscriber just needs to
join the multicast group following one of the procedures introduced in 4.3.2.2.

The number of SIP transactions of Subscribe and Noti�cation messages can be
calculated according to Equation (4.5) and Equation (4.13), respectively, where:

• Subscription and noti�cation messages are negotiated between the IMS sub-
scriber and the CIPF through the IMS core, because the CIPF shall support
the RLS functions

• Ng: s (service package) per user; e.g. Ng = 3, comprise multimedia service,
multimedia content or content provider, as de�ned in 4.2.4.

• Nw:Average number of multimedia content (channel) per service package or
Average number of content provider; e.g. Nw = 10

The generated SIP Invite requests depend on the publish rate of multimedia
content information induced by the application or the content provider through
API or SIP Publish message, respectively. Therefore the number of SIP Invite
transactions can be calculated according to Equation (4.2), where:

SPUA× SDBH =Max(Pu, Pr)

Pu and Pr are de�ned in Table 4.6 Event Framework Pro�le.

4.4 Protocols Evaluation

This subsection explores the di�erences between the SIP and the HTTP as well as
streaming over UDP or TCP.

4.4.1 SIP vs. HTTP

Referring to session setup and multimedia content delivery, the SIP and the HTTP
will play an important role, but the question remains of to what extent each of
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both protocols can be used e�ciently. In general, the best protocol performance is
obtained by minimizing interactions. Before answering such questions, we want to
understand �rst the main distinctions of both protocols.

Feature SIP HTTP

Communication

style

Nodes can simultaneously act as client

and server (peer-to-peer), due to regis-

tration

Either client or sever, as

server address is known

(URL) but client can be

anonym

Supported meth-

ods

Session support (Invite, Ack, Bye, Can-

cel, Option Prack, update, and regis-

ter)

Support only data modi�-

cation methods (Get, Post,

Put, Delete and connect)

Messaging support (Info and Message)

Event-package (Subscription, Noti�ca-

tion and Publish)

State Stateful and stateless Stateless

Reliability Reliable due to con�rmation request for

each transaction

Unreliable and thus depends

on reliable transport proto-

col

Mobility Support personal mobility due to

steady updating of the binding of SIP

URI and IP address

No support

Transport proto-

col

UDP is most frequently used, but TCP

or SCTP [83] can be used as well

TCP due to unreliability on

the IP protocol

Table 4.17: SIP vs. HTTP Features

Although SIP follows the syntax and the semantics of HTTP, the primary dis-
tinctions between both protocols are the communication style between protocol
components, supported methods, state maintenance, reliability, mobility support
and the transport protocol. Table 4.17 shows these di�erences. SIP is on the way
to becoming the dominant session-based control protocol for �xed and mobile all
IP networks. However, due to the continued interest in HTTP in the Internet and
web-based tra�c, there needs to be an acknowledgment that no single protocol holds
all the answers to ful�ll all requirements of multimedia applications.

4.4.2 Streaming over UDP vs. TCP

Most of the available web-based streaming services (e.g. YouTube) transfer content
streams over the HTTP protocol, which mainly relies on the HTTP over the TCP
protocol, as discussed in 2.4.4. Indeed, TCP is conventionally regarded as inap-
propriate for multimedia streaming, because of its back-o� policies implicit in the
TCP due to packet loss and retransmission mechanisms that may lead to long delays
which violate the real-time requirements of multimedia streaming. B. Wang et al.
[84] provides an analytic performance study of single-path TCP streaming and found
that its performance is generally satisfactory when the achievable TCP throughput
is roughly twice the media bit-rate, with a few seconds of startup delay. This result
partly explains why TCP streaming can be considered as an alternative in practice,



4.5. Discussion 99

Protocol N
et
.
P
er
fo
rm

.

U
P
P
er
fo
rm

.

S
ca
la
b
il
it
y

M
o
b
il
it
y
su
p
.

R
el
ia
b
il
it
y

V
is
ib
il
it
y

UDP ++ ++ ++ - - +

TCP + + + + ++ -

Table 4.18: Evaluation of streaming via UDP vs. TCP

such that bandwidth requirements can be satis�ed for broadband connections (e.g.
VDSL or FTTH). Although TCP supports reliable end-to-end content delivery, it
is not network e�cient.

On the contrary, streaming via RTP over UDP is most e�cient and can have
a very positive impact on user perceived performance, because it supports unicast
and multicast delivery modes. Streaming over UDP improves visibility, as media
proxies can mediate the stream for further processing (e.g. transcoding). However,
the only downside to UDP is that many network administrators close their �rewalls
to UDP tra�c, limiting the potential audience for UDP-based streams.

In general, the advantage of streaming over UDP is the improved e�ciency that
can meet user-perceived QoS, while steaming over TCP can be used only for content
streaming in one direction (e.g. a server streams stored content to a web-browser).
On the other hand, streaming over TCP enables the utilization of existing infras-
tructures, because the web-based approach uses only the standard web server and
the Internet browser. As a consequence of this, streaming over UDP will be available
in a managed service o�ering, while streaming over TCP will remain dominant for
web-based tra�c in the public Internet.

4.5 Discussion

This chapter analyzed the requirements de�ned in chapter 3 and mapped these
requirements to capabilities provided by dedicated functional components. First,
a state model of session-based content delivery in the NGN environment was in-
troduced. Based on this model and along with architecture properties de�ned in
the previous chapter subsection 3.2.2, di�erent interaction models of multimedia
content delivery are evaluated. The result of this evaluation is provided as a recom-
mendation for a given interaction model for a speci�c delivery function. The design
recommendations are matched to �ve functional components, as follows:

IMS core : Routing SIP requests between IMS subscribers and the Application
Server (AS) should be based on the PSI (Public Service Identi�er) rather than
the evaluation of de�ned user �lter criteria.

Content Information Provisioning Function : The CIPF shall implement the
event-based pull model between system entities for handling multimedia con-
tent and service information.
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Content Management Function :

• The content identi�er may be covered in SIP headers or in the SDP
session or media attributes.

• The content manager shall make use of multimedia content information
(metadata) managed by the CIPF in order to resolve content location
and delivery status.

• The communication between the SP and the CP shall follow a session-
based client server model.

Multimedia Session Management :

• Each session management function shall have a unique IMS PSI reachable
within the IMS network either from a SIP-based or a web-based node.

• The session manager shall make use of subscription information to mul-
timedia content managed by the CIPF in order to optimize required de-
livery resource usages.

• Multimedia Session Management function shall implement the event-
induced session setup model for session establishment towards the sub-
scribers

• SIP shall be used for session management between the service provider
and the consumer

• Multimedia Session Management function shall interact with the CMF
to retrieve content identi�ers with the service provider domain

• Session manager shall select the appropriate transmission mode unicast,
multicast or broadcast for multimedia content delivery to the end users.

• The SIP protocol shall be used for triggering media delivery and process-
ing functions.

• For discovering media delivery and processing capabilities the SIP INFO
message can be used.

Media delivery function :The SIP Invite-based session shall be used to control
the media delivery and processing functions provided by the MDF according
to the RFC4240. One of the signi�cant requirements of an NGN-based multi-
media delivery network is to serve a very large number of users who interact
with multiple applications such as live streaming, VoD, audio/video telephony,
presence, messaging, etc.. Therefore, the architecture shall gracefully and eco-
nomically scale from a small number of users to millions of users. In this
chapter, several IMS-based service pro�les and dimension parameters are pro-
posed. Afterwards, quanti�cation of the related message �ows that ful�ll the
requirements de�ned in chapter 3 were conducted. Along with the analy-
sis guidelines de�ned in clause 4.2.4, the mathematical formulation of several
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IMS interaction models are developed in clause 4.3.1 and comprehensive study
concerning message �ows in several delivery use cases, the functional require-
ments introduced in this chapter were discussed. As a consequence of this
discussion, recommendations for suggested protocol or protocol combinations
for several multimedia delivery use cases were made from the perspective of
content-to-service provider and service-provider-to-consumer.

Content Provider to Service Provider : Based on the discussion of the inter-
action model between the content provider and service provider, as well as
the corresponding functional requirements introduced in sections 4.2.4, 4.2.5
and 4.2.7, Table 4.19 gives a summary of the proposed use cases and suggested
protocols. The service provider is in charge of the CMF (Content Management
Function), the application and the delivery functions.

Use case Function Protocol Comment

Push live content
Session setup SIP+SDP

Streaming RTP via UDP Refer to 4.4.2

Push stored content
Session setup SIP or HTTP Depend on CP device capa-

bilities; SIP following RFC

4483 [85]

Upload FTP or HTTP

Pull live content
Session setup SIP+SDP or

RTSP+SDP

Depends on CP device capa-

bilities;

Streaming RTP via UDP

Pull stored content
Provisioning or

Session setup

SIP or HTTP CP provides multimedia

content information to

CIPF, refer to 4.2.6

Download FTP or HTTP

Table 4.19: Content and Service Provider use case relationship

Service Provider to Consumer : Based on the discussion of the interaction
model between the service provider and the consumer, as well as the corre-
sponding functional requirements introduced in sections 4.2.4, 4.2.6 and 4.2.7,
this section provide a summary of the required use cases and suggested proto-
cols. The service provider is in charge of providing the application logic, the
CIPF, the SMF and the required delivery functions.

Since multimedia service o�erings usually cover large number of IMS sub-
scribers, the analysis will primarily follow the discussion of the requirements for
large IMS-based content delivery networks introduced in section 4.3. However,
two use cases could further impact network performance and user-perceived
performance and thus both require further investigation. These use cases
are the multicast switching problem and application-initiated push sessions.
As stated in subsection 4.3.2.2, there are four options for multicast channel
switching after session establishment, summarized in the �rst column in Ta-
ble 4.20. However, in order to evaluate the corresponding impact on the IMS
core as well as on the AS, Equations (4.3), (4.12), (4.13), (4.14) and service
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�ows of (4.14) are put into practice exercise. Appendix B.1 includes further
details on the service pro�le and related parameters. The results show that
the �rst three options (Re-Invite, Info and Publish) produce an equal num-
ber of SIP transactions, while the Subscription-Noti�cation option produces
15 times SIP transactions compared with the other three options. Although
we consider the optimization technique for reducing noti�cation messages, ac-
cording to RFC 5839 and re�ected in Equation (4.13), the generated load is
still 8 times more than the other three options. However the refresh rate of
Subscription messages is de�ned to be half of that suggested by the IPTV
speci�cations [40].
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Re-Invite-based - - + + + + +

Info issued to AS + + + - + ++ ++

Event-based: Publish + ++ ++ - - - +

Event-based: Sub/Notify - + - - + - -

Table 4.20: Evaluation of multicast switching options

In spite of the fact that the total numbers of SIP transactions of the �rst three
options are equal, each option has di�erent pros and cons, as discussed in-depth
in clause 4.3.2.2 and summarized in Table 4.20. From an implementation point
of view, the Info-based message noti�cation is simple and exhibits good net-
work and user performance. However, if the presence server is deployed with
the intention of enabling IMS subscribers to share their multimedia experience
with each other, as discussed in di�erent scenarios in [62], the SIP Publish
message covering channel zapping information is more e�cient and leads to a
more scalable infrastructure, as the AS (multimedia session function) does not
need to process a high rate of SIP Info messages and only service to service
interaction within the network infrastructure (where application servers can
be deployed in di�erent service provider domains).

On the other hand, subsections 4.3.2.3 and 4.3.2.4 describe the multimedia
push scenario, where in the former case, the application triggers the SMF to
invite a set of IMS subscribers, while in the latter case, each IMS subscriber
initiates the session by himself after being noti�ed by the CIPF content avail-
ability (i.e. CP or application updating multimedia content information sta-
tus). Similar to the previous use case, Equations (4.2), (4.5), (4.9) and (4.13)
as well as service �ows of subsections 4.3.2.3 and 4.3.2.4 are put into prac-
tice, as included in Appendix B.2. It is clear that the event-induced session
setup leads to decreased network performance, because it produces additional
tra�c due to the generated subscription and noti�cation transactions when
compared with the application initiated session setup; furthermore, the re-
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sults show that the event transactions are 2.4 times the number of the SIP
Invite transactions of the application initiated session. However event trans-
actions can be reduced to 32% by optimizing the number of generated SIP
Noti�cation messages, following Equation B.

Use case Function Protocol Comment

Push or Pull Session setup SIP+SDP

live content Streaming RTP via UDP see to 4.4.2 unicast or multi-

cast

Push stored content Session setup SIP+SDP

Media control RTSP In case of on-demand deliv-

ery

streaming RTP via UDP Delivery in managed domain

Push stored content Session setup SIP+SDP Content indirection follow-

ing RFC 4483 [20] or [86]

Download FTP or FLUTE Unicast or multicast

Pull stored content Session setup HTTP Web-based access

Streaming TCP

Pull stored content Session setup SIP+SDP or

HTTP

SIP content indirection fol-

lowing RFC 4483 [85] or

HTTP

Download FTP or FLUTE multicast only in managed

domain

Multimedia service

provisioning

Subscription and

noti�cation

SIP event pack-

age

HTTP to be considered

Table 4.21: Service Provider and consumer use case relationships

In spite of the load, the event-induced session noticeably improves the user-
perceived performance, scalability, system visibility and simplicity, as shown
in Table 4.2. The user-perceived performance is improved because the user
can decide to inquire or join the multimedia content delivery at his leisure and
with the preferred end device. Scalability is improved because signaling load
is distributed among several nodes, namely the SMF and the CIPF. Further-
more, the SMF needs to manage only terminated sessions with fewer numbers
of transactions, as the Invite transactions of the event-induced session are
reduced by 40% compared to those produced in the application-initiated ses-
sion, refer to Figure 4.12, Figure 4.14 and Appendix 4.14. The reliability is
improved because of the load and function distribution among the SMF and
the CIPF. The visibility and simplicity are improved because the SMF does
not need to establish many connections in parallel.

Table 4.21 summarizes the SP use cases, related functions and protocols.

As a consequence, the incorporation between the CIPF and the SMF facilitates
e�cient multimedia content delivery and satis�es user-expectation. However,
multimedia applications may require the push functions, such as the PoC
service. For this reason, Table 4.21 includes the corresponding functions with
the related protocols.

This chapter examined the scope of the dissertation by analyzing the require-
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ments de�ned in the previous chapter and discusses a corresponding conceptual
functional model covering mainly the functional elements, namely the CIPF,
the CMF, the SME and the MDF. Furthermore, several communication styles
and how they can be used are evaluated in order to guide the architecture de-
sign in the next chapter.

The next chapter uses the insight garnered from this analysis and classi�cation
to propose guidelines to e�ectuate improvements in the design the IMS-based
multimedia delivery network.



Chapter 5

Design and Speci�cation of

COSMIC

5.1 Introduction

In chapter 3 the system requirements for IMS-based e�cient content delivery were
identi�ed, discussed, and analyzed these requirements with the aid of a conceptual
model and mathematical analysis in chapter 4, which together provide guidelines for
architectural design and e�cient communications methods between the functional
entities. In this chapter the design principles and consequent framework are intro-
duced. Furthermore, the design of all system components and related interfaces are
comprehensively explained.

5.2 Content Delivery Core Components

The overall research framework and the NGN environment introduced in Figure
1.4 and discussed in section 1.4 and in section 4.2 are used to de�ne a detailed
architecture of the proposed framework that enables e�cient delivery of multimedia
content in an NGN environment. Therefore, the framework will use all 3GPP and
TISPAN IMS interface notation and follows the recommendations de�ned in chapter
4. Figure 5.1 illustrates the architecture of a generic framework in line with NGN
layering approach de�ned by the ETSI TISPAN and ITU-T NGN architecture [1].
The proposed framework is composed of two planes (the content provider and the

consumer) and four layers as follows:

Access and Transport Layer : The access and transport layer shall cover vari-
ous access technologies, IP core and media delivery functions.

• The access layer should be capable of supporting bidirectional commu-
nication over �xed (e.g. DSL/FTTH and Cable TV) and wireless (e.g.
3GPP, WLAN and possibly DVB-T/H) technologies and at the same
time, enable the delivery of IP packets via unicast, multicast or broad-
cast transmission mode.

• The transport layer is responsible for the management of the IP addresses
and routing IP packets, along with resource reservation functionality that
controls the required resources on the access, as well as on the IP core.
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Figure 5.1: Generic framework for multimedia content delivery in NGN environment

The Media Delivery Functions (MDF) is realized through a set of dis-
tributed media servers denoted as Content Delivery and Processor Func-
tion (CDPF) that provides media processing and content delivery from
the content provider to the consumers that will be de�ned in detail in
subsection 5.2.4.

IMS Core : It is responsible for SIP session control as discussed in section 2.3.3.1.
It consists of all IMS functions such as the CSCFs, the BGCF/MGCF, the
MRFC and the HSS. Most of IMS nodes are not depicted in Figure 5.1. It is
in charge of the following functions:

• Routes the SIP signaling between the IMS users, IMS application servers
and the interworking with other IMS networks;

• Provides discovery and address resolution services;

• Supports SIP compression/decompression;

• Performs authentication and authorization of the IMS functional entities;

• Maintains the registration state; and

• Provides charging information.

Multimedia Service Enablers Layer : Is represented through a set of service
functional blocks each of which provides an internal functionality used by the
end-user, other multimedia service enabler or third party application. Al-
though there are several IMS enablers de�ned by di�erent standard organiza-
tions such as the OMA, this dissertation identi�es the following three enablers
that pertain to aspects of multimedia content delivery:
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1. Content Information Provisioning Enabler Content Information Provi-
sioning Enabler (CIPE)

2. Content Management Enabler Content Management Enabler (CME)

3. Session Management Enabler Session Management Enabler (SME)

For e�cient content delivery, these three enablers are used during the en-
tire life-cycle of multimedia content delivery de�ned in 4.2.1. The architec-
tural design of these enablers satis�es the most desired properties and rec-
ommendations de�ned in previous chapter. The enablers, by design, try to
be aligned with most of standardization bodies like OMA, IETF, 3GPP and
ETSI TISPAN.

Note that in fact there are additional functions, such as - among others -
authorization, charging, accounting and digital rights management, that are
essential for any commercial deployment of a multimedia content delivery
framework, this work limits the scope to propose new design for delivering
multimedia content with an emphasis on e�ciency and supporting interac-
tivity and personalization, as well as service openness, rather than focusing
on BSS (Business Supported System) and Operating Support System (OSS)
aspects. Therefore, the next subsections describe the architecture of the pro-
posed enablers; however, functions and the interfaces between enabler func-
tional components have been moved to Appendix C.

5.2.1 Content Information Provisioning Enabler

The CIPE manages subscription and noti�cation events between the source of con-
tent and service information and the consumers in an IMS networks. However,
it shall support multi-IMS domain networks as well through which the IMS core
interworks with other IMS domains.

Referring to the discussion conducted in subsection4.2.4 and 4.5, the CIPE fol-
lows the event communication style and thus mainly uses the SIP Subscription,
Noti�cation and Publish methods. From an architectural perspective, CIPE func-
tions are similar to the presence server function introduced in subsection 2.3.4.2.
However, the CIPE manages multimedia content information while the presence
server manages the presence information of IMS subscribers. Figure 5.2 illustrates
the architecture of the CIPE, which leverages the OMA XDMS functions and the
notation of the OMA presence enablers. The CIPE functional entities are described
in the next subsection, while external entities and the related reference points are
described in C.1. The CIPE may interact with other subsystems such as charging
subsystem, user pro�le, BSS and OSS, but the related interfaces are not considered
in the depicted logical architecture.
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Figure 5.2: Content Information Provisioning Enabler architecture

5.2.1.1 Functional Entities

Content Information Server (CIS) : The CIS is in charge of the following func-
tions:

• Authorizes publications from counter information sources

• Accept and store multimedia content information published by the con-
tent source/provider.

• Authorizes Watchers' subscriptions and distributes content information
according to RFC3265 and RFC3856 [14, 9] with a new event package.

• Regulates the distribution of multimedia content information and watcher
information in the manner requested by Watchers and Watcher Informa-
tion Subscribers;

• Subscribes to changes in documents stored in the CIS XDMS;

Content Information Publisher (CIP): The CIP is an entity that provides mul-
timedia content information to a Content Information Server via a SIP Publish
method. It can be located in a user's terminal or within a network entity. It
may interact with the CIS via HTTP or APIs (Application Programming In-
terface). It supports the following functions:

• Publishes Multimedia Content Information according to RFC3903;

• Monitors extended Watcher Information via a Watcher Information Sub-
scriber for optimized publication decision;
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• Publishes Multimedia Content Information based on the noti�cation mes-
sages from the Content Information Server;

• Compresses/decompresses the presence-related SIP messages when the
Multimedia Content Source resides in the terminal;

• Publishes Multimedia Content Information;

• Fetches the XML document with the lists of multimedia content for each
content source;

• Manages permanent Multimedia Content Information according to
RFC4827 via an XDMC [87].

Content Information Watcher (CIW): The CIW is an entity that requests mul-
timedia content information about a single content source or multiple content
sources. The Watcher can be located in a user's terminal or within a network
entity. The Watcher supports the following functions:

• Subscribes to a content source's multimedia content information accord-
ing to RFC3265, RFC5839 and new event package;

• Subscribes to multiple content sources' multimedia content information
according to RFC3265, RFC5839, RFC4662, RFC5367 [16, 88, 89];

• Compresses/decompresses the presence-related SIP messages when the
Watcher resides in the terminal.

Watcher Information Subscriber (WIS) : The WIS is an entity that requests
Watcher Information about entities that subscribe to a content source's mul-
timedia content information. It can be located in a user's terminal or within
a network entity. It supports the following functions:

• Subscribes to Watcher Information according to RFC3265, RFC5839,
multimedia content event package, and other extensions;

• Subscribes to multiple subscribers' Watcher Information according to
RFC3265, RFC5839 and RFC5367 [16];

• Subscribes to Watcher Information based on a trigger from the CIS;

• Compresses/decompresses the presence-related SIP messages when the
Watcher Information Subscriber resides in the terminal.

Content List Server (CLS) : The CLS is a functional entity that accepts and
manages subscriptions to resource lists containing a set of multimedia content
sources, which enables a subscriber to subscribe to a list of multimedia content
resources using a single subscription transaction. It may be re-used by services
that make use of the SIP event noti�cation mechanism de�ned in RFC3265
and the SIP event noti�cation extension for resource lists de�ned in RFC4662.
It supports the following functions:
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• Authorizes Watchers' subscriptions and distributes Multimedia Content
Information according to RFC3265, RFC4662, RFC5367, RFC5839 and
the new multimedia event package;

• Accepts Watcher Information Subscribers' subscriptions and distributes
Watcher Information according toRFC3265, RFC3857, RFC5367 and
RFC5839;

• Performs back-end subscriptions on behalf of the Watcher according to
RFC3265, RFC4662 and RFC5839;

• Performs back-end subscriptions on behalf of the Watcher Information
Subscriber according to RFC3265,RFC3857, RFC4662 and RFC5839 [88];

• Regulates the distribution of Multimedia Content Information in the
manner requested by Watchers;

• Regulates the distribution of Watcher Information in the manner as re-
quested by Watcher Information Subscribers;

• Propagates the Watcher's request to regulate the distribution of Multi-
media Content Information in the back-end subscriptions;

• Propagates the Watcher Information Subscriber's request to regulate the
distribution of Watcher Information in the back-end subscriptions;

• Subscribes to changes to documents stored in CLS XDMS; and

• Fetches documents from the CLS XDMS.

XML Document Management Client (XDMC): The XDMC interacts with the
SDMS depending on its di�erent instantiations either as a CIS XDMC or a
CLS XDMC. It is in charge of the following functions:

• Manage related XML documents (e.g., multimedia content information
authorization rules). Content provider may de�ne di�erent rules for each
multimedia content information source.

• Subscribe to SIP event package for changes to XML documents stored in
any XDMS

The XDMC includes an XCAP client and a SIP User Agent.

CIS XML Document Management Server (CIS XDMS): The Content Infor-
mation Server XDMS is an XCAP server and SIP Noti�er, as de�ned in
RFC3265, that supports the following functions:

• Manages XML documents (e.g. multimedia content information autho-
rization policies) speci�c to the provisioning service Enabler.

• Enables subscriptions to changes to documents stored in the CIS XDMS

• Noti�es subscribers of changes to the CIS-speci�c documents stored in
the network.
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Content List Server XML Document Management Server (CLS XDMS):
The CLS XDMS is an XCAP server and SIP Noti�er, as de�ned in [RFC3265],
that supports the following functions:

• Manages the multimedia content list presented in XML documents, which
are speci�c to the use of a CLS.

• Enables subscriptions to changes to documents stored in the CLS XDMS;
and

• Noti�es subscribers of changes to such documents stored in the network.

5.2.1.2 Multimedia Content Information Data Model

The key to understanding how the provisioning service enabler works is to conceive
the underlying resource model of event noti�cation. In general, this model is sim-
ilar to the resource model introduced in the RFC4479, with some key di�erences
[90]. This section explains in detail the model as it applies to multimedia content
information events. Figure 5.3 illustrates the model.

Multimedia Content URIDelivery ServiceDevice 11..*0..11..*
1      n

Figure 5.3: Content information data model

Multimedia content information conveys the availability of multimedia content
to be consumed across a set of devices. The data model of the PSE follows the
models de�ned in the RFC 4479 and RFC5839. The model is categorized in four
classes:

1. The Content URI component indicates the content identi�er (SIP URI, http
URI, RTSP URI, RTP URI, etc.)

2. The Content component models the information about the content

3. The Service component models the delivery mechanism through which the
content can be transmitted

4. The Device component models the physical pieces of equipment that captures,
process or deliveries the content.

Therefore, multimedia content information combines devices, services and con-
tent information for a complete picture of a multimedia content's status on the
network. We adapted the terms de�ned the RFC4479 with the scope of a multime-
dia content information data model. These new terms are as follows:

• Data Component: One of the device, service, or content parts of a multi-
media content information document.
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• Status: Availability information about a service, content, or device that typ-
ically changes over time, in contrast to characteristics, which are generally
static.

• Characteristics: Information about a service, content, or device that is usually
�xed over time, and descriptive in nature. Characteristics are useful for pro-
viding context that identi�es the service or device as di�erent from another
service or device.

• Attribute: A status or characteristic. It represents a single piece of content
information.

• Composition: The act of combining a set of content and event data about
multimedia content into a coherent picture of the state of that content.

The data model for multimedia content information is shown in Figure 5.3. The
model seeks to describe the content, as identi�ed by content URI. There are three
components in the model: the content, the service, and the device. These three
data components contain information (called attributes) that provides a description
of some aspect of the service, content, or device. Detailed descriptions of these
components can be found in Appendix C.1.

5.2.2 Content Management Enabler

Content Management Enabler (CME) controls the delivery of multimedia content
from the content providers to the services providers and maintains related informa-
tion. Referring to the analysis conducted in 4.5, the CME is in charge of managing
the relationship between the service and content provider. It utilizes the CIPE
functions to retrieve multimedia content information and the current status and
interacts accordingly with the corresponding content provider.

The interaction communication styles between the CME and the content
provider follow a session-based pull or push model using the SIP, the HTTP or
the RTSP for session negotiation and the HTTP, the FTP and the RTP for content
delivery as classi�ed in Table 4.19 introduced in subsection 4.5. The CME makes
use of the IMS core to interact with the content providers that can be a professional
content provider or an ordinary IMS subscriber (to facilitate hosting and managing
user generated content). The CME uses the media delivery functions to fetch or
receive multimedia content from the content providers over IMS Mb reference point
as introduced in 3.3.1 and thus triggers the MDF via the IMS ISC interface following
either the back-to-back or third party call control SIP model. Figure 5.4 illustrates
the logical architecture of the CME, functional entities are described in more de-
tail in the next subsection, and the external functional entities and interfaces are
discussed in Appendix C.2.

The CME may interact with other subsystems such as charging subsystem, user
pro�le, BSS and OSS, but the related interfaces are not considered in the depicted
logical architecture.
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Figure 5.4: Content Management Enabler architecture

5.2.2.1 Content Manager

The Content Manager (CM) is the main functional component that interacts with
di�erent internal and external components and provides the following functions:

• Fetching multimedia content list from the XDM client via APIs

• Subscribing to the CIPE for any changes to the multimedia content informa-
tion via APIs or SIP

• Receiving noti�cation from the CIPE about any changes to the multimedia
content information via APIs or SIP

• Interacting with the content provider to request or receive multimedia content
either through pull or push communication style according to the classi�cation
de�ned in Table 4.19.

• Authorizing push multimedia content requests initiated by any content
provider

• Triggering media delivery functions to fetch or receive multimedia content from
a dedicated resource following the back-to-back or third party call control SIP
model. The related control method will follow the mechanism discussed in
4.2.7.3.
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• Enabling the Session Management Enabler to retrieve information about avail-
able multimedia content

5.2.2.2 XDM Client

The XDM Client interacts with the XDM CIS to fetch content lists and the related
multimedia content components via the XCAP. It also subscribes to the XDM CIS
for any changes to the content list via SIP or APIs.

5.2.2.3 Content Provider

The Content Provider is the entity that provides the multimedia content. It is in
charge of the following functions:

• Providing required content information to the CIPE via the XDM client and
possibly publishing content status as speci�ed above in Content Information
Source.

• Pushing live or stored multimedia content to the CME after session setup via
SIP or HTTP

• Enabling the CME to pull multimedia content after session setup via SIP,
HTTP or RTSP

After session establishment, multimedia content is always transmitted to the media
delivery nodes.

5.2.3 Session Management Enabler

The Session Management Enabler (SME) controls the delivery of multimedia content
from the service provider to the consumers. In reference to the analysis discussed in
4.5, the SME is in charge of managing the relationship between the service provider
and content consumers. The SME supports two content delivery services: live con-
tent streaming and stored content streaming. It interacts with the CME to retrieve
multimedia content objects available in the network (i.e. MDF). Contents available
in the MDF are either stored content or real-time stream that is received from cer-
tain content provider and can be relayed to any output bearers (e.g. to unicast or
multicast bearers).

Based on the available content objects, the SME selects the suited delivery ser-
vice for each content object, as it supports linear or on-demand delivery service.
Therefore, it uses the CIPE to publish the related content information, as the CIPE
is in charge of the composition of the available content information published by
the content provider and the service-delivery-related information published by the
SME.

According to user capabilities obtained during session establishment, the SME
selects the appropriate delivery mode and then triggers the MDF for delivering the
content to the consumer.
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Figure 5.5: Session Management Enabler architecture

Figure 5.5 illustrates the logical architecture of the SME with functional entities
described in more detail in the next subsection, while the external functional entities
and interfaces are discussed in Appendix C.3. Note that the SME may interact
with other subsystems such as charging subsystem, user pro�le, Business Support
System (BSS) and OSS, but the related interfaces are not considered in the depicted
logical architecture.

5.2.3.1 Live Content Service

The Live Content Service (LCS) is in charge of controlling the delivery of live content
streams to the end users. The consumer can setup the session for content delivery
by issuing a single SIP Invite request. In the case that the LCS maintains several
content streams, to switch between several delivery channels, the user may perform
one of the following scenario:

• Issuing a SIP re-Invite message in case of unicast content delivery mode or

• Leaving previous multicast group and then joining the target multicast group
in case of multicast delivery mode, thereafter issuing a SIP Info or a SIP
Publish message, as discussed in more detail in subsection 4.3.2.2.

The LCS may allow other service enablers or applications to push live multimedia
content to a set of users through de�ned open interfaces. In such delivery use cases,



116 Chapter 5. Design and Speci�cation of COSMIC

two scenarios are possible:

• Inviting all users to this delivery session and triggering the MDF to start the
delivery. However, such a use case is not recommended as we have found that
the push method is neither e�cient nor satis�es user-perceived multimedia
experience (refer to detail discussion in subsection 4.5).

• Applying the event-induced session, in which the CIPE is in charge of dis-
tributing multimedia content information containing - among other parame-
ters - content description, the status of multimedia content, content ID and
the service URI of the LCS (i.e. the PSI in an IMS network). As a conse-
quence, interested consumers can issue the SIP Invite request or directly join
the multicast session (if the live session has been established before).

However, scenario one can be considered only if the application wants to address
a determined set of users and wants to distinguish them from other users that might
subscribe to the corresponding content list or the content provider list.

The LCS is in charge of the following functions:

• Receiving users' SIP Invite requests to start live delivery sessions following the
procedure introduced in subsection 4.3.2.2.

• Receiving application requests to push multimedia content to a set of IMS end
users

• Inviting end-users to a content delivery session with a dedicated multimedia
content

• Interacting with the CME to retrieve multimedia content information about
the available content in the MDF

• Publishing recent LCS delivery properties for each multimedia content to the
CIPE

• Triggering media delivery and processing functions provided by the MDF

The primary distinction between the Live Content Service and the Stored Con-
tent Server (SCS) in general is that the LCS might serve a large number of users
interested in particular live event. The SCS, on the other hand, mainly serves users
that individually acquire multimedia content, which is delivered over a unicast trans-
mission mode.

5.2.3.2 Stored Content Service

The Stored Content Service (SCS) is in charge of controlling the delivery of stored
content streams to the end users. The consumer can setup the session for content
delivery by issuing a single SIP Invite request. In the case that the LCS maintains
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several content streams that switch between several delivery channels, the user shall
issue a dedicated SIP Invite message for each content delivery request.

The SCS may allow other service enablers or applications to push stored multi-
media content to a set of users through de�ned open interfaces. The delivery may
follow the Invite-based or event-induced session setup, as described in the previous
subsection and in detail in 4.3.2.3 and in 4.3.2.4, respectively. The SCS is in charge
of the following functions:

• Receiving users SIP Invite requests to start the delivery of a stored session
following the procedure introduced in subsection 4.3.2.2.

• Receiving application requests to push multimedia content to a set of IMS end
users

• Inviting end-users to a content delivery session with a dedicated multimedia
content

• Interacting with the CME to retrieve multimedia content information about
the available content in the MDF

• Publishing SCS as a delivery service for each multimedia content to the CIPE

• Triggering media delivery and processing functions provided by the MDF

Although the SCS is mainly uses unicast transmission mode, the multicast mode
might be used for delivering multimedia content to a set of users in linear mode (i.e.
no support for trick functions mode).

5.2.3.3 Bearer Selection and Capability Controller

The Bearer Selection and Capability Controller (BSC) is in charge of the following
functions:

• Validating user capabilities included in the SDP body against the content
properties and the MDF capabilities

• Determining delivery properties of multimedia content according to users ca-
pabilities

• Selecting a transmission mode (unicast or multicast) according to user context
(device capabilities and the available network condition)

5.2.3.4 MDF Controller

The MDFC is in charge of the following function:

• Discovering the delivering and processing capabilities of the MDF by issuing
a SIP Option message

• Triggering the MDF to relay or stream multimedia content to one or a set of
end users according to the RFC4240 [20].
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5.2.4 Media Delivery Function

Media Delivery Function (MDF) provides capabilities for conveying multimedia con-
tent from the content provider to the end consumers while applying media processing
functions if required. Referring to 4.2.7, the MDF supports two classes of content
delivery:

• File-based content delivery using the HTTP, FTP or FLUTE protocols

• Streaming functions using the RTP over UDP

Figure 5.6 illustrates the logical architecture of the MDF, which consists of a Media
Server Controller (MSC) and a Media Server Processor (MSP). However, in order
to support scalable and distributed network, the MSC may control a set of MSPs.
Each MSP has an input and output port for receiving and transmitting multimedia
content, respectively. The MSC enables application servers (e.g. SME, CME or
any multimedia service enabler) to make use of the media delivery and processing
functions provided by the MSP.
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Figure 5.6: Media Delivery Function architecture

The application server may interact with the media server controller via the IMS
core following the IMS architecture or via a direct interface. The advantage of the
IMS-based interface is that the MDF networks can serve multiple application servers
transparently, while the direct interface implies that the MDF is restricted to serve
only a set of de�ned interfaces and shall implement all security aspects that can be
provided by the IMS core.

The interface between the MSC and the MSP is not de�ned in this work. There-
fore, a basic form of APIs is used to trigger the required media delivery and process-
ing functions. However, this form of control does not constrain how an application
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server triggers the required functions or decrease the e�ciency of content delivery.
The following subsection describes the related functional entities, while the external
functional entities and reference points will be discussed in Appendix C.4.

5.2.4.1 Media Server Controller

The MSC is in charge of the following functions:

• Enabling the application server to trigger multimedia delivery and processing
functions following the RFC4240 as described in 4.2.7.3.

• Controlling media delivery and processing functions on the Media Server Pro-
cessor (MSP) via de�ned APIs

• Controlling the contemporary multimedia content stream and the available
stored multimedia content

• Managing multicast delivery bearers for each multimedia content delivery

• Scheduling multimedia content for content delivery based on application server
request

• Managing media control messages for controlling on-demand content stream
according to the RFC2326 [18].

5.2.4.2 Media Server Processor

The MSC supports the following functions:

• Enabling the MSC to trigger media delivery and processing functions

• Fetching multimedia content from the Content Provider via FTP or HTTP

• Storing multimedia content fetched or streamed from the content provider

• Receiving content stream from a dedicated content provider or a multicast
transmission mode

• Relaying stored or contemporary content streams to a set of end users over
unicast or multicast bearer

• Streaming multimedia content in a linear or on-demand mode according to
MSC request

• Transcoding multimedia content according to required output properties de-
�ned by the MSC

• Adapting content rate according to processor capabilities and MSC requests

• Downloading multimedia content over a multicast bearer via FLUTE protocol
according to the RFC3926 [79].
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5.3 Summary

In this chapter, the design principles and consequent framework for e�cient delivery
of multimedia content in an NGN environment are introduced. Furthermore, the
design of all core functional components and related interfaces are comprehensively
explained. The framework is in line with NGN principles and de�nes four layers
and two planes as follows:

• The layers include access and transport, IMS-based service control functions,
multimedia service enablers and third party multimedia applications.

• The planes encompass the content provider and the content consumer.

On the access layer, the platform takes into account the integration of bidirec-
tional and unidirectional transport technologies such as DSL/PON, 3GPP networks
and DVB. On the transport layer, IP multicast is considered to be used when appli-
cable. The IMS core is used as is, without any modi�cation in order to allow simple
integration of the proposed functional components in an NGN environment.

According to the design guideline proposed in the previous chapter, the event-
induced session is the most e�cient model for multimedia content delivery. Based on
this, a dedicated enabler called the Content/Service Information Enabler is de�ned.
With this context in mind, the proposed framework is composed of four functional
components, as depicted in Figure 5.1:

1. Content Information Provisioning Enabler(CIPE), which aggregates and
distributes multimedia content information between content provider, service
provider and consumers. The event-pull interaction model via the SIP and
the HTTP is used, which relies on the SIP subscription and noti�cation and
the HTTP GET methods. The design of the CIPE follows the OMA presence
and XDMS enablers, but using a di�erent event-package and data model, as
speci�ed in subsection 5.2.1.

2. Content Management Enabler(CME), which controls the delivery of mul-
timedia content from the content providers to the services providers and main-
tains the related information. It manages the multiple source multimedia con-
tent received from a DVB receiver or from user streaming or an upload content
stream. It utilizes the CIPE functions to retrieve multimedia content informa-
tion and the current status and accordingly interacts with the corresponding
content provider and MDF for content delivery, as speci�ed in subsection 5.2.2.

3. Session Management Enabler (SME) which controls the delivery of mul-
timedia content from the service provider to the consumers in an IMS-based
network. Referring to the analysis conducted in 4.5, the SME is in charge
of managing the relationship between the service provider and content con-
sumers. The SME supports two content delivery services: live content stream-
ing and stored content streaming. It interacts with the CME to retrieve multi-
media content objects available in the network (i.e. MDF). Contents available
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in the MDF are either stored content or real-time streamed content that is re-
ceived from certain content providers and can be relayed to any output bearers
(e.g. to unicast or multicast bearers) based on user context. Therefore, the
SME realizes the vision of multimedia content delivery from multiple sources
to several users over various channels. The detailed description can be found
in subsection 5.2.3.

4. Media Delivery Function(MDF), which provides delivery capabilities for con-
veying multimedia content from the content providers to the end consumers
while applying media processing functions if required. Referring to 5.2.4, the
MDF supports two classes of content delivery: First, �le-based content deliv-
ery using the HTTP, FTP or FLUTE protocols and content streaming using
the RTP over UDP. The detailed speci�cation can be found in subsection 5.2.4.

For e�cient content delivery, these four enablers are used during the entire life-
cycle of multimedia content delivery de�ned in 4.2.1. The architectural design of
these enablers satis�es the most desirable properties and recommendations de�ned
in chapter 4. The enablers, by design, are highly aligned with most standardization
bodies like OMA, IETF, 3GPP and ETSI TISPAN.

There are additional functions, such as authorization, charging, accounting and
digital rights management, that are also essential in any commercial deployment
of a multimedia content delivery solution, however, the design in this work limits
the scope only to those four enablers that are considered the core content delivery
enablers.

The next chapter describes how the de�ned reference architecture was followed
in the development of a prototype implementation for delivering multimedia content
in an NGN environment.





Chapter 6

Implementation of Multimedia

Content Delivery Core Enablers

6.1 Introduction

Following the speci�cation of the IMS-based multimedia delivery framework as de-
scribed in chapter 5, this chapter presents, in detail, how the speci�cation was
implemented in a prototype solution. The reference implementation consists of
distributed components, which are the Content Information Provisioning Enabler
(CIPE), Session Management Enabler (SME), Content Management Enabler (CME)
and Media Delivery Function (MDF). The �rst three enablers are considered to be
part of the multimedia service enabler layer and their entire implementation was
based on JAVA. The implementation follows the paradigm of Object Oriented Pro-
gramming. The MDF was part of the access and transport layer and was developed
in C. In order to focus on the implementation aspect, the use cases and all message
�ows of these enablers have been moved to Appendix C.

6.2 Multimedia Service Enablers

The CIPE, the SME and the CME are implemented based on the SIP servlet APIs
described in 2.3.4.1. Therefore, the implementation can be deployed in any ap-
plication server that supports SIP servlet APIs. The interactions between these
enablers in the current implementation are limited to those between the SME and
the CME as the CIPE is still under development. Therefore, the XDM client and
the interfaces towards the CIPE are not included.

In order to enable 3rd party applications to make use of these enablers, the
supported capabilities are exposed through open programmable APIs speci�ed with
Web Service Description Language (WSDL). The realization of the related web ser-
vices are based on the Axis libraries, which is an open source implementation for the
web service communication protocol Simple Object Access Protocol (SOAP). SOAP
is a lightweight protocol for exchanging structured information in a decentralized,
distributed environment. Axis (Apache EXtensible Interaction System) [91] is a
SOAP framework for constructing SOAP communication entities.

In addition, the platform Java EE (Java Platform, Enterprise Edition version) is
used for the realization of Web services and SIP Servlets. The related components
are merely deployed in particular containers that implement the Java EE speci�ca-
tion.
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Enablers

6.2.1 Content Information Provisioning Enabler

The logic of the CIPE is based on a general event-based handler that manages
the SIP Publish, the Subscription and the Noti�cation messages distributed among
the data source, data consumers and the application. The event-based handler
makes use of SIP Servlet APIs to interact with the content information provider
and consumer, as depicted in Figure 6.1.

The event-based handler is implemented as a general container, handling the
event messages, namely the SIP Publish, the SIP Subscription and the SIP Noti-
�cation messages, independently of the event package, which is processed by addi-
tional application logic provided by plug-ins. Therefore, multiple applications can
be run on the top of the event-based handler. Plug-ins can be added, removed and
(de-)activated at runtime.
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Figure 6.1: Content Information Provisioning Enabler reference implementation

The CIPE includes the following components:

Request Processor : in charge of receiving incoming SUBSCRIBE and PUBLISH
requests and sending the related noti�cations to the subscriber. It consists of
a SIP servlet that decides if an incoming request is an initial request or an
update of an existing subscriber session.

Plug-in Manager : responsible for deleting, storing, activating and deactivating
plug-ins and acquiring active plug-ins. It is designed to make changes to the
plug-in con�guration at runtime, which means that the server does't need
to be restarted after adding, removing or (de-)activating a plug-in. After
deployment, the plug-in is instantly operational.
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Plug-ins : The actual application logic of the server is performed by the Plug-
in, which is in charge of processing a particular event-package. Each plug-in
decides for itself the Noti�cation messages if it is responsible for a request
or not by checking all necessary preconditions (e.g. header values, content
type, SIP Method of the request). Furthermore, each plug-in provides in-
formation about its supported content types, SIP header, SIP Methods and
general functionality. The Content Information Provisioning Plug-in processes
the content information event-package according the speci�cation de�ned in
subsection 6.2.1.

Content Information Manager : provides management functions for multime-
dia content information as speci�ed in subsection 6.2.1. It is in charge of
merging several published information related to certain content sources into
a single content information document.

Request Handlers : responsible for assigning the plug-ins when a SUBSCRIBE or
PUBLISH request is received. They manage the timer handling, authorization
of subscriber, storing and removing the requests from the data repository, and
also delegate published user data to the plug-ins of a subscription.

Data Repository : stores published data, subscriptions to resources and the re-
lationships between subscriptions and publisher.

The event-based handler can use the RLS (Resource List Server) in order to
allow data consumers to subscribe to a set of data sources (Publishers) using a
single subscription message. However, the RLS and the integration with the XDMS
are not depicted in Figure 6.1. The RLS is further considered as a plug-in integrated
into the event-based handler.

6.2.2 Content Management Enabler

The Content Management Enabler (CME) is responsible for managing the delivery
of multimedia content from the content provider to the MDF, as described in sub-
section 6.2.2. The CME implementation makes use of SIP Servlet APIs to interact
with content provider and the MDF.

Therefore, it can be deployed in any SIP application server hosting the SIP
Servlet container that is con�rmed with SIP Servlet speci�cations. With regards
to this, the CME accepts content provider SIP requests for content the delivery
(push-mode) or initiates SIP requests towards the content provider according to an
application or SME request (pull-mode).

Figure 6.2 shows the reference implementation of the CME components, which
is based on the SIP Servlet APIs that abstract the SIP stack from the CME logic
and expose its supported capabilities through web services APIs. The CME includes
the following components:
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Multimedia Content Manager : This component is the main component of the
CME and thus performs most CME tasks with the aid of the other CME com-
ponents. The primary task of this component is accepting or initiating SIP
requests from and to the content provider, respectively. Therefore, it imple-
ments the corresponding SIP servlet APIs. For content delivery, it triggers
the MDF on behalf of the Media Delivery Controller to receive or fetches the
associated content. Furthermore, it enables the SME or other application to
check the availability of any multimedia content, as depicted in the activity
diagram Figure 6.3.

Content Provisioning Handler : This component interfaces with the CIPE in
order to obtain the content information for all multimedia content already
published by the associated content providers. In the current implementation,
this handler read the provisioning information from local con�gurable �le as
the interface for the CIPE was not available yet.

Multimedia Delivery Controller : This component is used to trigger the MDF
with requested delivery or processing functions such as store or prepare-for-
relay functions. Therefore, it implements the corresponding SIP servlet APIs.

Content Handler : This component maintains all multimedia objects already
available in the MDF either as stored or live content.

Capability Controller : This component checks the content provider capabilities
against the MDF capabilities and selects the appropriate delivery parameters
between the content provider and the MDF node.

Web Services : This component exposes all CME supported functions as web
services in order to allow the seamless integration of the CME in an open
environment.
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Figure 6.3 illustrates the activity diagram for obtaining content availability in-
formation by the SME or other service enabler. First, the CME makes use of the
CRID (Content Resource Identi�er) passed by the SME to check if a content object
is already maintained by the Content Handler or not. If it is not available, the CME
invokes the Content Provisioning Handler to obtain the related content information.
If content information does not exist, a null object is returned. Otherwise, a new
content object is constructed and passed to the Content Handler to be stored.

Thereafter, the CME checks if the content is already available in the MDF or
not. If it is available, the CME returns the content object to the caller. If it is not,
it evaluates content status. If it is not ready, it returns a null object. Otherwise,
it further checks the content delivery mode in order to trigger the MDF to either
fetch the content from the content provider server or receive content stream from the
associated content source (IP address, port, media type, codec, rate, etc.). Finally,
the CME returns the content object, with the associated content information, to
the caller.

6.2.3 Session Management Enabler

The Session Management Enabler (SME) is responsible for managing the delivery of
multimedia content from the MDF to a set of end users, as described in subsection
5.2.3. The SME implementation makes use of SIP Servlet APIs to interact with IMS
users and the MDF. Therefore, it can be deployed in any SIP application server,
hosting a SIP Servlet container con�rmed with SIP Servlet speci�cations.

With regards to this, the SME accepts application requests through web services
APIs for triggering content delivery to a set of IMS users and, accordingly, the SME
initiates the session by issuing SIP invite messages to these users (push-model) and
the MDF, as described in more detail in Appendix C.3. On the other hand, the
SME accepts user-initiated SIP requests for certain multimedia content based on
previous provisioning (pull-model).

Figure 6.4 shows the reference implementation of the SME components, which
is based on the SIP Servlet APIs that abstract the SIP stack from the SME logic
and expose its supported delivery services through web services APIs. The SME
includes the following components:

Live Content Streamer : This component manages the delivery of live multime-
dia content available in the MDF to content consumers. Therefore, it imple-
ments the related SIP Servlet APIs in order to accept user SIP requests and
trigger the MDF to relay the content to the consumers with speci�c delivery
characteristics (transmission mode, codec, rate, etc.). With this context it
uses the capability controller and the media delivery controller components.
The activity diagram depicted in Figure 6.5 illustrates the processing routine
of the LCS component in more detail.

Stored Content Streamer : This component manages the delivery of stored mul-
timedia content available in the MDF for end consumers. Therefore, it imple-
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Figure 6.3: Content Management Enabler activity diagram

ments the related SIP Servlet APIs in order to accept user SIP requests and
to trigger the MDF to stream the content to the corresponding user according
to its device's capabilities. In this context, it uses the capability controller
and the media delivery controller components. The activity diagram depicted
in Figure 6.6 illustrates the processing routine of the SCS component in more
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detail.

Session Handler : This component is a utility component used by both LCS
and SCS components. It controls, stores and organizes multimedia delivery
sessions. It performs several functions: �rst, checking whether a particular
session exists or not; second, updating or terminating existing sessions and
�nally, adding a new leg (e.g. new user) to an existing streaming session.

Capability Controller : This component is a utility component invoked by both
LCS and SCS components, as well as the CME in order to match the delivery
parameters of the incoming content stream, user equipment capabilities and
MDF capabilities. In addition, it is in charge of selecting bearer mode in the
case that the MDF supports di�erent transmission modes (unicast, multicast
and broadcast).

Media Delivery Controller : This component is a utility component invoked by
both LCS and SCS components in order to trigger the media delivery and
processing functions provided by the MDF (e.g. relay content stream with a
dedicated transmission mode, transcoding, rate-scaling, recording, etc.).

Web Services : The LCS and the SCS expose their supported delivery services
through web services APIs, which enable third party applications or other
service enablers to push multimedia content to a set of end users.

Figure 6.5 illustrates the LCS activity diagram which shows one of the main
LCS delivery services through which the user triggers content delivery via a
SIP Invite request. Upon receiving user-initiated SIP Invite requests the LCS
SIP Servlet checks user authorization. If the user is not authorized, it sends
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the SIP error code 402 message (Payment Required) or error code 488 (Not
Acceptable Here).

Then LCS makes use of the Content Resource Identi�er (CRID) obtained from
user request to check if a delivery session already exists in the Session Handler
or not. If it is not available, the LCS invokes the CME for acquiring the related
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content information. If the return value is a null, the SIP error code 404 (Not
Found) is sent to the user. Otherwise, a new multimedia content object is
constructed and passed to the Session Handler to be stored. Thereafter, the
LCS matches content parameters against user equipment capabilities and the
MDF capabilities. If UE capabilities could not be supported, the LCS sends
the user the SIP error code 415 (Unsupported Media Type). At this point,
session information is stored in the session context object, in order for the
LCS to be able to access session information when the MDF or the end user
sends back the response messages (as di�erent methods are invoked by the SIP
Servlet container). According to the interaction with the capability controller,
the LCS distinguishes between only two transmission modes, either unicast
or multicast. However, the integration of broadcast transmission mode (e.g.
over DVB-T/H) is based on a tunneling content stream from the MDF to the
broadcast station (e.g. the DVB-T/H playout center) over an IP multicast.

As most live content delivery sessions include multiple consumers, the LCS
maintains the information of all output channels (using either uincast or mul-
ticast bearer) for each content delivery in one object which is managed by
the session handler. In the case that the capability controller has decided for
unicast bearer, the LCS adds the related session parameters (IP, port, codec,
content type, etc.) to the Multimedia Object list maintained by the session
controller, and then triggers the MDF to relay the associated content to the
associated output channel. In the case of a multicast bearer, the LCS checks
if a multicast channel with the same properties already exists in the session
controller or not. Therefore the LCS veri�es �rst if the Multimedia Object
list is empty, or if a multicast bearer with the same delivery parameters (i.e.
codec, rate and media types) is unavailable. If one of both conditions is valid,
the LCS adds this channel to the Multimedia Object list and triggers the MDF
to relay the associated content with the required parameters to a de�ned mul-
ticast address. But if a multicast bearer is already active, the LCS increments
the number of receivers associated with this multicast session. Finally, the
LCS responds to user request with the related SDP parameters in the 200 OK
message. Furthermore, the LCS completes the session setup towards the user
and the MDF following the Back-to-Back SIP user agent model.

In the case of the SCS, the related activity diagram depicted in Figure 6.6
is almost similar to the LCS activity diagram, but with a few distinctions.
First, the SCS uses, in this case, only a unicast delivery mode. Second, it
supports on-demand content streaming by providing the consumer with an
RTSP resource for controlling media sessions through trick functions. There-
fore, the SCS distinguishes between linear or on-demand content delivery and
that based on user subscription or the con�guration of the service delivery
properties. In the case of linear streaming, the SCS triggers the MDF to relay
the associated content after evaluating user equipment capabilities. But, in
the case of on-demand streaming, the SCS requests that the MDF controller
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provides an RTSP resource for the associated content. Finally, the SCS re-
sponds to the end user with the identi�ed session parameters in the 200 OK
message.

Note that not all the LCS and the SCS activities are exactly illustrated in
these diagrams, but both diagrams but both diagrams understanding how the
LCS and the SCS work.

6.2.4 Media Delivery Function

The Media Delivery Function (MDF) provides a set of delivery and processing func-
tions that can be utilized in a SIP-based network, as speci�ed in subsection 5.2.4.
The delivery and processing functions can be triggered via SIP protocol and mul-
timedia media content is received. It supports several delivery protocols. It uses
the RTP for receiving and sending content stream and FTP/HTTP and FLUTE for
fetching and downloading content. Furthermore, it supports the RTSP for control-
ling media streaming.

The MDF is developed mainly in C programming language using the library
Glib and can be deployed in a Linux operating system. It is based mainly on the
GStreamer libraries [92], which o�er most of the needed media processing and de-
livery capabilities, and the So�a-SIP library [93] for the realization of the control
interface. However, other libraries are used such as libcurl and FLUTE to pro-
vide special functionalities. The GStreamer main advantages are that the pluggable
components can be mixed and matched into arbitrary pipelines so that it's pos-
sible to write a full-�edged video or audio editing application. It supports various
codecs and a wide variety of formats, including MP3, Ogg/Vorbis, MPEG-1/2, AVI,
Quicktime, mod, and more.

Figure 6.7 shows the reference implementation of the MDF and the essential
components which are:

Controller (melt) : This component is in charge of processing SIP messages and
triggers the requested media and delivery functionalities. Therefore, it is based
on the top of the So�a-SIP stack. Media processing and delivery functions are
triggered via SIP following the speci�cation de�ned in the subsection 2.3.3.2,
where the required media delivery and processing functionality is indicated in
the SIP URL and each multimedia content is identi�ed by a unique identi�er
included in the SDP message.

Media Port : This component is the main function which parses the con�guration
�le, initializes the external libraries (e.g. the GStreamer and So�a-SIP) and
starts the SIP stack.

Streamer : This component initializes the media pipelines for each media delivery
and processing functionalities.

Media Delivery and Processing Functions : These functions are developed as
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Figure 6.6: Stored Content Streamer activity diagram

standalone components that can be integrated or excluded from the MDF.
The current implementation supports the following functions:

• Remote content fetching: This is a delivery function capable of down-
loading content from FTP or HTTP servers.
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• Prepare for Relay: This is a delivery function that prepars the required
resources for receiving content streams within a media session to a deter-
minate port at the MDF.

• Relay: This is a delivery and processing function that streams an incom-
ing content stream or stored content. The former content stream has to
be available in the MDF as live content and processed by the Prepare for
Relay function. In the latter case, the content has to be downloaded or
recorded in the MDF. Note that the delivery is linear (without support
of trick functions).

• Storage: This is a processing function which stores live content within a
live session at the MDF. The multimedia information is stored in an AVI
container. The video is transcoded to MPEG4 and the audio to MP3
format.

• RTSP relay functionality: This function enables the content consumer
to control the delivery of content stream using the RTSP protocol. This
function is similar to the Relay function, but with support of trick func-
tions using RTSP.

Utility Functions : A set of functions used by di�erent MDF components in order
to complement its work. These functions - among others - are:

• Media DB: This function implements the database utility for managing
multimedia content

• Media Port Auto-Plug-in: This function performs the procedures to cre-
ate the send and receive functionalities for each available codec for the
Gstreamer pipelines. They are extensible and are based in the codec
name or the payload type.
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• FLUTE: This component provides the implementation for the server side
of the FLUTE protocol.

In fact, delivering interactive and personalized multimedia services (e.g. live
TV) to huge numbers of IMS subscribers with di�erent terminal capabilities in an
e�cient way requires advanced media processing capabilities. The implementation
of the MDF ful�lls these requirements and o�ers the necessary processing functions
for multimedia content as well as supporting seamless and creative collaboration
between content providers, network operators and service providers. Furthermore,
it is �exible enough to be deployed on IMS networks or other multimedia platforms,
provided that the required processing functions can be dynamically triggered and/or
modi�ed within a multimedia session. Therefore, it can be customized quickly in
order to be used, for example, as a home server, media proxy or even as a media
player.

6.3 Discussion

Following the speci�cation of the session-based multimedia content delivery frame-
work and the involved functional elements described in the Chapter 5, this chapter
presented a detailed implementation of a prototype solution. This prototype con-
sists of distributed enablers: the Content Information Provisioning Enabler (CIPE),
the Session Management Enabler (SME), the Content Management Enabler (CME)
and the Media Delivery Function (MDF). The �rst three enablers are considered
to be part of the multimedia service enabler layer and their entire implementation
was based on JAVA EE. They were implemented based on the SIP servlet APIs
described in 2.3.4.1. Therefore, the implementation can be deployed in any appli-
cation server supporting SIP servlet APIs. The implementation followed the SOA
paradigm with the objective of allowing other application enablers or third party
applications to use the o�ered services through exposed open programmable APIs
speci�ed with WSDL. The MDF supported several delivery protocols. It used RTP
for receiving and sending the content stream, FTP/HTTP and FLUTE for fetching
and downloading content, and RTSP for controlling media streaming. A SIP stack
was also integrated in order to trigger and control the content delivery and adapta-
tion functions. The entire implementation was developed in C language in a Linux
operating system.

The interactions between these enablers in the current implementation were lim-
ited to those between the SME and the CME, as the CIPE is still under development.
Figure 6.8 illustrates one possible scenario of how all multimedia service enablers,
the MDF, the content provider and the consumer interact, however, other scenarios
are also possible. The objective of this diagram is to understand how these enablers
work in concert for the delivery of personalized multimedia content. The related
detailed message �ows are presented in Appendix C.

Ultimately, the content provider and multimedia content information are the
key elements that are essential for this scenario, where the content provider (or



136

Chapter 6. Implementation of Multimedia Content Delivery Core

Enablers

User MDF CME CIPESME Content Provider

createContentList

Publish(contentInfo)

deployed

getContentLists()

contentList(list)

subscribe(list)

Notifiy(contentInfo)

deployed

Prepare for relay all live content streams 

getAllContentInfo

Publish(deliveryServices)

startup

Session setup to live streaming session

Publish(update:contentInfo)

SIP Notify(contentInformation)

Fetching subscribed content list and the associated multimedia content information

Figure 6.8: Message �ows of integrating all multimedia service enablers

administrator) creates a content list including a set of content sources and de�nes
(publishes) the related content information to the CIPE.

Once the CME is deployed in an application server, it interacts with the CIPE
through its exposed APIs in order to obtain all (authorized) content lists and the
associated content information. Then the CME triggers the prepare-for-relay func-
tion on the MDF in order to receive all live content streams from the coupled
content providers (for details see Appendix C.4). When the SME is deployed in an
application server, it requests the CME for all available content information and
consequently publishes the delivery services as content information for each associ-
ated content stream to the CIPE. When a user starts up the IMS client, it registers
with the IMS core (not depicted in this diagram), fetches the content information
from the CIPE (for details see Appendix C.1) and subscribes to the changes in the
content information. If the user wishes to watch a live content stream, the client
establishes a SIP-based session to the SME (LCS) which triggers the MDF to relay
the required content steam, as discussed in subsection 6.2.3. Accordingly, the SME
may update the service delivery information associated with this session by invoking
the publish method on the CIPE.

In the next chapter, this prototype implementation is validated in di�erent de-
ployment scenarios and used for performance evaluation with the objective of un-
derstanding the performance impact on the IMS core and the service enablers under
di�erent load and test scenarios.
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Validation and Evaluation

7.1 Introduction

Based on the system implementation discussed in chapter 5, we will now describe
the validation environment where the functionalities of all components are inte-
grated in an IMS-based delivery playground. As portability is one of the design
requirements of these components, several validation environments are addressed;
namely at Fraunhofer Institute testbeds and on C-Mobile (and later on C-CAST)
project1 [61]. Furthermore, several performance evaluations have been conducted
under di�erent system conditions and tra�c loads. We conclude the chapter with a
suggestion for a possible optimization method for the cases where test results show
low performance. Unless noted otherwise, all performance measurements show the
mean values of multiple test runs.

7.2 COSMIC Deployments

The prototype implementation is deployed in di�erent environments with di�er-
ent testbed setups and with various targeted scenarios. The following subsections
introduce a few of these setups that validate the functionalities of the reference
implementation for delivering advance multimedia services. The objective is to ver-
ify the support of personalization, interactivity and merging multimedia experience
with telecommunication services.

7.2.1 Testbeds

During the last few years, Fraunhofer Institute FOKUS has established several
testbeds with the objective of develop technologies and related know-how in di�er-
ent research aspects of �xed and wireless next generation networks and IMS-based
multimedia service delivery platforms. In addition, FOKUS has coined the notion of
technology-focused "playgrounds", which can be considered as open environments to
be used by academic and industrial partners for early prototyping of new multimedia
services, related components, protocols, and applications.

Two of these playgrounds are the "Open IMS Playground @ FOKUS" and
"FOKUS Media Interoperability Lab (MIL)" [94, 95]. Both playgrounds consist

1C-Mobile and C-CAST projects are a European Information Society Technology (IST) research

project that aims to provide enhancements to the MBMS for systems beyond 3G at Radio, RAN

and Core Network levels.
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of the IMS core over di�erent access technologies, SIP application servers and var-
ious IMS services. Furthermore, these playgrounds have been extended to support
the delivery of multimedia services over heterogeneous access networks. The Open
IMS Playground focuses mainly on the IMS core and IMS services, while the MIL
addresses primarily the IMS-based IPTV frameworks and thus can be considered as
proof of concept for the IMS-based IPTV architecture. MIL is regarded as a show
room for the future converged multimedia services covering TV services, and NGN
services and represents the state-of-the-art research activities.

The IMS-based multimedia service enablers are deployed in both playgrounds in
di�erent scenarios addressing certain requirements or demonstration applications.
The most important of these applications are described in the next subsection.

7.2.1.1 FOKUS OpenIMS Playground

The �rst application that was based on the prototype implementation and was
deployed in the Open IMS Playground is the integration of DVB-H and UMTS ac-
cess networks with delivery multimedia streaming, with the objective of supporting
seamless mobility. Figure 7.1shows an overview of the IMS-based integration of the
DVB-H and UMTS by illustrating the signaling and session data �ows between the
IMS components, the DVB-H Playout Center, content provider, and the user equip-
ment. The Session Management Enabler (SME) maintains the session and switching
logic and is the entity keeping track of service utilization, making the decision for
the optimal transmission medium (e.g. broadcast via DVB-H or unicast via UMTS
bearer). It further controls the MDF for media processing and must be aware of the
user context, in order to set up the suitable bearer mode (i.e. unicast or broadcast).
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SIPSEE

User Equipment

Playout Center

MUXMOD

RAN

GGSN

DVB UMTS

SIP signallingStreaming

P-/I-/S-CSCF
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Figure 7.1: IMS-based DVB-H and UMTS integrated streaming scenario

The DVB-Playout Center (DVB-POC) systems are responsible for the broadcast
of multimedia content using DVB-H. Due to the nature of the DVB as a broadcast
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technology mobility, is not supported. However, the implementation facilitates ver-
tical mobility between several access bearer technologies in such a system.

In this validation scenario, the mobile device is equipped with a UMTS radio
interface and a DVB-H receiver both controlled by the IMS-based streaming client.
COSMIC SME is deployed in a SIP application server, which was developed at
Fraunhofer FOKUS and known by the name SIP Servlet Execution Environment
(SIPSee) [96]. The key triggering point for vertical mobility is the number of mobile
devices interested in receiving a content stream within a service area (in this sce-
nario, the radio signal coverage area in the testbed). Therefore, the demonstration
starts with one mobile device connected over UMTS to establish the IMS-based
multimedia streaming session. After session setup with certain numbers of mobile
devices (con�gurable value in the SME), the SME decides to use a DVB-H bearer to
serve all users available at the same serving area instead of multiple UMTS bearers.
Figure 7.2 shows the related SIP message �ows, as follows:

• Upon receiving the SIP Invite request from user (n+1) the SME updates
the relay session on the MDF by adding the DVB-H bearer as an additional
multicast leg.

• Based on this multicast stream the DVB-H POC receives the incoming tra�c
and broadcasts it over an associated DVB-H frequency, which is also known
by the SME.

• Then the SME responds to the Invite request with the DVB-H frequency
and informs the already connected user(s) via the UMTS channels about the
DVB-H channel and related parameters (DVB-H frequency, multicast address,
etc.).

The IMS core is based on the FOKUS open source implementation of the P-
/I-S-CSCF and the HSS [53]. This work has been published in several papers like
[97, 98].

Based on the prototype implementation, we conducted several measurements
with the target of evaluating the switching delay of content stream from LAN and
UMTS to DVB-T and vice versa. All results are based on the statistical average of
10 record sets. Table 7.1 represents the total delay including signaling delay (user
→ SME → MDF and content streams (audio and video track) (MDF → user-LAN,
MDF → UMTS → user or MDF → DVB-POC → user) as illustrated in Figure 7.1.

Content Switching delay between di�erent technologies in ms

Stream LAN→DVB-T DVB-T→LAN UMTS→DVB-T DVB-T→UMTS

Audio track 4415 386 4116 3385

Video track 4435 654 4328 3884

Table 7.1: Switching delay from LAN and UMTS to DVB-T

It is clear that the switching delay to the DVB-T is much higher than to the
other access networks. This is because the DVB-T receiver on the UE takes a long



140 Chapter 7. Validation and Evaluation

CP SME MDF

2. INVITE sip:LCS@se.domain, SDP:TV1, DVB-H

3. INVITE sip:relay123@IMS.domain; SDP:Multicast IP

4. 200 Ok

8. RTP stream

7. ACK

User n+1DVB-POC

5. 200 Ok, SDP: multicast, DVB fr.

6. ACK

IMS Core Users 1 to n

9. Re-Invite; SDP: multicast, DVB fr.

10. 200 Ok

11. Ack

12. RTP

Users switch

to DVB-H

1. Session establishments with n users over unicast bearers using UMTS 

13. Release all unicast output channels

Figure 7.2: Message �ow of the IMS-based DVB-H and UMTS integration

time to tune the receiver to the right DVB-T channel and then encapsulate RTP
streams from the DVB-T signal.

7.2.1.2 Media Interoperability Lab

Furthermore, scenarios are developed and deployed in the Media Interoperability
lab (MIL) with the target of merging multimedia streaming services with telecom-
munication services with support of personalization and interactivity. MIL setup is
very similar to the FOKUS IMS playground, as depicted in Figure 7.3, where the
SME/CME and the MDF are integrated.

On the user side, an advanced IMS-based multimedia client has been developed
for the Windows operating system running on a PC, notebook or set-top-box and
based on .NET libraries. The client makes use of all framework functionalities
through the Gm, Mb and Ut reference points. The client supports multimedia
streaming services (live TV and VoD), telecommunication services (telephony, chat,
messaging and presence), as well as advanced features such as displaying incoming
calls, pausing the stream of a VoD movie, muting the audio of live TV during a call,
watching what your friends are currently watching and enabling session mobility of
the TV session.

Figure 7.5 shows two multimedia applications:

• The �rst application (on the left) shows an IMS subscriber with both mobile
and �xed terminals, each of which are equipped with two di�erent or cloned
IMS SIM (ISIM) cards that contain one or two IMS Private Identities (IMPIs),
respectively, and two IMS Public Identities (IMPUs). The user is subscribed to
the IMS-based Video-on-Demand (VoD) service with session continuity feature
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supported by the SME and the IMS service pro�le stored in the HSS. The
scenario is divided in two phases: In the �rst phase, the subscriber uses his
�xed terminal to initiate a request for watching a movie within a VoD session
and then pauses the stream (step 1) when he decides to leave the house (step 2).
In the second phase, he uses his mobile terminal to continue watching the same
movie at the same position he paused the stream (step 3 and 4), which was
maintained by the SME. Once the subscriber successfully registers with the
IMS core, the SME is noti�ed about the registration process following the third
party registration procedure. Accordingly, the SME sends the subscriber his
personalized VoD service pro�le that includes the last movies that he watched
and the speci�c position at which he paused the stream. This work is published
in [60].

• The second scenario (on the right) illustrates a converged scenario. The objec-
tive is to explain how a combination of TV services and IMS services through
the activity sharing service can be realized based on our prototype imple-
mentation. The scenario is demonstrated through the activity sharing service,
which enables the end-user to share his multimedia activity (like the TV chan-
nel or VoD movie he is watching) with his friends stored in the buddy list. The
screen shot in the �gure above shows Bob sharing his activity with one of his
buddy members. The client makes use of the IMS presence enabler deployed
in the lab for distributing such kinds of information, but without any change
in our enabler implementations. This demo illustrates how multiple service
enablers interact with each other during service delivery and the correlation
between TV services and NGN services. The cross-fertilization of multime-
dia services and telecommunication services is published in several papers and
journals like [62, 99, 100].
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Figure 7.4: Session Mobility Application Figure 7.5: Sharing Multimedia Activities

7.2.2 Projects

This research has contributed to several research projects with an industry part-
ner and the European Commission, Information Society Technologies (IST). The
industry partner is a global telecommunications vendor that does not want its name
mentioned. The goal of the project is to specify an end-to-end IMS-based IPTV
framework with the end target of personalization and interactivity. The project
lasted for two years and part of the project results were contributed to several Stan-
dard Development Organizations (SDOs) like ETSI TISPAN, ITU-T Focus Group
IPTV [10], Also, furthermore, contributions were published by our partner itself.

C-Mobile and C-CAST (Context Casting) [101] are both IST projects each of
which lasted for two years.

• C-Mobile aimed at enhancing the MBMS for systems beyond 3G at Radio,
RAN and Core Network levels. Furthermore, it worked on the core network
evolution and integration of interactive mobile services in an IMS-based deliv-
ery framework ensuring a smooth migration path for the subsequent releases.
Our main contribution was the integration of IMS with the MBMS framework.

• C-CAST was the successor of the C-Mobile project and its main objective
was to evolve multimedia multicasting to exploit the increasing integration of
mobile devices in our everyday physical world and environment. Our contri-
bution was the further improvement of the Session Management Enabler that
was initially within the C-Mobile project and extended with further features
and open interfaces in C-CAST.

7.2.2.1 Deployment Scenarios

The main target of the contribution to these projects was to enhance the IMS net-
work with advanced multicast and broadcast content distribution in mobile cellular
networks. Therefore, the concept of Session Management Enabler (SME), Content
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Management Enabler (CME), Content Information Provisioning Enabler (CIPE)
and Media Delivery Function (MDF) was applied in these projects. As the CIPE
was not completely developed during C-Mobile project, the announcement function-
ality was realized via a simple HTTP server.

Unfortunately, IMS and MBMS are separated subsystems sharing no common
interfaces. Therefore, the main requirement is to enable the delivery of multimedia
content to a group of IMS users using a multicast/broadcast bearer where appro-
priate. Since IMS delivery is restricted to unicast transmissions, it would obviously
bene�t from using several multicast and broadcast technologies like DVB-H, as de-
�ned in subsection 7.2.1, and MBMS.

There are two di�erent approaches to integrate IMS with MBMS. The �rst is to
maintain the BM-SC and extend functionalities by adding SIP signaling, whereas
the second approach tries to distribute the BM-SC functionalities among enhanced
IMS entities. In C-Mobile the latter option was considered and a service provision-
ing architecture was developed. The identi�ed MBMS BM-SC functionalities are
mapped onto the IMS layered architecture. Hence, the BM-SC is removed from the
architecture and a long term solution for the next generation multimedia content
distribution is envisaged instead.

A simpli�ed version of IMS-MBMS integrated framework is depicted in Figure
7.6 in which COSMIC components are depicted in a continuous black line, namely
the SME and the MDF. A detailed description of this architecture is provided in
Appendix D, where MBMS functions are distributed on di�erent layers of the IMS
networks. Furthermore, C-MOBILE architecture and project results are published
in di�erent papers like [62, 102, 103, 104].

In C-Mobile, the procedure for accessing multimedia content distinguishes be-
tween session establishment and start transmission. The session establishment phase
covers the SIP session setup (between the UE and the SME) and the MBMS PDP
context activation. While in the start transmission phase the SME (or the CP)
triggers the delivery in accordance with content availability (or de�ned schedule).
The related procedures are discussed in details in Appendix D.

As the CIPE was not yet developed according to the scope of the analysis dis-
cussed in 4.3 during the C-Mobile project, the event-induced multicast session re-
duced the two phases into one phase, in which the SME (Application Server) does
not maintain the SIP Invite session for long time. In this case, the UE does not
need to establish a SIP session and then proceed with the MBMS PDP context
activation procedure. This leads to a reduction in the total signaling messages and
thus improves network performance.

Figure 7.7 illustrates the adapted session establishment phase and the start
transmission phase, as follows:

• After the IMS subscriber registers with the IMS core, the CIPE provides him
with provisioning information of all multicast sessions that the user subscribed
to.

• If there is multimedia content available (i.e. ready for delivery), the SME
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Figure 7.6: IMS-MBMS integrated architecture

�rst performs the prepare-for-relay procedure and then updates the pertaining
service delivery parameters (i.e. IP multicast address) for the CIPE (step 3).

• As a result, interested users can initiate SIP Invite request to the SME (or
perform the MBMS Join procedure directly). The SIP INVITE message is
routed by the CSCF to the corresponding SME, which provides the desired
MBMS service (step 4).

• At this time, the SME triggers the MDF to relay the associated content to a
de�ned MBMS bearer (i.e. IP multicast) (step 5).

• Thereafter, the MDF sends the 200 OK message to the SME including the
SDP parameters, which is forwarded to the user. The P-CSCF then performs
resource authorization with the PCRF (step 7).

• Based on SDP parameters, the UE performs the MBMS context activation
procedure, as de�ned in the MBMS speci�cation then sends the SIP Ack mes-
sage (step 9).

• At this time, the SME sends the SIP Ack message con�rming the relay session.
As a consequence (step 11), the MDF starts the MBMS session start procedure
followed with the content delivery (either as content stream or download via
RTP or FLUTE, respectively).

Furthermore, deployment scenarios were developed within the C-Mobile project,
and in particular the implementation of the push delivery mode. In this mode, other
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enablers, such as the group management, enabler trigger the SME to initiate the
MBMS delivery session according, for example, to context updates of the targeted
group, content provider availability or service scheduling. For this reason, the SME
APIs are used to allowing the enabler to invoke session setup.

7.3 Performance Evaluation

One of the main reasons to focus on styles for IMS-based applications is because
component interactions can be the dominant factor in determining user-perceived
performance and network e�ciency, as de�ned in 3.2.2. Since the communication
style (push-mode, pull-mode or event-induced mode) in�uences the nature of those
interactions, selection of an appropriate architectural style can make the di�erence
between success and failure in the deployment of an IMS-based application. The
performance of an IMS-based application is bound �rst by the application require-
ments, then by the chosen interaction style, followed by the realized architecture,
and �nally by the implementation of each component, as discussed in detail in sec-
tion 4.3. For this reason, we will initially evaluate a set of SIP transaction models,
focusing on the performance of the IMS network in general.

The limiting factor for performance in our prototype implementation is the SME,
as this is the entity where massive load in terms of SIP signaling and processing
power (due to serving a large number of users) is expected. We therefore concentrate
on testing the limits of the SME node. However, the system to be tested includes
all the multimedia service enablers, the MDF and the IMS core.
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The next subsection provides a detailed description of the test cases conducted
in the Fokus IMS Playground mentioned above. First, the test environment and
related con�guration is presented. The parameters that should be modi�ed on the
system under the test are then discussed. The expected results and metrics that
should be gathered during the test and used to identify the performance of the
system under the test are also given. The test cases are then de�ned, followed by
the discussion of test results.

7.3.1 Test Environment

The test environment focuses on six components that can be distributed in di�erent
physical nodes, as depicted in Figure 7.8. These are:

1. User Equipment (UE), which acts as an IMS client to initiate or receive any
IMS-based request for obtaining multimedia content from the IMS-based net-
work. A set of UEs are emulated in one host to receive or initiate a session
invitation. The UEs are emulated by SIPNuke testing tools that were devel-
oped at FOKUS [105].

2. Content Provider (CP), which is the source of multimedia content. The con-
tent is transmitted to the IMS network for further media processing or content
delivery. The source of multimedia content can be from separated nodes (e.g.
an IMS client, Video LAN Client or a web camera) or from a �le stored in the
MDF.

3. The IMS core, which is the SIP control network between the system compo-
nents. It manages UE registration, triggering applications, and forwarding
requests among the system components. Therefore, the IMS core should be
con�gured to forward the following requests: (1) UEs' requests to application
servers (e.g. SME), (2) AS requests to the UEs and (3) AS media processing
requests to the MDF. FOKUS Open IMS core is deployed in this environment
[53].

4. The Multimedia Service Enablers (MSE), which are composed of the SME, the
CME and the CIPE. One or all of these enablers were deployed according to the
requirements of the targeted test scenarios. These enablers were hosted in a
particular SIP application server, which ran a SIP container and a Web-Service
container. Several application servers have been deployed in the testbed such
as the SIPSee [96], Sail�n [106] and BEA WebLogic Sip Server [107].

5. The Web-based application, which makes use of the MSE functions (like the
SME) to trigger the delivery of any multimedia content to a set of UEs. The
related web-service APIs are invoked according to a SOA paradigm.

6. The Media Delivery Function (MDF), which provides media delivery and pro-
cessing functions to any IMS-based application server. Two deployment sce-
narios were considered between the SME and the MDF:
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• The SME sends media processing requests via the IMS core, in which the
related �lter criteria were de�ned on the HSS.

• The SME sends the media processing requests directly to the MDF with-
out the IMS core in between.
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Figure 7.8: Test environment

Note that not all of these components may occur in all the test scenarios, but
each is deployed in the test environment according to the need or availability.

7.3.1.1 Parameters

There are several parameters considered during the execution of the test. These
parameters are described in the next subsections.

Number of Users : To guarantee a sustained rate of requests initiated by the SME
or the UEs, a set of IMS UEs has to be emulated. Therefore, the number
of required users can be obtained by applying the following formula: ue =

r × t + offset; where Ue: number of required users; r : call/request rate; t:
time taken for content streaming and offset: additional users

For instance, r = 3request/second, t = 10second, and Offset = 3, then
ue = 3× 10 + 3 = 33users

Figure 7.9 illustrates the relationship between the total required users against
time according to the previous example. Once the �rst user processes request
1, he receives the content stream for 10 seconds. In order to keep the rate
at 3 cps, the remaining users (user 2 to user 33) process the next requests
(time=2/3=0.67 sec to 11 sec). After 11 seconds, user 1 processes request 34
at 11.33 and so on.

Session duration : After each request initiated by the UE or sent by the enabler
to a particular UE, content streaming lasts for a certain time (e.g. 10 seconds),
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Figure 7.9: Relationship between the number of UEs and generated request over
the time

this time is referred to as content stream time. Session duration is the sum of
session establishment time and content stream time.

In general, the longer the test duration is the more precise the measurement
results are. Therefore, a series of tests have to be conducted where each UE
processes only one request in each sequence. Figure 7.9 illustrates one complete
series of tests and the second series in part (only six requests). The following
formula is applied to calculate the test duration:

ttotal = ue× n = r × t× n, where

ttotal: test duration; ue: number of required users; n: test iteration; r:
call/request rate and t: time it takes for content streaming. The n denotes
the number of iterated test sequences generated during the whole test period
where each UE processes only one request during each set of test sequences,
as depicted in Figure 7.9. Therefore, it represents the number of requests pro-
cessed by each UE during the whole test period. For instance: call_rate=3
request/second, media_session_duration=10 seconds and test_series = 10,
then the Test_duration becomes 300 seconds

Call rate speci�es how often requests are generated either from the SME or from
the UEs. The call rate can range from 3, 5, 7, 10, 15, 20, etc. Call per Seconds
(cps).

7.3.1.2 Performance Metrics

The main objective of this test is to evaluate the performance of the SME, as well
as the evolved components ranging from the IMS core, the MDF and the WS.
Therefore, the following key metrics are of interest:
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1. session setup delay (Dsig), which includes the delay of each SIP request
initiated by the SME or by the UE. The measurement can be done by the
SME or by the UE.

2. Total setup delay (Dtotal), which includes the session establishment delay
and the time required until the �rst RTP packet is received by the UE (in case
of addressing the QoE, then the time measured should be up to displaying the
whole picture on the UE screen).

3. SME Maximum Processing Sessions, which represents the number of
existing sessions on the SME by taking into account the number of served
UEs and the average session/media establishment delay.

Figure 7.11 illustrates the session and the total establishment delay by requests
initiated by the UEs (e.g. Bob and Alice). The SME maximum processing sessions
will be calculated by the SME itself.

7.3.1.3 Testing Tools

The test is performed in the FOKUS playground, which represents a real IMS-based
infrastructure. However, in order for the performance test to emulate multiple IMS
clients, two testing tools were used, SIPp [108] and SIPNuke [105]. In addition, the
Wireshark tool was used for tracing and analyzing the IMS tra�c. It is the world's
foremost network protocol analyzer [109] and allows for the capturing of network
data and packet browsing.

SIPp : SIPp is a free Open Source test tool and trace generator for the SIP protocol.
It establishes and releases multiple calls with the INVITE and BYE methods.
It emulated the IMS clients and the MDF. This test tool was initially used to
evaluate the implementation in the early stage of this work, 7.3.3. However,
for the latter part of the testing, the SIPNuke was used due to its higher level
of performance and �exibility than SIPp.

SIPNuke : SIPNuke is a �exible IMS load generator developed at the Fraunhofer
FOKUS institute. Its key features are performance, �exibility and ease of use.
It was mainly used to emulate IMS clients to generate multiple SIP sessions
with di�erent call rates.

7.3.2 SIP Transactions Evaluation

In session-based content delivery in an IMS network, several SIP transactions may
occur, as discussed in several scenarios in chapter 4. However, the evaluation of
these transactions was mainly based on a mathematical formulation that does not
re�ect the behavior of both the IMS core and the application over time in respect of
various SIP transactions. Following the pull-based scenarios de�ned in subsection
4.3.2.3, the users interact with the AS using di�erent SIP transactions, especially in
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SIP 5 rps 10 rps 15 rps 25 rps 35 rps

Transaction µ/ms σ/ms µ/ms σ/ms µ/ms σ/ms µ/ms σ/ms µ/ms σ/ms

Re-Invite 26.8 5.7 26.7 5.9 26.7 5.7 27.4 6.1 1741 1313

Info 20.0 3.7 19.9 3.6 19.9 3.5 19.9 3.6 21.9 14.4

Sub/Notify 20.0 3.6 20.0 3.5 20.0 3.6 19.8 3.6 22.2 14.5

Table 7.2: SIP transactions evaluation

a multicast delivery session. In this regard, various SIP transactions are generated
at di�erent rates within a SIP-based session. Three types of SIP transactions are
considered: SIP Re-INVITE message, INFO message and SUBSCRIBE/NOTIFY
message, as depicted in Figure 4.8, Figure 4.9 and Figure 4.10, respectively. As the
SIP PUBLISH method comprises only one SIP transaction similar to the SIP INFO
transaction, it is not considered in this measurement. Since we are interested in
understanding the impact of the SIP transactions, the session does not include a
content stream. A set of SIP User Agents (SUA) were emulated with SIPNuke and
simple SIP Servlet logic was deployed in a Sail�n application server.

After session setup via a SIP INVITE message, one of these SIP transactions
is generated at a speci�c con�gurable rate (5, 10, 15, 25 or 35 request per second).
Initially, we set the number of SUAs and the request rate as variable, however, then
we found that the system being tested gave stable results with 1000 SUAs at di�er-
ent request rates. As we are interested in the performance of the SIP transactions
as opposed to the performance of the system being tested, we conducted the mea-
surements with a �xed number of the SUAs (i.e. 100) while varying the request
rate. For each SIP transaction, the corresponding delay measured at the SUA is
the total time beginning with the initial SIP request (e.g. INVITE, Re-INVITE,
INFO or SUBSCRIBE/NOTIFY) and going up to the SIP OK response from the
application server. For each transaction type, the measurements at each rate were
performed 10 times with 100 emulated SUAs and the mean value of the measured
delay was calculated.

Table 7.10 represents the average signaling delay (µ) of each transaction be-
tween the SUA and the application server at di�erent request rates. There is no
signi�cant di�erence between the INFO and SUBSCRIBE/NOTIFY transactions
at all request rates. At loads up to 25 requests per second, the delay of the SIP
Re-INVITE transaction is approximately 25% higher than the delay of the other
two transactions. However, at a load of 35 requests per second, the delay of the Re-
INVITE transaction was observed to increase exponentially, while the delay of the
other two transactions remains small. However, the standard deviation (σ) remains
small.

Figure 7.10 depicts the delay of these three transactions measured with 25
requests per second (rps). The delays of the Re-INVITE, INFO and SUB-
SCRIBE/NOTIFY are depicted by the continuous grey line, continuous red line
and dashed line, respectively. The total number of sessions is represented in the
horizontal axis. In all test scenarios, the delays of the initial 100 requests increases
linearly as they represent the delay in session setup via the SIP Invite message.
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Figure 7.10: Delay of several SIP transactions at rate 25 cps

The delay of the following 500 requests represents the delay of the corresponding
SIP transaction, and remains approximately constant for all transactions, as shown
in Table 7.2. However, the delay of the Re-INVITE transaction is higher than the
other two transactions.

As the Re-Invite transaction consists of three messages in contrast to the other
two transactions that consist of two messages only, its associated delay is expected
to be higher than the delay of the other two transactions. According to the analysis
performed in subsection 4.5, the SIP INFO is considered, in theory, to be better
in terms of performance than the SUBSCRIBE/NOTIFY transaction, while the
measurement results show that both transactions have similar behavior even at
higher request rates.

7.3.3 End-to-End Signaling Evaluation

To understand the impact of the IMS signaling overhead on a linear streaming
session using a unicast or a multicast transmission mode, a unicast linear streaming
session will be considered according to user initiated requests. Figure 7.11 shows the
related call �ow diagram. Note the impacts of the associated SIP transactions were
discussed in 4.3.2.2. The objective of the end-to-end evaluation was to determine
the signaling delay in the following three aspects:

1. Total signaling delay (Dsig): UE ↔ SME ↔ MDF (steps 1 - 10 or 11 - 18
in Figure 7.11)

2. Signaling delay in the ISC interface (Dsig_ISC)(steps 2 - 5 or 12 - 14 in Figure
7.11)
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3. MDF triggering delay (Dsig_MDF )(steps 3, 4 or 13). Although the SIP mes-
sages pass the IMS core, it is not depicted in Figure 7.11.

Alice IMS core SME/CME

1. Invite: SDP
2. Invite

5. 200 Ok (MDF:SDP)

7. Ack

MDF

3a. Invite (Prepare: CP SDP:CID)
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Figure 7.11: End-to-end message �ows of a live content session

The test case was performed according to the message diagram depicted in Figure
7.11 by taking into account the environmental characteristics and the parameters
de�ned in Table 7.3. The processing time inside the MDF is set to zero, so the
signaling delay measurements cover only the signaling portion and ignore the content
and resource allocation times within the MDF. This would decrease the performance
of the SME. The tables below contain all or a selection of the following information:

• statistical average value (µ)

• standard deviation σ)

• coe�cient of variation (cv) to evaluate the ratio of
µ
σ

• median (x̃) to exclude statistical outliners

The measurement does not focus on the performance of the implementation
as this subject will be considered in the next sections. However, the environment
considered two di�erent access networks (WLAN and LAN) and two SIP application
servers (SIPSee and BEA), in which the SME/CME is deployed and executed.

Table 7.3 summarizes the test case and the related test environment, test pa-
rameters and evaluation metrics. The results of this work have been published in
[60, 110, 99].
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Test case Environment Parameters Metrics

Unicast linear SME and CME deployed in

SIPSee LAN and WLAN ac-

cess network

Ue = 1, r=const.,

n=20, t=0

Dsig, Dsig_ISC ,

Dsig_MDF

Table 7.3: End-to-End evaluation test cases

7.3.3.1 Test Diagram

This test case can be described based on Figure 7.11 that illustrates the detailed
sequence �ows between the IMS UEs, the SME/CME and the IMS-based network.
Only two IMS subscribers (Alice and Bob) are shown, however the test may include
sets of subscribers. All these UEs are subscribed to the SME streaming service and
the related service pro�les and the associated Initial Filter Criteria (iFC) are stored
in the HSS. The scenario is divided into six phases:

1. All UEs must register themselves with the IMS core before session establish-
ment. Therefore, all test UEs have to be de�ned in the HSS and have to be
subscribed for all SME services (not depicted in this �gure).

2. The �rst UE (e.g. Alice) sends a SIP Invite request carrying the SME PSI, the
CRID and terminal capabilities (step 1). Based on the PSI, the S-CSCF routes
the request to the SME deployed on the SME AS. The SME checks �rst if a
delivery session associated with this CRID already exists (which is not the case
at this time). Therefore, it requests that the Content Management Enabler
(CME) or the database obtain the related content information and possibly
request the content from the content provider and prepare it for delivery.

3. The CME behaves as a SIP back-to-back user agent between the CP and the
MDF. It requests the MDF initiate a "prepare for relay" session via a SIP
Invite message that includes (step 2-3):

• The SIP URL of the relay service (e.g. relay@CDCF-ims-domain.com)

• A new CRID that identi�es the relay session for further requests

• CP session parameters (e.g. content type, codecs, IP address and ports)

4. After the SME receives the content information with the CRID from the CME,
it makes use of the CRID to trigger the MDF to relay this content to Alice's
unicast IP address or IP multicast address (if multicast is supported on the
network and on Alice's device)(step 4-5). The relay session parameters o�ered
by the MDF are forwarded to Alice's terminal. Once Alice's terminal receives
the 200 OK message, it allocates the required local ports (or joins a multicast
group if required) to receive the content stream (step 6-7).

5. Successive users' requests (here Bob) follow the same path of the �rst SIP
invite message. In this case, both Alice and Bob are using the same multicast
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bearer to receive the content. The SME provides Bob with the identical session
parameters as Alice. Otherwise (step 9-11), the SME triggers the MDF to relay
the content to Bob's terminal by inserting Bob's session parameters and the
same CRID. Later, based on the MDF response, the SME forwards the session
parameters of the allocated bearer to Bob (step 12-13).

6. In the case of multicast content delivery, the UE shall join the multicast group
ID, including the SDP part of the 200 Ok message (before step 13, but not
depicted in this �gure).

7. At the end of each delivery session (e.g. in our test cases after few seconds,
say 10 sec) each UE issues a SIP Bye message to release the session, which
causes the SME to release the delivery session (either unicast or multicast).

In this scenario, the SME may use unicast, multicast or both modes for content
delivery. Furthermore, the content can be stored or live content.

7.3.3.2 Total Signaling Delay

Results: The total signaling delay refers to the total time beginning with the user
SIP INVITE request up to the SIP OK response from the infrastructure (both
detected at the client side). This time contains the processing time within the SME
and the content stream signaling to the MDF. As already mentioned within this
performance test, the allocation time within the MDF is set to zero. Actually, the
pure signaling time is the point of interest here. The processing time may di�er
between di�erent MDF implementations.

Interface µ in ms σ in ms cv in % x̃ in ms

BEA SIPSee BEA SIPSee BEA SIPSee BEA SIPSee

WLAN 54 84 28 30 51 35 42 84

LAN 49 76 2 7 4 10 48 77

IMS ISC 40 69 4 4 10 6 39 71

SME - MDF 49 66 3 4 9 6 35 67

Table 7.4: Total end-to-end signaling delay of user-initiated multimedia session

Evaluation: The signaling delay can be considered from the following two per-
spectives.

• The �rst perspective addresses the access network. There is so far no ap-
preciable di�erence between LAN and WLAN regarding the signaling delay.
This stems from the low volume of tra�c generated by the signaling and has
therefore insigni�cant in�uence on the RAN. However, with the respect to the
standard deviation, the values concerning the WLAN access network are quite
variable. But as the median is quite close to the average value, it becomes
evident the variance results from statistical outliers.
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• The second perspective addresses the performance of BEA AS versus SIPSee.
The signaling delay using BEA AS is approximately 66% of the delay of using
SIPSee AS. Concerning absolute values, the higher delay of using SIPSee AS
is negligible as the absolute values are in an imperceptible range.

Table 7.4 represents the total signaling delay between the UE, the SME and the
MDF for a unicast content delivery in which the MDF has to be invoked explic-
itly for each single request. Therefore, there is no di�erence between unicast and
multicast content stream invocation (when multicast delivery is not signalized yet).
However, when the SME already knows the proper multicast address and the MDF
already delivers the requested content via multicast, the signaling delay is signi�-
cantly smaller than the unicast session, where the content stream had to be activated
toward the MDF. For this reason, it is not explicitly mentioned here.

7.3.3.3 ISC interface signaling delay

Results: These performance tests target the signaling delay at the IMS service
control (ISC) interface between S-CSCF and AS in IMS. The delay quanti�es the
time between sending the SIP Invite message from the S-CSCF to AS and the SIP
OK response from the AS (both detected at the S-CSCF). This value covers the
processing time within the AS and the time for triggering the MDF. The processing
time of the MDF is set to zero.

Evaluation: Similar to the previous result, BEA AS based content delivery
approach results in 57% of the processing time of SIPSee AS based approach. Within
the range of 20 record sets, the standard deviation is relatively small. Thus, it can
be assumed the values are signi�cant and steady, as presented in Table 7.4.

7.3.3.4 SME and MDF Signaling Delay

The MDF initiation signaling delay indicates the time from the �rst received SIP
Invite (detected at the SME), triggering the MDF, receiving the SIP OK response
from the MDF and creating and sending the �nal SIP ACK to the MDF (detected
at the SME).

Evaluation: Table 7.4 shows measurement results in which the BEA AS again
has clearly a smaller signaling delay compared to the SIPSee. But the absolute
di�erence is marginal (see previous comment). Both Application Servers behave
very similarly in the context of signaling delay performance measurements. How-
ever, the delay is almost the same as the ISC signaling delay. According to further
MDF speci�c performance measurements, which will be presented in more detail in
subsection 7.3.5, the IMS core consumes more than 80% of the processing time of
the SIP Invite message due to the MDF iFC evaluation by the IMS core.

Performance measurements with respect to di�erent user load and the associated
signaling delay are essential to understand the impact on the components to be
tested. The next measurements concentrate on this case.
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7.3.4 Multimedia Service Enablers

In order to understand the limit of the SME we conducted two test cases; user-
initiated and application-initiated content stream session, as speci�ed in Table 7.5.
The message diagram of the user initiated content stream session follows the diagram
depicted in Figure 7.11.

Test case Environment Parameters Metrics

User-initiated

unicast session

SME and CME deployed in SIPSee,

LAN access network, VLC as CP,

MDF and SIPNuke emulating UEs

Ue=variable,

r=variable,

n=variable, t=10

sec

Dsig and

Dtotal

application-

initiated uni-

cast session

WS, SME and CME deployed in

SIPSee, LAN access network, VLC

as CP, MDF and SIPNuke emulating

UEs

Ue=variable,

r=variable,

n=variable, t=10

sec

Dsig and

Dtotal

Table 7.5: Performance measurement use cases

According to the analysis provided in 4.4, event-induced multimedia content
delivery improves user-perceived multimedia experience. Therefore, we focus only
on one push delivery mode, namely the unicast mode, as speci�ed in Table 7.5. The
related message diagram is illustrated in Figure 7.12. The results of this work have
been published in [100, 111].

7.3.4.1 Test Diagram

To estimate the performance of the end-to-end delay for session set-up of an appli-
cation initiated content delivery using a WS application, the SME, the CME, the
IMS core, the MDF and the IMS subscriber are involved in the process. Figure
7.12 shows the sequence diagram of message �ows for a single session. For sake of
simplicity, only one user is depicted; however the test case includes multiple IMS
subscribers according to the generated call rate as explained in 7.3.1.2. Furthermore,
the IMS core and the registration phase of the IMS subscribers are not shown.

The test case was performed as follows:

1. The WS application initiates the test session by invoking the start multimedia
unicast API exposed by the SME, in order to stream multimedia content to a
set of IMS subscribers.

2. Consequently, the Multimedia Service Enablers (MSE) acts as third party call
controller following RFC 3725 [112] and hence initiates a SIP invite message
for each IMS subscriber without SDP parameters. The IMS core forwards the
Invite request to the IMS subscriber based on a previous successful registration
(not depicted in the diagram). The SME sets a time to measure the signaling
delay (Dsig).
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Figure 7.12: Application-initiated content delivery

3. The IMS subscriber, emulated by the SIPNuke tool, responds with a 200 Ok
message with an SDP o�er and sets a timer to measure the total delay (Dtotal).

4. Upon receiving the 200 Ok message, the SME triggers the MDF to stream
the requested multimedia content indicated in the SDP o�er over a unicast
bearer.

5. The MDF responds with a 200 Ok message that includes the corresponding
delivery parameters stored in the SDP answer.

6. In turn, the SME con�rms both sessions by sending two SIP Ack messages to
the IMS subscriber with the MDF SDP parameters and to the MDF. Then it
logs the measured signaling delay (Dsig).

7. At this time, the MDF starts streaming the content.

8. Once the IMS subscriber receives the �rst RTP packet, it stops the timer and
logs the measured total delay (Dtotal).

9. Then the IMS client suspends the session for a certain time (e.g. 10 seconds)
and then issues a SIP Bye message to release the delivery session.

10. Upon receiving the SIP Bye message, the SME terminates the associated MDF
session.

7.3.4.2 User-initiated unicast session

The performance measurement aim is to determine the total signaling delay (Dtotal),
including the round trip time of the �rst RTP packet. The time for setting up the
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stream towards the MDF and relaying to the user is denoted as Dsig. We consider a
test scenario setting up one single session for content delivery towards MDF (prepare-
for-relay) and a unicast transmission session for each user request (relay). The test
case is performed according to the message diagram depicted in Figure 7.11 by
taking into account the environmental characteristics and the parameters de�ned
in Table 7.5 and denoted with a user-initiated unicast session. These nodes are
connected via a fast-Ethernet LAN (100Base-T) network, where there are 6 hops
between the user terminals and the SME/CME, 2 hops between the SME/CME and
the MDF, 1 hop between the CP and the MDF, and 6 hops between the MDF and
user terminals.
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Figure 7.13: Delay of user-initiated ses-
sion at 3 cps
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Figure 7.14: Delay of user-initiated ses-
sion at 5 cps

Results: Figure 7.13 to Figure 7.14 depict di�erent measurements calculated
on the client with increasing calls per second rates. The total session delay Dtotal is
depicted in red and the signaling delay Dsig is depicted in blue. The total number of
simultaneous sessions for each realization is represented in the horizontal axis. The
duration of each media session is 10 seconds, in which the client receives RTP tra�c
then issues the SIP Bye message to terminate the session. Each delay value in the
graphs corresponds to the median of a series of repeated 10 executions of the test
case. Regarding the Dsig value, the measurement is done when the �rst 200 OK
arrives at the user terminal. This duration is the sum of the network delays over the
tested communication media and the processing delay introduced by the IMS core
network, the SME and the MDF. The Dtotal depicts the time when the �rst RTP
packet arrives at the user terminal. However, this is not taking into account when
the �rst complete video frame is to be displayed at the terminal.

Evaluation: As we see in the measurements, from a certain total simultaneous
number of sessions (here from 60 up to 100), both signaling and total media delay
grow constantly when the call rate is 3 and 5 calls per second. At a rate of 7 and
10 calls per second, the media delay increases gradually at the beginning and then
exponentially from the middle. However, the end-to-end delay does not increase
much and is still acceptable enough to keep all users very satis�ed or satis�ed.
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Figure 7.15: Delay of user-initiated ses-
sion at 7 cps
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Figure 7.16: Delay of user-initiated ses-
sion at 10 cps

Based on these results we can make four important observations:

• The signaling delay has a signi�cant impact on the total delay when several
nodes are involved in the signaling path, including the UE, IMS core, the
SME/CME and MDF.

• The delay of the �rst request (clearly in Figure 7.13 and Figure 7.14) is al-
ways higher than the subsequent messages due to two additional processing
delays: the �rst is introduced by the IMS core, where the S-CSCF needs time
to download the user pro�le from the HSS, as this request is the �rst SIP
Invite message issued by the user to the SME after the IMS registration. The
second delay is due to the preparation for the relay session between the con-
tent provider (VLC) and the MDF and the setting up of the related pipeline
on the MDF (step 3 in Figure 7.11).

• Processing time on the SME/CME has a big penalty at high call rates es-
pecially when several sessions already exist on the SME (more than 60 and
30 sessions on the rate of 7 and 10 cps, respectively). This means that re-
transmission of previous requests (either Invite or Bye messages) occurs only
after a certain time, which is less than the total end-to-end signaling delay.
As a result of that, the actual rate of received requests on the SME is much
higher than the 7 or 10 cps and consequently the measured delay increases
exponentially (clearly in Figure 7.15 and Figure 7.16).

• On the SME with a high processing time, retransmissions are triggered by the
IMS core, as well as by the clients even if the packet was successfully delivered,
because the retransmission timers are smaller than the total latency.

Furthermore, the results indicate that, while the SME performs well under a
low rate, the latency would be at an acceptable limit (less than 200ms) with a
high request rate, only if a load balancing process is applied for incoming requests.
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However this is not the case in the current implementation and this issue has to be
considered for future work.

7.3.4.3 Application-initiated unicast session

The performance measurement aim is to determine the total signaling delay (Dtotal),
which includes the signaling delay (Dsig) plus the round trip time of the �rst RTP
packet. For each initiated session multimedia content (audio and video tracks)
streams for a certain time (e.g. 10 seconds). This time is considered media stream
time. Session duration covers session establishment and media stream. In general,
the longer the test duration, the more precise the measurement results are. There-
fore, a series of tests were conducted, where each UE processes only one request in
each sequence.
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Figure 7.17: Delay of application-initiated
session at 5 cps
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Results: Figure 7.17 and Figure 7.18 depict di�erent measurements calculated
with 5 and 7 calls/requests per second, respectively. The tests were conducted using
two di�erent application servers: the SIPSee and the Sail�n [106]. The related
measurement results are depicted in red and green, respectively. The total number
of sessions is represented in the horizontal axis. The duration of each session is 10
seconds. Each delay value in the graphs corresponds to the median of a series of
repeated measurements. Regarding the Dtotal value, the measurement is �nished
when the �rst RTP packet arrives at the user terminal. However, this delay does
not include the depacketization, decoding and the display processing time.

Evaluation: As we see in the measurements, from a certain total simultaneous
number of sessions (here from 60 up to 200), at the beginning the delay grows slowly
and constantly for both 5 and 7 call per second rates and exponentially from the
middle. Based on these results, we should make three important observations:

• The signaling delay has a signi�cant impact on the total delay, where several
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nodes are involved in the signaling path including the UE, IMS core, the SME
and MDF.

• The delay of the �rst request (not very clear in Figure 7.17 and Figure 7.18)
is always higher than the subsequent messages due to the processing delay
on the IMS core and the preparation for the relay session on the MDF, as
described above in the previous test case.

• Processing time on the SME was a big penalty at high rates and especially
when multiple sessions already exist on the SME (more than 60 sessions on the
5 and 7 cps rates). This means that retransmission of previous requests (either
Invite or Bye messages) occurs only after a certain time, which is less than
the total end-to-end signaling delay. As a result, the actual rate of received
requests on the SME or on the UEs is much higher than the actual rate (i.e.,
5 or 7 cps) and consequently the measured delay increases exponentially.

Moreover, the results indicate that while the SME performs well under low load, the
latency would be at an acceptable limit (less than 400ms) with a high request rate,
only if a load balancing process would be applied for incoming requests. However,
this is not the case in the current implementation and this issue has to be considered
for future work.
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Figure 7.19: Push-mode signaling delay over various call rates

Figure 7.19 shows the performance measurement for the push-mode session by
deploying the SME in a SIPSee and a Sail�n SIP servlet container. The measurement
considers only up to 100 sessions with variable call rates (3, 5, 7, 10, 20 and 30 cps).
It is obvious that the platform performance of the Sail�n SIP AS with the same load
is more than 55% better than the SIPSee AS. This shows that the performance of
the SIP AS can have a direct impact (positively or negatively) on the total signaling
delay of a multimedia session. Therefore, it is important to consider which SIP AS
should be used in the real deployment.
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7.3.5 Media Delivery Control

To estimate the performance of both the MDF and the signaling interface, we mea-
sured the triggering latency of the relay function on the MDF, as well as its complete
processing time against variable call rate throughput. To do so, we prepared sev-
eral media streams in MPEG-TS format to simulate di�erent content providers that
stream media content directly to the MDF. Increasing relay requests are simulated
by the SME. In order to evaluate the MDF control interface, two interfaces are
considered in the test environment:

1. Routing through the IMS core where, due to the hiding of the IMS network
topology, the I-CSCF receives all SIP messages and contacts the HSS for each
new SIP dialog in order to resolve the appropriate S-CSCF from the database.
The S-CSCF then forwards the SIP message to the MDF based on the iFC
downloaded only once from the HSS.

2. Messages are forwarded to the MDF directly and without the IMS core.

Test case Environment Parameters Metrics

Prepare

for Relay

SME emulated with SIPp, IMS core,

VLC as CP, MDF

r=variable,

n=variable, t=const.

Dsig and

DMDF_PT

Prepare

for Relay

SME emulated with SIPp, direct con-

trol, VLC as CP, MDF

r=variable,

n=variable, t=const.

Dsig and

DMDF_PT

Relay SME emulated with SIPp, IMS core,

VLC as CP, MDF

r=variable,

n=variable, t=const.

Dsig and

DMDF_PT

Relay SME emulated with SIPp, direct con-

trol, VLC as CP, MDF

r=variable,

n=variable, t=const.

Dsig and

DMDF_PT

Table 7.6: MDF performance test cases

Based on the available MDF implementation, two performance test cases have
been conducted that cover the service activation of the input leg "prepare for relay"
as well as the output legs "relay to UEs" of a relay function. Table 7.6 summarizes
both test cases with the related test environment, test parameters and evaluation
metrics. The metrics used to evaluate the performance of the MDF and the signaling
interface between the AS and the MDF - directly or through the IMS Core - are as
follows:

1. Average/median triggering delay of the incoming and outgoing leg (AS↔MDF
input-RTT and AS↔MDF output-RTT "Round Tripe Time"): the average
RTT delay time measured by the AS for initiating the incoming and outgoing
leg(s) of a relay function.

2. Average/median processing delay of the setup incoming and outgoing leg on
the MDF (MDF-input-PT and MDF-output-PT): the average delay time for
initiating the incoming and outgoing leg of a relay function on the MDF and
the time needed for allocating the required processing resources.
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The measured triggering delay (AS↔MDF-in-RTT and AS↔MDF-out-RTT)
includes the local processing on the AS, the round trip time between the AS and
MDFP, and the latency introduced by the MDFP for session management and re-
source allocation. We encountered the problem that we could not directly measure
the delay introduced by the MDFP's SIP stack (So�a-SIP [93]), which necessarily
will grow at increasing call per second rates.

The measurements consist of 100 records of each scenario. A record set of 100
values contains statistical outliers (as we have seen by analyzing the standard devi-
ation), so our evaluation is based on the median value which disregards statistical
outliers.

In case of the IMS deployment, SIP messages arrive at the MDF after 6 hops
in a fast-Ethernet LAN (100Base-T) environment. The MDF host is an Intel Core
Duo T2400 at 1.83 GHz with 1 GB RAM (2 MB L2 cache). The Open IMS Core
host is a Dual Pentium III at 933 MHz with 512 MB RAM. The SME has been
emulated with the SIPp test tool. The results of this work have been published in
[113].

7.3.5.1 Test Diagram

Figure 7.20 illustrates the message �ows between the AS and the MDF in three
phases as follows:

1. The SME on the AS side triggers the MDF to receive content from a content
provider as incoming leg of the relay function (step 1 to 4)

2. Then the AS determines the outgoing leg of the relay function, which could
be assigned to a multicast or a unicast bearer (step 5 to 8)

3. At this time, the MDF relays the content from the incoming leg to the outgoing
leg.

After one test iteration, the SME releases all the outgoing legs and the associated
incoming leg by issuing two SIP Bye messages (not depicted in the message �ow).

7.3.5.2 Prepare For Relay Function

The SME triggers the MDF for the preparation of the relay function once for each
input channel and is used to setup the internal pipelining of the MDF. Figure 7.21
illustrates the measurement result of our test for setting up the internal pipeline.

Evaluation: As the preparation of relay function is used to setup the internal
pipelining of the MDF, it takes more time for the MDF to invoke the related pro-
cessing entity that it takes to to setup the output channels, as presented in the next
subsection. The measurement of 50 channels per second represents a worst case
scenario. It is not necessary to evaluate more than 50 input channels per second
(in parallel) in a real condition use case. Concerning the processing time inside the
MDF, it is not the component that is creating the most latency, but the SIP Stack
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Figure 7.20: Message �ows of the MDF relay function
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Figure 7.21: MDF prepare for relay performance measurement results based on
calls/1s

at the MDF, together with the delay introduced by the IMS components. Further-
more, it is obvious that the signaling via IMS Core produces a big latency (blue
line), which is about 1.2 seconds, at rate of 50 calls per second. In the case when
the IMS is bypassed, the latency is 0.4 seconds. The former latency is attributed
to the I-CSCF connecting for each SIP request to the HSS which generates 7 SQL
queries towards the database. In this regard, the connection to the HSS (database)

has to be minimized. This can be achieved through caching the last used S-CSCF for

a speci�ed amount of time (e.g. 5s).
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7.3.5.3 Relay Function

Results: The SME triggers the MDF for relaying a dedicated multimedia content
that has been provided during the preparation phase. Figure 7.22 and Figure 7.23
illustrate the measurement result of the test for setting up a set of output channels
(5, 50, 100, 200, 400 and 500) at 1 and 10 calls per seconds.
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Figure 7.22: Triggering relay function at
1 cps
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Figure 7.23: Triggering relay function at
10 cps

Evaluation: Figure 7.22 and Figure 7.23 show the output delay for parallel
setup of the output channels. Considering the MDF architecture, it is obvious, that
the output streaming is far less time consuming as there is no pipeline setup required
in this step. It consists only of a mapping of the already prepared processing chain
with a target sink (unicast/multicast) based on the channel id.

However, one can see that the signaling via IMS Core produces a big latency,
which is about 0.4 seconds at rate of 50 calls per second, as depicted with the blue
line. In the case of bypassing the IMS, it is 0.006 second. This is due to the I-CSCF
connecting each SIP request to the HSS, which generates 7 SQL queries towards the
database. In this regard, the connection to the HSS (database) has to be minimized.
This can be achieved by caching the last used S-CSCF for a dedicated amount of
time (e.g. 5s).

7.4 Discussion and Comparison with other Solutions

The IMS is a new and emerging technology enabling the realization of FMC. It
is passing through an evolutionary and development phase. TISPAN, Open IPTV
Forum and the ITU-T have de�ned an IMS-based IPTV solution that enables the
convergence of classical IMS services and TV services. However, part of this re-
search work has contributed to the standardization in particular subjects and has
considered additional interfaces not within the scope of the standardization bodies
(e.g. the interface towards the Content Provider). On the other hand, the research
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community has studied several content delivery approaches with the objective of
enriching IMS applications with multimedia experience.

In this section we survey di�erent multimedia delivery solutions and approaches
developed or proposed by the standardization bodies or other researchers that have
been published in scienti�c literature and compare them to our solution as speci�ed
in chapter 5.

7.4.1 Standardization Bodies

ETSI TISPAN, Open IPTV Forum and the ITU-T have been working on stan-
dardizing the IMS-based IPTV delivery framework for the past few years, and the
speci�cation process is still ongoing. On other hand, there are interfaces that are ei-
ther under development (e.g. the MDF control interface) or beyond the scope of the
standard (e.g. the interface between the service provider and the content provider).
Furthermore, these three organizations focus on the delivery of TV services via �xed
access networks, but do not consider mobile access technologies and related aspects.

The OMA BCAST (Mobile Broadcast) [114] de�nes an enabler for the delivery
of content stream and �le distribution functionality over mobile networks, but it
does not consider the integration of the BCAST within the IMS network.

Also, there are several multimedia solutions that make use of the public Internet
to deliver applications with rich and interactive video content, but the delivery lacks
QoS and overall control of the service o�er and �exible charging models. However,
the IMS-based delivery framework can overcome these de�ciencies. Table 7.7 shows
a comparison between the current two multimedia delivery platforms, namely the
public Internet and the classical �xed and mobile IPTV platforms, and the IMS-
based Solution. Currently, there are just a few commercial IMS-based IPTV plat-
forms o�ered only by two vendors, namely Ericsson and Huawei, as stated in their
website, but there has been neither commercial deployment, nor public evaluation
results.

In this work, several interfaces that are beyond the scope of the standardization
bodies or not even considered, are studied and evaluated in depth. Furthermore,
a prototype implementation was presented and several performance measurements
have been conducted and discussed. The integration with several access networks is
explained and demonstrated in a distributed and scalable testbed.

It is obvious that multimedia content delivery based on the IMS control di�ers
from Web-based delivery in that the former is a highly-managed system, o�ering
guaranteed QoS and involving user subscriptions. Compared with classical �xed
IPTV and mobile TV, it provides a great avenue for converged rich multimedia
services due to its personalized and interactive nature. Furthermore, this work
enhances the IMS with multiple delivery capabilities that smoothly facilitate the
integration of di�erent players such as the content provider and the service providers
in the value chain of multimedia content delivery applications.
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Feature Web-based stream-

ing

Classical IPTV COSMIC Approach

Platform Public Internet Closed platform Integrated framework

Geographical

Reach

Globally Within operator do-

main

Within operator domain

and possibly globally

Ownership of the

platform

Any content or service

provider

Network operator Network operator, ser-

vice provider or shared

Content provi-

sioning mecha-

nism

Based on user's search

or web advertisement

(e.g. email)

Electronic Program

Guide (EPG) follow-

ing pull model

Combination of event-

based and pull interac-

tion model

Content manage-

ment

Administrative Administrative Administrative or dy-

namic

Content sources Professional con-

tent provider or user

generated content

collaboration between

operator and content

providers

Professional content

provider or user gener-

ated content

Interworking

with content

provider

Hosting and providing

multimedia content di-

rectly to the consumer

No speci�ed interface

available between op-

erators and CP

De�ned interworking in-

terface towards the con-

tent provider

Delivery mecha-

nism

Unicast streaming or

�le download

Unicast and multicast

streaming

Unicast, multicast and

broadcast

Awareness of ac-

cess technology

Not Yes Yes (in managed content

delivery)

Mobility support Not Not Yes

Personalization

and Interactivity

Not supported limited support Full support

Service openness Within public Internet Operator policy and

platform capabilities

De�ned open interface to

access delivery capabili-

ties

QoS Best-e�ort Manageable Supported (in managed

content delivery)

Convergence

of Multimedia

Services

Client-oriented Limited support Full support

Utilization of de-

ployed nodes

Shared resources Single platform with

dedicated resources

Shared resources

Table 7.7: Comparison between current multimedia delivery frameworks and COS-
MIC

7.4.2 Research Community

Here we present several solutions that have been proposed by various researchers.
The countermeasures are presented in order of publication. Each proposal is summa-
rized according to the alignment with this work. We base this summary on available
facts in the publication and do not judge any of the proposed ideas here.

7.4.2.1 Cagenius

T. Cagenus et al. proposes Ericsson IMS-based architecture for the delivery of inter-
active IPTV services [42]. They introduce an overall architecture with distributed
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functionalities among the IMS core, the IMS enablers, the IPTV application servers
and the Service Delivery Platform. The paper discusses the interfaces between the
user equipment (IPTV Terminal Function) and the network side comprehensively.
However, it does not explain the IPTV application server and how it interacts with
the other nodes (e.g. the content provider, the media servers for content delivery
and media processing).

7.4.2.2 Ambient Networks Project

Within the Ambient Networks project [45], a service-speci�c overlay network for
content delivery and content adaptation has been designed, which is based on a peer-
to-peer communication model for service discovery, and service path management
for media delivery. Project results have been published in several papers as follows:

• Niebert N. et al. [45] introduce service speci�c overlay networking for adapting
multimedia content within the ambient networks project. Such as overlay
is based on the peer-to-peer communication model for service discovery and
service path management for media delivery. Although this solution has been
evaluated in simulation, there has not been any realization yet.

• Mathieu et al. and Hartung et al. [46, 78] proposes an approach to the integra-
tion of media processing based on the overlay-networking paradigm, in which
how such a concept could be applied within a SIP-based session in an IMS
environment is described. This content delivery approach implies that session
participants or the IMS core are registered with the overlay network, which
is in charge of media processing as well as the required QoS. Conversely QoS
and media processing are key features supported by the IMS network. This
concept will introduce additional delay to the session setup between session
participants. Unfortunately the work does not provide any evaluation result
for this concept.

• Tariq et al. [77] propose a proxy-based dynamic con�gurable multimedia pro-
cessing entity, but the integration of such a proxy within an IMS-based network
has not been considered.

Although the Ambient Networks Project provides a solution for media processing
in a peer-to-peer content delivery approach, the proposed integration with the IMS
core is not e�cient and no reference implementation or evaluation is provided.

7.4.2.3 ScaleNet Project

E. Mikoczy et al. [115] presents an architecture to provide IMS based IPTV, accord-
ing to ETSI-TISPAN deployed in the ScaleNet project [44] consisting of functional
elements and the description of basic call �ows to provide IMS based IPTV according
to ETSI TISPAN. Their work describes an IPTV service called "Click to Multimedia

Service". The proposed solution does not consider the session management or the
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content management functions, which are both important in an IMS-based content
delivery network. Furthermore, the service discovery and provisioning functions are
based only on the pull method (using http request), which cannot satisfy user per-
ceived multimedia experience under continuous changes in the availability of new
multimedia content, compared to event-based content provisioning. Furthermore,
the implementation considers only the session mobility and related delay, but does
not provide detailed evaluation, as included in this work.

7.4.2.4 Interactivity and Personalization in IMS-based Network

Chatras et al [43] outlines the motivations behind, bene�ts of and feasible techni-
cal challenges in the IMS-based IPTV framework, but neither implementation nor
evaluation is presented.

E. Marilly et al. [116] proposes a solution for content adaptation and service per-
sonalization of Interactive Mobile TV Services. They present use cases of di�erent
technologies and a functional architecture supporting the adaptation and personal-
ization of service applications. The proposed architecture follows the OMA BCAST
architecture and provides an integration option with the IMS network by consid-
ering the interactive mobile TV solution as part of the media server functionality.
However, from a scalability point of view, the entire architecture should therefore
be analyzed by breaking-down its set of supported functionalities and distributing
them into di�erent IMS functional elements, namely the IMS application servers
and the IMS media server.

7.4.2.5 University of Cape Town IMS-based IPTV

The University of Cape Town (UCT) has recently developed an IMS-based IPTV
system that is based mainly on four components [117]:

1. UCT IMS client [118] which o�ers the necessary client side IMS features, such
as registration, service selection, call setup, media preference settings and
IPTV viewing

2. IMS core, which is based on the FOKUS Open IMS Core that provides the
call session control and HSS.

3. Media Server, which is a third party RTSP-based media server to deliver the
media stream

4. IPTV application server, which is a basic SIP-based indirection server im-
plemented as a user agent. It maintains a hash-table with a list of content
resources (SIP resources) RTSP resources each of which is associated wiht an
RTSP address.

It is obvious that this system provides only a basic IMS-based VoD delivery
service instead of a comprehensive IPTV solution, because it lacks essential IPTV
functionalities like session management, content management, content provisioning
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functions and further media delivery and processing functions (e.g. multicast sup-
port, relying feature, transcoding, etc.). Furthermore, the media server is loosely-
coupled with the AS, where the MDF control interface is not considered in the
current solution.

Recently, UCT IMS-based solution has been extended to deliver personalized
advertisements to the user upon service, request and schedules subsequent adver-
tisements during the lifetime of an active session [119]. Therefore, the IPTV AS is
extended for the implementation of the advertisement application server function-
alities.

7.4.2.6 Rating of Multimedia Delivery Approaches

One of this thesis objectives is to develop an open interactive multimedia delivery
framework for delivering multimedia content in an IMS-based network. The related
work we present in this chapter targets di�erent delivery approaches. For a rating
in comparison to our work we limit the related work to those that also address
multimedia content delivery. Therefore, we leave out the work Chatras [43].

We will assign marks in four categories. For the novelty of the idea we consider a
work that describes a completely new approach to multimedia content delivery (++),
a new delivery approach but de�ned already by the standard (+), an enhancement of
an already existing delivery approach (o) or a variation of a known delivery approach
(-).

For supporting various delivery services, we distinguish between linear delivery
and on-demand delivery. The di�culty in linear delivery service lie in the support
of multiple transmission modes over di�erent access networks with the objective of
serving a large number of users. We give a mark (+) for supporting each transmission
mode (unicast, multicast and broadcast), (++) in the case of supporting �xed and
wireless access network (e.g. DSL/FTTH, 3GPP MBMS and DVB-H) and (o) in
the case that the approach does not support linear delivery. For on-demand service
delivery we give a (+) if the approach supports this feature, (++) �xed and mobile
network is considered and (o) if the approach does not support the on-demand
delivery service.

Furthermore, the approach of managing multimedia content (i.e. content
provider integration) into the system content is one aspect of this dissertation .
Therefore, if the delivery approach/framework de�nes dynamic mechanisms for con-
tent feeding, discovery and provisioning, we give for each supported feature, in the
case of supporting the certain feature e�ciently (+), simple support (o) (e.g. pull-
based delivery for content provisioning) and if none of these features are supported
(-).

For the openness, we distinguish between open framework and closed framework,
where we give a (+) if the framework supports open interfaces, to enable a third
party service provider to make use of framework capabilities. This will enable an
easy integration with other domain-oriented applications in the IP cloud. On the
other hand, we give (o) if it does not provide any open interfaces.
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Cagenus + ++ + - o o - ++

Ambient Networks ++ + o o - o - o

ScaleNet + + + - o o - ++

Marilly + ++ o - - - - +

UCT IPTV o - + - o o - ++

COSMIC-MSE ++ ++ + + + + + ++

COSMIC-MDF + ++ + + o o o ++

Table 7.8: Rating of multimedia delivery approaches

Finally, we rate how the approach/framework is validated, ranging from no val-
idation at all (- -), some theoretical projections (-), simulations (o), implementation
with test bed (+) to real-life tests (++).

A summary of rating these delivery approaches is given in Table 7.8. The main
conclusions are:

• Content delivery approach proposed by the ambient network project and the
collaboration of SME/CME and CPE approach is based on completely new
ideas (denoted in the table with the term SME/CME/CPE).

• Event-based multimedia content delivery relying on event-based content pro-
visioning and session management shows better performance than the other
approaches. All other works are variations of previous works or represent a ref-
erence implementation of a de�ned standard (e.g. IMS-based IPTV or OMA
BCAST).

• For delivery services, most of the available approaches consider either �xed
or mobile networks or the support of linear or on-demand content delivery.
However, this work considers both approaches and de�nes new enhancements
for extending the IMS network in order to support unicast, multicast and
broadcast transmission modes.

• From a content management point of view, most of the research work or stan-
dardization speci�cations de�ne simple provisioning and discovery mechanisms
based on pull requests using mainly the HTTP protocol. However, this work
provides a novel concept based on even-based content provisioning that facili-
tate the management of multimedia content information (e.g. content status)
for the entire multimedia content delivery life-cycle. Furthermore, most of
these approaches are often presumed to have multimedia content stored and
available in the delivery platform in advance. In contrast the MDF developed
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in this work provides an open interface to feed multimedia content to the
delivery channels at any time.

• Regarding service openness, all delivery solutions are primarily closed system
and do not o�er open interfaces to make use of its delivery capabilities. How-
ever, this work provides open programmable interfaces that enable third party
applications to easily integrate the delivery capabilities into its service logic.

• Most of the mechanisms de�ned in this work have been validated and evaluated
in testbeds, which we evaluate as the bare minimum to show the validity of
an approach. Only half of the related works are validated or evaluated with
test results.



Chapter 8

Conclusions

This dissertation has extensively studied multimedia content delivery in the NGN en-
vironment, discussed large-scale multimedia content delivery in the NGN, evaluated
di�erent delivery approaches, and proposed a novel session-based content delivery
approach with the objective of enhancing network e�ciency and improving the user
perceived quality of experience. In the course of the research for this dissertation,
several related papers and other writings have been published that deal with the
same problems:

1. Two published journal papers

2. Twenty-one conference papers as �rst author (two of which are still in review
process) and fourteen papers as co-author

3. Co-author of one chapter of a book

This research work contributed to several research projects, such as C-Mobile
and C-CAST as discussed in 7.2.2. This chapter summarizes the achievements of this
work and describes the on-going future extensions of this work in several research
projects.

8.1 Summary and Impacts

This dissertation developed an e�cient session-based multimedia content delivery
framework in an NGN environment. The objective of this framework was to en-
rich the multimedia experience of NGN/IMS subscribers and enable personalization
and interactivity, while also considering network resource e�ciency and optimiza-
tion. It o�ers a prototype implementation of the framework reference architecture.
This work can therefore be considered as a foundation for any NGN-based delivery
architecture and provides guidance for the development of IMS-based multimedia
applications.

The framework is a coordinated set of enablers that provides general delivery
capabilities either for transmitting multimedia content or the associated multimedia
content information (metadata). The objective was to minimize latency and signal-
ing messages, while at the same time maximizing the e�ciency and scalability of
component implementations. This was achieved by de�ning di�erent communication
models between the involved nodes.

Based on these facts, this work provides enhancements for IMS-based networks
with the objective of supporting rich multimedia content delivery capabilities, in
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order to serve as as a foundation for all social interactions. What makes the IMS-
based content delivery so promising for personalized applications like IMS-based
IPTV, is that it has the potential to be directed at consumers with certain desirable
characteristics. For example, from the advertisement point of view, the advertising
messages will be delivered directly to the targeted user only, thus saving money
on mass advertising when compared to the traditional advertisement model. This
characteristic would result in a higher turnover and is therefore much more attractive
to marketers than the mass marketing model [116]. The following contributions to
the �eld of Telecommunications and Information Technology have been made as
part of this dissertation:

• A formalized description for understanding several communication models in
IMS/NGN-based applications.

• A classi�cation and analysis of several SIP methods and communication mod-
els that can be used in any IMS-based multimedia applications

• A generic framework for delivering IMS-based interactive and personalized
multimedia applications and enabling cross-breeding of multimedia content
and telecommunication services

• A reference implementation of basic core delivery functionalities that have
been validated in several testbed deployments and evaluated under several
test conditions

The challenging aspect of this work has been the study of and development of
solution for delivering multimedia content to high number of IMS subscribers in
an e�cient and optimized manner. In fact, IMS was initially developed to manage
one-to-one communication sessions rather than one-to-n or n-to-n communication
sessions. IMS is supposed to be an overlay technology on top of di�erent access net-
working and emerging All-IP Networks, and the IMS session is based on the unicast
transmission mode and does not make use of multicast or broadcast capabilities of
the transport and access networks.

IMS enables the merging of �xed and mobile networks as well as telecommunica-
tions and multimedia applications on a single platform. However, the complexity of
multimedia applications, di�erent IMS session management models, various access
and transport delivery capabilities, provide clear evidence for the need for improve-
ment to IMS in order to support the delivery of real-time multimedia applications
more e�ciently.

Multimedia applications are time sensitive applications that have a set of con-
straints that should be considered during application development as well as exe-
cution. Therefore, we distinguish between distinct types of properties: real-time
delivery properties and architectural properties. The �rst type de�nes a set of key
performance indicators that have to be monitored and maintained during the deliv-
ery of multimedia applications. These properties are delay, jitter, packet loss, etc.
The latter type de�nes a set of architectural properties such as - among others -
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network performance, user-perceived performance and scalability. These properties
shall be considered a measure for guiding the design of IMS-based multimedia ap-
plications. The properties of both types are discussed in detail in chapter 3.2 and
have been taken into account during the development of this work.

With the complexity of multimedia frameworks along with the increasing de-
mand for multimedia content, the old and existing closed and standalone delivery
frameworks solutions are not enough to o�er multimedia delivery capabilities for
di�erent players in distributed domains. In chapter three, the requirements for a
set of management and delivery capabilities are identi�ed that are essential for any
multimedia delivery framework and are speci�cally considered in this work. These
capabilities are classi�ed into three categories: content management, session man-

agement and content delivery.
Chapter 4 discussed these requirements and provided a detailed analysis from

the architecture and signaling perspectives. First, the functional requirements for
multimedia content delivery were identi�ed on the basis of a de�ned life-cycle of
multimedia content delivery. The functional requirements were grouped into �ve
categories: IMS core, service provisioning, content management, multimedia ses-

sion management and media delivery functions. Second, di�erent tra�c pro�les of
IMS-based multimedia services were introduced and aligned with a mathematical
formulation of each of these pro�les. Based on the de�ned analysis guidelines and
the comprehensive study of message �ows of several delivery use cases, several rec-
ommendations were deduced, in particular which protocols or protocol combinations
for several multimedia content delivery approaches can be applied.

A reference implementation of a set of basic media delivery functional compo-
nents, so-called service enablers, were developed as an integrated framework for
delivering multimedia content in a distributed infrastructure administered and op-
erated by multiple service domains. As service openness is one of the main design
requirements in SOA-based infrastructure, these enablers (e.g. the media delivery
function or the Content Information Provisioning function) can be deployed for a
standalone service and provide their delivery and processing functions for other ap-
plications or enablers through de�ned interfaces (e.g. SIP protocol or SOAP API).
Furthermore, the developed enablers can jointly work to deliver personalized and in-
teractive multimedia content among IMS subscribers with minimal administration
and operational e�ort, as content provider, services provider and media delivery
providers can interwork dynamically and easily compared to the current solutions,
in which the content provider is still not well-integrated with the services provider
platform.

For IMS-based multimedia applications, system performance was dominated by
signaling messages. For a distributed multimedia application, component interac-
tions consist of a high amount of signaling messages among system entities rather
than computation-intensive tasks. The event-induced content delivery was devel-
oped in response to those needs. It focuses on providing users with personalized
multimedia content information updated according to the delivery state of the mul-
timedia content. User subscriptions to any particular multimedia service or content
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can be used at di�erent levels in the network, in order to prepare the expected re-
quired resources (either delivery or processing resources). The measurement results
discussed in 7.3.4 show that the pull model is more e�cient and the system can
serve more subscribers than the push model.

This research work can be justi�ed by the successful track of publications that
were published during the development of the IMS-based multimedia delivery frame-
work, which has been deployed in di�erent testbeds and international projects, as
discussed in chapter 7. At every step in carrying out this research, the state of the
art solution was presented and defended in a particular article or paper in a reputed
and referenced journal and/or in well-known IEEE/IFIP/ACM international IT se-
curity and communication conferences. The list of publications appears throughout
the references used in this work, as listed in the Bibliography.

8.2 Outlook

This section explores those issues that were not been addressed in detail within
this work. These issues are beyond the scope of this dissertation, and outline the
basis for future work. The signi�cant contribution of this work was the integration
of a set of multimedia content delivery enablers that facilitate the delivery of per-
sonalized multimedia content from content provider to consumers in an IMS-based
network with the objective of e�ciency and resource optimizations. For that pur-
pose, three service enablers and one media delivery enabler have been developed;
the Session Management Enabler, Content Management Enabler, Content Informa-
tion Provisioning Enabler and Media Delivery Function, respectively. However, the
initial implementation of the service/content provisioning enabler only supported
pull mechanisms and the event-based model is still under development. The future
recommendation should consider two directions, �rst on the service and content
provisioning functions and second on the media delivery and processing functions.

In the �rst case, the content provisioning enabler can play an important role
in the service provider domain, as it stores content information, service delivery
information and user subscriptions. Based on this information, the service provider
will have the ability to develop personalized services or allow third party applications
to make use of such information. On the other hand, as service subscription along
with the related network demand can guide resource reservation functionality to
estimate the anticipated media �ows, the service provider may interact with the
connectivity provider to prepare the required resources or to request additional
connectivity resources for particular users at a particular time and place. To support
a new feature, it is presumed that the Content Information Provisioning Enabler
shall interact with the resource reservation functionality (e.g. 3GPP PCRF) to
establish the pre-reservation procedure.

The design of the content provisioning enabler is based on the event-based com-
munication model which is a generic communication style that can be applied to
other applications managing presence, location, context or sensor information among
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several network entities. In this regard, the implementation shall separate the com-
munication part from the processing part of the event information, so that the
reference implementation can be used as a base framework for integrating or de-
veloping any network-based application that uses an event-based communication
style between its network entities. As Hypertext Markup Language 5 (HTML5)
will support the event-based communication model, the framework may abstract
the protocol semantics from the application logic and thus support several protocols
such as SIP or HTTP.

In this, work the media processing and delivery functions are developed to enable
the delivery of the multimedia content stream e�ciently through the use of multicast
and broadcast transport capabilities. However, the distribution of processing and
delivery functions among a set of media servers and the related control functionality
are not de�ned. Therefore, both issues are still valid research aspects to be consid-
ered in future work. The research e�ort conducted in Michael K. dissertation [120]
introduces a cooperative provisioning of media delivery functions using peer-to-peer
principles. This approach is used for distributing multimedia processing functions
across the network. The integration of this approach with the COSMIC framework
could also be considered for future work.

The Peer-to-Peer (P2P) content sharing and streaming approach could utilize
the advantages of the session-based content delivery concept proposed in this work.
As P2P networks have shown a clear lack of mechanisms that ensure QoS and
support authorization and accounting mechanisms, the integration of the session-
based content delivery model for controlling content delivery between the peers
following the P2P model will combine the bene�ts of the advantages of both models.

The COSMIC framework o�ers core multimedia content delivery functionalities
that can be integrated in an IMS-based infrastructure or any IP-based environment.
In this regard, the multimedia service enablers and the MDF can be considered as
basic building blocks for delivering personalized multimedia content. As advertising
and interactivity are expected to be part of the most in�uential business and revenue
models in the future, the COSMIC framework provides a suitable basic architecture
for converged multimedia content delivery built on a generic multi-access framework.
Therefore, the targeted architecture can rely on the COSMIC framework and the
associated delivery mechanisms.

IMS-based content delivery di�ers from Web-based delivery in that it is a fully
managed system, o�ering guaranteed QoS and involving user subscriptions. Fur-
thermore, it provides an excellent avenue for advancing multimedia services due to
its personalized and interactive nature. However, the ongoing increase in bandwidth
o�ered through various access technologies aligned with the improvements on the
IP layer will enable the Over-the-Top providers to delivery multimedia content with
acceptable QoS and usually with no or minimal charges to the end user. Therefore,
the OTT delivery model of multimedia content, combined with its mainly adver-
tisement based revenue, may diminish the need for an IMS-based delivery system in
the near future.

While the hype phase of the IMS is over and small-scale IMS-based NGN roll-
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outs have begun all over the world, IMS operators still need quanti�able incentives
to adopt the IMS on a much larger scale. One of the reasons why IMS has not
yet received wide scale adoption is the lack of revenue generating opportunities
to complement current telecommunications services. Moreover, it is essential for
IMS operators to recoup the costs of IMS investments within viable time frames.
Also, video content is forecasted to represent 66% of all mobile data tra�c by 2014,
increasing 66-fold from 2009 to 2014-the highest growth rate of any mobile data ap-
plication tracked in the Cisco Visual Networking Index: Forecast [121]. Therefore,
we hope that this work will provide guidance to the research community towards the
de�nition of more open, personalized and context-aware content delivery networks.
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Acronyms

3GPP 3rd Generation Partnership Project
3GPP2 3rd Generation Partnership Project 2
AAA Authentication, Authorization, and Accounting
AF Application Function
ALM Application Layer Multicast
API Application Programming Interfaces
ATIS Alliance for Telecommunications Industry Solutions
AVPs Attribute-Value Pairs
BBERF Bearer Binding and Event Reporting Function
BGCF Breakout Gateway Control Function
BM-SC Broadcast/Multicast Service Centre
BSS Business Support System
BSC Bearer Selection and Capability Controller
CAPEX Capital Expenditures
CGI Common Gateway Interface
CID Content Identi�er
CIP Content Information Publisher
CIS Content Information Server
CIW Content Information Watcher
CIPF Content Information Provisioning Functions
CIPE Content Information Provisioning Enabler
CLS Content List Server
CMF Content Management Functions
CME Content Management Enabler
COSMIC e�Cient sessiOn-baSed MultImedia Content Delivery in Next

Generation Network
CP Content Provider
CPL Call Processing Language
CRID Content Resource Identi�er
CSCF Call Session Control Function
DRM Digital Rights Management
DVB Digital Video Broadcasting
DVB-C DVB-Cable
DVB-H DVB-Handheld
DVB-POC DVB-Playout Center
DVB-T DVB-Terrestrial
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DVB-S DVB-Satellite
DVB-IPTV DVB-IPTV
DVB-MHP DVB-Multimedia Home Platform
DHCP Dynamic Host Con�guration Protocol
E-CSCF Emergency CSCF
EPC Evolved Packet Core
EPG Electronic Program Guide
ETSI European Telecommunications Standards Institute
FMC Fixed Mobile Convergence
FLUTE File Delivery over Unidirectional Transport
FTP File Transfer Protocol
GEM Globally Executable DVB-MHP
GSM Global System for Mobile Communications
GPRS General Packet Radio Service
GGSN GPRS Support Node
GEPON Gigabit Ethernet-PON
HLR Home Location Register
HSS Home Subscriber Server
HTML5 Hypertext Markup Language 5
HTTP Hypertext Transfer Protocol
IBCF Interconnection Border Control Function
ICID IMS Charging Identi�er
I-CSCF Interrogating CSCF
IETF Internet Engineering Task Force
iFC Initial Filter Criteria
IGMP Internet Group Management Protocol
IGMPv3 IGMP Version 3
IGP Interior Gateway Protocol
IMD IP Multimedia Domain
IMS IP Multimedia Subsystem
IMPI IMS Private User Identity
IMPU IMS Public User Identity
IP Internet Protocol
IPTV IP Television
ISIM IMS Subscriber Identity Module
ITU-T International Telecommunication Union, Telecommunication

Standardization Sector
IVR Interactive Voice Response
JAIN Java API for Integrated Networks
LCS Live Content Service
LTE Long Term Evolution
MBMS Multimedia Broadcast Multicast Services
MRB Media Resource Broker
MSC Media Server Controller
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MSCML Media Server Control Markup Language
MSE Multimedia Service Enablers
MCF Media Control Functions
MDF Media Delivery Function
MDFC MDF Controller
MGCF Media Gateway Control Function
NGMN Next Generation Mobile Network
MGW Media Gateway
MLDv2 Multicast Listener Discovery Version 2
MOS Mean Opinion Scores
MPF Media Processing Function
MRFC Media Processing Function Controller
MRFP Media Processing Function Processor
MSP Media Server Processor
MSEr Mean Square Error
MTU Maximum Transmission Unit
NGN Next Generation Network
NGMN Next Generation Mobile Network
OIF Open IPTV Forum
OMA Open Mobile Alliance
OPEX Operating Expenses
OSA Open Service Access
OSS Operating Support System
OTT Over-The-Top
P2P Peer-to-Peer
PCC Policy and Charging Control
PCEF Policy and Charging Enforcement Function
PCP Professional Content Producer
PCRF Policy and Charging Rules Function
P-CSCF Proxy CSCF
PDN-GW packet data network gateway
PDP Packet Data Protocol
PIM Protocol Independent Multicast
PIDF Presence Information Data Format
PLMN Public Land Mobile Network
PoC Push-to-talk over Cellular
PON Passive Optical Network
PSI Public Service Identi�er
PSTN Public Switched Telephone Network
PNA Presence Network Agent
PSNR Peak Signal to Noise Ratio
PUA Presence User Agent
PVR Personal Video Recorder
QoE Quality of Experience



182 Chapter 9. Acronyms

QoS Quality of Service
RACS Resource and Admission Control Subsystem
RLS Resource List Server
RSVP Resource Reservation Protocol
RTCP Real-Time Control Protocol
RTP Real-Time Transport Protocol
RTSP Real-Time Steaming Protocol
S-CSCF Serving CSCF
SCS Stored Content Service
SCTP Stream Control Transmission Protocol
SDF Service Discovery Function
SDOs Standards Development Organizations
SDP Session Description Protocol
SeIP Service Information Publisher
SIP Session Initiation Protocol
SCF Service Control Functions
SIW Service Information Watcher
SLEE Service Logic Execution Environment
SLA Service Level Agreement
SME Session Management Enabler
SMF Session Management Functions
SOA Service Oriented Architecture
SOAP Simple Object Access Protocol
SP Service Provider
SSF Service Selection Functions
TCP Transmission Control Protocol
TDM Time-division multiplexing
TISPAN Telecoms & Internet converged Services & Protocols for Advanced

Networks
UDP User Datagram Protocol
UGC User Generated Content
UMTS Universal Mobile Telecommunications System
UPSF User Pro�le Server Function
URI Uniform Resource Identi�er
VDSL Very-High-Data-Rate Digital Subscriber Line
WIS Watcher Information Subscriber
WSDL Web Service Description Language
XDMC XML Document Management Client
XDMS XML Document Management Server
XML Extensible Markup Language
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Appendix A

IMS Interfaces

A.1 IMS Logical Architecture

A summary of the whole interfaces depicted in Figure A.1 is described in 2.3.3.1

A.2 IMS Interfaces

The following table provides the description of all 3GPP IMS interfaces and the related protocols.
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Interface Protocol Description

Sh Diameter HSS↔AS: Transport user related information (Activate/deactivate

initial �lter criteria.

Cx Diameter HSS↔S-CSCF, HSS↔I-CSCF: S-CSCF assignment, Routing infor-

mation, Authorization, authentication, iFC transfer

Dx Diameter SLF↔S-CSCF, SLF↔I-CSCF: To retrieve HSS address which holds

subscriber pro�le.

Ma SIP I-CSCF↔AS: To forward SIP request destined to Public Service Id

hosted by AS, and vice versa.

ISC SIP S-CSCF↔AS, S-CSCF↔MRB: Use to provide services for IMS

Cr SIP AS↔MRFC: Enable MRFC to fetch resource from AS, Media con-

trol request from AS to MRFC

Mw SIP P/I/S-CSCF↔P/I/S-CSCF: Forwarding of SIP signaling messaging

between CSCF

Mi SIP S-CSCF↔BGCF: For forwarding of SIP message to BGCF

Mk SIP BGCF↔BGCF: For forwarding of SIP messages from BGCF to

another BGCF/IBCF.

Mr SIP S-CSCF↔MRFC: Interaction between S-CSCF and MRFC

Mj SIP BGCF↔MGCF: Exchange of SIP message between BGCF and

MGCF for interworking with CS or transit scenario.

Mg SIP MGCF↔I-CSCF, MGCF↔S-CSCF: To forward incoming SIP sig-

naling from MGCF for CS interworking.

Gm SIP UE↔P-CSCF: SIP signaling between UE and IMS Core network.

Ut HTTP/

XCAP

UE↔AS: Enable user to manage service related information, for

example: contact list in presence/messaging application.

Rx Diameter P-CSCF↔PCRF: Allow QoS and charging related information for

controlling service data �ow and IP bearer resources.

Gx Diameter PCRF↔PCEF: Transfer policy and charging rules from PCRF to

PCEF.

Gxx Diameter PCRF↔BBERF/S-GW/e-PDG/any non-3GPP access network

gateway: Transfer policy and charging rules

Mx SIP IBCF↔I-CSCF, IBCF↔S-CSCF, IBCF↔BGCF Forwarding of SIP

signaling between CSCF/BGCF and IBCF

Iq H.248 IMS-ALG(P-CSCF)↔IMS-AG: Used by IMS-ALG to control IMS-

AG, e.g. to request address translation binding.

Ix H.248 IBCF↔TrGW: Used by IBCF to control TrGW, e.g. to request

address translation binding.

Mn H.248 MGCF↔IMS-MGW: Bearer control

Mp H.248 MRFC↔MRFP:Bearer control

Ici SIP IBCF↔external IBCF: Forwarding of SIP signaling between two

IBCF on di�erent network domain.

Izi Media TrGW↔external TrGW: Forwarding of media streams between dif-

ferent IMS Core Network domain.

Cs SS7/TDM MGCF&MGW↔external network: Interworking with

PSTN/PLMN

Mb RTP Media path

GIBA Radius GGSN↔HSS: Enables GGSN to send accounting info to HSS

Table A.1: 3GPP IMS Interfaces
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Figure A.1: 3GPP IMS logical architecture





Appendix B

Evaluation of IMS-based IPTV

Transactions

B.1 Multicast Switching

The following case study examines the impact of several realization options of multicast switching

on the IMS core and the application server. These options have been discussed in 4.2.6, 4.3.2.2

and analyzed in 4.5. We put Equation (4.3), Equation (4.12), Equation (4.13), Equation (4.14)

and service �ows of 4.3.2.2 into practical exercise, as described in the following table:

Parameters Reference Value

Number of IMS subscribers (SubN) Assumption 10000

Percentage of Application usage (AU) assumption 30%

Percentage of Active Service Usage (ASU) (Note 1 ) assumption 70%

Number of Active Users (AUe) SubN ×AU ×ASU 2100

Number of Switching per Active User per minute during BH G. Yu [82] 0.30

Number of Switching per Active User per hour during BH = Pr G. Yu [82] 7

Number of Switching during BH (SwPBH) or Busy Hour

Switching Attempts (BHSwA)

AUe ×
SwPUBH

14700

Session Holding Time (SHT) per second assumption 60

Number of Concurrent Switching during BH (CSBH) SwPBH ×
SHT

245

Switching Attempts per Second (SwAPS)=Eq. (4.3) CSBH/3600 10.50

SUBSCRIBE (any) refresh per hour and per active session (Sr) according to

IPTV Spec

[68] >= 12

6

Number of terminals for a single subscription = Number of PUA assumption 1

Average number of multimedia services = Ng assumption 1

Table B.1: IPTV service pro�le

According to the values de�ned in B.1 the Number of SIP SUBSCRIBE and NOTIFY messages

are as follow:

Subscription-noti�cation based Reference Value

Subscription Eq. (4.14) 102900

Noti�cation Eq. (4.12) 117600

Optimized Noti�cation Eq. (4.13) 14700

Table B.2: Nr of SIP SUBSCRIBE and NOTIFY messages of an IPTV Service

The number of SIP transactions received by the IMS core and SIP application server according

to the above de�ned parameters are as follows:
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System Component
Type of signaling message

Re-Invite Info Sub/Notify optimized

Sub/Notify

Publish

Application Server 14700 14700 220500 117600 14700

IMS Core 14700 14700 220500 117600 14700

Table B.3: Number of SIP transactions for IPTV multicast switching

B.2 Push Delivery Method

The following case study examines the impact of the Push-Use case on the IMS core and the AS.

It facilitates the delivery of multimedia content to a set of IMS subscribers as discussed in 4.3.2.3

and 4.3.2.4 and analyzed in 4.5.

Parameters Reference Value

average number of applications = Ng Average number of multi-

media services

Assumption 1

rate of push request per hour or publish rate = Pr Assumption 1

average number of users per request = Npau Assumption 10

Average number of multimedia content (watchers) per list (Nw) Assumption 1

Percentage of active buddies (watchers) (Aul) Assumption 100%

PUA Assumption 1

PNA Assumption 0

Sr per hour Assumption 1

RLSn Assumption 1

RLSu Assumption 0.2

Equation 5 (4.5) 22

Equation 9 (4.9) 40

Optimizing Eq. 9 following Equation 13 (4.13) 20

Equation 2 (SPU × SDBH) =Max(Pu, Pr) (4.2) 10

Table B.4: Push method service pro�le

The number of SIP transactions received by the IMS core, the SME, the CIPE and the MDF

according to the above de�ned parameters are as follows:

Functional Element
Unicast delivery session Multicast delivery session

App-

initiated

event-

induced

Opt.

event-

induced

app-

initiated

event-

induced

Opt.

event-

induced

IMS core 30 144 104 30 144 104

IMS core (+MDF) 50 164 124 32 164 106

AS (SME) 50 30 30 32 22 22

CIPE 0 124 84 0 124 84

MDF 20 20 20 2 2 2

Table B.5: SIP transactions of di�erent types of unicast and multicast sessions



Appendix C

Speci�cation of Multimedia

Service Enablers

In this Appendix, the use cases and the messages �ows of the multimedia content delivery frame-

work is illustrated.

C.1 Content Information Provisioning Enabler

C.1.1 CIPE Use Cases

Figure C.1 shows the content provider use case, in which the content provider as either professional

or user generated content maintains the content list, which can be a public or private list.

Private Content

List

User as CP

«uses»

Public Content List

«uses»
professional CP

Public Content ListContent List Server

10..1

1

0..1

1 1

Authorization

Manager

«uses»

«uses»

Classifier

«uses»

Figure C.1: CIPE content provider use case maintaining own content list

Figure C.2 illustrates the use case of two actors, the content information publisher and content

consumer, as depicted in. Furthermore, the use case shows the relationship between both actors and

the entire CIPE components for the publishing, the subscription and the noti�cation interactions.

Content Consumer
Content Provider

Publisher

Authorization

Manager
Validation Manager

Local Content Info

Manager
WatcherManager

Versioning Manager

1 *

*1

Content List Server

1
1

«uses»

«uses»

«uses»

«uses»

«uses»«uses»

«uses»

Content Info Server

1 1

watcher

«uses»

Domain X:Content

Info Manager

-sub1
-not0..*

Figure C.2: CIPE content information provisioning use case
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C.1.2 CIPE Message Flows

In order to understand how the CIPE components interact with each other, the following diagrams

illustrate the message �ows. Figure C.3 shows the content provider maintaining the content list

managed by the Content List Server and illustrates the interactions between the main components

of the CLS.

Figure C.4 illustrates the message interactions between CIPE entities once the content provider

publishes new information related to his content list. However, the publisher can also enable an

application or other service enabler like the SME, which may publish information related to the

delivery services of certain content information resource.

Figure C.5 shows the message �ows between the CIPE entities when content watchers subscribe

to any change to content information of a certain content list. Furthermore, the diagram illustrates

the successive subscription message for updating the previous subscription message. However, the

diagram considers the optimization mechanisms de�ned in the RFC 5839 [16], while the watcher

manager maintains the version of the content information document sent in each noti�cation mes-

sage. Therefore, the noti�cation message is not issued after receiving the second Subscription

message.

Figure C.6 illustrates the case when the CIPE is deployed in several domains. In such a

case, the local CIPE (the watcher manager) that serves the related watcher, shall forward the

subscription messages of content resources to the corresponding domain. In fact, in an IMS-based

network the communication between the watcher manager and the content information manager

shall pass the IMS core, which in turn forwards the SIP Subscription messages to the related CIPE

(i.e. Content Information Manager, just like the communication between the RLS and the Presence

Server as de�ned in OMA Presence SIMPLE speci�cation [40].

C.1.3 External Entities

Application or other Service Enabler: Multimedia service enablers (e.g. Multimedia Content

Enabler or Session Management Enabler) may act as a watcher or a source of multimedia content

information and thus implement the functions of the corresponding system entities (e.g. the content

information watcher, the content information source and the XDM client).

In order to provide users with more personalized and recommended content, an application

may interact with the CLS and CIS to discover the available content and related status. In this

regard, the application may create a new content list with the identi�ed content sources or provide

the user with the simple logic to �lter content information according to de�ned criteria.

IMS Core: The IMS core represents all IMS core nodes and is responsible for routing SIP

Subscription, Noti�cation and Publish messages among system entities.

Aggregation Proxy: The aggregation proxy authenticates the XDM client requests and

delegates the request to the corresponding XDM server.

Remote Content Information Provisioning Enabler: The CIPE may interact with other

CIPE deployed in other domains via the IMS core.

C.1.4 Interfaces

The Reference Points named as CIS and XCI are in the scope of the PSF Architecture. The

reference points CIS-1, CIS-2, CIS-3, CIS-4 and CIS-5 use the SIP protocol while CIS-6 and CIS-7

use XCAP over HTTP and CIS-9 and CIS-10 are based on APIs. The reference points XCI-1,

XCI-2, XCI-3, XCI-4 and XCI-5 use XCAP over HTTP [11] while the reference points XCI-6 and

XCI-7 are based on SIP.

CIS-1 Components and Protocol: CIS - IMS core (SIP)

Functions:

• Publishing multimedia content information
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content provider Content List Server

create content list (name, scope)

response

AAA

authentication and authorization request

authentication and authorization response

Add content (name, list, description)

response

delete content (name, list, descrip)

response

database

content List exist

create list ID & classfier

response

If not exist

create content list (list ID, scope)

response

get content list (list ID)

response

store(list ID)

response

get content list (list ID)

response

store(list ID)

response

add content

delete content if exist

Get content list (list1, list2, ..)

response

get content list (list1, list2, ..)

response

Delete content list (list1, list2, ..)

response

get content list (list1, list2, ..)

response

delete content list (list1, list2, ..)

response

list version # can be provided, 

if the CP has an old version

Figure C.3: CIPE message �ows for maintaining content list by content provider

• Triggering of delivery of the updated multimedia content information from the content

provider source

CIS-2 Components and Protocol: Watcher - IMS core (SIP)

Functions:

• Subscribing to a single multimedia resource of a dedicated multimedia content infor-

mation and reception of noti�cations
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content provider Content Info Publisher AAA Validation Manager content Info Manager

Publish (list, content name, state)

authorized reqest

response

valdiateEvent(list, content name, state)

Syntax validation and

may interact with the CLS

response

Publishing Content Info

response

response

Content Info Server

update content Info (content name, info)

response

Figure C.4: CIPE Content provider publishing new content information related to
his content list

• Subscribing to multimedia content information and reception of noti�cations for mul-

timedia content lists

CIS-3 Components and Protocol: IMS core - CLS (SIP)

Functions:

• Receiving a subscription and sending aggregated noti�cations for a Multimedia Con-

tent List and Request-contained Multimedia Content List and for a Request-contained

Watcher Information List

• Subscribing to Multimedia Content Information and receiving noti�cations for each

content resource in a Multimedia Content List and Request contained Multimedia

Content List

• Subscribing to Watcher Information and receiving noti�cations for each content re-

source in a Request-contained Watcher Information List

• Fetching content lists from the CLS XDMS and subscribing to changes to documents

stored in the Content List XDMS and receiving noti�cations

CIS-4 Components and Protocol: IMS core - CIS (SIP)

Functions:

• Subscribing to a single content resource's Multimedia Content Information and re-

ceiving related noti�cations

• Subscribing to Watcher Information and receiving noti�cations

• Subscribing to changes to documents CIS XDMS or CLS XDMS and reception of

noti�cations

CIS-5 Components and Protocol: IMS core - remote PSE

Functions: Communicating with other CIPE deployed in other IMS domains via SIP

CIS-6 Components and Protocol: CIS - CIS XDMS (XCAP)

Functions: Transferring content-speci�c XML documents (e.g. Multimedia Content Sub-

scription Rules, Permanent Multimedia Content Information) from the CIS XDMS to the

CIS
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Watcher WatcherMang AAAContIfoMang

Subscribe (user ID, content list, time)

authorized reqest

response

Subscribe(user ID, ContList, cont1, cont2,...)

response

Subscribe (user ID, content list, ver=1, time)

ContInfoSer

timer out

getContInfo(cont1, cont2, ..)

resp(ContListInfo)

Due to no change,

no Notificaiton sent

ContListSer

get(user ID, content list)

resp (cont1, cont2, ...)

VersMang

Notify(user ID, cont1, cont2, ..)

Each content has a 

version tag

resp([cont1,ver=#], [cont2,ver=#],..)

resp(200 ok)

Notification([cont1,ver=#], [cont2,ver=#],..)

resp(200 ok)

Notification(contList, version=1)

resp(200 ok)

Subscribe(user ID, ContList, [cont1,ver=#], [cont2,ver=#]...)

getContInfo([cont1,ver=#], [cont2,ver=#]..)

resp(ContListInfo)

Notify(user ID, cont1, cont2, ..)

resp(No update)

resp(204: No Notification)

resp(204: No Notification)

Content Information of content_1 changed

Notification([cont1,ver=x])

resp(200 ok)

Notification(contList[cont1], version=2)

resp(200 ok)

The subscription messages

may pass to the CIM through

the IMS core in case of SIP

Figure C.5: Content Information Watcher Subscription, single domain

CIS-7 Components and Protocol: CLS - CLS XDMS (XCAP)

Functions: Transferring CLS-speci�c XML documents (e.g. Multimedia Content Lists) from

the CLS XDMS to the CLS

CIS-8 Components and Protocol: CIS - CLS API

Functions: In order to enable a direct communication between the CIS and CLS without

the involvement of the IMS core, this interface is used as alternative to the reference points

CIS-3 and CIS-4.

CIS-9 Components and Protocol: CIS - other Enabler

Functions: Enabling other enabler (e.g. SME or CME) or application to subscribe to any

change to multimedia content information for a single content resource and reception of

noti�cation
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Domain 2Domain 1

Watcher WatcherMang ContIfoMang

Subscribe (user ID, content list, time)
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Subscribe(watcherID, cont10, cont11,...)
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Subscribe(watcherID, cont10, cont11,...)
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Notification([cont10,ver=#],...)

resp()

aggregation of 

notification messages

Figure C.6: Information Watcher Subscription, multi domains

CIS-11 Components and Protocol: CLS - other Enabler

Functions: Enabling other enabler (e.g. SME or CME) or application to subscribe to any

change to multimedia content information for Content Lists and Request-contained Content

Lists and reception of noti�cation

XCI-1 Components and Protocol: XDM client in CP (XCAP)

Functions:

• Authenticating and authorizing client requests

• Creating multimedia content resources or multimedia content lists

• Modifying multimedia content resources or multimedia content lists

• Fetching multimedia content resources or multimedia content lists

XCI-2 Components and Protocol: XDM client in consumer (XCAP)

Functions: Authenticating and authorizing client requests and fetching multimedia content

resources or multimedia content lists

XCI-3 Components and Protocol: AP - CLS XDMS (XCAP)

Functions: Forwarding XCM client requests to the dedicated CLS XDMS

XCI-4 Components and Protocol: AP - CIS XDMS (XCAP)

Functions: Forwarding XCM client requests to the dedicated CIS XDMS

XCI-5 Components and Protocol: AG - Application (XDAP)

Functions: Applications may act as XDM Client in order to create, modify and fetch indi-

vidual multimedia content information or multimedia content lists

XCI-6 Components and Protocol: CLS XDMS - IMS core

Functions: Subscribing to the modi�cation of Multimedia Content speci�c XML documents

pertaining to content lists, and receiving noti�cations

XCI-7 Components and Protocol: CLS XDMS - IMS

Functions: Subscribing to the modi�cation of Multimedia Content speci�c XML documents

pertaining to multimedia content, and receiving noti�cations
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C.1.5 Multimedia Content Information Data Model

Content URI: The identi�er for multimedia content is a URI. For each unique multimedia content

in the network, there is one or more content URIs. A multimedia content may have multiple URIs

because they are identi�ed by a protocol-speci�c URI, such as a SIP URI, HTTP URI, RTSP URI,

etc.

When a document is constructed, the content URI is ideally set as the identi�er used to

request the document in the �rst place. For example, if a document was requested through a SIP

SUBSCRIBE request, the content URI would match the Request URI of the SUBSCRIBE request.

This follows the principle of least surprise, since the entity requesting the document may not be

aware of the other identi�ers for the content.

Content: The content data component models information about the multimedia content

that the content data is trying to describe. This information consists of characteristics of the

content, and their status. Characteristics of multimedia content are the static information about

content that does not change under normal circumstances. Such information is descriptive data

that describes the content, such as textual explanation, classi�cation and content types. Another

example of content characteristic is an alias. An alias is a URI that identities the same content,

but with a di�erent content URI.

Status information about a multimedia content represents the dynamic information about a

multimedia content. This typically consists of a content state that describes the current delivery

status of a multimedia content as de�ned in subsection 4.2.1, the source location the content

transmitted from, and target location that the content is transmitted to. Examples of content

status are: "in-production", "available-for-trial", "available-for-delivery", "set-to-schedule", "on-

air", "on-demand", and "deleted".

In the model, there can be only one content component per multimedia content information.

In other words, the content component models a single multimedia content, and includes charac-

teristics and statuses related to the content delivery states for a single multimedia content.

Service: Each multimedia content can be delivered with a set of delivery services. Each

of these represents a point to obtain the content. Examples of services are linear steaming, on-

demand streaming, broadcast streaming, downloading, etc. A service models a system that enables

the user to interact with it, in order to request multimedia content. Additional constraints can

be applied to de�ne speci�c content delivery services. For example, such constraint signaling and

delivery protocols such as SIP, RTSP or HTTP and RTP, FTP, File Delivery over Unidirectional

Transport (FLUTE) or TCP.

Each service is associated with characteristics that identify the nature and capabilities of that

service, with reach information that indicates how to connect to the service, with status information

representing the state of that service, and relative information that describes the ways in which that

service relates to others associated with the multimedia content. Each service is associated with a

set of characteristics that describe the delivery capabilities of the multimedia content experienced

when a watcher invokes that URI. Examples of such capabilities are the type of content delivery

(such as linear or on-demand), transmission mode (unicast or multicast) and media properties

(codec, IP, port, language, etc.). Characteristics are important when multiple delivery services are

embedded in the multimedia content information document. That is because the purpose of listing

multiple delivery services in a multimedia content information document is to give the watcher a

choice to select the preferred delivery mechanisms. This can be dependent on several factors, such

as device capabilities, price, transmission time, etc.

The reach information for a delivery service provides the instructions for the recipient of a

multimedia content document on how to correctly contact that service. A delivery service includes

a URI that can be "hit" to start content delivery. From an IMS perspective, a delivery service is

identi�ed by the PSI, as de�ned in subsection 4.2.3. When the URI or PSI is insu�cient, additional

attributes of the service can be present that de�ne the instructions on how the delivery service is

to be reached. For instance, if the watcher has to subscribe to a dedicated service delivery, either

the URI or additional attribute shall indicate the subscription instructions.

Each delivery service has a status that represents generally dynamic information about the
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availability of the service. The simplest form of status is the basic status, which is a binary

indicator of availability for content delivery using that service delivery. It can have values of either

"closed" or "open". "Closed" means that the delivery service is not available for reaching the

content. This can be dependent on the characteristics of the delivery session that eventually gets

set up or torn down. For example, a status attribute can be de�ned that indicates that a multicast

delivery session is available if the related delivery resources (e.g. on the MDF) have been allocated

or released. Services inherently have a lot of dynamic states associated with them. For example,

consider a multicast delivery session. The status of such a delivery service might include the

number of recipients or the time passed. However, not all of this dynamic state is appropriate to

include within a delivery service data component of a multimedia content information document.

Device: Device models the physical nodes in which multimedia content is captured, processed

or stored and possibly available for delivery. Examples of devices include capture devices (e.g.

camera, microphone, mobile phone, etc.), HTTP server or media servers (e.g. MDF).

The mapping of delivery services to devices is many-to-many. A single delivery service can

execute on multiple devices. Consider the delivery service of a live multimedia event (e.g. football

match). Several capturing devices deployed in the event area can register against a single Address

of Record for this delivery service. As a result, the delivery service is associated with all these

devices. Similarly, a single device can support a multiplicity of delivery services. A media server

can support linear, on-demand and download delivery services.

Devices are identi�ed with a device ID, which shall be unique. In a SIP-based service delivery

the device ID might be not provided directly to the end consumer in the multimedia content

information document, because the device ID can be obtained during session establishment (i.e. in

the SDP part). However, including the device ID in the multimedia content information document

might be useful in other delivery services like peer-to-peer or in multicast delivery mode.

Like delivery services and content data components, device data components have generally

static characteristics and generally dynamic status. Characteristics of a device include its physical

dimensions and capabilities, audio video codec, video resolutions, the speed of its CPU, and the

amount of memory. Status information includes dynamic information about the device. This

includes whether the device is powered on or o�, the geographic location of the device, the amount

of battery power that remains in the device, etc.

Encoding and XML Schema: Multimedia Content Information represented according to the

data model described above needs to be mapped into an XML schema for simple processing,

transport and storage. The Presence Information Data Format (PIDF) representation of presence

data speci�ed in the RFC3863 [122] can be used as a basic format for describing Multimedia

Content Information. However, the terms <person> and <service> are mapped pertaining to

multimedia content provisioning to <content> and <delivery service> as discussed above.

C.2 Content Management Enabler

C.2.1 Use Cases

Figure C.7 illustrates the content provider use case in which CME pulls multimedia content from

a dedicated content provider and user of the MDF to store or process the content. Furthermore,

the use case shows the content provider using CME to push multimedia content to the network.

Figure C.8 illustrates the relationship between an application and the CME as well as the

content provider. In this use case, the application triggers the CME to accept multimedia content

from a dedicated content provider.

C.2.2 CME Message Flows

The CME interacts with the Content Provider in two cases. First, the content provider triggers

the CME to push multimedia content. Second, the CME pulls multimedia content from the CP.

Figure C.9 shows a content provider pushing multimedia content by issuing a SIP Invite request

addressed to the CME, which triggers the MDF to receive or fetch the content.
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Content Provider

Content Management

Enabler
Media Deliver

Function

«uses»

«uses»

CP uses the CME to store or

 upload multimedia content

CME uses the MDF for media delivery, 

processing and storage 

provides media delivery

and processing functions

Content

«extends»

Figure C.7: The use case of content management enabler interacting with the con-
tent provider

Content Provider

Content Management

Enabler
Media Deliver

Function

«uses»

«uses»

Application or

Enabler

«extends»

Application or Enabler uses 

the CME to store or upload 

multimedia content from CP

Figure C.8: Relationship between an application and the content management en-
abler

Content Provider IMS Core CME MDF

1. Invite: Push Content

2. Invite

3. Invite: CP SDP

4. 200 ok: MP SDP

200 ok: MP SDP

200 ok: MP SDP

Ack

Ack

9: RTP/FTP

Figure C.9: Setup between the CME and CP, push method

In the second case, the CME is triggered by either an application or the SME to pull multimedia

content from a content provider. The related message �ow is depicted in Figure C.10. Once the

CME receives a request for a multimedia content that is not available in the MDF, it requests that

the CP to deliver the related content to the MDF. In our case, the CME initiates a SIP Invite
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requests, however, other signaling protocol (e.g. RTSP) can be considered as well.

SCS or LCS CME ContHandler CPM CapabilityController MDFController

getContObj(crid)

contain(crid)

getContInfoObj(crid)

insert(contObj)

resp(contInfoObj)

matchSDP(cpSdp, mdfParameters)

matchSDPResp()

check delivery mode

Content

createContentObj(contInfoObj)

prepareFelay(contObj, cpSdp)

prepareRelayResp(mdfSDP)

check if content in MDF

resp(contObj)

Content Provider

Invite

200 Ok: cpSDP

Ack (mdfSDP)

Ack

{OR}

download(contObj, cpURL)

downloadResp(mdfSDP)

conInMdf(true)

resp(contObj)

{OR}

{If contentInMdf = true}

{streaming}

{download or fetching}

{OR}

Figure C.10: Session setup between the CME and CP, pull method

Once the delivery session has been �nalized or an error has occurred, the delivery session

between the content provider and the CME (as well as the MDF) should be torn down. The

related message interactions between these entities are depicted in Figure C.11, in which either the

content provider or the CME initiate the process of the session teardown. Accordingly, the CME

issues a SIP Bye message to the MDF and updates the related session information through the

ContentHandler.

C.2.3 External Entities

Content Information Provisioning Enabler: The CIPE provides content list and multimedia

content information to the CME. In case of deploying both CIPE and CME in one domain, the

interactions can be based on open APIs instead of using the SIP-based Subscription and Noti�cation

model, which leads to an increase of the load on the IMS core.

Aggregation Proxy: The aggregation proxy authenticates the XDM client requests and

delegates the request to the corresponding XDM server, namely the XDM CLS server.

Session Management Enabler: The SME interacts with the CME to obtain content in-

formation object and check the availability of dedicated multimedia content. The interaction is

intended to be based on open APIs. IMS core: The IMS core forwards SIP messages between the
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ContentProviderCME MDFController

Bye

updateContObj(cpAddr)

Bye(contObj, cpAddr)

ByeResp()

200 Ok

sessionContext.getCont()

ByePrepare(cpAddr)

contHandler

Bye(contObj, cpAddr)

ByeResp()

Bye(contObj, cpAddr)

200 Ok

updateContObj(cpAddr)

sessionContext.getCont()

{OR}

Figure C.11: Session termination between the CME and the content provider

CME, the CP and the MDF. The IMS core is in charge of maintaining the SIP registration of the

IMS-based CP.

Media Delivery Function: The MDF receives or fetches multimedia content delivery from

the CP based on the triggering request issued by the CME.

C.2.4 Interfaces

The reference points named as CME and XCM are in scope of the CME architecture. The reference

points CME-1, CME-3, CME-4 and CME-5 use the SIP protocol while CME-2 uses the HTTP or

is based on APIs. The reference points CME-6, CME-7, CME-8 and CME-9 are based on open

APIs. The reference points XCM-1, XCM-2 and XCM-3 are based on XCAP protocol.

CME-1 Components and Protocol: CP - IMS core SIP

Functions:

• Registration with the IMS core

• Initiating SIP requests pertaining to multimedia session establishment with the CME

• Receiving SIP requests initiated by the CME (e.g. Invite requests) via IMS core

CME-2 Components and Protocol: CP - CME (HTTP or APIs)

Functions:

• Enabling session establishment between the CME and the CP in the case that the CP

does not support SIP

• The interface may make use of the http or open APIs.

CME-3 Components and Protocol: CP - MDF (SIP)

Functions:

• Fetching multimedia content from CP using HTTP or FTP

• Uploading multimedia content from CP to the MDF using HTTP or FTP

• Streaming multimedia content via RTP

CME-4 Components and Protocol: CME - IMS(SIP)

Functions:
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• Initiating SIP requests towards the CP

• Triggering the media delivery and processing functions on the MDF following the

RFC4240 [20]

• Receiving SIP requests from the CP

CME-5 Components and Protocol: IMS core - MDF (SIP)

Functions:

• Forwards SIP requests for triggering media delivery functions initiated by the CME

• Forwarding SIP messages initiated by the MDF to the CME

CME-6 Components and Protocol: CME - XDM Client (APIs)

Functions: Fetching content list and related content information obtained from XDMS

CME-7 Components and Protocol: CME - CIPE (APIs)

Functions:

• Subscribing any changes to dedicated multimedia content information

• Receiving noti�cation of changes to multimedia content information

CME-8 Components and Protocol: CME - SME (APIs)

Functions: Enabling the SME to obtain information about the availability of certain multi-

media content objects on the MDF

CME-9 Components and Protocol: CME - application (APIs)

Functions:

• Enabling the application to act as CP to push, upload or store multimedia content to

the network (i.e. MDF)

• Enabling the application to obtain information about the availability of certain mul-

timedia content objects on the MDF

XCM-1 Components and Protocol: CP XDM client - Aggr. proxy (XCAP)

Functions:

• Creating and modifying content list

• Updating or creating new content information entries

XCM-2 Components and Protocol: CME XDM Client - Aggr. proxy (XCAP)

Functions: Fetching content list of dedicating content provider and Fetching content infor-

mation of each content list

C.3 Session Management Enabler

C.3.1 Use Cases

Figure C.12 illustrates the use case of a multimedia content consumer who is acting as the main

actor by requesting SME for particular multimedia content. The consumer might be aware about

such multimedia content and the address of the delivery service supported by the SME through

the CIPE. The SME might push multimedia content to the consumer by initiating the request.

An application might trigger the SME to deliver a dedicated multimedia content to one or a

set of end users, as shown in the use case depicted in Figure C.13.

The relationship use case between the SME and the CME is depicted in Figure C.14. The

SME o�ers two delivery services, namely the live content streaming and the stored content stream-

ing. Both delivery services interact with the CME to determine the availability of the requested

multimedia content.



C.3. Session Management Enabler 211

Content Consumer

Session Management

Enabler

Media Deliver

Function

«uses» «uses»

Figure C.12: Use case of delivering multimedia content triggered by a consumer

Session Management

Enabler

Media Deliver

Function

«uses» «uses»
User as content consumer

The app or any enabler 

uses the SME 

to push multimedia 

content to a set of UEs 

Application or

Enabler

«extends»

Content Consumer

Figure C.13: Use case of delivering multimedia content triggered by an application

Session Management

Enabler

LiveContentStreamer

StoredContentStream

er

«uses»

«uses»

Content Management

Enabler

«uses»

«uses»

Figure C.14: Relationship use case between the SME and the CME

C.3.2 Message Flows

The SME supports two delivery services, namely the Live Content Streamer (LCS) and the Stored

Content Streamer (SCS). A consumer of content can acquire the LCS for delivering a dedicated

multimedia content according to provisioning information provided by the CIPE. The correspond-

ing message �ows between the LCS components are illustrated in Figure C.15. Upon receiving

the SIP Invite request, the LCS checks if the related multimedia content object is available or

not. If not, it interacts with CME to retrieve this information and then triggers the MDF con-

troller to deliver the content according to user capabilities and selected bearer (unicast, multicast

or broadcast).

After the session establishment of a live delivery session, the LCS might provide the users with

a set of delivery channels transmitted over multicast or broadcast (e.g. via DVB-T/H) bearers

and publish the related delivery parameters to the users either during the session establishment

procedure or via the CIPE as content related information. In such cases, the user can switch among

these channels without initiating a new SIP Invite message. In our implementation, we evaluated

di�erent signaling mechanisms with the objective of informing the LCS about a user's zapping

activities. The corresponding analysis has been provided in subsection 4.3.2 and the measurement

results are provided in Chapter 7.

Session termination is triggered by the users or the SME at any time (due to any reasons).

Figure C.16 illustrates the associated message �ows, in which the user initiates a SIP Bye message

to the LCS. The LCS updates the session context according to the transmitted delivery mode

(unicast, multicast or broadcast). As a consequence, the LCS triggers the MDF to terminate the
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UE SCS ProfileMang sessionHandler CME CapabilityController MDFController

Invite SDP:crid

Authorized UE

contain(crid)

Authorization Resp

getContObj(crid)

insert(mmObj)

resp(contObj)

{OR}

matchSDP(cp, ue, mdf)

matchSDPResp()

sessionContext(mmObj)

mmObj.list.insert(linear, ueAddr, ueSDP)

MMContent

createMMContentObj(contObj)

relay(linear, mmObj, sdp.ueAddr)

relayResp()

mmObj.list.insert(on-demand, ueAddr, ueSDP)

relay(on-demand, mmObj, sdp.ueAddr)

relayResp(RTSP URL)
{OR}

200 Ok

Invite Ack

Relay Ack

checkDeliveryMode

Figure C.15: Message �ows of session setup for delivering stored multimedia content

unicast or the multicast content delivery and updates the associated session context object.

The session setup for delivering stored multimedia content is almost similar to the previous

procedure; however the primary distinction between both is that the delivery of stored content

is often based on a unicast transmission mode rather than multicast or broadcast modes. Figure

C.17 illustrates the related message �ows. Based on user subscription or device capabilities, content

streaming can be delivered in a linear or on-demand mode. In the �rst case, the content stream

is transmitted lacking support of trick functions, which are supported in the on-demand mode.

In the latter case, the availability of an RTSP stack at the user's and the media server entity's

side is required. Activation of content streaming with SIP for session control and RTSP for media

control (i.e. for triggering trick functions) is an approach which has an advantage in the probably

enormous saving in delay between user action and service reaction. The SCS acts as back-to-back

SIP user agent between the user and the MDF. Furthermore, the SCS makes use of the CME in

order to obtain the information about content availability on the MDF and the related ID.

Session teardown can be triggered either by the network or by the end user. The network

terminates the session either by the MDF once content delivery is completed or by the SCS due

to error or charging issues (e.g. no credit available in the case of on-line charging). Figure C.18

illustrates just two cases of session termination for delivering stored multimedia content. First,

the user triggers the termination by issuing a SIP Bye message. Second, the MDF terminates the

session by issuing a SIP Bye message for the relay session initiated by the SCS. In both cases the

SCS removes the related session context information.

In order to understand how a 3rd party or another service enabler can make use of the LCS or

SCS exposed services through open interfaces, Figure C.19 shows one LCS service that allows an

application to trigger the delivery of a live multimedia content identi�ed by a unique ID (obtained
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UE LCS sessionHandler MDFController

Bye

remove(mmObj)

mmObj.list.remove(ueAddr)

MMContent

Bye(mmObj, ueAddr)

ByeResp()

200 Ok

{If mmObj.empty()==true}

sessionContext.getMMCont()

{If multicastAddr empty}

check mmObj.deliverMode(ueAddr)

mmObj.list.remove(multiAddr, ueAddr)

check mmObj.list.empty(multiAddr)

Bye(mmObj, multiAddr)

ByeResp()

{OR}

Figure C.16: Message �ows of session termination for delivering live multimedia
content

either from the CIPE or the CME) to a set of IMS subscribers. In fact, in this example the

application may obtain the content ID that identi�es the live content in the LCS and the MDF. In

this regard, the CME has already triggered the MDF to prepare for relaying the corresponding live

content stream. Although this step is not depicted in this �ow, there are other web service interfaces

exposing such capabilities. Furthermore, the IMS core is included in this example between the LCS

web service, LCS servlet and the IMS subscriber.

C.3.3 External Entities

Content Information Provisioning Enabler: The SME publishes the properties of the live

and stored delivery services for each multimedia object. The properties include service ID, service

URI, service description, subscription information (if required), media delivery properties (e.g.

multicast IP address, scope of the multicast stream, content stream codec, language, transmission

time, etc.). If the delivery service (either the live or stored content manager) does not support the

delivery of a certain multimedia content, no publish message is generated. For example, a LCS

publishes service delivery information pertaining to the live content stream, but the SCS will not

issue any publish message related to such a live stream. The interaction between the CIPE and

the SME will be based on open APIs. However, the SIP protocol can be used as well.

Content Management Enabler: The SME interacts with the CME in order to obtain

content information available on the MDF. CME is in charge of fetching the content list and

related content information from the CIPE and providing these to the SME via open APIs.

Consumer: The consumer is the sink of any multimedia content. Either it acts as an origi-

nating SIP user agent by issuing a SIP Invite message to the SME or as a terminating SIP user

agent by receiving a SIP Invite message initiated by the SME. In the former use case, the consumer

initiated request is performed according to previous noti�cation received from the CIPE about the

availability of a multimedia content. Consumer and delivery capabilities are negotiated during

session establishment followed by content delivery from the MDF to the consumer via RTP, FTP
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UE SCS ProfileMang sessionHandler CME CapabilityController MDFController

Invite SDP:crid

Authorized UE

contain(crid)

Authorization Resp

getContObj(crid)

insert(mmObj)

resp(contObj)

{OR}

matchSDP(cp, ue, mdf)

matchSDPResp()

sessionContext(mmObj)

mmObj.list.insert(linear, ueAddr, ueSDP)

MMContent

createMMContentObj(contObj)

relay(linear, mmObj, sdp.ueAddr)

relayResp()

mmObj.list.insert(on-demand, ueAddr, ueSDP)

relay(on-demand, mmObj, sdp.ueAddr)

relayResp(RTSP URL)
{OR}

200 Ok

Invite Ack

Relay Ack

checkDeliveryMode

Figure C.17: Message �ows of session setup for delivering stored multimedia content

or FLUTE, as discussed in subsection 4.4. Therefore the consumer device shall support the related

signaling and transport protocols.

C.3.4 Interfaces

The reference points named as SME are in the scope of the SME architecture. The reference points

SME-3, SME-6, SME-7, SME-8 and SME-9 are based on the SIP and SME-4 is based on the RTP,

FTP or FLUTE protocols, and the remaining reference points are APIs. We distinguish between

external and internal reference points. However, the internal reference points are illustrated with

descriptive objectives of the interactions between the internal functional entities without adding

architectural constraints to the SME itself.

SME-1 Components and Protocol: SME - CME (APIs)

Functions: Enabling the SME to obtain the available multimedia content objects in the

MDF network and related content information

SME-2 Components and Protocol: SME - CIPE (APIs)

Functions: Enabling the SME to publish service delivery properties pertaining to certain

multimedia objects available in the MDF

SME-3 Components and Protocol: Consumer - IMS core (SIP)

Functions: User registration with the IMS core

SME-4 Components and Protocol: MDF - Consumer (RTP, FTP or FLUTE)

Functions:
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UE SCS sessionHandler MDFController

Bye

remove(mmObj)

Bye(mmObj, ueAddr)

ByeResp()

200 Ok

sessionContext.getMMCont()

Bye

200 Ok

remove(mmObj)

sessionContext.getMMCont()

Bye

{OR}

Figure C.18: Message �ows of session termination for delivering stored multimedia
content

• Streaming multimedia content streaming from the MDF to the end user via RTP over

UDP according to the RFC 3550 [22]

• Downloading multimedia content from the MDF to end user(s) via FTP or FLUTE

protocol

SME-5 Components and Protocol: SME - Application (APIs)

Functions:

• Enabling other service enabler or application to push multimedia content to a set of

IMS subscribers

• Enabling the application to trigger any media processing functions (e.g. storing of

multimedia content) on available multimedia content delivery content tracks (e.g. live

content stream)

SME-6 Components and Protocol: SME - IMS core (SIP)

Functions:

• Receiving SIP messages initiated by the consumers towards the SME (either the SCS,

the LCS or the MDF controller)

• Forwarding SIP messages initiated by the SME (either the SCS, the LCS or the MDF

controller) towards IMS subscribers (or MDF network)

SME-7 Components and Protocol: SME - IMS core (SIP)

Functions:

• Forwarding SIP messages initiated by the SME towards the MDF network

• Forwarding SIP messages initiated by the MDF network to the SME

SME-8 Components and Protocol: SME internal APIs

Functions:
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LCS WebService IMS Core User MDF

1.a. (SOAP)

startUnicastByStreamingIdentity 

(from,user,liveNr)

LCS Servlet

3.a. [EXIST] INVITE user(without SDP)

3.d. 200 OK

3.b. INVITE user

3.c. 200 OK(SDP: userMediaData)

CapabilityController

4.a. match codecs(userMediaData,MDFMediaData,type): MATCH

3.f. ACK

3.e. ACK(SDP: MDFMediaData)

5.a. INVITE relay SDP(SDP: liveNr,userMediaData)

5.d. 200 OK

5.e. ACK

5.f. ACK

5.c. 200 OK(SDP: MDFMediaData)

5.b. INVITE relay

2.a. exist prepare relay session(liveNr)

2.b. set sessions(user,liveNr,userMediaData)

sessionHandler

If not MATCH, than cancel user session

4.b. [MATCH] get preferred codec for user(userMediaData):userMediaData

1.b. [NOT EXIST] response ws

Figure C.19: Pushing live multimedia content triggered by 3rd application

• Bearer selection according to user context and network condition

• Discovering delivery properties according to user capabilities, content properties and

MDF capabilities

SME-9 Components and Protocol: SME internal APIs

Functions: Triggering delivery and processing functions on the MDF according to decision

making by the bearer and selection controller

C.4 Media Delivery Function

C.4.1 External Entities

Multimedia Service Enabler: The multimedia service enabler or application server is the en-

tity that makes use of the MDF functions for content delivery from the content provider to the

consumer. The application server or the enabler uses the SIP protocol according to the RFC4240

[20] to trigger the delivery and processing functions either directly or through the IMS core.

IMS core: The IMS core forwards SIP messages initiated by the application server towards

the MDF. The IMS core hides the topology of the MDF.

Content Provider: The content provider is in charge of the following functions:

• Streaming live or stored multimedia content to a dedicated MSP port or multicast IP address
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• Enabling the MDF to fetch multimedia content via FTP or HTTP

• Uploading multimedia content to a dedicated MSP

Content Consumer: The content consumer is in charge of the following functions:

• Session establishment towards the application server either via SIP or HTTP

• Issuing RTSP control messages in an on-demand content delivery service according to the

RFC2326 [18]

• Joining multicast group, in the case of multicast transmission session according to RFC1112,

RFC 2236 or RFC 3376 [123, 18, 124]

• Receiving content stream from the MDF via RTP

C.4.2 Interfaces

The reference points named as MDF-n are in the scope of the MDF architecture. The reference

points MDF-1, MDF-2 and MDF-3 are based on the SIP protocol, while MDF-7 uses the RTSP to

control the media stream. The reference points MDF-5 and MDF-6 are used for content delivery

via the RTP, FTP or FLUTE protocol. The MDF-4 is speci�ed as APIs, however any control

protocol following client-server, master-slave or peer-to-peer communication model can be applied.

Therefore this interface can be considered as a subject for future work.

MDF-1 Components and Protocol: IMS core - AS (SIP)

Functions:

• Discovering MDF delivery and processing capabilities

• Triggering the MDF delivery and processing functions according to the RFC 4042

MDF-2 Components and Protocol: AS - MSC (SIP)

Functions:

• Discovering MDF delivery and processing capabilities

• Triggering the MDF delivery and processing functions according to the RFC 4042

• SIP messages are routed directly to the MSC and do not pass the IMS core

MDF-3 Components and Protocol: IMS core - MSC (SIP)

Functions: Forwarding SIP messages between the AS and the MSC

MDF-4 Components and Protocol: MSC - MSP (APIs)

Functions:

• Controlling delivery functions from the content provider to the MSP

• Controlling delivery functions from the MSP to a set of consumers or a set of multicast

groups

• Triggering processing functions according to consumer capabilities and content prop-

erties

MDF-5 Components and Protocol: CP - MSP (RTP, FTP or HTTP)

Functions:

• Fetching multimedia content from the CP via FTP or HTTP

• Downloading multimedia content from the CP via FTP or HTTP

• Receiving content streams from the CP via RTP

MDF-6 Components and Protocol: MSP - consumer (RTP, FTP or FLUTE)

Functions:
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• " Streaming multimedia content via RTP to a single consumer over a unicast mode

or a set of consumers over a multicast mode. However, streaming over HTTP can be

considered as well, in the case that the consumer is behind a �rewall (i.e. supporting

to public Internet)

• Downloading multimedia content via FTP or FLUTE protocol over a single unicast

or multicast mode, respectively

MDF-7 Components and Protocol: Consumer - MSC/MSP (RTSP)

Functions:

• Issuing RTSP messages to control the content stream in an on-demand delivery mode

• Either the MSC or the MSP can act as the RTSP server
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IMS MBMS Integration

Our contribution to the C-Mobile project mainly targeted the integration of the IMS with the

MBMS, in order to enhance multimedia delivery session with multicast and broadcast capabilities

in 3GPP networks. This section gives an overview of the most important signaling �ows regarding

IMS-based multicast delivery session using MBMS bearer.

In MBMS the BM-SC maintains functionalities already covered by IMS. In particular, the

Membership function is implemented in the S-CSCF and HSS (where service pro�le is stored) and

the S-CSCF and the AS performs the authorization check. The QoS reservation, part of the BMSC

Session and Transmission function, is provided by the PCRF and GGSN. In IMS, QoS reservation

consists of Di�Serv and IntServ mechanisms. The IMS entity MRF (Media Resource Function) is

able to combine media streams or to act as a conference bridge. These responsibilities are related

to the MBMS Proxy and Transport function. However, the MRF has been extended to support

additional MBMS delivery and content processing functions, such as multicast delivery, content

relaying, content recording, trans-rating (scaling down the rate of a content stream) and transcod-

ing. Only the Session scheduling function, the Proxy function with Gmb signaling and the Service

Announcement function have to be introduced in IMS. Therefore, these required functionalities are

considered during the design of the MDF, SME, CIPE and CME.

A simpli�ed version of IMS-MBMS integrated framework is depicted in Figure 7.6 in which

the components that we have contributed to are depicted in continuous black line. The Access and

Transport Plane corresponds to the RAN and CN. It consists of several 3GPP core nodes. In case of

UMTS, this plane contains the GGSN (Gateway GPRS Support Node), the SGSN (Serving GPRS

Support Node) and the UTRAN (UMTS Terrestrial RAN). Therefore, the architecture reuses the

existing MBMS interfaces Gmb and Gi, which provide access to the control plane functions and

to the bearer plane, respectively. The Gmb reference point interfaces with the MDF for MBMS

bearer service-speci�c signaling (i.e. bearer setup and release) and with the PCRF for user-speci�c

signaling (i.e. user authorization and reporting). Session control and session negotiation take

place in the IMS-based control plane in collaboration with the Multimedia Service Enablers. This

includes security, access control, QoS provisioning and creation of charging records. Therefore, the

original MBMS Session and Transmission function is logically split into several sub-functionalities.

The lower layered IP transport functionalities (e.g. IP packet scheduling, resource reservation) are

maintained by subordinated entities in the control plane.

The high layered functionalities (e.g. SME, CME and CIPE) are realized by service enablers.

The Multimedia Service Enablers are, moreover, in charge of service control covering bearer se-

lection and service authorization. It also o�ers service capabilities such as group management,

provisioning, content protection and location-based services. Figure 7.6 shows the IMS-MBMS

integrated architecture.

The delivery session goes through di�erent phases. The �rst phase is the Content Information

Provisioning phase, in which the user receives information about the service and related parameters

(e.g. the IMS Public Service Identi�er). The second phase is the IMS session establishment phase,

in which the IMS subscriber establishes the session by initiating a SIP Invite request. The third

phase is the start transmission phase, in which the SME triggers the content provider and the MDF

to start content delivery. The fourth phase is the stop transmission phase, in which the delivery

session between the SME and the CP and the MDF are terminated. The �nal phase is the session

termination phase between the IMS subscriber and the network, in which the SIP session as well

as MBMS bearer are released.
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Figure D.1 illustrates the �rst two phases; namely the session announcement phase and the

session establishment phase. In fact, session establishment can be initiated either by the IMS

subscriber or by the SME (application server). In this use case, the IMS subscriber is the one

who initiates the session after successful registration with the IMS core and obtaining all available

multimedia content services from the network (e.g. CIPE).

One of the C-Mobile usage scenarios, called "Content Casts", was developed. This service

provides access to the latest information anytime and anywhere without the need for manual

downloads. Users can subscribe to periodically released content such as video podcasts, weather

forecasts or the latest news, which is automatically sent to the users' device.

To access the content, the user activates the "Content Cast" service and then waits for the start

of the data transmission. This corresponds to the Joining and Session Start phases as described

in MBMS speci�cation and constitutes the core of the signaling �ows. These �ows comprise

MBMS, DIAMETER as well as SIP signaling. The content is transferred over RTP or FLUTE

protocol. The User Subscription, Service announcement, Packet Data Protocol (PDP) and Context

Activation procedures remain the same, as speci�ed by the 3GPP MBMS speci�cation in Release 6.

However, the service announcement procedure is not speci�ed in details. Then the UE negotiates

a session with the SME. The SIP INVITE message is routed by the CSCF to the corresponding

AS, which provides the desired MBMS service. The SME triggers the MDF for a multicast relay

session (however, the content is not available yet). Thereafter, the SME responds with a 200 ok

message covering all related session parameters embedded in the SDP part. Based on the 200

ok message, the P-CSCF requests the PCRF (Policy Control and Charging Rules Function) for

authorizing MBMS bearer resource (step 8). The PCRF responds with an authorization token,

which is included in the 200 ok message. The UE uses the IP multicast and the authorization token

to activate the MBMS context following the MBMS speci�cation. Once the GGSN receives the

MBMS authorization request from the SGSN, it interacts with the PCRF to authorize the MBMS

context activation based on the authorization token (step 12 and 13)1. Thereafter the GGSN

registers itself with the MDF for the MBMS bearer service. This step is required, as the tra�c

between the MDF (acting as the BM-SC) and the GGSN is transmitted over a unicast tunneling

mode. However, this procedure is not required in the case that the MDF uses the IP multicast

transmission mode.

Finally the UMTS IP core and RAN allocates the required resources and responds to the UE

with activate MBMS context response message. This signaling is used to establish a multicast

routing tree with the involved GGSNs, SGSNs and RNCs (Radio Network Controller). Every

involved entity in this multicast tree creates an MBMS bearer context and changes the context

state to "Standby". When the routing tree is established, the SGSN noti�es the UE about the

success. Then the UE completes the Service Joining procedure with a SIP Acknowledge Message

sent to the AS. Afterwards, the UE is able to receive the content and waits for the incoming data

transfer (step 22).

After a user has joined, speci�c MBMS service charging records can be created based on the

business model. The process of billing is followed by the MBMS Multicast Service Activation.

The signaling of the Session Start phase is depicted in Figure D.2. Opposed to session

activation, the start transmission procedure takes place for every data transmission, not for every

user. Behaving as a 3rd Party Call Control User Agent, the SME establishes a delivery session to

the CP and the MDF (however, the CP may trigger the delivery by issuing the SIP Invite request

to the SME). Upon receiving the SIP INVITE message, the MDF begins the MBMS Session Start

procedure.

In this procedure the existing 3GPP scheme is reused. All MBMS context states are set to

"Active" and both CN and RAN resources are reserved. Additional SIP signaling between the IMS

core and the UE is avoided, since this would result in network congestion if a large number of users

are addressed (Each user would require a point-to-point bearer to be established). A successful

1The authorization for the UE is performed by the PCRF instead of the BM-SC, as in the

equivalent MBMS procedure
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User 1 P-CSCF SME MDF

1. Invite: Live Content X 2. Invite

4. Invite to multicast

5. 200 ok: MP SDP

6. 200 ok: MP SDP

22. Ack

RAN SGSN GGSN I-S-CSCFPCRF

3. Invite

8a. Auth Req

8b. Auth Res: Token

7. 200 ok: MP SDP

9. 200 ok: MP SDP, Token

23. Ack

10. MBMS Activation Req

11. MBMS Auth Req

12. MBMS Auth Req

13: MBMS Auth Res

14: MBMS Auth Res

15. MBMS Registration Request

16: MBMS Registration Response

17:MBMS context response

18. MBMS Registration Request

19. MBMS Registration Response

20. Provision of MBMS 

Context to RAN

21. Activate MBMS Context Accept

User IMS registration 

Service announcement

Figure D.1: IMS-MBMS integration, session activation

MBMS signaling is indicated by a 200 OK Response. Afterward, the SME sends an Acknowledge

SIP Message to the CP and to the MDF. The CP waits for a con�gurable time (e.g. few sec)

before it begins to transmit the content. After completing the start transmission signaling, a CP

is allowed to send its content. The content is transmitted per unicast to the MDF, where it is

optionally transcoded and afterwards transformed to multicast transport for an MBMS bearer.

When there is no more data to send for a speci�c period of time, the multicast bearer is

released, freeing the network resources. As in the start transmission phase, the SME releases

the session by sending a SIP Bye message for both the CP and MDF. The CP may also trigger

a stop transmission procedure by sending �rst the SIP Bye message and, accordingly, the SME

releases the session as described before. Consequently, the MDF shuts down the relay session by

triggering the MBMS Session Stop Procedure as described in 3GPP MBMS speci�cations. The

network resources are released, although the user SIP dialogs remain active until the user session

termination phase takes place, or until the GGSN performs the deregistration, triggering the end

of the SIP dialogs with the users.
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User 1 SME

1. Invite NO SDP

3. 200 ok: CP SDP

RAN SGSN GGSN P-I-S-CSCFPCRF

2. Invite

CP

IMS registeration

4. 200 ok: CP SDP

8. 200 ok: MP SDP, receive only

5. Invite to relay CP to multicast, SDP, sendonly

MDF

10. Ack: MP SDP, receive only

11. Ack: MP SDP, receive only

9. Ack

6. Session Start Request

7.1. Session Start Response

7.2. MBMS Session Start Request

7.3. MBMS Session Start Response

RAN Resources Setup

7.4. MBMS Session Start Request

7.5. MBMS Session Start Response

Unicast StreamMulticast Stream

Figure D.2: IMS-MBMS integration, start transmission
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