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1. Introduction

The notion of the state is used to describe all kinds of technical, physical, chemical, sociological, or mental phenomena. The state can mean a velocity, a temperature, a color, a noise, or just a state of mind. The state can vary with the time, with the location, or with other parameters.

For states that vary with time and location, one can use partial differential equations to model the underlying phenomena in mathematical terms [21, 22]. Then one can analyze the obtained equations, in order to understand or also to control the phenomena.

In view of employing computers for understanding or controlling, one approximates the continuous equations by discrete equations. This is called a discretization.

In practice, it is generally recognized that finite-dimensional or discrete formulations are well suited to deliver approximate solutions to continuous or infinite-dimensional problems. Thus one can use common numerical methods, optimized to solve the finite-dimensional equations, and to some extent forget about the actual aim of learning about the infinite-dimensional phenomena.

The design of discretizations that preserve certain properties of the continuous equations, like positivity of the solution, dissipativity, symmetry, or energy of the system, has been proven very successful in providing efficient and reliable approximations.

It may happen that the discretization introduces properties that the continuous system does not have.

Consider the example of the Navier-Stokes Equation that models the state of an incompressible flow via its velocity \( v \) and its pressure \( p \) in a domain \( \Omega \) and a time interval \((0, T)\). The describing equations are given via the system

\[
\dot{v} + (v \cdot \nabla)v + \nabla p - \nu \Delta v = f, \quad \text{in} \; \Omega \times (0, T),
\]

and

\[
\text{div } v = 0, \quad \text{in} \; \Omega \times (0, T),
\]

consisting of the momentum equation with a viscosity parameter \( \nu \), the constraint that the flow is divergence-free, and a condition on the initial state of the velocity plus values for the velocity at the boundary \( \partial \Omega \).

Discretizing the spatial component in (1.1), i.e. approximating \( v(t) \) and \( p(t) \) via finite-dimensional vectors \( v_k(t) \) and \( p_k(t) \), a discrete approximation to (1.1) is typically given as

\[
M \dot{v}_k - A(v_k) - J_k^T p_k = f_k, \quad \text{in} \; (0, T),
\]

and

\[
v_k|_{t=0} = \alpha_k \quad \text{and} \quad v_k|_{\partial \Omega} = \gamma_k.
\]

consisting of the momentum equation with a viscosity parameter \( \nu \), the constraint that the flow is divergence-free, and a condition on the initial state of the velocity plus values for the velocity at the boundary \( \partial \Omega \).

Discretizing the spatial component in (1.1), i.e. approximating \( v(t) \) and \( p(t) \) via finite-dimensional vectors \( v_k(t) \) and \( p_k(t) \), a discrete approximation to (1.1) is typically given as

\[
M \dot{v}_k - A(v_k) - J_k^T p_k = f_k, \quad \text{in} \; (0, T),
\]

and

\[
v_k(0) = \alpha_k.
\]

Here, \( k \) is a parameter describing the order of approximation, and the matrices \( J_k \) and \( J_k^T \) represent the differential operators \( \text{div} \) and \( \nabla \) in finite dimensions.

For all common discretizations, the so called mass matrix \( M \) is invertible, so that from Equations (1.2a-c) one can infer, that if \( J_k \alpha_k = 0 \), then a solution \( v_k \) fulfills \( J_k \dot{v}_k = 0 \) for all time. Numerical methods [50, 144], that are state of the art, use the property that (1.2b) implicitly defines the Pressure Poisson Equation

\[
- J_k M^{-1} J_k^T p_k = J_k M^{-1} f + J_k M^{-1} A(v_k)_k,
\]

to decouple the computations of \( v_k \) and \( p_k \).
However, the basic assumption that $J_k \dot{v}_k = 0$ will not necessarily transfer to the continuous case of (1.1), since in the general formulation $\dot{v}$ has to be assumed of low regularity and $\text{div} \dot{v}$ is not defined. The proof whether or not there a solution possesses a higher regularity is a key in the quest for a solution to the millennium problem addressing the existence and uniqueness of solutions to the Navier-Stokes Equation [103]. In our considerations, the use of (1.3) is legitimate in finite dimensions but it might not be a proper approximation in the limit case, where the discretization is arbitrarily close to the continuous equation, cf. also the remarks in [50, p. 642].

Other examples relate to system theoretic properties like controllability and the question when their presence in the discrete equations is transferred to the limit case, see [105, 108] and see [77] for an illustrating example where this is not the case.

The above example of the Pressure Poisson Equation points to the general issue about the conditions under which a transformation of the discrete approximation commutes with a discrete approximation of a related transformation of the continuous problem. In this thesis on decoupling and optimization of differential-algebraic equations, we consider two such transformations, namely

(a) formulation of the optimal control problem as a system of optimality conditions and

(b) decoupling of the differential and algebraic equations

and their interaction with numerical approximations. We will investigate when do these transformations, whose finite-dimensional counterparts are well understood, also apply in the continuous setting and whether they commute with discretizations.

As for optimal control, the question of whether to optimize or to discretize first has been investigated in all fields of application, cf. [79] and see [33, 55, 146, 147] for examples in optimal flow control. As for infinite-dimensional differential-algebraic equations, the interaction of decoupling and discretization has attained attention recently [6, 7, 41].

Understanding the transformations in infinite dimensions may lead to discretizations that come with properties that are desired and compliant with those of the continuous equation. As an example consider the skew-symmetrization of the convective term in weak formulations of the Navier-Stokes Equation such that the discretized convection is skew-symmetric, [68, Ch. 3]. Also, the direct application of algorithms for model reduction [63, 138, 123], update formulas in optimization [52, 72, 78, 95], or decoupling of differential and algebraic parts [6, 7] to infinite dimensional systems have been proven successful for numerical approximation.

The idea of interchanging transformations like discretization, optimization and decoupling is also reflected in the second part of the thesis dealing with the optimal control of finite-dimensional of differential-algebraic equations. Instead of first formulating a decoupling and then stating optimality conditions, we set up formal optimality conditions for the original system. Thus, a possibly necessary decoupling can be applied with respect to efficient numerical approximation rather than being used for theoretical considerations.

We use the particular structure of the equations to show that the solution of the original system implicitly leads to the solution of an equivalent system for which differential and algebraic parts are partially decoupled and optimality conditions are well understood.

Staying with the original differential-algebraic equations and the native variables is motivated by practical considerations. In computations, the decoupling, for example the restriction to the space of divergence-free functions in the Navier-Stokes setting, is not advisable in general or simply unfeasible, cf. the discussion in [7].
Also, if the optimality conditions are in the form of the state equations, then one can resort to the same solvers.

The thesis is structured as follows. We start with an introduction of notions related to differential-algebraic equations and of the functional analysis framework needed to treat infinite-dimensional equations. In Section 3 we define a class of infinite-dimensional differential-algebraic equations and derive a decoupling of differential and algebraic parts. We demonstrate how the abstract concepts apply to the Navier-Stokes Equation. In the following section, Section 4 we formulate the spatially semi-discretized approximation and state convergence of Galerkin schemes. In Section 5 we introduce basic concepts of optimization in Banach spaces. Section 6 is on optimal control of the infinite-dimensional equations. In order to extend known results to differential-algebraic equations, we recall basic and classical results on optimization in Banach spaces. Then we formulate necessary optimality conditions by introducing a formal adjoint equation. We derive necessary conditions for existence of solutions and prove convergence of Galerkin approximations. Also, we discuss how semi-discretization and formulation of optimality conditions are related. In Section 7 we discuss possible linearization approaches to the nonlinear optimality conditions. In Section 8 we consider, finite-dimensional approximations and, in particular, the linear-quadratic optimal control problem. We will give necessary and sufficient conditions for existence of optimal solutions and provide a solution representation via a differential-algebraic Riccati decoupling. In the section on numerical routines, we derive algorithms for efficient solution of the linear-quadratic optimality system.

We conclude the thesis by a summary of the presented work and an outlook. We discuss which questions have been answered and name remaining and related questions and problems for future research.
2. Preliminary Notions and Notations

We introduce some basic concepts concerning differential-algebraic equations and constrained optimal control problems formulated in finite-dimensional and infinite-dimensional spaces.

2.1. A class of Semi-explicit Semi-linear DAEs. We start with defining a prototype of the DAEs that are considered throughout this work. We will define the tractability index of these equations in finite-dimensional cases and discuss its equivalence to other indices and extension to infinite-dimensional state spaces.

For $T > 0$, for a time parameter $t \in (0, T)$, and for variables $v(t)$ and $p(t)$, we will consider equations of type

$$
\begin{pmatrix}
M(t) & 0 \\
0 & 0
\end{pmatrix}
\frac{d}{dt}
\begin{pmatrix}
v(t) \\
p(t)
\end{pmatrix}
- 
\begin{pmatrix}
A(t, v(t)) & J_2^T(t) \\
0 & 0
\end{pmatrix}
\begin{pmatrix}
v(t) \\
p(t)
\end{pmatrix}
= 
\begin{pmatrix}
f(t) \\
g(t)
\end{pmatrix},
$$

(2.1)

where the time derivative is interpreted either in the classical or in a generalized sense. If the state space is continuous, i.e. $v(t)$ and $p(t)$ are located in infinite-dimensional spaces, then we will refer to (2.1) as abstract differential-algebraic equation. Throughout this work, the time parameter $t$ will always be continuous, i.e. we will only consider semi-discretizations. Nevertheless, we will refer to the semi-discretized equations as finite-dimensional or discrete equations.

To introduce basic concepts for the analysis differential-algebraic equations, we state the following finite-dimensional setup:

**Problem 2.1.** Consider Equation (2.1), with $\frac{d}{dt} v(t)$, $v(t)$, and $f(t) \in \mathbb{R}^{n_v}$, with $p(t)$ and $g(t) \in \mathbb{R}^{n_p}$, with $n_v, n_p \in \mathbb{N}$ and $n_v > n_p$, and with $M(t)$, $A(t, v(t))$, $J_2(t)$, and $J_2^T(t)$ being matrices of suitable sizes with entries in $C(0, T; \mathbb{R})$.

We will always assume that $M(\cdot)$ is pointwise invertible and refer to (2.1) as a semi-explicit, semi-linear DAE. The *semi* mean that, at least in the time derivative of the variables, the equation are explicit and linear.

Additionally we assume that $J_1(t)$ and $J_2(t)$ are linear functions.

To the first equation in (2.1) we will refer as the *differential part* and to the second as the *algebraic part* or *algebraic constraint*. Note, that there are other, so-called *hidden constraints*, which constrain the motion of $v$ and $p$ but which are not apparent in (2.1), see [90, p. 177] and [102, p. 323, 426] for examples. Also, there is the notion of the *inherent ODE* that is obtained by formulating (2.1) as an ODE on a manifold that is prescribed via all algebraic constraints, cf. [102, p. 323].

2.2. The Index of the DAEs. We will use the *tractability index* to quantify the considered DAEs, since, in finite dimensions, it can be directly checked for the semi-explicit semi-linear DAEs under consideration.

We introduce a general formulation of a linear DAE and some notions to define the *tractability index* of a DAE.

Omitting the time dependencies, we consider a general linear DAE of the form

$$
E_A \frac{d}{dt} (E_D x) - Ax = q, \quad \text{on} \ (0, T),
$$

(2.2)

for a state $x(t) \in \mathbb{R}^{n_x}$ and with $E_A, E_D \in C(0, T; \mathbb{R}^{n_x \times n_d})$, $A \in C(0, T; \mathbb{R}^{n_x \times n_x})$, and $q \in C(0, T; \mathbb{R}^{n_x})$.

If $E_A$ and $E_D$ are invertible, then (2.2) can be rewritten as an ordinary differential equation. If this is not the case, then (2.2) comprises both differential and algebraic equations and is, thus, referred to as a DAE.
Definition 2.2 (Cf. [114], Def. 2.1). The DAE (2.2) has a properly stated leading term, if
\[ \mathbb{R}^{n_x} = \text{im} \mathcal{E}_A(t) \oplus \ker \mathcal{E}_D(t), \]
for all \( t \in (0, T) \).

Definition 2.3 (Cf. [114], Eqn. (2.2)). Consider Equation (2.2). Given
\[ \mathcal{E}_0 := \mathcal{E}_A \mathcal{E}_D \quad \text{and} \quad \mathcal{A}_0 := \mathcal{A}, \]
for \( i = 0, 1, 2, \cdots \), define the sequences of subspaces and matrices via
\[ N_i := \ker \mathcal{E}_i, \]
\[ S_i := \{ x \in \mathbb{R}^{n_x} : \mathcal{A}_i x \in \text{im} \mathcal{E}_i \}, \]
\[ \mathcal{D}_i := \mathcal{P}_{[N_i]} (\text{projector onto } \ker \mathcal{E}_i), \]
\[ \mathcal{P}_i := I - \mathcal{D}_i, \]
and
\[ \mathcal{E}_{i+1} := \mathcal{E}_i + \mathcal{A}_i \mathcal{D}_i \quad \text{and} \quad \mathcal{A}_{i+1} := \mathcal{A}_i \mathcal{P}_i. \]
The definition of the spaces and matrices hold pointwise for \( t \in (0, T) \).

We can now define the tractability index:

Definition 2.4 ([114], Def. 2.2). Consider equation (2.2) and assume that the matrix coefficients are continuous and that \( \mathcal{E}_A \) and \( \mathcal{E}_D \) fulfill Definition (2.2). Consider the sequences of operators and subspaces defined in Definition 2.3. Then, the differential-algebraic equation (2.2) has
(a) tractability index \( i_\mu = 1 \), if \( N_0 \cap S_0 \) has a constant dimension \( d_0 > 0 \) and \( \dim(N_1 \cap S_1) = 0 \), for all \( t \in (0, T) \).
(b) tractability index \( i_\mu = 2 \), if \( \dim(N_0 \cap S_0) = d_0 \) and \( \dim(N_1 \cap S_1) = d_1 \), with \( d_0, d_1 > 0 \), and \( \dim(N_2 \cap S_2) = 0 \), for all \( t \in (0, T) \), or,
(c) tractability index \( i_\mu = \mu \), if \( \dim(N_j \cap S_j) = d_j > 0 \), for \( j = 0, 1, \cdots, \mu \), and \( \dim(N_\mu \cap S_\mu) = 0 \).

Remark 2.5. For nonlinear DAEs, one defines the tractability index as the tractability index that, if it exists, is obtained via Definition 2.4 for all linearizations of the state equations about all states \( x^* \) in a neighborhood of a solution, cf. [115, Def. 2.3].

It will turn out, that in the semi-linear case of the form (2.1) the nonlinearity does not interfere with definition of the operators and subspaces, so that we can directly apply the linear theory.

Proposition 2.6. Consider the setup of Problem (2.1). If \( M \) is pointwise invertible and if \( J_2 M^{-1} J_1^T \) is pointwise invertible, then the DAE (2.1) is of tractability index \( i_\mu = 2 \).

Proof. Having factorized, the leading matrix \( \begin{bmatrix} M(t) & 0 \\ 0 & 0 \end{bmatrix} \), as \( \mathcal{E}_A := \begin{bmatrix} M(t) \\ 0 \end{bmatrix} \) and \( \mathcal{E}_D := \begin{bmatrix} I & 0 \end{bmatrix} \), and using that \( M \) is invertible, we find that (2.1) has a properly stated leading term, cf. Definition 2.4.

Furthermore, using the invertibility of \( J_2 M^{-1} J_1^T \), we can give explicit representation of the matrix sequences defined in Definition 2.3 in its realization for the
Before commenting on the index for abstract systems, we mention the commonly used differentiation index and its relation to the tractability index, see \[116\] for a general overview.
Definition 2.8 ([116] Def. 1). Write (2.1) as $F(t, x, \dot{x}) = 0$ on $(0, T)$, assume that it has a solution $x$; and, formally, define

$$F_I(t, x, \dot{x}, \ldots, x^{(l+1)}) = \begin{bmatrix} F(t, x, \dot{x}) \\ \frac{d}{dt} F(t, x, \dot{x}) \\ \vdots \\ \frac{d^l}{dt^l} F(t, x, \dot{x}) \end{bmatrix}.$$ 

The smallest integer $i_\nu$, if it exists, such that the solution $x$ is uniquely defined via $F_I(t, x, \dot{x}) = 0$ for any initial value that fulfills all (hidden) constraints, is called the differentiation index.

Remark 2.9. The definition of the differentiation index $i_\nu$ for (2.1) requires a certain smoothness of the coefficients. If, in the case of Problem 2.1, the differentiation index is defined, then it coincides with the tractability index, cf. [13] Rem. 2.3.

To fit also abstract systems of type (2.1), the tractability index has been generalized in [105, 115], see in particular [116] for a general discussion of index concepts for abstract DAEs. However, the basic assumption on properness of the leading term, cf. Definition (2.2), cannot be transferred to the evolution setting, that we will consider in Section 3 and that is discussed in [115, 145]. The problem here is that, the state space $X$ is assumed strictly smaller than its dual $X'$ where the equations are posed in. Then, in the generic case, cf. [145, Ch. 4], one has that $\frac{d}{dt} : ((0, T) \to X) \to ((0, T) \to X')$ and the factorization of the leading term as $\mathcal{E}_A \frac{d}{dt} \mathcal{E}_D$ with $\mathcal{E}_A : X' \to X'$ as the dual operator of $\mathcal{E}_D : X \to X$.

Another index concept, the perturbation index, cf. [58], has been generalized to the evolution setting in [115, Def. 2.4].

We will quantify the equations of Section 3 by means of the index that is obtained after applying stable semi discretizations. In this sense, we will consider abstract DAEs of tractability index 2, while in [145] and [115] the index-1 case was investigated.

For completeness, we mention the Kronecker index for abstract DAEs as it was considered in [131], that can be defined in the linear time invariant case.

2.3. The Index of DAEs with Inputs. The definitions of the tractability index and the differentiation index apply for uncontrolled systems as (2.1). In this section, we will remark on index concepts for systems that include inputs, as, e.g.,

$$\begin{bmatrix} M(t) & 0 \\ 0 & \frac{d}{dt} \end{bmatrix} \begin{bmatrix} v \\ p \end{bmatrix} (t) = \begin{bmatrix} A(t, v(t)) & J^T_1(t) \\ J_2(t) & 0 \end{bmatrix} \begin{bmatrix} v(t) \\ p(t) \end{bmatrix} - \begin{bmatrix} B_1(t) \\ B_2(t) \end{bmatrix} u(t) = \begin{bmatrix} f(t) \\ g(t) \end{bmatrix},$$

(2.4)

where $u$ is located, e.g., in $U := C(0, T; \mathbb{R}^{n_u})$, $n_u \in \mathbb{N}$, and $\begin{bmatrix} B_1(t) \\ B_2(t) \end{bmatrix}$ is a linear operator that maps $u \in U$ into the space where the equation is posed in.

For such controlled systems (2.4), the relation of inputs $u$ and variables $(v, p)$ has to be included in the definition of an index. As an illustrating example consider the system

$$\begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \end{bmatrix} - \begin{bmatrix} 1 & 1 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} - \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad x_1(0) = 0. \tag{2.5}$$

and note that the definition of the input can change the system’s differential-algebraic structure. With the assignment $u_2 := \dot{x}_2$, System (2.5) can be interpreted as an ODE for $x_1$ and $x_2$. Assigning $u_2 := x_1$, the system can be reformulated to give only algebraic equations for $x_1$ and $x_2$.

A general approach to this issue bases on the behavior formulation, cf. [129], which considers the controlled DAE (2.4) as an underdetermined system $\mathcal{E}_{z, \dot{z}}$
A_z(z) = 0 in the augmented variable $z := [x, u]$. For the behavior formulation, one can define the strangeness index \[23, 90\] that generalizes the differentiation index to under- (and overdetermined) systems.

For the behavior system, one can identify free components of $z$ that are then defined as the new controls, cf. \[27, 90, 91\]. This approach is natural, since if the chosen controls are not free variables in the behavior formulation, then the problem is ill-posed.

If it comes to applications, however, one cannot freely redefine the controls and variables since they are prescribed by the physical setup. In this case one can only hope that the problem is well-posed, in the sense that, the system can be reformulated as a system of strangeness-free system, which is a Banach space with the dual norm

- is a Banach space.

### Functional Analysis Framework

In view of abstract formulations we introduce basic definitions and notions of operators on Banach spaces. Then, in view of modelling states of dynamical systems, we introduce spaces of functions in spatial variables. To account for time evolution, we introduce the concept and functional analytical framework of abstract functions, i.e. functions of time that take on values in function spaces. If not stated otherwise, the basic notation and propositions of this section are taken from \[133, Ch. 1, 7\]. A detailed introduction into the functional analytical preliminaries for evolution equations can be found, e.g., in \[45\].

#### Banach Spaces and Operators

Let $V$, $W$ be real or complex Banach spaces. A linear map $A: V \to W$ is called a bounded or continuous linear operator if there exists a constant $c$ such that $\|Av\| \leq c\|v\|_V$. We denote the set of bounded linear operators by $\mathcal{L}(V,W)$, which — equipped with the norm

$$\|A\|_{\mathcal{L}(V,W)} = \sup_{v \in V \setminus \{0\}} \frac{\|Av\|_W}{\|v\|_V}$$

— is a Banach space.

#### Dual Spaces and Dual Operators

For a normed vector space $V$, its dual space $V'$ is defined as $V' := \mathcal{L}(V, \mathbb{R})$, which is a Banach space with the dual norm

$$\|v'\|_{V'} = \sup_{v \in V \setminus \{0\}} \frac{\langle v', v \rangle_{V' \times V}}{\|v\|_V},$$

where $\langle v', v \rangle_{V' \times V} := v'(v)$ stands for the dual form. To emphasise its linearity, we will refer to the dual form as the dual product. For $A \in \mathcal{L}(V,W)$ there exists a unique dual operator $A' \in \mathcal{L}(W', V')$, satisfying

$$\langle w', Av \rangle_{W' \times W} = \langle A'w', v \rangle_{V' \times V} \quad \text{and} \quad \|A\|_{\mathcal{L}(V,W)} = \|A'\|_{\mathcal{L}(W', V')}$$

for all $w' \in W'$ and all $v' \in V'$. If $A$ is defined on a domain of definition $D(A)$ that is closed and dense in $V$, then the dual operator $A': D(A') \subset W' \to V'$ is defined on

$$D(A') := \{w' \in W' : \text{there exists } v' \in V' : \langle w', Av \rangle = \langle v', v \rangle \text{ for all } v \in D(A)\}.$$
A normed vector space $V$ is called reflexive, if there exists an isometric isomorphism between $V$ and $(V')' = V''$. If this is the case we will identify $V''$ with $V$ to make use of the induced symmetry of the dual product:

$$\langle v', v \rangle_{V',V} = v'(v) = v''(v') = \langle v'', v' \rangle_{V'',V} = \langle v, v' \rangle_{V,V'}.$$

**Operators on Hilbert Spaces.** Let now $H$ be a Hilbert space with scalar product $(.,.)_H$ and the induced norm $\|\cdot\|_H$. Then the Riesz Representation Theorem [45] Thm. 6.1] states, that for any $y' \in H'$ there exists a unique $y \in H$ such that

$$\langle y', h \rangle_{H',H} = (h,y)_H \text{ for all } h \in H \text{ and } \|y'\|_{H'} = \|y\|_H.$$ From this, one can deduce [57] Cor. 6.3.6 the existence of the Riesz isomorphism $j_H : \mathcal{L}(H,H') \rightarrow \mathcal{L}(H,H')$ with $j_H y = y'$, $j_H^{-1} y' = y$ and $\|j_H\|_{\mathcal{L}(H,H')} = \|j_H^{-1}\|_{\mathcal{L}(H',H)} = 1$. This implies that $H'$ is also a Hilbert space with the scalar product $\langle h', y' \rangle_{H'} := \langle j_H^{-1} h, j_H^{-1} y \rangle_H$. Since every Hilbert space is reflexive we can always identify $H$ with $H''$, which yields $j_H' = j_H^{-1}$, $j_{H'} = j_H$. If $A \in \mathcal{L}(H,W)$ and $W = W''$ is a Hilbert space as well, then $A'' = A$.

**Complements, Annihilators and Projections** We summarize some results of [59] Ch. III.4. A bounded linear operator $P : V \rightarrow V$ with $P^2 = P$ is called a projection. A (closed) subspace $V_s \subset V$ is called complemented if there exists a second subspace $V_r \subset V$ such that $V = V_s \oplus V_r$, i.e., for any $v \in V$, there are uniquely defined $v_s, v_r \in V_s, V_r$, such that $v = v_s + v_r$. In this case one can define the operator $P_{[V_s,V_r]} : V \rightarrow V; v \mapsto v_s$. The operator $P_{[V_s,V_r]}$ is a projection since it is linear, bounded, and $P_{[V_s,V_r]}^2 = P_{[V_s,V_r]}$ as its complement $P_{[V_s,V_r]} := I - P_{[V_s,V_r]} : v \mapsto v_r$. Conversely, if a projection $P_{[V_s,V_r]}$ is in $\mathcal{L}(V,V)$, then $V = \ker P_{[V_s,V_r]} \oplus \text{im} P_{[V_s,V_r]}$.

A Hilbert space, for any subspace $H_s \subset H$, one has the orthogonal complement $H_{s\perp}$ defined as

$$H_{s\perp} := \{ v \in H : (v,w) = 0, \text{ for all } w \in H_s \}.$$ With $H = H_s \oplus H_{s\perp}$, we define the orthogonal projector $P_{[H_s]} := P_{[H_s,H_{s\perp}]}$. Regardless of the choice of the complement, the projections onto $H_s$ are equivalent in the sense, that for any $H_r$ being a complement to $H_s$, one has

$$\frac{1}{\|P_{[H_s,H_r]}\|} \|P_{[H_s,H_r]}\| \leq \|P_{[H_r]}\| \leq \|P_{[H_s,H_r]}\|.$$ This follows from the norm of a projection being $\geq 1$ [46] Thm. 7.13 and equality holding for orthogonal projections and from $P_{[H_s,H_r]} = P_{[H_s,H_r]}P_{[H_s,H_r]}$. The orthogonal complement is a special case of the annihilator $V_s^0 \subset V'$ that can be defined for every subspace $V_s$ of a Banach space $V$ via

$$V_s^0 := \{ v' \in V' : \langle v', v \rangle_{V,V} = 0, \text{ for all } v \in V_s \}. \quad (2.6)$$

**Convergence and Compactness** A sequence $\{v_n\}_{n \in \mathbb{N}}$ in a Banach space $V$ is called strongly or norm convergent, if there exists a $v \in V$ such that $\|v_n - v\|_V \rightarrow 0$ as $n \rightarrow \infty$. Then we write $v_n \rightarrow v$. It is called weakly convergent if $\langle f, v_n - v \rangle \rightarrow 0$, as $n \rightarrow \infty$, for all $f \in V'$, Weak convergence of $\{v_n\}_{n \in \mathbb{N}}$ to $v \in V$ is denoted by $v_n \rightharpoonup v$. By a corollary of the Banach-Steinhaus Theorem every weakly convergent sequence is bounded [133] Cor. 1.4.
Since the norm is convex, every Banach space is a locally convex space for which one can define the following notion [133, p. 2]. A subset $U$ of a Banach space $V$ is called closed, if every Cauchy sequence in $U$ has its limit in $U$. The closure of $U$ in the norm of $V$, that we denote by $\overline{U}$, is the smallest closed subset of $V$ that contains $U$. We say that $U$ is dense in $V$, if $\overline{U} = V$. We say that $V$ is separable if there exists a dense subset of $V$ that is at most countable.

A subset $U$ of a Banach space $V$ is called (sequentially) compact, if every sequence in $U$ contains a norm convergent subsequence. In Banach spaces the definitions of compactness and sequential compactness coincide, cf. [133, p. 7]. A subset $U$ is called precompact, if the closure of $U$ with respect to $\|\cdot\|_V$ is compact.

A subset $U$ is called weakly (sequentially) compact if every bounded sequence has a weakly convergent subsequence. By the Eberlein–Šmulian Theorem [150], in Banach spaces, weak sequential compactness is equivalent to weak compactness as it can be defined for more general spaces. As an important conclusion, one has, that in reflexive Banach spaces, bounded sets are weakly compact, so that every bounded sequence has a weakly convergent subsequence, cf. [161, Thm. 21.D].

**Spaces of Integrable Functions** The following definitions use notions as measurability and integrability in the sense of Lebesgue from measure theory. See e.g. [45, Ch. II] for the basic definitions.

Let $\Omega \subset \mathbb{R}^d$, $d \in \mathbb{N}$, be a domain with a regular boundary $\partial \Omega$ in the sense of Calderón [45, Def. II.1.17]. By Lemma 1.1.27 in [45], this means that $\Omega$ and $\partial \Omega$ fulfill the following assumption:

**Assumption 2.10.** The subset $\Omega \subset \mathbb{R}^d$, $d \in \mathbb{N}$ is a domain, i.e. it is open, simply connected, and bounded, and there are constants $R, L > 0$ such that for all $x_0 \in \partial \Omega$ there exists a neighborhood $U(x_0)$, that is the image of

$$U = \{ y = [y_1, \ldots, y_d] \in \mathbb{R}^d : \sqrt{y_1^2 + \cdots + y_{d-1}^2} < R, |y_d| < 2LR \}
$$

possibly after translation or rotation, under the condition that

(a) $x_0 = S_{x_0}(0)$,

(b) there exists a Lipschitz-continuous function $f_{x_0}: \mathbb{R}^{d-1} \to \mathbb{R}$ with Lipschitz-constant $L$, such that

$$\partial \Omega \cap U_{x_0} = \{ [y_1, \ldots, y_{d-1}, f_{x_0}(y_1, \ldots, y_{d-1})] : \sqrt{y_1^2 + \cdots + y_{d-1}^2} < R \},
$$

(c) and that

$$\Omega \cap U_{x_0} = \{ y \in U_{x_0} : \sqrt{y_1^2 + \cdots + y_{d-1}^2} < R, f_{x_0}(y_1, \ldots, y_{d-1}) < y_d < 2LR \}.
$$

Convex and bounded sets of $\mathbb{R}^d$ have regular boundaries [45, Rem. II.1.11].

By $L^p(\Omega)$, $1 \leq p < \infty$, we denote the space of all measurable functions $u : (\Omega \to \mathbb{R})$ with $\int_\Omega |u(\omega)|^p \, d\omega < \infty$. With the norm

$$\|u\|_{L^p(\Omega)} := \left( \int_\Omega |u(\omega)|^p \, d\omega \right)^{1/p},
$$

the space $L^p(\Omega)$ is a Banach space. For $l \in \mathbb{N}$ and with the norm $\|u\|_{L^p(\Omega)} = \left( \int_\Omega \left( \sum_{i=1}^l |u_i(\omega)|^2 \right)^{p/2} \, d\omega \right)^{1/p}$, $[L^p(\Omega)]^l := \{(u_1, \cdots, u_l) : u_i \in L^p(\Omega), i = 1, \cdots, l \}$ is a Banach space.

With the scalar product

$$(u, v)_{[L^2(\Omega)]^l} := \sum_{i=1}^l \int_\Omega u_i v_i \, d\omega,
$$
By $L^1_{\text{loc}}(\Omega)$, we denote the space of \textit{locally integrable functions}, i.e. all $u \in (\Omega \to \mathbb{R})$ with $\int_K |u(\omega)| \, d\omega < \infty$ for all compact $K \subset \Omega$.

For $1 \leq p < \infty$ and $l \in \mathbb{N}$, the space $[L^p(\Omega)]^l$ is separable and reflexive. In the case $p = 1$, it is separable \cite[Lems. 1.15, 1.16]{Horn}.\]

\textbf{Remark 2.11} (Hölder’s inequality). Consider given conjugated exponents $p$ and $p'$, i.e. $\frac{1}{p} + \frac{1}{p'} = 1$. If $1 < p < \infty$, or $p = 1$ and $p' = \infty$, then for $u \in L^p(\Omega)$ and $v \in L^{p'}(\Omega)$ one has $uv \in L^1(\Omega)$ and $|\int_\Omega uv \, d\omega| \leq \|u\|_{L^p(\Omega)} \|v\|_{L^{p'}(\Omega)}$.

For $1 \leq p < \infty$ one can identify the dual space $[[L^p(\Omega)]']$ as $[L^{p'}(\Omega)]$, where $p'$ is the conjugated exponent to $p$.

\textbf{Remark 2.12}. The elements of the spaces of integrable functions, defined in this and in the following sections, are the equivalence classes of functions that take on the same values on $\Omega$ except from subsets of zero measure, see e.g. \cite[Ch. II.2]{Horn} for a definition. In particular, two functions $u$ and $w$ belong to the same equivalence class, meaning they are considered the same element of the function space, if $u = v$ almost everywhere (a.e.) on $\Omega$.

**Generalized or Weak Derivatives** Let $C_0^\infty(\Omega)$ be the set of infinitely often differentiable functions with compact support in $\Omega$. For any $u \in L^1_{\text{loc}}(\Omega)$ we have that

$$\langle u, \phi \rangle := \int_{\Omega} u(\omega)\phi(\omega) \, d\omega < \infty,$$

for all $\phi \in C_0^\infty(\Omega)$. If there exists $g \in L^1_{\text{loc}}(\Omega)$ such that

$$\langle g, \phi \rangle = (-1)^{|\alpha|}\langle u, \partial^\alpha \phi \rangle \quad \text{for all } \phi \in C_0^\infty(\Omega),$$

then $g$ is called the derivative of $u$ in the \textit{weak sense}, with respect to the multi-index $\alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}^d$. We will write $g = \partial^\alpha u$. Here $\partial^\alpha$ is short for $\partial_1^{\alpha_1} \partial_2^{\alpha_2} \cdots \partial_d^{\alpha_d}$ and $|\alpha| := \sum_{i=1}^d \alpha_i$, and $\omega_i$ is the $i$-th coordinate in $\Omega \in \mathbb{R}^d$, $i = 1, \ldots, d$.

Since $L^p(\Omega) \subset L^1_{\text{loc}}(\Omega)$ for $1 \leq p < \infty$, relation \eqref{eq:weak_derivative} defines a derivative of any $u \in L^p(\Omega)$ if it exists.

Let $\nabla u := (\partial^\alpha u, \cdots, \partial^\alpha u)$ denote the $d$-tuple of the first order derivatives, where $e_i$ is the $i$-th canonical unit vector, $i = 1, \cdots, d$.

For a $d$-tuple $u = (u_1, \ldots, u_d) \in [L^1_{\text{loc}}(\Omega)]^d$, we define $\text{div} u := \sum_{i=1}^d \partial^\alpha u_i$, if this sum is in $L^1_{\text{loc}}(\Omega)$.

**Sobolev and Bochner Spaces** For $1 \leq p < \infty$ and $k \in \mathbb{N}$ define the \textit{Sobolev space}$W^{k,p}(\Omega) := \{ u \in L^p(\Omega) : \partial^\alpha u \in L^p(\Omega), \text{ for all } \alpha \in \mathbb{N}^d, |\alpha| \leq k \}$

which is a Banach space, if one considers the norm

$$||u||_{W^{k,p}(\Omega)} := \left[ \int_{\Omega} \left( \sum_{\alpha \in \mathbb{N}^d, |\alpha| \leq k} |\partial^\alpha u(\omega)|^2 \right)^{p/2} \, d\omega \right]^{1/p}.$$

If $p = 2$, then the norm is induced by the scalar product

$$\langle u, v \rangle_{W^{k,2}(\Omega)} := \sum_{\alpha \in \mathbb{N}^d, |\alpha| \leq k} \langle \partial^\alpha u, \partial^\alpha v \rangle_{L^2(\Omega)}.$$

In particular, the space $W^{k,2}(\Omega)$ is a Hilbert space.

By $W^{k,p}_0(\Omega)$, we denote the closure of $C_0^\infty(\Omega)$ in the norm of $W^{k,p}(\Omega)$ \cite[Def. II.1.16]{Horn}. If $\Omega$ is bounded, then

$$||u||_{W^{k,p}_0(\Omega)} := \left[ \int_{\Omega} \left( \sum_{\alpha \in \mathbb{N}^d, |\alpha| = k} |\partial^\alpha u(\omega)|^2 \right)^{p/2} \, d\omega \right]^{1/p}.$$
defines a norm that is equivalent to \( \| \cdot \|_{W^{k,p}_0(\Omega)} \) on \( W^{k,p}_0(\Omega) \). In the case that \( p = 2 \), this norm is induced by
\[
(u,v)_{W^{k,2}} := \sum_{\alpha \in \mathbb{N}^d : |\alpha| = k} (\partial^\alpha u, \partial^\alpha v)_{L^2(\Omega)}.
\]
Thus, \( W^{k,2}_0(\Omega) \) is a Hilbert space.

The definition of vector valued Sobolev spaces \([W^{k,p}(\Omega)]^l\) and \([W^{k,p}_0(\Omega)]^l\) is done by analogy with \([L^p(\Omega)]^l\).

For \( l \in \mathbb{N} \) and \( 1 \leq p < \infty \), the space \([W^{k,p}(\Omega)]^l\) is separable, for \( 1 < p < \infty \), it is reflexive [133, Ch. 1.2.3].

For functions in \([0,T] \to V\), where \( V \) itself is an infinite-dimensional Banach space one can define the corresponding function spaces resorting to the notion of Bochner integrability, see [134, Ch. IV] for a thorough or, e.g., [133, Ch. 1.1.5] for a brief introduction.

For \( 1 \leq p < \infty \) the Bochner space \( L^p(0,T;V) \) is the space of Bochner integrable functions \( u \in ([0,T] \to V) \) satisfying \( (\int_{0,T} \| u(t) \|_V^p \, dt)^{1/p} < \infty \). The space \( L^\infty(0,T;V) \) is the space of functions \( v \in ([0,T] \to V) \) with \( \| v(t) \| \leq C < \infty \), for almost all \( t \in (0,T) \). This space is complete with the norm \( \| v \|_{L^\infty(0,T;V)} := \text{ess sup}_{t \in (0,T)} \| v(t) \|_V \), defined as the infimum of the suprema of \( v(t) \) taken over all subsets of \( (0,T) \) that have a nonzero measure.

**Theorem 2.13** ([35], Thm. IV.1.14 and Rem. IV.1.10, pp. 131). Let \( 1 < p < \infty \) and \( T > 0 \). If \( W \) is reflexive or separable, then for any \( l \in (L^p(0,T;W))' \) there exists a unique representation via
\[
[l[w]] = \int_0^T (v_t(s),w(s))_{W',W} \, ds, \quad \text{for all } w \in L^p(0,T;W) \tag{2.8}
\]
with \( v_t \in L^p(0,T;W') \), \( \frac{1}{p} + \frac{1}{p'} = 1 \). The mapping \( l \mapsto v \) is linear and it holds that \( \|l\|_{(L^p(0,T;W))'} = \|v\|_{L^p(0,T;W')} \).

**Remark 2.14** ([35], Rem. IV.1.11). A direct consequence is that if \( W \) is reflexive, then \( L^p(0,T;W) \) is reflexive as well.

For locally Bochner integrable functions \( u \), a candidate weak derivative is defined by analogy with the definition on page 14 for Lebesgue integrable functions, see, e.g., [40, Def. 8.1.1].

**Definition 2.15** (cf. [133], Ch. 7.1). A function \( v \in L^1_{\text{loc}}(0,T;W) \) is the weak time derivative \( \dot{u} \) of \( u \in L^1_{\text{loc}}(0,T;W) \), if
\[
\int_0^T v(t)\phi(t) \, dt = - \int_0^T u(t)\dot{\phi}(t) \, dt,
\]
for all \( \phi \in C_c^\infty(0,T) \).

We define the Sobolev–Bochner spaces
\[
W^{1,p,q}(0,T;V,W) := \{ v \in L^p(0,T;V) : \dot{v} \in L^q(0,T;W) \}.
\]
If \( p = q = 2 \), we write
\[
W(0,T;V,W) := \{ v \in L^2(0,T;V) : \dot{v} \in L^2(0,T;W) \}.
\]
For a space \( V \), we define \( V' = L^2(0,T;V') \), \( H := L^2(0,T;H) \), \( H_{df} := L^2(0,T;H_{df}) \), \( Q := L^2(0,T;Q) \) and others.
We will always assume that the assumptions of Theorem 2.13 hold, so that we can write the dual product in, e.g., $V' \times V$ as
\[
\langle f, v \rangle_{V', V} := \int_0^T \langle f(t), v(t) \rangle_{V', V}, \ dt,
\]
for $f \in L^2(0, T; V')$ and $v \in L^2(0, T; V)$.

**Embeddings and Gelfand Triples** If there exists a continuous embedding operator $i: X \to Y$, then we call $X$ continuously embedded in $Y$, we write $X \hookrightarrow Y$ and we make use of $\|x\|_Y := \|ix\|_Y$. If $i$ is compact, then the embedding is called compact and is denoted by $X \hookrightarrow^c Y$. These definitions are given, e.g., in [133, p. 9] or [40], from where we have borrowed the notation for the embeddings.

If there exists an isometric isomorphism $i: X \to Y$, i.e. $i$ is invertible and $\|ix\|_Y = \|x\|_X$, we write $X \cong Y$ and, tacitly omitting $i$, sometimes directly identify $X = Y$.

Given a reflexive Banach space $V$ and a Hilbert space $H$, where $V$ is dense in $H$ and $V \hookrightarrow H$. Then by [45, Rem. I.5.14] one has $H' \hookrightarrow V'$, and, having identified $H = H'$ via the Riesz isomorphism, the triple embedding $V \hookrightarrow H \hookrightarrow V'$ — often referred to as *Evolution or Gelfand triple* [40, p. 83].

Within the Gelfand triple, we will always omit the injection $i$ and treat, e.g., $v \in V$ as an element of $H$, that is we tacitly identify $V$ with $i(V)$ to get the algebraic inclusion $V \subset H$.

Assuming $V \subset H$, the dual product $\langle \cdot, \cdot \rangle_{V', V}$ is the continuous extension of $\langle \cdot, \cdot \rangle_{H', H} = (j \cdot, \cdot)_{H', H}$ onto $V' \times V$. In particular, if $f \in H' \subset V'$, then $\langle f, v \rangle_{V', V} = \langle jf, v \rangle_{H', H}$ for all $v \in V \subset H$, where $j: H' \to H$ is the Riesz isomorphism [133, Ch. 7.2].

Note that the dual product in the Gelfand triple is different from the dual product in $V$. In particular, in the case when $V$ is a Hilbert space, one cannot use, e.g., the Riesz isomorphism to identify $V$ and $V'$, see [25, Ch. 5.2] for a concrete example. In fact, if $V$ is a Hilbert space itself, if $V \subset H$, and if $V'$ is defined with respect to the scalar product in $H$, then there exists a homeomorphism from $V$ into $V'$ only if $V \subset H$ is a closed subset. This can be seen as follows. Let $i: V \to H$ be the embedding operator and thus bounded and injective. Then $i': H' \to V'$ is the embedding operator of $H'$ into $V'$. Thus, $i'j'i: V \to V'$ is bounded and injective, where $j$ is the Riesz isomorphism in $H$. Assume there exists an homeomorphism $h: V \to V'$. Then $i'j'i$ must be surjective, as one can use the injections to identify $V \cong i'j'i(V) \subset V' \cong V$. Then, $i': H' \to V'$ must be surjective, which by the *Closed Range Theorem* [83, Thm. IV.5.13] can only be the case, if the range of $i: V \to H$ is closed.

Recall that we consider a domain $\Omega \subset \mathbb{R}^d$ with a regular boundary $\partial \Omega$ fulfilling Assumption 2.10.

The *Sobolev Embedding Theorems*, see, e.g., [15, Thm. II.1.2], state that for $1 \leq p < \infty$,
\[
[W^{p,k}(\Omega)]^d \hookrightarrow [W^{q,l}(\Omega)]^d,
\]
if $0 \leq k < l$ and $\frac{1}{p} - \frac{k-l}{d} \leq \frac{1}{q} < 1$.

If $1 \leq p < \infty$ and $k \geq 1$, then $W^{k,p}(\Omega) \hookrightarrow W^{k-1,p}(\Omega)$ is compact, i.e. $W^{k,p}(\Omega) \hookrightarrow W^{k-1,p}(\Omega)$ [15, Lem. II.1.28].

Since $C_0^\infty(\Omega)$ is dense in $W^{k,p}_0(\Omega)$ by definition and dense in $L^q(\Omega)$ by [25, Cor. 4.23], we have that $W^{k,p}_0(\Omega)$ is dense in $L^q(\Omega)$, $k \geq 1$, $1 \leq p, q < \infty$. Thus, we can define the Gelfand triple
\[
W^{1,2}_0(\Omega) \hookrightarrow L^2(\Omega) \hookrightarrow W^{-1,2}(\Omega) := (W^{1,2}_0(\Omega))',
\]
Lemma 2.16

where the embeddings are even compact.

For Bochner spaces we have the embedding $W^{1,p,p'}(0,T;V,V') \hookrightarrow C([0,T],H)$, for $1 \leq p, p' \leq \infty$ such that $\frac{1}{p} + \frac{1}{p'} = 1$, [133, Lem. 7.3], provided that $V \hookrightarrow H \hookrightarrow V'$ is a Gelfand triple. We will also make use of the Aubin-Lions Lemma:

Lemma 2.16 ([133] Lem. 7.7). If $V_1, V_2, V_3$ are Banach spaces and $V_1 \xrightarrow{c} V_2 \xrightarrow{\subset} V_3$, $1 < p < \infty$, and $1 \leq q \leq \infty$, then

$$W^{1,p,q}(0,T;V_1,V_3) \xrightarrow{c} L^p(0,T;V_2).$$

Operators on Spaces of Abstract Functions

To treat abstract formulations, the following definitions and results, adapted from [133, Ch. 1.3], are needed. Let $A : \Omega \times V \to W$. Then $A$ is a Carathéodory mapping if

$$A(\omega, \cdot) : V \to W \quad \text{is continuous for } \omega, \text{ a.e. in } \Omega \quad \text{and} \quad A(\cdot, v) : \Omega \to W \quad \text{is measurable for all } v.$$

If, in addition, $\|A(\omega, v)\|_W \leq \gamma(\omega) + c\|v\|_{W_0}^{p/p_0}$ for some $\gamma \in L^{p_0}(\Omega;\mathbb{R})$, then the Nemyckij map $N_A \in (\Omega \to W)$ of a function $u \in L^p(\Omega;V)$, defined as

$$[N_A(u)](x) = A(x, u(x)),$$

is in $L^{p_0}(\Omega;W)$, where $1 \leq p < \infty$ and $1 \leq p_0 \leq \infty$.

The same arguments are valid if one replaces $\Omega$ by $(0,T) \subset \mathbb{R}$. In particular, if $A : V \to W$ is linear and bounded, then $[N_A(v)](\cdot) := A(v(\cdot))$ is in $L^p(0,T;W)$ for $v \in L^p(0,T;V)$. We will not distinguish notationally between $N_A : L^p(0,T;V) \to L^{p_0}(0,T;W)$, as a mapping between abstract functions, and $A : V \to W$.

Nonlinear Operators and Fréchet Derivative

For an operator $A : V \to W : v \mapsto A(v)$ one defines the following properties [162, Def. 27.14]: Let $\{v_n\}_{n \in \mathbb{N}} \subset V$ be arbitrary. Then we say that $A$ is

(a) continuous, if it holds that if $v_n \to v$, then $A(v_n) \to A(v)$,
(b) strongly continuous, if it holds that if $v_n \to v$, then $A(v_n) \to A(v)$,
(c) weakly continuous, if it holds that if $v_n \rightharpoonup v$, then $A(v_n) \to A(v)$,
(d) demicontinuous, if it holds that if $v_n \to v$, then $A(v_n) \rightharpoonup A(v)$,
(e) or, in the case that $W = V'$, hemi–continuous, if $t \mapsto \langle A(u + tv), w \rangle_{V',V}$ is continuous on $[0,T]$ for all $u, v, w \in V$,

as $n \to \infty$.

Note that what is defined as strongly continuous here, is often referred to as completely or totally continuous.

Let $V$ and $W$ be Banach spaces. A mapping $A : V \to W$ is called compact, if it maps bounded sets into precompact sets [133, p. 7].

One has that if $A$ is strongly continuous, then $A$ is compact. The opposite direction holds if $A$ is also linear, cf. [161, Prop. 26.2]. We call $A : V \to W$ bounded if it maps bounded sets in $V$ into bounded sets in $W$ [133, p. 5].

We now consider a reflexive and separable Banach space $V$ and $A : V \to V'$. We call $A$ monotone if for any $v, u \in V$, it holds that $\langle A(u) - A(v), u - v \rangle_{V',V} \geq 0$.

In view of semi-linear parabolic problems, cf. [133, Ch. 8.6], we introduce the notion of pseudomonotonicity:

Definition 2.17. [133, Def. 2.1] The operator $A : V \to V'$ is called pseudomonotone if $A$ is bounded and if for given $\{u_k\}_{k \in \mathbb{N}} \subset V$, $u_k \rightharpoonup u \in V$,

$$\limsup_{k \to \infty} \langle A(u_k), u_k - u \rangle_{V',V} \geq 0$$

implies that for any $v \in V$,

$$\langle A(u), u - v \rangle_{V',V} \leq \liminf_{k \to \infty} \langle A(u_k), u_k - v \rangle_{V',V}.$$
The prototype example of a pseudomonotone operator is the sum of a monotone and hemicontinuous operator and a strongly continuous operator [162, p. 581].

For the sections on optimal control we will use the Fréchet derivatives.

**Definition 2.18** ([159], Ch. 40.1). An operator $A: V \rightarrow W$ is called Fréchet differentiable at $v_0 \in V$, if there exists an open subset $V_0 \subset V$ and a linear bounded Operator $D(A, v_0): V_0 \rightarrow W$ and if for any direction $h \in V_0$ the limit

$$\lim_{\|h\|_V \rightarrow 0} \frac{A(v_0 + h) - A(v_0) - D(A, v_0)h}{\|h\|_V}$$

exists.

If it exists, we denote the Fréchet derivative of $A$ at $v_0 \in V$ as $D(A, v_0)$. Similarly we denote partial derivatives for $A: V \times U \rightarrow W$ as for example $A_u(v_0, u_0): U \rightarrow W$.

By definition, the Fréchet derivative of a linear map is the map itself, i.e. $A_v(v_0)_{[dv]} = Ad_v$.

We will use the chain rule for differentiation, see, e.g. [149] Thm. 2.20]. If $A: V \rightarrow W$ is Fréchet differentiable at $v$ and $B: W \rightarrow U$ is is Fréchet differentiable at $A(v)$, then

$$(B \circ A(v))_v[dv] = B_w(A(v))[A_v(v)[dv]].$$

As in the above examples, in ambiguous cases like $A(v)[dv]$, we will use the square brackets in to point out that the action of an operator $A(v)$ onto $dv$ is linear.
3. Decoupling of Semi-linear Semi-explicit Index-2 ADAEs

If put into an abstract setting, i.e. considering $v$ and $p$ as functions of $t \in (0, T)$ taking on values in a function space, Equation (1.1) is a differential-algebraic equation (DAE), since $v$ has to fulfill both a differential (1.1a) and an algebraic relation (1.1b). The interaction of such differential and algebraic equations is quantified by various index concepts, cf. Section 2.1. Some of these concepts have been generalized to abstract DAEs (ADAEs), see [115] for an overview. In our setting we speak of index-2 systems, as stable and conforming spatial discretizations of the considered ADAEs lead to DAEs of tractability index 2.

In finite dimensions, there are several ways to reduce the index by constructing equivalent systems of lower index [90]. Apart from being applied for numerical solution schemes, this – possibly partial – decoupling of the algebraic and the differential parts of the equation is used to investigate solvability. From the separated algebraic part one can read off consistency conditions, e.g. for the initial values. For the differential part one can use standard theory for abstract ODEs to establish solvability conditions. Again, some approaches have been generalized to the abstract setting [6, 101, 131, 145].

In this section we address the question, when an optimal control problem, constrained by a class of semi-explicit semi-linear ADAEs, is solvable. The “semis” mean that, as it is the case in (1.1), the time derivative appears explicitly and linearly. As the considered optimality system contains the constraints, this calls for results on solvability of the ADAE.

The considered abstract setting contains weak formulations of the Navier-Stokes Equation for which existence of solutions has been investigated since long, see [100, 133] for the fundamental notions and results. We will investigate these abstract DAEs from a DAE perspective that is well understood in finite dimensions [102]. A DAE point of view has been taken in [41] to analyse linearized Navier-Stokes Equation. Our approach differs from [111] and the classical works in so far as it does not eliminate the constraints by restricting the analysis to the subspace of an inherent ordinary differential equation (ODE) for the differential parts of the solution. The focus on the formulation in the native variables $v$ and $p$, often referred to as saddle point formulation, makes our work comparable to [54], where a space-time variational formulation of the Navier-Stokes Equation has been investigated.

We introduce a decoupling of the ADAE that exploits the saddle point structure in a similar way as in the finite-dimensional setup, see Section 8.1. The presented generalization bases on additional regularity, such that the abstract equations are posed in a Hilbert space, which is densely embedded in the Banach space of the problem formulation. This additionally assumed regularity enables the splitting of the equations by projections. We will give reasoning, why this assumption is not very restrictive for the Navier-Stokes Equation.

3.1. Semi-explicit Semi-linear ADAEs of Index 2. We investigate a class of abstract differential-algebraic equations, where the differential variable $v$ takes on values in a Banach space $V$ and the algebraic variable $p$ in a Hilbert space $Q_H$. We assume that $V$ is densely and continuously embedded in a Hilbert space $H$ and consider the dynamical equation posed on the Gelfand triple $V \hookrightarrow H \hookrightarrow V'$. This setup, where the dynamical equation is posed on a Gelfand triple, we will refer to as evolution setting, which is in line with the notion for abstract differential equations without algebraic constraints [40, 106, 133].

We refer to the equations as index-2 equations, since a stable semi-discretization leads to a tractability index $i_\mu = 2$ of the resulting finite-dimensional DAE, cf. Section 2.1.
Problem 3.1. Let $V$ be a separable and reflexive Banach space, densely and continuously embedded in a Hilbert space $H$. Consider the Gelfand triple $V \hookrightarrow H \hookrightarrow V'$ and another Hilbert space $Q_H$. For given $f \in L^2(0,T;V')$, $g \in L^2(0,T;Q_H)$ and $\alpha \in H$ find $v \in L^2(0,T;V)$ and $p \in L^2(0,T;Q_H)$ that fulfill

$$
\dot{v}(t) - A(t,v(t)) - J_2'p(t) = f(t) \quad \text{in } V', \; \text{a.e. in } (0,T),
$$

$$
-J_2v(t) = g(t) \quad \text{in } Q'_H, \; \text{a.e. in } (0,T),
$$

$$
v(0) = \alpha \quad \text{in } H.
$$

with an operator $A(t,\cdot): V \rightarrow V'$ and bounded linear operators $J_1': Q_H \rightarrow V'$ and $J_2: V \rightarrow Q'_H$.

We will frequently consider the symmetric version, where $J_1 = J_2$.

Problem 3.1(Sym). Let the spaces and operators be as in Problem 3.1. For given $f \in L^2(0,T;V')$, $g \in L^2(0,T;Q'_H)$ and $\alpha \in H$ find $v \in L^2(0,T;V)$ and $p \in L^2(0,T;Q_H)$ that fulfill

$$
\dot{v}(t) - A(t,v(t)) - J_2'p(t) = f(t) \quad \text{in } V', \; \text{a.e. in } (0,T),
$$

$$
-J_2v(t) = g(t) \quad \text{in } Q'_H, \; \text{a.e. in } (0,T),
$$

$$
v(0) = \alpha \quad \text{in } H.
$$

A special case of Problem 3.1(Sym) is given by a weak formulation of the incompressible Navier-Stokes Equation:

Problem 3.1(NSE). Let $\Omega$ be a regular domain in $\mathbb{R}^d$, $d \in \{2,3\}$ and consider the Gelfand triple

$$
V := [W_0^{1,2}(\Omega)]^d \hookrightarrow [L^2(\Omega)]^d \hookrightarrow [W^{-1,2}(\Omega)]^d =: V'
$$

and the factor space $Q_H := L^2(\Omega)/\mathbb{R}$. Let $\text{div} = -\nabla' \cdot [W_0^{1,2}(\Omega)]^d \rightarrow (L^2(\Omega)/\mathbb{R})'$ be defined via

$$
-\langle \nabla' v, q \rangle_{Q'_H, Q_H} = \sum_{i=1}^d \int_{\Omega} (\partial_i v) q \, d\omega
$$

and $A: [W_0^{1,2}(\Omega)]^d \rightarrow [W^{-1,2}(\Omega)]^d$ via

$$
\langle A(v), w \rangle_{V',V} = \langle (v \otimes \nabla)v, w \rangle_{V',V} + \sum_{i=1}^d \langle \nabla v_i, \nabla w_i \rangle_{L^2(\Omega)^d},
$$

where

$$
\langle (u \otimes \nabla)v, w \rangle_{V',V} := \sum_{i=1}^d \sum_{j=1}^d \int_{\Omega} u_i (\partial_i v_j) w_j \, d\omega,
$$

cf. [Far Ch. II.1.2]. For $f \in L^2(0,T;[W^{-1,2}(\Omega)]^d$ and $\alpha \in [L^2(\Omega)]^d$, find $v \in L^2(0,T;[W_0^{1,2}(\Omega)]$ and $p \in L^2(0,T;L^2(\Omega)/\mathbb{R})$ such that

$$
\dot{v}(t) - A(v(t)) - \nabla p(t) = f(t) \quad \text{in } [W^{-1,2}(\Omega)]^d, \; \text{a.e. in } (0,T),
$$

$$
\text{div} \, v(t) = 0 \quad \text{in } (L^2(\Omega)/\mathbb{R})', \; \text{a.e. in } (0,T),
$$

$$
v(0) = \alpha \quad \text{in } [L^2(\Omega)]^d.
$$

Most results will be derived for the general case of Problem 3.1. For the symmetric case, some assumptions can be relaxed. We will prove convergence of Galerkin schemes only for the symmetric problem. Applicability of the results will be demonstrated by confirming that for the Navier-Stokes Equation as in Problem 3.1(NSE) the taken assumptions are valid.
Equating the left and right hand sides in (3.1a,b) a.e. on the time interval refers to equality in $L^1_{loc}(0,T)$ pointwise in the corresponding dual product, cf. the *Fundamental Lemma of Variational Calculus* as given, e.g., in [40] Thm. 8.1.3.

With the time derivative understood in the weak sense, we say that $v$ and $p$ fulfill (3.1a) if for all $w \in V$ and for all $\phi \in C_0^\infty(0,T)$,

\[
\int_0^T -\dot{\phi}(t)\langle v(t), w \rangle_H - \phi(t)\langle A(t, v(t)), w \rangle_{V', V} \, dt = \int_0^T -\phi(t)\langle J^I p(t), w \rangle_{V', V} \, dt
\]

(3.7a)

As for algebraic constraints, we say that, e.g., (3.1b) holds if, for all $q \in Q$ and for all $\phi \in C_0^\infty(0,T)$,

\[
\int_0^T \phi(t)\langle -J^2 v(t) - g(t), q \rangle_{Q'_H, Q_H} \, dt = 0.
\]

(3.7b)

We will also frequently write, e.g., $J^2v = g$ in $Q'_H$ or $\dot{v} = f$ in $V'$, what is short for, e.g., (3.1a) meaning (3.7a).

We will consider solutions $v$ with $\dot{v} \in L^2(0,T;V')$ or $\dot{v} \in L^3(0,T;H')$, with $q \geq 1$. Then, the initial value is well-defined in the norm of $H$, since $W^{1,2}(0,T;V')$ and $W^{1,3}(0,T;V';H')$ are continuously embedded in $C([0,T];H)$, for $p, q \geq 1$, see [135] Lems. 7.1, 7.3.

**Remark 3.2.** Because of the continuous embedding $V \hookrightarrow H \hookrightarrow V'$ a given function $v \in L^2(0,T;V)$ is also in $L^2(0,T;V')$. Since $(0,T)$ is bounded, we have $L^2(0,T;V') \subset L^1(0,T;V')$. Thus, by [40] Thm. 8.1.5, the function $\dot{v} \in L^2(0,T;V')$ is the weak derivative of $v$ as defined in Definition 2.15. If, and only if, for all $w \in V''$, the function $t \mapsto \langle \dot{v}(t), w \rangle_{V',V}$ is the weak derivative of the real valued function $t \mapsto \langle \dot{v}(t), w \rangle_{V',V'}$. Since $V$ is assumed reflexive, i.e. $V'' = V$, and $\langle \cdot, \cdot \rangle_{V', V}$ is the continuous extension of $\langle \cdot, \cdot \rangle_H$, in the considered setup, the definition of the weak derivative in (3.7b) is equivalent to the formal definition of Definition 2.15.

We will often omit the time dependencies and also make use of a block operator formulation (11) and write (3.1a-b) as

\[
\begin{bmatrix} I_{V',V'} & \vspace{1em} 0 \\ 0 & \vspace{1em} 0 \end{bmatrix} \frac{d}{dt} \begin{bmatrix} v \\ p \end{bmatrix} - \begin{bmatrix} A(\cdot) & J^I_1 \\ J^I_2 & 0 \end{bmatrix} \begin{bmatrix} v \\ p \end{bmatrix} = \begin{bmatrix} f \\ g \end{bmatrix} \quad \text{in } V' \times Q'_H,
\]

(3.8a)

\[
v(0) = \alpha \quad \text{in } H.
\]

(3.8b)

3.2. Decoupling of the Equations. In this section we present a decoupling of the abstract semi-explicit index-2 DAE (3.1) into the algebraic and the differential part using the approach of the *operator chain*, see [102] and [51] for the finite-dimensional formulations and [121] for abstract DAEs.

Via the decoupling we will establish necessary conditions for existence and uniqueness of solutions also in view of optimal control formulations.

Unlike in a Hilbert space, in general, a closed subspace of a Banach space does not induce a decomposition the Banach space, cf. the survey paper [36] or [121] which addresses this issue for function spaces. Equivalently, given a subspace, there is no guarantee for the existence of a bounded projection that maps onto this subspace. Therefore, we will assume that the differential equation is posed in the Hilbert space $H'$, where one always can define bounded projections via the orthogonal complement.

In a PDE setting, the requirement that the equations are posed in $H'$ rather than in $V'$ implies a higher regularity of the solutions. We will comment on this with respect to the Navier-Stokes Equation in Section 3.3.
In the evolution setting, the solution space is not isomorphic to or the same as the space where the equations are posed in. From this argument and from the fact that the splitting projection for the equations may not be bounded in the Banach space of the solution, we confer that the solution must be split in a separate way. To get a well defined separation of the solution space, we will assume that the kernel of $J_2$ splits the solution space. For the Navier-Stokes Equation with states typically located in a Hilbert space, this assumption is obsolete.

We will split the solutions in order to investigate their existence. In practise, however, splitting up a solution space may be infeasible or unstable, cf. 7. One should rather split or transform the equations into parts that define the solution components. This is the motivation of the twofold approach of moving the equations to a Hilbert space, where the inner product enables the explicit definition of projections, while sticking to a technical decomposition of the solutions in a Banach space.

To obtain a decoupling one has to ensure that the split equations enable the computation of the solution components. In the evolution setting, one has to take into account that the solution space is only dense and continuously embedded in the space where the equations are posed in.

Therefore, we will use assumptions on the linear operators $J_1$ and $J_2$ — accounting for the differential-algebraic coupling — that formalize a particular property of differential operators. Namely, differentiation acts decremental with respect to the degree of smoothness of a function. For example, the divergence operator is bounded if defined as $-\nabla' := \text{div}: [W^{1,2}_0(\Omega)]^d \to L^2(\Omega)$ as it is bounded if defined as $-\nabla' := \text{div}: [L^2(\Omega)]^d \to W^{-1,2}(\Omega)$. Then, if defined in this way, we have that $\nabla'(W^{1,2}_0(\Omega))^d \to \nabla'(L^2(\Omega))$.

For general operators, we need to explicitly assume these properties to state the following proposition.

**Proposition 3.3.** Consider Problem 3.1 Assume there is a separable and reflexive Banach space $Q$, densely and continuously embedded in $Q_H$, such that $J_1$, $J_2$: $V \subset H \to Q'$ are bounded, i.e. there is a constant $c$ such that $\|J_i v\|_{Q'} \leq c\|v\|_H$ for all $v \in V$, $i = 1, 2$. Then we can define unique extensions $J_2$, $J_1 \in \mathcal{L}(H, Q')$, via $J_2 v = J_2 v \in Q'$ and $J_1 v \in Q'$ for all $v \in V \subset H$.

**Proof.** We define $\bar{J}_1$, $\bar{J}_2$: $H \to Q'$ as the closures of the given $J_1$, $J_2 \in \mathcal{L}(V, Q'_H)$, cf. [83] P. 166. Let $i \in \{1, 2\}$ and $J_i \in \mathcal{L}(V \subset H, Q'_H)$. Since $V \hookrightarrow H$, for any $v \in H$, there is a sequence $\{v_n\}_{n=1}^{\infty}$ in $V$ that converges to $v$ in the norm of $H$. Since $Q'_H \hookrightarrow Q'$ and $J_i : H \subset V \to Q'$ is bounded, the sequence $\{J_i v_n\}_{n=1}^{\infty}$ converges to a $q' \in Q'$. Since $q'$ does not depend on the particular choice of $\{v_n\}_{n=1}^{\infty}$, the relation $q' = \bar{J}_i v := \lim_{n \to \infty} J_i v_n$ well defines the extension of $J_i \in \mathcal{L}(V, Q'_H)$ to $\bar{J}_i \in \mathcal{L}(H, Q')$.

The following lemma links the duals of the extensions to the dual operators.

**Lemma 3.4.** Let $V \hookrightarrow H$ and $Q \hookrightarrow Q_H$. If $\bar{J}_1: H \to Q'$ is the closure of $J_1: V \subset H \to Q'_H \subset Q'$, then $\bar{J}_1: Q_H \to Q'_V$ is the closure of $\bar{J}_1: Q \subset Q_H \to H' \subset V'$. The same holds for $J_2$.

**Proof.** Since for any $q \in Q_H$, there is a sequence $\{q_n\}_{n=1}^{\infty} \subset Q$ converging to $q$ in the norm of $Q_H$, we can define the closure of $\bar{J}_i$ via its action on $v \in V$: $\langle \bar{J}_i q, v \rangle_{V', V} = \lim_{n \to \infty} \langle \bar{J}_i q_n, v \rangle_{H', H}$. Using that $J_i v = \bar{J}_i v$, for all $v \in V$, and that the dual products are the continuous extensions of the scalar products, we derive that

$$\lim_{n \to \infty} \langle \bar{J}_i q_n, v \rangle_{H', H} = \lim_{n \to \infty} \langle q_n, \bar{J}_i v \rangle_{Q_H, Q'_H} = \langle q, J_i v \rangle_{Q_H, Q'_H} = \langle J_i q, v \rangle_{V', V}.$$
The space $Q$ defines a Gelfand triple $Q \hookrightarrow Q_H \cong Q'_H \hookrightarrow Q$ that is in line with $V \hookrightarrow H \hookrightarrow V'$ with respect to $J'_1$ and $J_2$, as illustrated in Figure 1.

![Figure 1. Illustration of the arrangements of the considered function spaces and the actions of the operators $J'_1$ and $J_2$.](image)

The scheme of Figure 1 can be interpreted also in a PDE sense. Namely, additional regularity of a function is preserved under the action of the (differential) operators $J'_1$ and $J_2$: If $q \in Q_H$ has additional regularity, then $J'_1q$ has more regularity than a general function in $V'$. Conversely, for $v \in H$, $J_2v$ has to be defined in a space larger than $Q'_H$. Note that boundedness of $J'_1$, $J_2 : V \hookrightarrow H \hookrightarrow Q'$ must be established for the particular choice of $Q$.

For the considered Problem 3.1 we assume this boundedness of $J'_1$, $J_2 : V \hookrightarrow H \hookrightarrow Q'$ and, in view of decoupling, a complementing property of image and kernel of $\bar{J}_1'$ and $\bar{J}_2$:

**Assumption 3.5.** Consider $J'_1$, $J_2 : V \hookrightarrow Q'_H$ from Problem 3.1. Assume that there is a Banach space $Q \subset Q_H$ densely and continuously embedded, such that $J'_1$, $J_2 : V \hookrightarrow H \hookrightarrow Q'$ are bounded, so that we can define the extensions $\bar{J}_1$, $J_2 : H \to Q'$. We assume that:

(a) $J'_1$, $J_2 \in \mathcal{L}(Q, H')$ are homeomorphisms onto their range and

(b) $H = \ker \bar{J}_2 \oplus j(\text{im } \bar{J}_1')$.

where $j : H' \to H$ is the Riesz isomorphism.

The following definitions and relations will be helpful for the decoupling of the abstract DAE (3.8).

**Lemma 3.6.** Let $H$ be a Hilbert space and $Q$ a Banach space. Let $\bar{J}_1$, $\bar{J}_2 : H \to Q'$ fulfill Assumption 3.5, i.e. their duals are homeomorphisms onto their range and $H = j(\text{im } \bar{J}_1') \oplus \ker J_2$. Then

$$S := \bar{J}_2 j \bar{J}_1' : Q \to Q'$$

is invertible and with

$$L := \bar{J}_1' S^{-1} \bar{J}_2 : H \to H',$$

one has

$$H_{df} := \ker \bar{J}_2 = \text{im}[I_H - jL], \quad (3.10a)$$

$$H_c := \text{im} jL = \text{im} j\bar{J}_1', \quad (3.10b)$$

$$H = H_{df} \oplus H_c, \quad (3.10c)$$

$$H'_c := \text{im} Lj = j'(H_c), \quad (3.10d)$$

$$H'_{df} := \text{im}[I_{H'} - Lj] = j'(H_{df}), \quad (3.10e)$$

$$H' = H'_{df} \oplus H'_c. \quad (3.10f)$$
Proof. Since $\bar{J}_2'$ is an homeomorphism onto its range, it has a closed range and the Closed Range Theorem, see e.g. [33] Thm. IV.5.13 applies. In particular $\bar{J}_2'$ is surjective, since it holds that $\text{im} \bar{J}_2 = (\ker \bar{J}_2')^0 = Q'$ and since $\bar{J}_2'$ is injective. Consider the factor space $H/\ker \bar{J}_2$, which is the space of equivalence classes $[h]$, defined via: $h_1, h_2$ belong to a class $[h]$ if $h_1 - h_2 \in \ker \bar{J}_2$. Consider $\bar{J}_2: H/\ker \bar{J}_2 \to Q'$, defined as $\bar{J}_2[h] = \bar{J}_2 h_0$, for $h_0$ being a member of $[h]$. Since for $h_1, h_2 \in [h]$ we have that $\bar{J}_2 h_1 - \bar{J}_2 h_2 = \bar{J}_2(h_1 - h_2) = 0$, so that this map is well defined. By definition, this map is injective, by surjectivity of $\bar{J}_2$ it is also surjective, so that, by the Open Mapping Theorem [67] Thms. 39.2/4], it has a bounded inverse $\bar{J}_2^{-1}: Q \to H/\ker \bar{J}_2$, with $\bar{J}_2^{-1}\bar{J}_2[h] = [h]$ for all $[h] \in H/\ker \bar{J}_2$.

Consider the linear map $i_1: j(\text{im} \bar{J}_2') \to H/\ker \bar{J}_2: h \mapsto [h]$, which is bounded since $\|i_1(h)\|_{H/\ker \bar{J}_2} = \min_{c \in \ker \bar{J}_2} \|h + c\|_H \leq \|h\|_H$. Since $H = \ker \bar{J}_2 \oplus j(\text{im} \bar{J}_2')$, we obtain that $i_1$ is injective and surjective: take any $[h] \in H/\ker \bar{J}_2$ and any representative $h_0 \in [h]$. Then $h_0 = h_1 + h_2$ with unique $h_1 \in j(\text{im} \bar{J}_2')$ and $h_2 \in \ker \bar{J}_2$. Thus $[h]$ is the unique image of $h_1 \in j(\text{im} \bar{J}_2')$ under $i_1$. Thus, by the Open Mapping Theorem [67] Thms. 39.2/4], $i_1$ has a bounded inverse.

Since for all $h \in j(\text{im} \bar{J}_2')$, $\bar{J}_2 i_1 h = \bar{J}_2 h$ and $\bar{J}_2 i_1$ is invertible, we find that $\bar{J}_2: j(\text{im} \bar{J}_2') \to Q'$ has a bounded inverse. Then, with $j$ being invertible and $\bar{J}_2'$ having a left inverse by assumption, we conclude that $S := \bar{J}_2 j \bar{J}_2'$ is invertible.

Thus, we can define $L := \bar{J}_2 S^{-1} j \bar{J}_2: H \to H'$ and prove the assertions in (3.10):

(a) If $v \in \ker \bar{J}_2$, then $v = [I - jL]v \in \text{im}[I - jL]$. Conversely, if $v \in \text{im}[I - jL]$, then $\bar{J}_2 v = 0$.

(b) $\text{im} jL = \text{im} j \bar{J}_2 S^{-1} j \bar{J}_2 = \text{im} j \bar{J}_2'$ since, $S^{-1}$ and $\bar{J}_2$ are surjective.

(c) Follows by assumption and from the definition of the spaces $H_d$ and $H_c$.

(d) Since $j$ is bijective, we find that $j'(H_d) = \text{im}(j'jL) = \text{im} L = \text{im}(Lj)$.

(e) Follows with the arguments of d.) and \(j'j = I\).

(f) Since $(Lj)^2 = Lj, Lj: H' \to H'$ is a projector and $H'$ decomposes into $\ker Lj$ and $\text{im} Lj$.

The following corollary of Lemma 3.6 will be used to rephrase Assumption 3.5 in the discrete setting.

**Corollary 3.7.** Consider the setup of Assumption 3.5. If part (a) holds, then part (b) holds if, and only if, there exists a constant $\gamma$, such that $\|J_2 h\|_Q \geq \gamma \|h\|_H$, for all $h \in j(\text{im} \bar{J}_2')$.

**Proof.** In the proof of Lemma 3.6 we have established that under the conditions of Assumption 3.5 the operator $\bar{J}_2: j(\text{im} \bar{J}_2') \to Q'$ has a bounded inverse, which is equivalent to $\|J_2 h\|_Q \geq \gamma \|h\|_H$, for all $h \in j(\text{im} \bar{J}_2')$, cf. [33] Thm. 2.5]. Conversely, if $\bar{J}_2$ on $j(\text{im} \bar{J}_2')$ has a bounded right inverse $\bar{J}_2^-$, then ker $\bar{J}_2$ and $j(\text{im} \bar{J}_2')$ split the space $H$, since $\bar{J}_2^- \bar{J}_2$ is a bounded projector having ker $\bar{J}_2$ as its kernel and $j(\text{im} \bar{J}_2')$ as its image.

We assume additional regularity of the problem:

**Assumption 3.8.** Consider Problem 3.1 assume that Assumption 3.5 holds, and assume that $g$ and $\alpha$ are sufficiently smooth. For more regular data $f \in L^2(0,T;H')$ (rather than in $L^2(0,T;V')$) any corresponding solution $(v,p)$ of Problem 3.1 fulfills $p(t) \in Q$ and $A(t, v(t)) \in H'$, for almost all $t \in (0,T)$.
Remark 3.9. As a consequence of Assumption 3.8, one has \( J'_t p(t) \in H' \) and, thus, \( \dot{v}(t) \in H' \), for almost all \( t \in (0, T) \). This means that the solution part \( v \) must lie in \( W(0, T; V; H') \). For the considered abstract setup, we will specify the necessary and sufficient smoothness of \( g \) in space and time in Lemma 3.28. The necessary smoothness of \( \alpha \) in space depends, in particular, on the operator \( A \). We will give sufficient conditions for \( \alpha \) when considering the Navier-Stokes Equation in Section 3.5.

We can now decouple the equations (3.8a) into a system of four equations in \( H' \), \( V' \), \( Q_H' \), and \( Q' \), respectively.

**Lemma 3.10.** Consider the setup of Problem 3.1 and assume that Assumption 3.5 holds, i.e. there is \( Q \hookrightarrow Q_H \) such that the extensions \( J_1, J_2 : H \to Q' \) of \( J_1, J_2 \) are bounded. Assume that Assumption 3.8 holds, i.e. for \( f \in L^2(0, T; H') \), the equation (3.11) is posed in \( H' \) rather than in \( V' \).

If \( J'_t : Q_H \to V' \) is injective and if \( f \in L^2(0, T; H') \), then system (3.8a) is equivalent to

\[
\begin{bmatrix}
\mathcal{P}_{H'_a | H'_c} \dot{v} \\
0 \\
\hat{J}_2 \dot{j} \\
0
\end{bmatrix} - \begin{bmatrix}
\mathcal{P}_{H'_a | H'_c} A(\cdot) \\
J'_t j Q_H A(\cdot) \\
\hat{J}_2 A(\cdot) \\
0
\end{bmatrix} \begin{bmatrix}
v \\
p
\end{bmatrix} = \mathcal{E}^{-1}_2 \begin{bmatrix}
f \\
g
\end{bmatrix}, \tag{3.11}
\]

where \( j Q_H : Q_H \to Q_H \) and \( j : H' \to H \) are the Riesz isomorphisms, \( H'_a, H'_c \), and \( S = \hat{J}_2 j \tilde{J}' \) are as defined in Lemma 3.6. \( \mathcal{P}_{H'_a | H'_c} := I_{H'} - \hat{J}_1 \mathcal{E}^{-1}_2 \hat{J}_2 j : H' \to H' \) is the projector that realizes part (3.10f), and

\[
\mathcal{E}^{-1}_2 := \begin{bmatrix}
\mathcal{P}_{H'_a | H'_c} & 0 \\
0 & 0
\end{bmatrix} : H' \times Q'_H \to H' \times V' \times Q' \times Q'_H. \tag{3.12}
\]

**Proof.** As a consequence of Assumption 3.8, one has that \( \dot{v}(t) \in H' \), for almost all \( t \in (0, T) \) and, thus, that \( \mathcal{P}_{H'_a | H'_c} \dot{v} \) and \( \dot{j} \dot{u} \) are well-defined. System (3.11) is obtained from (3.8) by using that for \( p(t) \in Q \), \( J'_t p(t) = \tilde{J}' \dot{p}(t) \), and by applying \( \mathcal{E}^{-1}_2 \) from the left. We show that \( \mathcal{E}^{-1}_2 (v', q') = 0 \) in \( H' \times V' \times Q' \times Q'_H \), if, and only if, \( (v', q') = 0 \) in \( H' \times Q' \), i.e. both systems have the same solution set. By linearity, one has \( \mathcal{E}^{-1}_2 (0, 0) = 0 \). Let now \( (v', q') \in H' \times Q' \) such that \( \mathcal{E}^{-1}_2 (v', q') = 0 \). Using the decomposition \( v' = v'_{df} + v'_{c} \) with \( \mathcal{P}_{H'_a | H'_c} v' = v'_{df} \) and \( \hat{J}_2 j v' = \hat{J}_2 j v'_{c} \), we find that

\[
\mathcal{E}^{-1}_2 \begin{bmatrix}
v'_{df} \\
v'_{c}
\end{bmatrix} = \begin{bmatrix}
J'_t j Q_H q' \\
\hat{J}_2 j v'_{c}
\end{bmatrix} = 0. \tag{3.13}
\]

And \( (v', q') = 0 \) follows from \( \hat{J}_2 \) being injective on \( H'_a \).

**Remark 3.11.** The definition of \( \mathcal{E}^{-1}_2 \) is motivated by the elaborations of the finite-dimensional case where the decoupling operator chain can be explicitly derived [59]. Here \( \mathcal{E}^{-1}_2 \) is defined not resorting to \( A(v) \). In the finite-dimensional linear case the incorporation of \( A \) led to a complete decoupling of the solution components. The analogous approach is not possible here, since the solution space \( V \) does not coincide with \( H' \), where the equations are posed.

**Remark 3.12.** Requiring injectivity of \( J'_t \) is not an additional restriction, since it is particularly necessary for the splitting of the solution space, cf. Assumption 3.13 just below.
3.3. Decomposition of the Solution. In this section, we define a splitting of the solution state space $V$ that matches the splitting of the equations as given in Lemma 3.10.

In general, $\mathcal{P}_{|\mathcal{H}|} : V \rightarrow V$ is not bounded. An example is the Leray projector that is bounded in $L^2(\Omega)^d$ but not in $W^{1,2}(\Omega)^d$, cf. \cite{53} Rem. 4.1.

As discussed in Section 2.4, even if the kernel of $J_2$ is closed in $V$, the existence of a complement in $V$ is not guaranteed, cf. \cite{136}. For this reason, we will assume that $J_2 : V \rightarrow Q^r_H$ has a right inverse $J_2^\gamma$ so that $J_2^\gamma J_2, I_V - J_2^\gamma J_2 \in \mathcal{L}(V, V)$ decompose $V$ into the kernel of $J_2$ and a remainder.

**Assumption 3.13.** Consider Problem 3.1. The operator $J'_1 \in \mathcal{L}(Q_H, V')$ is an homeomorphism onto its range and $J_2 \in \mathcal{L}(V, Q^r_H)$ has a bounded right inverse.

**Remark 3.14.** As long as $V$ is a general Banach space, Assumption 3.13 is stronger than Assumption 3.5(a). By the Closed Range Theorem, see, e.g., \cite{53} Thm. IV.5.13, if $J_2$ has a right inverse, then it is surjective and, thus, closed and $J_2 : Q_H \rightarrow V'$ is a homeomorphism onto its range. Conversely, $J_2$ being an homeomorphism onto its range, only makes $J_2$ surjective but not necessarily right-invertible via a linear bounded operator.

The following arguments rephrase the results given in \cite{67} Ch. 37: Surjectivity of $J_2$ gives rise to an isomorphism $I_{J_2} : V/ \ker J_2 \rightarrow Q^r_H$, but there is no general way to identify $V/ \ker J_2$ with a subspace of $V$. However, if there is a subspace $V_0'$ such that $V = \ker J_2 \oplus V_0'$, then $V/ \ker J_2$ is isomorphic to $V_0'$ and one can define a right inverse of $J_2$ by means of $I_{J_2}$.

In particular, if $V$ itself is a Hilbert space, then every subspace has a complement and, thus, surjectivity implies existence of a bounded linear right inverse and the Assumptions 3.5(a) and 3.13 are equivalent.

We summarize some notions related to right inverses.

**Remark 3.15.** A mapping $J : V \rightarrow Q^r_H$ has a right inverse, if there exists a mapping $J^{-} : Q^r_H \rightarrow V$ such that $JJ^{-} q = q$ for all $q \in Q^r_H$. As can be derived from the arguments in Remark 3.14, a right inverse is only unique if $J$ is bijective. Also, even if $J$ is linear and bounded, a right inverse need not be linear or bounded. If $J$ has a right inverse, then $J^{-} (Q^r_H)$ is injective.

**Remark 3.16.** An operator $J_2' : Q_H \rightarrow V'$ is an homeomorphism onto its range, if, and only if, it has a left inverse $J_2^{-}$ and there is a $\gamma > 0$ such that $\|J_2^{-} v\| \leq \frac{1}{\gamma} \|v\|$ for all $v \in \ker J_2$, implying $\|J_2' q\| \geq \gamma \|q\|$ for all $q \in Q_H$, cf. \cite{3} Thm. 2.5. Thus, if $V$ is a Hilbert space, cf. Remark 3.14 Assumption 3.13 is equivalent \cite{49} Lem. I.4.1] to the so-called inf-sup or LBB condition

$$\inf_{0 \neq q \in Q_H} \sup_{0 \neq v \in V} \frac{(J_2' q, v)_V}{\|q\|_{Q_H} \|v\|_V} \geq \gamma > 0,$$

which is frequently used in literature.

**Lemma 3.17.** Let Assumption 3.13 hold. Then $V = V_{df} \oplus V_c$, where $V_{df} := \ker J_2$ and $V_c$ is the image of $Q^r_H$ under $J_2'$ denoting the right inverse of $J_2$.

**Proof.** Since $J_2$ and $J_2'$ are bounded, $J_2^\gamma J_2 : V \rightarrow V$ is a projection having $V_{df}$ as its kernel and $V_c$ as its image. Thus, $V_{df}$ and $V_c$ split $V$, cf. Section 2.4. \hfill $\square$

3.4. Decoupling of the System. In this section we will show how the decoupling of the equations and of the solution gives a decoupled system. We will need several technical lemmas to characterize the relation of the split solution and equation spaces. In particular, we need to establish that $V_{df}$, defined in Lemma 3.17 is
dense in $H_{df}$, defined in Lemma 3.6, so that $V_{df} \hookrightarrow H_{df} \cong j'(H_{df}) \hookrightarrow (V_{df})'$ gives a Gelfand triple to define the underlying abstract differential equation. In view of the algebraic part, we will show that for $v_c := J_2 g$ sufficiently smooth, one has $\hat{v}_c(t) = j' \hat{\gamma}(t) \in H'$, for almost all $t \in (0, T)$.

**Lemma 3.18.** Let $V \subset H$ and $Q_H' \subset Q'$ be densely and continuously embedded, let $J_2 : V \to Q_H'$ be surjective, let $J_2 : V \to Q'$ be bounded, and let $\tilde{J}_2 : H \to Q'$ be the closure of $J_2$. Then $V_{df} := \ker \tilde{J}_2$ is dense in $H_{df} := \ker J_2$.

**Proof.** We will use that for any Banach space $W$ and subsets $W_1 \subset W_2 \subset W$ it follows that $W_1$ is dense in $W_2$ if, and only if, the annihilators coincide, i.e. $W^\perp_1 = W^\perp_2$, cf. [49, Cor. I.2.5]. By the continuity of the closure, we immediately have $V_{df} \subset H_{df}$ and, thus, $H_{df}^0 \subset V_{df}^0$. It remains to establish that $V_{df}^0 \subset H_{df}^0$, i.e., that any $l \in H'$ that vanishes on $V_{df} \subset H$ also vanishes on $H_{df}$.

Let $l \in V_{df}^0 = \{v' \in H' : \langle v', h \rangle_{H',H} = 0 \text{ for all } h \in V_{df} \subset H\}$. Since the dual product in $V'$ is the extension of the product in $H$, we have $V_{df}^0 \subset (V_{df})' := \{v' \in V' : \langle v', v_{df} \rangle_{V',V} = 0, \text{ for all } v_{df} \in V_{df} \subset V\}$, and, thus, $l \in (V_{df})^0$. Since $J_2 : V \subset H \to Q_H'$ has a closed range, it is closed, and, by the Closed Range Theorem, see e.g. [83, Thm. IV.5.13], one has $(V_{df})^0 = (\ker J_2)^0 = \ker J_2'$. Thus, there exists a $q \in Q_H$, such that $l = J_2' q$. Take any $h \in H_{df}$ and a sequence $\{v_n\}_{n \in \mathbb{N}} \subset V$ converging to $h$ in $H$. Then

$$\langle l, h \rangle_{H',H} = \lim_{n \to \infty} \langle l, v_n \rangle_{V',V} = \lim_{n \to \infty} \langle J_2' q, v_n \rangle_{V',V} = \lim_{n \to \infty} \langle q, J_2 v_n \rangle_{Q_H',Q_H'} = \langle q, \bar{J}_2 h \rangle_{Q,Q'} = 0,$$

since $h \in \ker J_2$. Thus $l \in H_{df}^0$. \hfill $\Box$

Since with Assumption 3.5 the considered spaces and operators fulfill the assumptions of Lemma 3.18 for $\overline{V_{df}^0}^{||n}$ denoting the closure of $V_{df}^0$ in $H$, we can conclude that

$$\overline{V_{df}^0}^{||n} = H_{df}, \text{ i.e. } V_{df} \text{ is dense in } H_{df}. \quad (3.15)$$

Now, we show that $(H_{df})' \cong H_{df}^0 := j'(H_{df})$, where $(H_{df})'$ is the dual space of the subspace $H_{df} \subset H$. For later reference, we formulate the next result for general Banach spaces and state the needed and well-known Hilbert space result, see the proof of [49, Cor. I.2.4], as a corollary.

**Lemma 3.19.** For a Banach space $V$, assume that $V = V_1 \oplus V_2$. Then the dual space of $V_1$ is isometrically isomorphic to the annihilator of $V_2$, i.e. $(V_1)' \cong V_2^0$.

**Proof.** For any $f \in (V_1)'$, we can define a $\tilde{f} \in V'$ via

$$\langle \tilde{f}, v \rangle := \langle f, P_{V_1|V_2} v \rangle, \quad \text{for all } v \in V. \quad (3.16)$$

As for $w \in V_2$, we have $P_{V_1|V_2} w = 0$, we find that $\tilde{f} \in V_2^0$. Since

$$\|\tilde{f}\|_{V'} = \sup_{V_1 \ni v \neq 0} \frac{\|\tilde{f}\|_{V'}}{\|v\|} = \sup_{V_1 \ni v_{df} \neq 0} \frac{\langle f, v_{df} \rangle_{V',V}}{\|v_{df}\|_{V}} = \|f\|_{(V_1)'},$$

relation (3.16) defines an isometric linear mapping $i_1 : (V_1)' \to V_2^0$. Conversely, as any $\tilde{f} \in (V_2)^0$ vanishes on $V_2$, it can be associated with $f \in (V_1)'$ and we have the injection $i_2 : \tilde{f} \mapsto f := \tilde{f}|_{V_1}$. Since $i_1$ is the inverse of $i_2$ and vice versa, we have that $i_1 : (V_1)' \to V_2^0$ is an isometric isomorphism and, thus, $(V_1)' \cong V_2^0$. \hfill $\Box$

In a Hilbert space, one can use the orthogonal complement and Riesz isomorphism to characterize the annihilator:
Lemma 3.20. Let $H_{df}$ be a subspace of a Hilbert space $H$ and $H_{df,\perp}$ be its orthogonal complement. Then,

$$j'(H_{df}) = (H_{df,\perp})^0.$$ 

Proof. Since $H_{df} := \ker \tilde{J}_2$ is closed and $H$ is a Hilbert space and therefore reflexive, we can use the identity $(H_{df,\perp})_\perp = H_{df}$, cf. [83] p. 252. For $v' \in (H_{df,\perp})^0$, one has that $\langle v', w \rangle_{H',H} = 0$, for all $w \in H_{df,\perp}$ if, and only if, $(jv', w)_{H} = 0$, for all $w \in H_{df,\perp}$. This is the definition of $jv'$ being in $(H_{df,\perp})_\perp = H_{df}$. Application of $j$ then gives $v' \in (H_{df,\perp})^0$ if, and only if, $v' \in j'(H_{df})$. □

Combining Lemmata 3.19 and 3.20 we can state the following:

Corollary 3.21. If $H_{df}$ is a closed subspace of the Hilbert space $H$, then the spaces $(H_{df})'$ and $j'(H_{df})$ are isometrically isomorphic.

Remark 3.22. We now can show that if $\tilde{J}_1 = \tilde{J}_2$, then part (a) of Assumption 3.5 implies (b). By the Closed Range Theorem, see e.g. [83] Thm. IV.5.13, we have that $\ker \tilde{J}_1' = (\ker \tilde{J}_2)^0$ and by Lemma 3.20 that

$$\ker \tilde{J}_1' = (\ker \tilde{J}_2)^0 = (H_{df})^0 = j'(H_{df,\perp})$$

and thus $H = H_{df} \oplus H_{df,\perp} = \ker \tilde{J}_2 \oplus j(\ker \tilde{J}_2')$. Note, that $H_{df} := \ker \tilde{J}_2$ and Lemma 3.20 are established not recurring to the invertibility of $S := \tilde{J}_2 \tilde{J}_1'$ as defined in Lemma 3.6 and, hence, not presupposing Assumption 3.5 (b).

For further reference and to recall the overall setting, we collect the preceding assumptions and their implications relevant for the splitting of the spaces in one assumption:

Assumption 3.23. Consider Problem 3.1 posed on the Gelfand triple $V \hookrightarrow H \hookrightarrow V'$ and Hilbert space $Q_H$.

(a) (Assumption 3.5) There is a Banach space $Q \hookrightarrow Q_H$, such that the extensions $J_1, J_2: H \to Q'$ of $J_1, J_2: V \to Q_H'$ are bounded and such that $H = H_{df} \oplus H_c$, where $H_{df} = \ker \tilde{J}_2$ and $H_c = \tilde{J}(\ker \tilde{J}_1')$.

(b) (Assumption 3.13, Lemma 3.17, Lemma 3.18) The operator $J_2: V \to Q_H'$ has a bounded right inverse, so that the solution space $V$ decomposes into $V = V_{df} \oplus V_c$, with $V_{df} = \ker J_2$ and $V_{df}$ is dense in $H_{df}$. The operator $J_1: Q_H \to V'$ is an isomorphism onto its range.

Next we will show, that if $v(t) \in V_{df}$, i.e. $v(t)$ is in the kernel of $J_2$, then $\dot{v}(t)$ can be found in the Riesz representation of the kernel of $J_2$.

Lemma 3.24. Consider Problem 3.1 and let Assumption 3.23 hold. Let $v \in W(0,T; V; H')$. Then $v \in L^2(0,T; V_{df})$ if, and only if, $\dot{v} \in L^2(0,T; H_{df})$.

To prove this, we use the following lemma:

Lemma 3.25. Let Assumption 3.23 hold and let $\overline{V_c}^\| \|_H$ be the closure of $V_c$ in $H$. Then, $H_{df} \cap \overline{V_c}^\| \|_H = \{0\}$.

Proof. We will show that if $v_c \in \overline{V_c}^\| \|_H$ and $v_c \neq 0$, then $\| J_2 v_c \|_{Q_H} > 0$. We will use a generic constant $\tilde{c} > 0$ that may change in every step. Given $v_g \in V_c$, there is a sequence $\{v_{g,n}\}_{n \in \mathbb{N}} \subset V_c$ with $v_{g,n} \to v_c$ in $H$, as $n \to \infty$. Since on $V_c$, $J_2$ has a bounded inverse, we obtain $\| J_2 v_{g,n} \|_{Q_H} \geq \tilde{c} \| v_{g,n} \|_V \geq \tilde{c} \| v_{g,n} \|_H$, for all $n \in \mathbb{N}$, making use of the embedding $V \hookrightarrow H$. With $v_{g,n} \to v_g$ and $\| v_c \|_H = \tilde{c}$, there is an $N \in \mathbb{N}$ such that $\| J_2 v_{g,n} \|_{Q_H} \geq \tilde{c}$, for all $n > N$, meaning that

$$\sup_{0 \neq g \in Q_H} \frac{\langle q, J_2 v_{g,n} \rangle_{Q_H}}{\| q \|_{Q_H}} \geq \tilde{c}.$$
Since $Q$ is dense in $Q_H$, one also has
\[
\sup_{0 \neq \varphi \in Q} \frac{\langle q, J_2 v_g, n \rangle_{Q_H, Q_H^*}}{\|q\|_{Q_H}} \geq \tilde{c},
\]
for all $n > N$. Thus,
\[
\sup_{0 \neq \varphi \in Q} \frac{\langle q, J_2 v_g, n \rangle_{Q_H, Q_H^*}}{\|q\|_{Q_H}} = \lim_{n \to \infty} \sup_{0 \neq \varphi \in Q} \frac{\langle q, J_2 v_g, n \rangle_{Q_H, Q_H^*}}{\|q\|_{Q_H}} \geq \tilde{c} > 0.
\]
Since there exists a $q \in Q$, such that $\langle q, J_2 v_g, n \rangle_{Q_H, Q_H^*} = (\tilde{c} - \varepsilon)\|q\|_{Q_H} > 0$ and, thus,
\[
\frac{\langle q, J_2 v_g, n \rangle_{Q_H, Q_H^*}}{\|q\|_{Q_H}} = (\tilde{c} - \varepsilon)\frac{\|q\|_{Q_H}}{\|q\|_{Q_H}} > 0,
\]
we have
\[
\|J_2 v_g\|_{Q_H^*} = \sup_{0 \neq \varphi \in Q} \frac{\langle q, J_2 v_g, n \rangle_{Q_H^*, Q_H^*}}{\|q\|_{Q_H}} \geq (\tilde{c} - \varepsilon) > 0.
\]

**Proof of Lemma 3.24.** For a $v \in W(0, T; V; H') \cap L^2(0, T; H_{H})$, by definition of the orthogonal complement, we have $\langle v(t), w \rangle_H = 0$, for all $w \in (H_{H})_\perp$ and for almost all $t \in (0, T)$. The latter is equivalent to
\[
\int_0^T \langle \dot{v}(t), w \rangle_0 dt = -\int_0^T \langle \dot{v}(t), w \rangle_0 dt = 0
\]
for all $w \in (H_{H})_\perp$ and for all $\phi \in C_0^\infty$, or equivalent to $\langle \dot{v}(t), w \rangle_{H', H} = 0$ or $\dot{v}(t) \in (H_{H})^0$, which, by Lemma 3.20 is the case, if, and only if, $\dot{v}(t) \in H_{H}$. Thus, since $\dot{v} \in L^2(0, T; H')$ by assumption, we conclude that $\dot{v} \in L^2(0, T; H_{H})$.

Conversely, we can take a $v \in W(0, T; V, H')$, with $\dot{v} \in L^2(0, T; H_{H})$, and go backwards through the arguments above to find that $\dot{v} \in L^2(0, T; H_{H})$.

By assumption, $v(t)$ is also in $V$ and, in line with Lemma 3.17, it can be split into $v(t) = v_{H}(t) + v_{C}(t)$. Because of $\|v_{H}\|_{H_{H}} = H_{H}$, one has $v_{H}(t) \in H_{H}$ and, thus, also $v_{C}(t) \in H_{H}$. Since $V_{G} \cap H_{H} = \{0\}$, cf. Lemma 3.25 and since the embedding $V \hookrightarrow H$ is injective, we have $v_{C}(t) = 0$ in $V$ and thus $v(t) = v_{H}(t) \in H_{H}$.

Since the subspace $V_{H}$ can be replaced by any completable subspace of $V$, we conclude that for $v \in W(0, T; V; H')$ it holds that
\[
v(t) \in V_{C}, \quad \text{if, and only if,} \quad \dot{v}(t) \in j'(V_{C}^\perp_{\parallel H})
\]
for almost all $t \in (0, T)$. However, because $H_{H}$ is a particular choice while $V_{G}$ is defined via a right inverse $J_2^-$, that is not uniquely defined, in general, $V_{C}^\perp_{\parallel H} \neq H_{H}$.

We will define $v_{C}$ via the right inverse of $J_2$ applied to the inhomogeneity $g$ in the algebraic constraint of the state equations (3.1). The following lemmas will be used to link the derivative of the inhomogeneity $g(t) \in Q'$ with $v_{C}(t) \in H$.

**Lemma 3.26.** Consider Problem 3.2 and assume that Assumptions 3.23 hold and consider the right inverse $J_2^-$ of $J_2 : V \to Q_{H}^*$ inverse with $J_2^- (Q_{H}^*) = V_{C}$. Then $J_2^-$ has a right inverse $J_2^- : V_{C}^\perp_{\parallel H} \to V_{C}^\perp_{\parallel H}$ and the restriction $J_2^-$ coincides with $J_2^-$. 

**Proof.** By Assumption 3.23(b) and by Lemma 3.17, the considered right inverse $J_2^-$ exists. By Lemma 3.25 we have that the map $J_2 : V_{C}^\perp_{\parallel H} \to Q'$ is injective and thus invertible on its range. Since for $v \in V \subset H$, it holds that $J_2(v) = J_2 v \in Q_{H} \subset Q'$, on $J_2(V_{C}) = Q_{H} \subset Q'$, the right inverse $J_2^-$ of $J_2$, coincides with $J_2^-$ considered as a map from $Q_{H} \subset Q'$ into $V_{C} \subset H$. □
Remark 3.27. Since $\tilde{J}_2^-$ as defined in the proof of Lemma \ref{lem:3.26} is closed but not necessarily bounded, cf. Remark \ref{rem:3.15}, it does not simply extend to a map from $Q'$ onto $\overline{V}_c^{\|\cdot\|^H}$. That is why we will require $\dot{g}(t)$ to be in $J_2(\overline{V}_c^{\|\cdot\|^H})$ which is dense in $Q'$.

Lemma 3.28. Let $g \in L^2(0,T;Q'_H)$ and $v_g := J_2^- g$. Then $\dot{v}_c \in L^2(0,T;H')$, if, and only if, $\dot{g} \in Q'_c$, where

$$Q'_c := \{ f \in Q' : \text{there exists a } w \in L^2(0,T;\overline{V}_c^{\|\cdot\|^H}), \text{ such that } \tilde{J}_2 w = f \}.$$

Proof. Assume that $\dot{v}_c \in L^2(0,T;H')$. Then $\dot{v}_c$ is in $W(0,T;V:H')$ and by Lemma \ref{lem:3.25} and \ref{lem:3.18} we have that $\dot{v}_c \in L^2(0,T;\overline{V}_c^{\|\cdot\|^H})$. Since $J_2$ is bounded, we have $J_2 \dot{v}_c \in Q'_c \subset L^2(0,T;\tilde{J}_2(\overline{V}_c^{\|\cdot\|^H})) \subset Q'$. We show that $\tilde{J}_2 J_2^- g = \dot{g}$ in $Q'$. For all $\phi \in C_c^\infty(0,T)$ and for all $q \in Q$, we have that

$$\langle J_2 J_2^- g, \phi \rangle_{Q',Q} = \langle J_2^- g, \phi J_2^- \rangle_{H',H} = \langle J_2^- g, \phi \rangle_{H',H} = -\langle J_2^- g, \phi \rangle_{H',H} = -\langle J_2^- g, \phi \rangle_{Q',Q} = -\langle g, \phi \rangle_{Q^\prime,Q}.$$

To prove the converse direction we show that if $\dot{g} \in Q'_c$, then the unique $w \in L^2(0,T;\overline{V}_c^{\|\cdot\|^H})$ that fulfills $\tilde{J}_2 w = \dot{g}$ is the Riesz representation of the derivative of $v_c$ in $L^2(0,T;H)$. That is we need to establish that given $\phi \in C_c^\infty(0,T)$, we have

$$\langle j'w, \phi v \rangle_{H',H} = \langle v_c, \phi v \rangle_{H',H}$$

for all $v \in j\tilde{J}_2'(Q)$. Taking $v$ from the range of $j\tilde{J}_2'$ is enough because it can be identified with a dense subset in $\overline{V}_c^{\|\cdot\|^H}$, and because the inner product with vectors from the complement is zero by definition. Denseness follows by injectivity of $\tilde{J}_2$: $\overline{V}_c^{\|\cdot\|^H} \to Q'$ that makes the range of its adjoint dense in $(\overline{V}_c^{\|\cdot\|^H})'$ and by Lemma \ref{lem:3.26} stating that $(\overline{V}_c^{\|\cdot\|^H})'$ can be identified with $\tilde{j}'(\overline{V}_c^{\|\cdot\|^H})$. Given $v \in j\tilde{J}_2'(Q)$ and the corresponding $q \in Q$ that fulfills $j\tilde{J}_2 q = v$, we compute that

$$\langle j'w, \phi v \rangle_{H',H} = \langle w, \phi J_2^- q \rangle_{H',H} = \langle J_2^- w, \phi \rangle_{Q',Q} = \langle \dot{g}, \phi \rangle_{Q',Q} = -\langle g, \phi \rangle_{Q',Q} = -\langle J_2^- g, \phi \rangle_{Q',Q} = -\langle J_2^- g, \phi \rangle_{V',V'} = -\langle v_c, \phi v \rangle_{H',H}.$$

Remark 3.29. We have that $Q'_c \subset L^2(0,T;\tilde{J}_2(\overline{V}_c^{\|\cdot\|^H})) \subset Q'$ and that all spaces collapse into $Q'$ if, and only if, $\tilde{J}_2^-$ is bounded.

Having established the necessary properties and relations of the splittings of solution and equation spaces, we now can separate the differential and algebraic components of the abstract differential algebraic equation \eqref{eq:3.1}. First, we state the equations that, under certain conditions, the algebraic and differential parts of any solution to \eqref{eq:3.1} need to fulfill. Secondly, from the separated components, we can read off necessary and sufficient smoothness and consistency conditions of the problem. Finally, we will use the underlying abstract differential equation to state existence and uniqueness of solutions to \eqref{eq:3.1}. 


Lemma 3.30. Consider the setup of Problem 3.1 and let Assumption 3.23 hold. Let $f \in L^2(0,T;H')$ and Assumptions 3.8 hold, i.e. a solution $(v,p)$ to System (3.1a,b) is in $W(0,T;V;H') \times L^2(0,T;Q)$. Then any solution $(v,p)$ of System (3.1a,b) has the representation $(v_{df} + v_c, p)$, where $v_c \in L^2(0,T;V_c)$ satisfies
\[
v_c(t) = -J_2 g(t),
\]
where $J_2^-$ is the right inverse for $J_2$ as defined in Lemma 3.17 where $v_{df}$ is a solution to
\[
\mathcal{P}_{[H_{df}']}[\dot{v}_{df}(t)] - \mathcal{P}_{[H_{df}']}[A(v_{df}(t) - J_2^- g(t))] = \mathcal{P}_{[H_{df}']}[f(t) - \frac{d}{dt}(J_2^- g(t))],
\]
and where $p \in Q$ satisfies
\[
p(t) = S^{-1} [\bar{J}_2 j A(v_{df}(t) - J_2^- g(t)) + \bar{J}_2 j f(t) + \dot{g}(t)],
\]
with $S = \bar{J}_2 j \bar{J}_1$ and $\mathcal{P}_{[H_{df}']}$ defined in Lemma 3.6. The equalities hold for a.a. $t \in (0,T)$.

Proof. By Assumption 3.23, $J'_1$ is injective and by Lemma 3.10, System (3.8a) is equivalent to (3.11). By Lemma 3.17, we can write $v = v_{df} + v_c$ with unique $v_{df} \in V_{df}$ and $v_c \in V_c$. Then the equations from the decoupling given in (3.11), with parts in $H', V', Q_{H},$ and $Q'$, cf. (3.12), read as follows. With $J_{2v_{df}} = 0$ the part in $Q'_{H}$ is given via
\[
-J_2 v = -J_2 v_c = g \in Q'_{H}.
\]
By means of the right inverse $J_2^-$ one obtains (3.19a). Since $J'_1$ is injective, the equation $-J_1 j Q_n J_2 v_c = J'_1 j Q_n g$ in $V'$ is redundant.

The equation part in $H_{df}$ is given via
\[
\mathcal{P}_{[H_{df}']}[\dot{v}] - \mathcal{P}_{[H_{df}']}[A(v) - \frac{d}{dt}(J_2^- f p)],
\]
which is (3.19b), since $v = v_{df} - J_2^- g$.

Finally, the part in $Q'$ is given via
\[
\bar{J}_2 j \dot{v} - \bar{J}_2 j A(v) - Sp = \bar{J}_2 j f.
\]
By Lemma 3.24, it holds that $\bar{J}_2 j \dot{v}_{df} = 0$, by Lemma 3.28, that $\bar{J}_2 j \bar{J}_2^- \dot{g} = \dot{g}$. Thus, the invertibility of $S$, as defined in Lemma 3.6, gives the necessary condition (3.19c) for the algebraic variable $p$.

Corollary 3.31. Under the assumptions of Lemma 3.30 and with $f \in L^2(0,T;H')$, for the existence of a solution $(v,p) \in W(0,T;V;H') \times L^2(0,T;Q)$ to Problem 3.1 it is necessary, that $g \in W^{1,2}(0,T;Q'_{H}';Q_{L}^{-})$ and $\alpha = \alpha_{df} - J_2^- g(0)$, with $\alpha_{df} \in H_{df}$, i.e. $-J_2 \alpha = g(0)$.

Proof. By Lemmas 3.10 and 3.30, solutions $(v,p) \in W(0,T;V;H') \times Q$ of (3.1) fulfill Equations (3.19). According to (3.19c), $g \in Q'$ is necessary for the existence of $p \in Q$. With $g \in W(0,T;Q'_{H};Q_{L}^{-}) \hookrightarrow C([0,T],Q')$ also $g(0) \in Q'$ is well defined. We have $W(0,T;V_{df};H_{df}^{-}) \hookrightarrow C([0,T],H_{df})$, so that, for $v_{df} \in V_{df}$ to solve (3.19b), $v_{df}(0)$ must be in $H_{df}$.

Furthermore, since $v_{c} \in W(0,T;V_{c},\|\cdot\|_{W_{c}}) \hookrightarrow C(0,T;V_{c})$, a value for $v_{c}(0) \in H$ must be well defined. Since $J_2 v_{c} = -g \in C([0,T];Q')$, we have that $J_2 v_{c}(t) \rightarrow -g(0) \in Q'$, as $t \rightarrow 0$. Then for $t_n := \frac{1}{n}$, the sequence $(J_2 v_{c})_{n} := J_2 v_{c}(t_n) \rightarrow g(0)$, as $n \rightarrow \infty$. Also, because of the continuity of $v_{c}$, the sequence $J_2^- (J_2 v_{c}(t_n)) = v_{c}(t_n)$ converges to a function $h$ in $H$. Since $J_2^-$, as the inverse of a bounded injective operator, is closed, this limit is in the range of $J_2^-$ and equals $h = v_{c}(0) = -J_2^- g(0)$.
Note, that this gives \(-\bar{J}_2\alpha = -J_2[v_{df}(0) + v_c(0)] = g(0),\) i.e., the initial condition must fulfill the algebraic constraints.

**Remark 3.32.** Unlike \(v_c\), that can be shown to be a continuous function in time, the variable \(p\) is only in \(L^2(0,T;Q)\) and the point value \(p(0)\) has no meaning. Thus, in the current setting, there is no consistency restriction imposed by (3.19c).

If one requires continuity in time of \(p\) or, equivalently, of \(\bar{J}_2jA(v)\), then (3.19c) demands that \(f(0), \dot{g}(0),\) and \(\alpha\) are consistent such that
\[
p(0) = -S^{-1}[\bar{J}_2jA(\alpha) + \bar{J}_2jf(0) + \dot{g}(0)],
\]
which is in line with the conditions that were established for the Navier-Stokes case [68 Sec. 2].

**Remark 3.33.** If the case of the Navier-Stokes Equations as defined Problem 3.1 (NSE), Equation 3.20 gives the Pressure Poisson Equation. Thus, the assumptions of Lemma 3.30 give sufficient conditions for the existence of the Pressure Poisson Equation in infinite dimensions, cf. the discussion in the introduction of this thesis.

**Remark 3.34.** Since the consistency of the initial value as specified in Corollary 3.31 is necessary for any solution to (3.1), it cannot depend on a particular choice of \(\bar{J}_2\) in Lemma 3.17. Thus, an initial condition \(\alpha\) is genuine consistent or not, but the parts \(\alpha_{df}\) and \(-\bar{J}_2\;g(0)\) may depend on the choice of \(\bar{J}_2\).

The preceding remark gives rise to the following definition:

**Definition 3.35.** Consider Problem 3.1 assume that Assumptions 3.3 and 3.13 hold, and that \(g \in W(0,T;Q_H;Q')\). An initial condition \(\alpha \in H\) is called consistent, if there is a right inverse \(\bar{J}_2\) to \(J_2\) such that \(\alpha = \alpha_{df} - J_2\;g(0)\), with \(\alpha_{df} \in \ker J_2\).

**Corollary 3.36.** An initial condition is consistent in the sense of Definition 3.35 if, and only if, \(-\bar{J}_2\alpha = g(0)\).

**Proof.** If \(\alpha\) is consistent, then \(-\bar{J}_2\alpha = g(0)\). If \(-\bar{J}_2\alpha = g(0)\), then for any right inverse \(\bar{J}_2\) one has that \(\alpha = (\alpha + \bar{J}_2\;g(0)) - \bar{J}_2\;g(0)\) with \(\alpha_{df} = \bar{J}_2\;g(0)\) in \(\ker J_2\). □

**Theorem 3.37.** Consider Problem 3.1 and let Assumption 3.23 hold. Let \(f \in L^2(0,T;H')\) and let Assumption 3.8 hold. Let \(g \in L^2(0,T;Q_H)\) and let \(\alpha \in H\). Then the ADAE (3.1) has a (unique) solution \((v, p) \in W(0,T;V;H') \times Q\) if, and only if, \(\dot{\alpha} \in \ker J_2\), \(\alpha = \alpha_{df} - J_2\;g(0)\), with \(\alpha_{df} \in H_{df}\), and
\[
\dot{w}(t) - P_{[H_{d1};H_{d2}]}[A(w(t) - J_2\;g(t))] = P_{[H_{d1};H_{d2}]}[f(t) + \frac{d}{dt}(J_2\;g(t))] \quad \text{in } V',
\]
\[
w(0) = \alpha_{df} \quad \text{in } H,
\]
for almost all \(t \in (0, T)\), has a (unique) solution \(w \in W(0,T;V_{df};H'_{df})\).

**Proof.** Assume that the ADAE (3.1) has a solution \((v, p)\). Then by Corollary 3.31 the conditions on \(g\) and \(\alpha\) are necessarily fulfilled and by Lemma 3.30 \(P_{[H_{d1};H_{d2}]}v\) solves (3.21). While the solution components \(v_c\) and \(p\) are fixed via (3.19a,c), all solutions of (3.21) also solve (3.19b). Thus \((v, p)\) can only be unique, if (3.21) has a unique solution.

Conversely, with consistent \(g\) and \(\alpha\) and \(v_{df}\) solving (3.21), by Lemma 3.30 \((v_{df} + v_c, p)\) solves (3.1). Since, under the assumptions made, any solution in \(W(0,T;V;H') \times Q\) to the ADAE (3.1) has a representation as given in Lemma 3.30 uniqueness is given if
\[
P_{[H_{d1};H_{d2}]}w - P_{[H_{d1};H_{d2}]}A(w - J_2\;g) = P_{[H_{d1};H_{d2}]}[f + \frac{d}{dt}(J_2\;g)],
\]
\[
w(0) = \alpha_{df},
\]
(3.22)
determines a unique \( w \in W(0; T; V_{\text{diff}}, V') \). We consider solutions in \( W(0, T; V; H') \), for which Equations (3.22) and (3.21) are the same, cf. Lemma 3.24, and, thus, unique solvability of (3.21) implies unique solvability of the ADAE (3.1). □

Equation (3.21) is formulated on \( V \leftrightarrow H \leftrightarrow V' \) but – under Assumption 3.8 – defines solutions in \( V_{\text{diff}} \), with \( H_{\text{diff}} \) and \( V_{\text{diff}} \) being Gelfand triple with derivatives in \( H_{\text{diff}} \); \( \equiv j'(H_{\text{diff}}) \). Thus, we can consider (3.21) on the Gelfand triple \( V_{\text{diff}} \leftrightarrow H_{\text{diff}} \leftrightarrow (V_{\text{diff}})' \), cf. Lemma 3.18 stating the density of the embeddings, and use standard results to establish sufficient conditions for the existence of solutions in terms of properties of the operator

\[
A_0(\cdot) := A(\cdot, J_{\gamma}g): V_{\text{diff}} \rightarrow (V_{\text{diff}})' .
\]  

(3.23)

For later reference for spatial semi-discretization via Galerkin schemes, we state an existence result that bases on possible semi-coerciveness of \( A_0 \). This fits the weak formulation of the Navier-Stokes Equation. Other results that prove existence of solution under different conditions are discussed at the end of this section in Remark 3.39.

**Theorem 3.38** ([33], Thm. 8.27). Let \( V_{\text{diff}} \rightarrow H_{\text{diff}} \rightarrow (V_{\text{diff}})' \) be a Gelfand triple and let \(-A_0: [0, T] \times V_{\text{diff}} \rightarrow (V_{\text{diff}})' \) be a Carathéodory mapping, semi-coercive, i.e. there is \( c_0 > 0, c_1 \in L^p(0, T) \), and \( c_2 \in L^1(0, T) \) such that for all \( v \in V_{\text{diff}} \) it holds that

\[
- \langle A_0(t, v), v \rangle_{(V_{\text{diff}})', V_{\text{diff}}} \geq c_0|v|^p_V - c_1(t)|v|_V - c_2(t)|v|^p_{|H_{\text{diff}}|} .
\]  

(3.24)

and satisfy the following growth condition: there is \( \gamma \in L^{p'}([0, T]) \) and \( c: \mathbb{R} \rightarrow \mathbb{R} \) increasing, so that

\[
\|A_0(t, v)\|_{(V_{\text{diff}})'} \leq c(\|v\|_H)(\gamma(t) + \|v\|_{V}^{p-1}) ,
\]

for all \( v \in V_{\text{diff}} \) and almost all \( t \in (0, T) \), and for a \( 1 \leq p < \infty \) and \( p' \) such that \( \frac{1}{p} + \frac{1}{p'} = 1 \). Let \(-A_0(t, \cdot); V_{\text{diff}} \rightarrow (V_{\text{diff}})' \) be pseudomonotone, see Definition 2.17.

Then, there is a solution \( u \in W^{1, p, p'}(0, T; V; (V_{\text{diff}})') \) to

\[
\dot{u}(t) - A_0(t, u(t)) = f_{\text{diff}}(t) , \quad \text{for a.a. } t \in (0, T) , \quad u(0) = a_0 ,
\]  

(3.25)

for any \( f_{\text{diff}} \in L^p(0, T; (V_{\text{diff}})') \) and \( a_0 \in H_{\text{diff}} \).

If \( A_0 \) fulfills Assumption 3.8 on \( V_{\text{diff}} \rightarrow H_{\text{diff}} \), then a solution to (3.25), with \( f_{\text{diff}} \in T_{|H_{\text{diff}}|}|H_{\text{diff}}| \) and \( p = p' = 2 \), also solves (3.21), as by Corollary 3.21, a function \( w \in W(0; T; V_{\text{diff}}; (H_{\text{diff}})' \) can be identified with a function \( \tilde{w} \in W(0, T; V; H_{\text{diff}}'; H_{\text{diff}}') \).

**Remark 3.39.** Theorem 3.38 establishes existence of solutions to the nonlinear abstract ODE (3.25) via semi-coerciveness and bounded growth of the involved operator \( A_0 \). Existence of solutions can also be proved if, among other conditions, \( A_0 \) is a sum of a monotone and a strongly continuous operator ([40], Thm. 8.4.2]. Unique solvability is proved for \( A_0 \) monotone, coercive, and hemicontinuous ([102], Thm. 30A] or radially continuous ([45], Thm. VI.1.1].

**Remark 3.40.** Except from Theorems 3.38 and the statements that an initial condition for \( v \) must be well-defined, see Section 3.1, all results in this Section 3 are independent of the degree of Bochner integrability of the functions. All results hold for candidate solutions \( v \in W^{1, p, q}(0, T; V; H') \), for a \( 1 \leq p, q < \infty \), a right-hand side \( f \in L^q(0, T; H') \), and Equation (3.1) posed in \( L^q(0, T; V') \). In order to apply Theorem 3.38 one can consider solutions in \( W^{1, p, p'}(0, T; V, V') \) with \( 1 \leq p \leq \infty \), and suitable right hand sides.
3.5. **Application to the Navier-Stokes Equation.** In this section we show the applicability of the results of Section 3 to the weak formulation of the Navier-Stokes Equation

\[ \dot{v} + (v \otimes \nabla)v - \text{div}(\nu \nabla v) + \text{grad} p = f \quad \text{in } (0, T) \times \Omega, \]  
\[ \text{div} v = 0 \quad \text{in } (0, T) \times \Omega, \]  
\[ v \big|_{(0, T) \times \partial \Omega} = 0 \quad \text{and} \quad v \big|_{(0) \times \Omega} = \alpha, \]

modelling the evolution of the velocities \( v \in \left((0, T) \times \Omega \to \mathbb{R}^d, d \in \{2, 3\}\right) \), and the pressure \( p \in \left((0, T) \times \Omega \to \mathbb{R}\right) \) of a flow in a domain \( \Omega \subset \mathbb{R}^d \) for a time interval \((0, T)\).

We will assume that \( \Omega \) and its boundary are regular, i.e. they fulfill Assumption 2.10.

The standard weak formulation, as derived e.g. in [49, 103, 143], formulates (2.36) as Problem 3.1 (NSE). In particular, we have that

\[ V := \left[ W^{1,2}(\Omega) \right]^d := \left\{ v \in \left[ W^{1,2}(\Omega) \right]^d : v\big|_{\partial \Omega} = 0 \right\}, \]

\[ H := \left[ L^2(\Omega) \right]^d, \]

and

\[ Q_H := L^2(\Omega)/\mathbb{R}. \]

Because of \( v \in V \) being zero at the boundary, we can define \( J_2 := - \text{div}: V \to Q_H \) and \( J_1' \) – representing grad in (3.26) – via \( J_1' = J_2' \) using

\[ \langle J_1' q, w \rangle := - \int_\Omega q \cdot \text{div} w \, d\omega, \quad \text{for } q \in Q_H \text{ and } w \in V. \]

We will use the short notation \( J_1' = -J_2' := \nabla \), with \( \nabla \) being the formal vector of partial derivatives as introduced in Section 2.4. Note, that the formal notation \( \nabla \) has to be interpreted with respect to the domains of definition.

To apply the decoupling of Lemma 3.30 we introduce \( Q := W^{1,2}(\Omega)/\mathbb{R} \) and show that with this choice \( Q \hookrightarrow Q_H \) and that \( J_2 = -\nabla' \) and \( J_1' = \nabla' \) fulfill Assumptions 3.3 and 3.13. To establish also Assumption 3.8 we give sufficient conditions for the additional regularity of solutions of weak formulations of (3.26).

The quotient space \( W^{1,2}(\Omega)/\mathbb{R} \) is the space of equivalence classes \([q] \subset W^{1,2}(\Omega)\) defined as \( q_1, q_2 \in [q]\), if \( q_1 - q_2 \in \mathbb{R} \). Considering the norm \( \|q\|_{W^{1,2}(\Omega)/\mathbb{R}} := \inf_{q \in [q]} \|q\|_{W^{1,2}(\Omega)} \), it is a Banach space, see e.g. [122, Ch. 1.1.7]. Writing \([q] = q_0 + \mathbb{R}\) for some \( q_0 \in [q]\), we have that \( \|q\|_{W^{1,2}(\Omega)/\mathbb{R}} = \inf_{c \in \mathbb{R}} \|q_0 + c\|_{W^{1,2}(\Omega)} \).

**Proposition 3.41.** The space \( W^{1,2}(\Omega)/\mathbb{R} \) is continuously and densely embedded in \( L^2(\Omega)/\mathbb{R} \) and \( L^2(\Omega)/\mathbb{R} \) is a Hilbert space.

**Proof.** The norm in \( L^2(\Omega)/\mathbb{R} \) is defined as \( \|q\|_{L^2(\Omega)/\mathbb{R}} := \inf_{q \in [q]} \|q\|_{L^2(\Omega)} \). Since \( W^{1,2}(\Omega) \hookrightarrow L^2(\Omega) \), we have that the injection \( I: W^{1,2}(\Omega)/\mathbb{R} \to L^2(\Omega)/\mathbb{R} \) is continuous. Next, we show that \( W^{1,2}(\Omega)/\mathbb{R} \) is dense in \( L^2(\Omega) \). Viewing \( \mathbb{R} \) as a closed subspace of \( L^2(\Omega) \) one finds that the Hilbert space \( \mathbb{R}_I = \{ q \in L^2(\Omega) : \int_\Omega q \, d\omega = 0 \} \) is rendered isometrically isomorphic to \( L^2(\Omega)/\mathbb{R} \) by the isomorphism \( T: \mathbb{R}_I \to L^2(\Omega)/\mathbb{R} : q \to q + \mathbb{R} \). Thus, any \( [q] \in L^2(\Omega)/\mathbb{R} \) can be identified with a unique \( L^2(\Omega) \ni q_0 = T^{-1}[q] \). Since \( W^{1,2}(\Omega) \) is dense in \( L^2(\Omega) \), there is a sequence \( \{q_{0,n}\}_{n \in \mathbb{N}} \subset W^{1,2}(\Omega) \) that converges to \( q_0 \) in \( L^2(\Omega) \). Then, the sequence \( \{[q_{0,n}]\}_{n \in \mathbb{N}} \) approaches \([q] \in L^2(\Omega)/\mathbb{R}\), since \( \inf_{c \in \mathbb{R}} \|q_{0,n} - q_0 + c\|_{L^2(\Omega)} \leq \|q_{0,n} - q_0\|_{L^2(\Omega)} \to 0 \) as \( n \to \infty \). Furthermore, \( L^2(\Omega)/\mathbb{R} \) can be equipped with the scalar product \( \langle T^{-1}_\cdot, T^{-1}_\cdot \rangle_{L^2(\Omega)} \), which is taking the \( L^2(\Omega) \) scalar-product of the unique representatives of the equivalence classes that have a zero mean. \( \square \)
We will write \( q \in W^{1,2}(\Omega)/\mathbb{R} \) instead of \([q]\).
So, we can define the Gelfand triple
\[
Q := W^{1,2}(\Omega)/\mathbb{R} \hookrightarrow Q_H := L^2(\Omega)/\mathbb{R} \hookrightarrow (W^{1,2}(\Omega)/\mathbb{R})' = Q'
\] (3.28)
to weakly formulate the divergence constraints \([3.26]\). For the weak formulation of the differential part \([3.26a]\), we use the standard Gelfand triple
\[
V := [W^{1,2}_0(\Omega)]^d \hookrightarrow H := [L^2(\Omega)]^d \hookrightarrow [W^{1,2}_0(\Omega)']^d = V'.
\]

With the assumption of a regular boundary of \( \Omega \), we have that \( W^{1,2}(\Omega) \) \( \hookrightarrow \) \( L^2(\Omega) \) and that there exist \( c_1, c_2 > 0 \), such that
\[
c_1\|q\|_{W^{1,2}(\Omega)/\mathbb{R}} \leq \|\nabla q\|_{[L^2(\Omega)]^d} \leq c_2\|q\|_{W^{1,2}(\Omega)/\mathbb{R}},
\]
for all \( q \in W^{1,2}(\Omega)/\mathbb{R} \), \( (3.29) \)
i.e. on \( W^{1,2}(\Omega)/\mathbb{R} \), the norms \( \|\cdot\|_{W^{1,2}(\Omega)/\mathbb{R}} \) and \( \|\nabla\|_{[L^2(\Omega)]^d} \) are equivalent \([122]\) Thm. II.7.2.

This implies that \( \nabla' : [W^{1,2}_0(\Omega)]^d \subset [L^2(\Omega)]^d \to (W^{1,2}(\Omega)/\mathbb{R})' \) is bounded. Having this, we can establish Assumption \( 3.5(a) \), stating that
\[
\nabla' : [L^2(\Omega)]^d \to (W^{1,2}(\Omega)/\mathbb{R})'
\]
is surjective, i.e. its dual \( \nabla : W^{1,2}(\Omega)/\mathbb{R} \to [L^2(\Omega)]^d \) is a homeomorphism onto its range.

**Proof.** By \([3.29]\) one has that \( \nabla \) is bounded from below, what makes it injective. By linearity and boundedness from below, it follows that the preimage of any Cauchy sequence in the image of \( \nabla \) is a convergent sequence in \( W^{1,2}(\Omega)/\mathbb{R} \). Thus, by continuity, we have that the range of \( \nabla \) also contains the limits of the sequences and, thus, is closed. \( \square \)

**Remark 3.43.** With the choice \( \vec{J}_1 = -\vec{J}_2 = \nabla \), we get that also part (b) of Assumption \( 3.5 \) holds, cf. Remark \( 3.22 \)

Since the definition of weak derivatives given in Section \( 2.4 \) requires the derivative to be in \( L^1_{\text{loc}}(\Omega) \), in this setup, we cannot simply write \( \nabla' = -\text{div} \). However, for \( v \in [W^{1,2}_0(\Omega)]^d \) and \( q \in W^{1,2}(\Omega)/\mathbb{R} \), by Green’s Formula \([122]\) Thm. III.1.1, one has that
\[
\int_{\Omega} q \text{div } v \, d\omega = \int_{\partial \Omega} q v \cdot \vec{n} \, d\sigma - \int_{\Omega} \nabla q \cdot v \, d\omega.
\] (3.31)

This implies that \( \nabla v = -\text{div } v \), for \( v \in [W^{1,2}_0(\Omega)]^d \), as \( v \cdot \vec{n} = 0 \in L^2(\partial\Omega) \), where \( \vec{n} \) is the outer normal vector of \( \partial\Omega \).

By continuity arguments, Green’s formula \([3.31]\) can be extended to functions in \( W^{2,2}(\Omega) := \{ v \in [L^2(\Omega)]^d : \text{div } v \in L^2(\Omega) \} \). Also, one can continuously extend the domain of definition of the mapping \( v \to v \cdot \vec{n} \) \( \in L^2(\partial\Omega) \) \( \to W^{2,2}(\Omega) \), see \([19]\) Thms. 1.2.5-6.

Thus, the space \( H_{\text{diff}} := \{ v \in [L^2(\Omega)]^d : \text{div } v = 0 \text{ and } v \cdot \vec{n}|_{\partial\Omega} = 0 \} \) is well defined. Its orthogonal complement is given by \( H_c := j \text{ im } J' = \text{ im } \nabla \), with \( \nabla \) as defined in \( (3.30) \), cf., e.g., \([19]\) Thm. 1.2.7. Since \( H_{\text{diff}} = \ker J' = \ker \nabla' \), cf. \([54]\) Lem. 4.4], these spaces set up the splitting of \( H = H_{\text{diff}} \oplus H_c \) as established by Lemma \( 3.6 \).

We can call on a classical result on strong solutions of the Navier-Stokes Equation:

**Proposition 3.44** \([130]\), Lems. 25.1.2. Consider the setup of Problem \( 3.1(NSE) \). Let \( V_{\text{diff}} \) be the kernel of \( J_2 = \nabla' \) and \( H_{\text{diff}} \) be the kernel of \( J_2 = \nabla' \). If \( f_{\text{diff}} \in \)
\( L^2(0, T; H_{\text{diff}}) \) and \( \alpha \in V_{\text{diff}} \), then there exists \( 0 < T_c \leq T \), and a unique \( v \in L^2(0, T; V_{\text{diff}} \cap W^{2,2}(\Omega)) \cap C([0, T_c]; V_{\text{diff}}) \) with \( \hat{v} \in L^2(0, T_c; V_{\text{diff}}) \) that fulfills
\[
\hat{v}(t) - A(t, v(t)) = f_{\text{diff}}(t) \quad \text{in} \ (V_{\text{diff}})', \ a.e. \ in \ (0, T),
\]
\( v(0) = \alpha \quad \text{in} \ H. \)

If the spatial dimension \( d = 2 \), then \( T_c = T \).

Application to our particular setup gives sufficient conditions for Assumption 3.8

**Proposition 3.45.** Consider Problem 3.1 (NSE). Then

(a) Assumption 3.13 holds.

(b) If, in addition, \( Q \) is chosen as \( W^{1,2}(\Omega)/\mathbb{R} \subset Q_H \), then Assumption 3.5 is fulfilled.

Additionally,

(c) if \( T \) is sufficiently small, \( f \in L^2(0, T; H') \) and \( \alpha \in V_{\text{diff}} := \ker J_2 \) are sufficient for Assumption 3.3 to hold.

**Proof.** The existence of the splitting of the variable space, i.e. Assumption 3.13 follows from \( \nabla' : W^{1,2}(\Omega) \to L^2(\Omega)/\mathbb{R} \) fulfilling the inf-sup condition [103, Prop. 4.5] and \( W^{1,2}(\Omega) \) being a Hilbert space, cf. Remarks 3.16 and 3.14. Part (b) follows from Proposition 3.42 and Remark 3.43. Part (c) follows from Proposition 3.44 as follows. Given \( f \in L^2(0, T; H') \), by (b) we can consider the components \( f_{\text{diff}} \in L^2(0, T; H'_{\text{diff}}) \), that defines a \( v_{\text{diff}} \in L^2(0, T; V_{\text{diff}} \cap W^{2,2}(\Omega)) \), and the remainder \( f_c = f - f_{\text{diff}} \). Since with \( v_{\text{diff}}(t) \in V \cap W^{2,2}(\Omega) \), it holds that \( A(v(t)) \) is in \( H' \) for almost all \( t \in (0, T) \), we can similarly split \( A(v(t)) \) into a part in \( H'_{\text{diff}} \) and the remainder \( A_c(v(t)) \). By (a), for almost all \( t \in (0, T) \), there exists a unique \( p(t) \in Q \), so that \( -J'_p(t) = A_c(v(t)) + f_c(t) \in H' \). There can be no other solution, since by homogeneity of (3.6b), any solution \( v \) to must lie in the kernel of \( J_2 \) and is thus uniquely defined by Proposition 3.44.

Thus, if the assumptions of Proposition 3.45 hold, then the decoupling of Lemma 3.30 and the solvability results of Theorem 3.37 apply for the weak formulation of the Navier-Stokes Equation as given in Problem 3.1 (NSE).

By now, we have only addressed space regularity of the problem. If the decoupling of the problem is the case, the necessary time regularity of the data, that give e.g. \( v \in W(0, T; V; H') \), can be read off from Equations (3.19). In particular for the differential variables, time regularity depends on the nonlinear operator \( A \), specifically, on \( A_0 \) as defined in (3.23). In the case of \( d = 3 \) in the Navier-Stokes Equation, one has
\[
A_0 : L^2(0, T; V_{\text{diff}}) \cap L^\infty(0, T; H_{\text{diff}}) \to L^{4/3}(0, T; (V_{\text{diff}})'),
\]
see e.g. [143] Thm. III.3.3]. Accordingly, recalling (3.19), \( \hat{v} \) and \( p \) in (3.36) are not square integrable in time. This is different from \( d = 2 \), where \( A_0 \) maps into \( L^2(0, T; V') \), see [143] Lem. III.3.4]. In the linear case this regularity follows from the boundedness of \( A : V \to V' \).

Accordingly, the formulation of the optimal control problem and particularly the adjoint ADAE in three spatial dimensions will require \( \lambda_2 \in L^4(0, T; H') \), see Remarks 3.49 and 6.19.
3.6. Application to the Maxwell Equation. As a further application example, in this section, we briefly illustrate that the methods developed in the beginning of the current section also apply to a class of equations that model electrodynamical phenomena.

In a time interval \((0, T)\) and on a bounded domain \(\Omega \in \mathbb{R}^d, d \in \{2, 3\}\), we consider the Maxwell Equation

\[
\begin{align*}
\epsilon \dot{E} + \sigma E - \text{curl} \ H &= j, \quad (3.32a) \\
\mu \dot{H} + \text{curl} \ E &= 0, \quad (3.32b) \\
\text{div}(\epsilon E) &= \rho, \quad (3.32c) \\
\text{div}(\mu H) &= 0, \quad (3.32d)
\end{align*}
\]

describing the coupled time evolution of an electric field density \(E\) and the coupled magnetic field intensity \(H\) for a given current \(j\) and a given charge density \(\rho\). The material parameters \(\epsilon, \mu, \text{ and } \sigma\) represent the dielectric constant, the magnetic permeability, and the conductivity, respectively. See [124] for the basic principles of Maxwell equations.

We complete equations (3.32) by initial conditions

\[
E\big|_{(0) \times \Omega} = E_0 \quad \text{and} \quad H\big|_{(0) \times \Omega} = H_0
\]

and boundary conditions that model a perfectly conducting boundary, cf. [120] Ch. 1,

\[
n \times E\big|_{(0, T) \times \partial \Omega} = 0 \quad \text{and} \quad n \cdot H\big|_{(0, T) \times \partial \Omega} = 0,
\]

where \(n\) is the outer normal to \(\partial \Omega\).

Typically, the applied charge density fulfills the charge conservation law

\[
\dot{\rho} + \text{div}(\sigma E - j) = 0 \quad \text{in} \quad (0, T) \times \Omega.
\]

In this case, using the identity \(\text{div} \ \text{curl} = 0\) that holds for smooth vector fields [120 App. B], one can show that for consistent initial values, the algebraic relations (3.32b) and (3.32d) are a-priori fulfilled for all time, cf. [74]. For this reason, in the analytical and numerical analysis of the Maxwell Equation, the constraint for the divergence of the magnetic and the electric field is typically omitted [74, 104, 119, 120].

However, in recent publications [30, 158] the enforcement of the divergence constraint by means of an Lagrange multiplier has been proven beneficial for the numerical approximation. We will show, how the results of Section 3 apply to the part of (3.32) that constitutes the magnetic field \(H\) and comment on a possible treatment of the part that defines \(E\).

We introduce the following spaces

\[
W^{\text{curl}, 2}(\Omega) := \{ v \in [L^2(\Omega)]^d : \text{curl} \ v \in [L^2(\Omega)]^d \} \quad \text{and} \quad W^{\text{div}, 2}(\Omega) := \{ v \in [L^2(\Omega)]^d : \text{div} \ v \in [L^2(\Omega)]^d \}
\]

that are complete with the norms \(\|\cdot\|_{W^{\text{curl}, 2}(\Omega)} := \|\|\cdot\|_{[L^2(\Omega)]^d} + \|\text{curl} \cdot\|_{[L^2(\Omega)]^d}\) and

\[
\|\cdot\|_{W^{\text{div}, 2}(\Omega)} := \|\|\cdot\|_{[L^2(\Omega)]^d} + \|\text{div} \cdot\|_{[L^2(\Omega)]^d}, \quad \text{cf. [120, Ch. 3.5]}. \]

Since the trace operator \(v \mapsto n \cdot v|_{\partial \Omega}: W^{\text{div}, 2}(\Omega) \rightarrow H^{-1/2}(\partial \Omega)\) is well defined, one can use

\[
W^{\text{div}, 2}_0(\Omega) = \{ v \in [L^2(\Omega)]^d : \text{div} v \in [L^2(\Omega)]^d, \ n \cdot v|_{\partial \Omega} = 0 \}
\]

and

\[
W^{\text{curl}, 2}_0(\Omega) = \{ v \in [L^2(\Omega)]^d : \text{div} v \in [L^2(\Omega)]^d, \ n \times v|_{\partial \Omega} = 0 \}
\]

to define the space where the magnetic and electric fields are sought in:

\[
V_t := W^{\text{curl}, 2}(\Omega) \cap W^{\text{div}, 2}_0(\Omega) \quad \text{and} \quad V_n := W^{\text{curl}, 2}(\Omega) \cap W^{\text{curl}, 2}_0(\Omega), \quad (3.35)
\]
cf. [120] Ch. 3.8. It holds that $V_t \hookrightarrow [L^2(\Omega)]^d$, see [120] Cor. 3.49. With $H := [L^2(\Omega)]^d$, we can consider the Gelfand triple $V_t \hookrightarrow [L^2(\Omega)]^d : = H \cong H' \hookrightarrow (V_t)'$. For the modelling of the divergence constraint (3.32d) we use the same evolution triple (3.28) as for the Navier-Stokes Equation $Q := W^{1,2}(\Omega)/\mathbb{R} \hookrightarrow Q_H := L^2(\Omega)/\mathbb{R} \hookrightarrow (W^{1,2}(\Omega)/\mathbb{R})' = Q'$. (3.36)

Because of the zero normal component of functions in $V_t$, we can define the divergence $\nabla' : V_t \to Q_H$ similarly to $\nabla' : V \to Q_H$, cf. (3.27). By definition of $V_t$, for $v \in V_t$, we have $\nabla'v \in L^2(\Omega)$, and, thus, also $\nabla'v \in L^2(\Omega)/\mathbb{R}$ is well-defined. With this definition of the operator $\nabla'$, $V_t \to Q_H$ and $V_t$ as defined in (3.35), we state the following weak formulation for the time-dependent magnetic field $h$:

**Problem 3.46.** Let $T > 0$ and $\Omega \subset \mathbb{R}^d$, $d \in \{2,3\}$, a domain with a regular boundary. For given $e \in L^2(0,T;V_n)$ and $h_0 \in V_t$, find $h \in L^2(0,T;V_t)$ and $\phi \in L^2(0,T;\Omega)$, such that

\[
\dot{h}(t) + \text{curl}(e(t)) - \nabla\phi(t) = 0 \quad \text{in } (V_t)', \text{ a.e. in } (0,T), \tag{3.37a} \\
\nabla' h = 0 \quad \text{in } (L^2(\Omega)/\mathbb{R})', \text{ a.e. in } (0,T), \tag{3.37b} \\
h(0) = h_0 \quad \text{in } V_t, \tag{3.37c}
\]

holds in the sense described in Section 3.1.

The magnetic permeability $\mu$ is a material constant. Thus, it is assumed to be piecewise constant across subdomains [120] Ch. 4.2. Accordingly, for a single domain, one can set $\mu \equiv 1$ as we did in (3.37a).

We will show that in the continuous case, in (3.37a), the multiplier $\phi$ will be zero, so that (3.37) is a weak formulation of (3.32b)–(3.32d).

We show that the spaces and operators used in Problem 3.46 fulfill Assumptions 3.5 and 3.13, i.e. the divergence operator and its extension allow for splitting of the solution and the equations. In a second step, we show that Assumption 3.8 holds, i.e. Equation (3.37a) is posed in $H'$ rather then in $(V_t)' \supset H'$. In summary, we prove that we can apply Theorem 3.37 to split the equation (3.37).

**Proposition 3.47.** Consider $V_t$ as defined in (3.35) for a smooth domain $\Omega$. The divergence operator $\nabla' : V_t \to (L^2(\Omega)/\mathbb{R})'$ has a bounded right inverse.

*Proof.* Since $\nabla' : [W_0^{1,2}(\Omega)]^d \to (L^2(\Omega)/\mathbb{R})'$ fulfills an *inf-sup condition* [183] Prop. 4.5, it fulfills the *inf-sup condition* if one extends the considered space to $V_t \supset [W_0^{1,2}(\Omega)]^d$. Since the kernel of $\nabla' : V_t \to (L^2(\Omega)/\mathbb{R})'$ is closed, the operator is bounded and the claim follows from Remark 3.16.

Since $V_t$ is a Hilbert space, $\nabla' : V_t \to Q_H$ fulfills Assumption 3.13. The extension $\nabla : H := [L^2(\Omega)]^d \to (W^{1,2}(\Omega)/\mathbb{R})'$ is the same operator as the one considered in Proposition 3.12 and, thus, also Assumption 3.5 is fulfilled. In particular, we can split $H = [L^2(\Omega)]^d$ and there is projection $P_{\parallel} : H \to H$ onto the kernel of $\nabla'$ with $P_{\parallel}\nabla = 0$ as defined by virtue of Lemma 3.9. For $e \in L^2(0,T;V_n)$ and $\phi \in L^2(0,T;Q_H)$, we obtain that a solution $h \in [3.37]$ will be in the kernel of $\nabla'$ and thus of $\nabla$ for almost all $t \in (0,T)$.

Since curl maps $V_n$ into the kernel of $\nabla$, cf. [120] Eq. 3.59, we find that for any $w \in V_t$, for any $\phi \in C_0^{\infty}(0,T)$, and for any sequence $\{q_n\}_{n \in \mathbb{N}} \subset L^2(0,T;Q)$, with
\( q_n \rightarrow \pi \) in \( L^2(0, T; \mathcal{Q}_H) \), by the symmetry of \( P \) it holds that
\[
\int_0^T (v(t), \nabla \pi(t))_H \phi(t) \, dt = \lim_{n \to \infty} \int_0^T (v(t), \nabla q_n(t))_H \phi(t) \, dt = \\
\int_0^T (\nabla \pi(t), w)_H \phi(t) \, dt - \int_0^T (\nabla \pi(t), h(t), \phi(t) \, dt = 0.
\]

Thus, at a solution, one has that \( \nabla \pi = 0 \). Consequently, Problem 3.46 is indeed a consistent weak formulation of (3.32b) and (3.32c).

Another immediate consequence of \( \nabla \pi = 0 \) is that a solution \( h \) has its time derivative \( \dot{h} \in L^2(0, T; H) \) so that Assumption 3.8 is fulfilled. By virtue of Proposition 3.47 and Proposition 3.42, the formulation of Problem 3.46 meets all assumptions for the application of Theorem 3.37.

**Remark 3.48.** Since in Problem 3.46 eventually \( \nabla \pi \) will be zero, in the first place, Theorem 3.37 recovers the known fact that the divergence free constraint (3.32d), and in the same way (3.32c), is redundant in theory. Nevertheless, the splitting of the infinite dimensional problem, gives a base for the convergence analysis of spatial discretization where the solution is not divergence free a priori and where the constraint is enforced in a discrete sense.

**Remark 3.49.** For the treatment of the equations for the electric field \( e \) one has to consider the tangential boundary conditions on \( n \times e|_{\partial \Omega} \) in the definition of the divergence and its dual. The definition of \( \nabla' : [L^2(\Omega)]^d \to (W^{1,2}_0(\Omega))^\prime \) is possible via Green’s formula, cf. (3.31), and gives an operator that fulfills an inf-sup condition, cf. [158, Eqn. 3.13] which is readily extended to \([L^2(\Omega)]^d\). By Remark 3.16 in the considered setting, the inf-sup condition is equivalent to Assumption 3.13.

However, the definition of \( \nabla' \) on the space \( V_t \) is unclear. Following the derivation for the Navier-Stokes Equation in Section 3.5 and for the magnetic field in the current section, the domain is to be assumed as a subset of \( L^2(\Omega) \). Then, however, a definition via Green’s formula (3.31) is not possible since it does not respect the tangential values of \( e \). This is not a problem for \( \nabla \) that maps into \((W^{1,2}_0(\Omega))^\prime\) where a zero trace of the elements of the dual space is well defined.
In this section we investigate finite-dimensional approximations to the abstract DAEs as defined in Problem 3.1. The approximations are semi-discrete as the time parameter $t \in (0, T)$ remains continuous. Having in mind finite element schemes, we tend to talk of spatial semi-discretizations here, although the used Galerkin approximations are more general.

The approach of discretizing the spatial variable and solving sequences of DAEs in the time variable is commonly referred to as method of lines. The other approach - to discretize the time and to solve a sequence of unsteady problems in space - is often called Rothe’s method, see [133] for general results and [39] for results on the Navier-Stokes Equation.

We will consider separate discretizations of $V$ and $Q$ via sequences of finite-dimensional subspaces $\{V_k\}_{k \in \mathbb{N}}$ and $\{Q_k\}_{k \in \mathbb{N}}$. This so called mixed Galerkin approach leads to a standard Galerkin scheme for $V \times Q$ but an external approximation to $V_{\text{df}} = \ker J_2$, i.e. $V_k_{\text{df}} \subseteq V_{\text{df}}$, where $V_k_{\text{df}}$ is the finite-dimensional approximation to $V_{\text{df}}$. An internal approximation of $V_{\text{df}}$, such that a solution $v_k$ to the semi-discrete equations will always fulfill $J_2 v_k = 0$, via spaces that a priori fulfill the algebraic constraint, is in general impractical [50, p. 267] and intrinsically unstable in the approximation of the algebraic variables [7].

We start by formulating a decoupling of the discrete equations that – in the same way as for the continuous equations – defines separate equations for the differential $v_{k_{\text{df}}}$ and algebraic variables $v_k$ and $p_k$.

To show convergence of the discrete approximations to a solution of the continuous problem, we will restrict our analysis to the symmetric case of Problem 3.1 where $J_1 = J_2$. We will apply the theory of external approximation schemes, see [112] for an introduction, in combination with results on standard abstract evolution equations [133] to show that the discrete solutions $v_{k_{\text{df}}}$ converge to solutions $v_{\text{df}}$ of the continuous equation (3.21), when $k \to \infty$. We will use the uniform boundedness of the decoupling operators to conclude that also the associated $v_k$ and $p_k$ converge to $v_c$ and $p$ solving the continuous equations (3.19a,c). Finally, from Theorem 3.37 and a discrete counterpart, we will infer that the sequence of solutions $(v_k, p_k)$ converges to $(v, p)$ solving the continuous problem (3.1).

We point out that the external approximation is a nonconforming scheme as defined, e.g., in [53]. In most cases, and in particular in the realm of computational fluid dynamics [150], nonconforming relates to the case where the trial functions are not part of the solution space in terms of regularity as, for example, in the approximation of smooth solutions via discontinuous Galerkin schemes [69]. This is different to our case, where the discrete solutions are not included in the actual solution space, because they do not fulfill an algebraic constraint. Thus, we can rely on the theory of external approximations to establish existence of converging sequences and we can use the norms of the solution space to measure the convergence.

4.1. Galerkin Approximation. We start by defining a general Galerkin scheme and related notions and state the semi-discretized system. Having assumed the existence of a Schauder basis of the approximated space, we formalize the approximation properties via projectors.

We define the abstract Galerkin approximation property:
Definition 4.1. A sequence of finite-dimensional subspaces \( \{W_k\}_{k \in \mathbb{N}} \) of a Banach space \( W \) fulfills the abstract Galerkin approximation property, if

\[
W_0 \subset W_1 \subset \cdots \subset W \quad \text{and} \quad \bigcup_{k \in \mathbb{N}} W_k \text{ is dense in } W. \tag{4.1}
\]

In view of approximating solutions in \( W \) in a subspace \( W_k \), we will refer to a sequence \( \{W_k\}_{k \in \mathbb{N}} \) as approximation scheme. If the sequence fulfills (4.1), one has

\[
\lim_{k \to \infty} \inf_{v_k \in W_k} \|v - v_k\|_W = 0, \tag{4.2}
\]

for all \( v \in W \), and we will call it a Galerkin scheme, cf. [40, Def. 4.1].

We give sufficient conditions for the existence of these approximation schemes and accompanying projectors that project from \( W \) onto the subspace \( W_k \).

Lemma 4.2 ([40], Lem. 4.1.2). If \( W \) is a separable Banach space, then there exists a sequence \( \{W_k\}_{k \in \mathbb{N}} \) that has the abstract Galerkin approximation property (4.1).

In view of establishing the existence of a uniformly bounded projection onto the subspaces, we state a result that holds for spaces \( W \) with a Schauder basis.

Definition 4.3 (cf. [46], Def. 7.18). A normed space \( W \) has a Schauder basis, if there exists a countable subset \( \{\phi_i\}_{i \in \mathbb{N}} \subset W \), such that for every element \( w \in W \) there exists a unique sequence of scalars \( \{s_i\}_{i \in \mathbb{N}} \) with

\[
w = \sum_{i=0}^{\infty} s_i \phi_i. \tag{4.3}
\]

Lemma 4.4. Let \( W \) be a Banach space with a Schauder basis \( \{\phi_i\}_{i \in \mathbb{N}} \). For \( k \in \mathbb{N} \), define \( W_k := \text{span}\{\phi_0, \cdots, \phi_k\} \) and \( \mathcal{P}_{|W_k|} : W \to W \) via

\[
\mathcal{P}_{|W_k|} : w \mapsto \sum_{i=0}^{k} s_i \phi_i \quad \tag{4.4}
\]

making use of the representation (4.3). Then

(a) \( \{W_k\}_{k \in \mathbb{N}} \) fulfill (4.1),
(b) \( \mathcal{P}_k : W \to W \) is a projection with \( \mathcal{P}_k W = W_k \) and \( \|\mathcal{P}_{|W_k|}\|_{\mathcal{L}(W,W)} \) is bounded independently of \( k \), and
(c) for all \( w \in W \), \( \|w - \mathcal{P}_k w\|_W \to 0 \) as \( k \to \infty \).

Proof. The approximation property (4.1) of \( \{W_k\}_{k \in \mathbb{N}} \) follows from the definition of \( W_k \) as the span of the truncated Schauder basis. The projection property and uniform boundedness of \( \mathcal{P}_{|W_k|} \) is proven in [46, Thm. 7.19]. By (4.3) the series \( \sum_{i=0}^{\infty} s_i \phi_i \) converges in the norm of \( W \) so that \( 0 = \lim_{k \to \infty} \|w - \sum_{i=0}^{k} s_i \phi_i\|_W = \lim_{k \to \infty} \|w - \mathcal{P}_k w\|_W \). \( \square \)

Since \( V \) and \( Q \), as introduced in Problem 3.1 and Assumption 3.5 are separable, we can assume the existence of sequences of finite-dimensional subspaces \( \{V_k\}_{k \in \mathbb{N}} \) and \( \{Q_k\}_{k \in \mathbb{N}} \) that fulfill (4.1). There are separable Banach spaces, that do not have a Schauder basis, but all commonly used Banach spaces, as the \( L^p \)-spaces, \( 1 < p < \infty \), do have such a basis, see [25, p. 146] and the references provided there. Thus, the following assumption on the approximation schemes of \( V \) and \( Q \) is not a severe restriction.

Assumption 4.5. The approximation schemes \( \{V_k\}_{k \in \mathbb{N}}, \{Q_k\}_{k \in \mathbb{N}} \) that are used to approximate the Banach spaces \( V, Q \), are chosen such, that for every \( k \in \mathbb{N} \), there exists a projector \( \mathcal{P}_{|V_k|} : V \to V \) with \( \mathcal{P}_{|V_k|} V = V_k \) bounded independently of \( k \) and \( \|v - \mathcal{P}_k v\|_V \to 0 \), as \( k \to \infty \).
If $W$ is a Hilbert space, then every subspace $W_k$ comes with an orthogonal projection which has always norm 1. In the general separable Banach space, one can prove that there exists a projection that is at least bounded for every $k$:

**Proposition 4.6.** Given a $d_k$ dimensional subspace $W_k$ of a Banach space $W$. Then there exists a bounded projection $\mathcal{P}_{|W_k|}: W \rightarrow W$ with $\mathcal{P}_{|W_k|}| W = W_k$.

**Proof.** The space $W_k$ is $d_k$-dimensional. Thus, we can take a basis of normalized vectors $e_1, \ldots, e_{d_k}$ and define functionals $f_j: W_k \rightarrow \mathbb{R}$ via $f_j(e_i) = \delta_{ij}$, $i, j = 1, \ldots, d_k$. The functionals $f_j$ have norm $\|f_j\|_{W_k'\cap W_k} = 1$ and, by the Hahn-Banach Theorem as stated in [33 Thm. III.1.21], extend to functionals in $W'$ of the same norm. Thus, we can define the projection $\mathcal{P}_{|W_k|}: W \rightarrow W$ via $\mathcal{P}_{|W_k|}|v = \sum_{i=1}^{d_k} f_i(v)e_i$ that is bounded by the dimension $d_k$, as can be seen from $\|\mathcal{P}_{|W_k|}|v\| \leq \sum_{i=1}^{d_k} \|f_i\|_{W_k'}\|v\|\|e_i\| \leq d_k\|v\|$.

We will refer to $k$ as the discretization parameter. A fixed $k$ that realizes a finite-dimensional approximation to Problem 3.1 we will call discretization level.

In finite dimensions all norms are equivalent. Thus, at one discretization level, one may identify, e.g., $H_k$ and $V_k$. However, in view of asymptotic results for $k \rightarrow \infty$, we will always distinguish between $H_k$ and $V_k$ and $Q_k$ and $Q_{H_k}$. In particular, if we assume an $f_k$ in $H_k$ for all $k \in \mathbb{N}$, this will mean that $f_k$ is bounded in $H$ independently of $k$.

Noting that $H_k := \overline{V_k}\cap H$ is a closed subspace of $H$, we find $(H_k)' \cong (H_k) =: H_k'$, cf. Corollary 3.21. In the same way, we define $Q_{H_k} := Q_{H_k}$ and identify $(Q_{H_k})' \cong (Q_{H_k})' \cong Q_{H_k}' := (Q_{H_k})' \hookrightarrow (Q_k)'$. Thus, we can define the discrete Gelfand triples

\[ V_k \hookrightarrow H_k \cong H_k' \hookrightarrow (V_k)', \quad Q_k \hookrightarrow Q_{H_k} \cong Q_{H_k}' \hookrightarrow (Q_k)', \]

with embedding operators that are bounded independently of $k$.

As in the infinite-dimensional case, there will be necessary conditions for the consistency of the initial values in the discrete approximations. We will characterize them in the end of this section.

We refer to infinite-dimensional formulation given in Problem 3.1 as continuous problem and define the discrete problem as follows:

**Problem 4.7.** Consider the setup of the continuous Problem 3.1 and let $Q \subset Q_H$ be as in Assumption 3.5. Let the approximation schemes $\{V_k\}_{k \in \mathbb{N}}$, $\{Q_k\}_{k \in \mathbb{N}}$ to $V, Q$ fulfill (4.1). Let $k \in \mathbb{N}$ and consider the discrete Gelfand triples (4.5). Let the finite-dimensional approximations $f_k \in L^2(0, T; (V_k)')$ and $g_k \in L^2(0, T; Q_{H_k}')$ be the restriction of $f(t)$ and $g(t)$ to $V_k$ and $Q_{H_k}$, respectively, and let $\alpha_k \in H_k$ be an approximation of $\alpha \in H$.

Find $v_k \in W(0, T; V_k, (V_k)')$ and $p_k \in L^2(0, T; Q_k)$ that fulfill

\[ iv_k(t) - A(t, v_k(t)) - J_{2k} p_k(t) = f_k(t), \quad \text{a.e. in } (0, T), \quad (4.6a) \]

\[ -J_{2k} v_k(t) = g_k(t), \quad \text{a.e. in } (0, T), \quad (4.6b) \]

\[ v_k(0) = \alpha_k, \quad \text{in } H_k, \quad (4.6c) \]

with $J_{2k}: V_k \rightarrow Q_{H_k}'$ defined via

\[ \langle J_{2k} v_k, q_k \rangle := \langle J_{2k} v_k, q_k \rangle \quad \text{for } v_k \in V_k \text{ and all } q_k \in Q_{H_k}, \]

with $J_{2k}'$ defined via

\[ \langle J_{2k}' q_k, v_k \rangle := \langle J_{2k}' q_k, v_k \rangle \quad \text{for } q_k \in Q_{H_k} \text{ and all } v_k \in V_k, \]

and with $A_k(t, \cdot): V_k \rightarrow (V_k)'$ defined via

\[ A_k(t, v_k) := A(t, v_k)|_{V_k}. \]
4.2. Decomposition of the Discrete Solutions. The existence of a decomposition of the continuous solution space was ensured by Assumption 3.13. This property of $V$ and $Q$ in the interplay with $J_2$ and $J_1$ is not necessarily taken over by their discrete approximations. One can construct simple examples but there are also commonly used Galerkin schemes, like the so called $Q_1 - P_0$ scheme for the Navier-Stokes Equation, that fail to fulfill the LBB condition \[38, 50\]. Recall that, in particular cases, the LBB condition (3.14) is equivalent to (3.13) cf. Remark 3.16.

Also, to ensure stability of the approximation when $k$ goes to infinity, we need bounds on the decomposing projections that are independent of $k$. Thus, we will call on the following assumption.

**Assumption 4.8.** Consider Problem 3.7 and its finite-dimensional approximation defined in Problem 4.7 with the operators $J_{2_k} : V_k \rightarrow Q_{H_k}$ and $J_{1_k} : Q_H \rightarrow (V_k)'$.

(a) For all $k \in \mathbb{N}$, $J_{2_k}$ has a bounded right inverse and $J_{1_k}$ is a homeomorphism onto its range, i.e., it has a bounded left inverse.

(b) The norms of both inverses are bounded independently of $k$.

**Remark 4.9.** Assumption 4.8(b), i.e. uniformity of the bounds with respect to $k$, is posed in view of asymptotic results for $k \rightarrow \infty$. To establish existence of solutions of Problem 4.7 for a fixed $k$, Assumption 4.8(a) is sufficient.

We denote the right inverse of $J_{2_k}$ by $J_{2_k}^{-1} : Q_{H_k} \rightarrow V_k$. If we assume existence of $J_{2_k}^{-1}$ (Assumption 4.8), then there exists a decomposition

$$V_k = V_{k_{df}} \oplus V_{k_c}, \quad (4.7)$$

where $V_{k_{df}} := \ker J_{2_k}$ and $V_{k_c}$ is the image of $Q_{H_k}$ under $J_{2_k}$, cf. Lemma 3.17.

**Remark 4.10.** If for all $k \in \mathbb{N}$, there exists a projection $P_{|V_k|} : V \rightarrow V_k$ that is bounded independently of $k$, cf. Assumption 4.5, then, with Assumption 4.8, we have that $[1 - J_{2_k} J_{2_k}]P_{|V_k|}$ is a projection from $V$ onto $V_{k_{df}}$ that is uniformly bounded in $k$. If, in addition, $J_1 = J_2$, then Assumption 4.8 is equivalent to the discrete uniform LBB condition commonly used in the literature [19] Lem. II.1.1.

**Remark 4.11.** If the discrete operators $J_{1_k}, J_{2_k}$ fulfill Assumption 4.8, then their continuous representation $J_1, J_2$ fulfill Assumption 3.13. Consider, for example, $J_{1_k}' : Q_{H_k} \rightarrow (V_k)'$ being bounded from below by a constant $c$ independent of $k$. Since $\{Q_k\}_{k \in \mathbb{N}}$ fulfills (4.1), and since $Q$ is dense in $Q_H$, for every $q \in Q_H$ there exists a sequence of $q_k \in Q_k$ so that $q_k \rightarrow q$ in $Q_H$. Then by

$$\|J_1' q\|_{(V_k)'} \leq \lim_{k \rightarrow \infty} \|J_1' q_k\|_{(V_k)'} \geq \lim_{k \rightarrow \infty} c \|q_k\|_{Q_H} = c \|q\|_{Q_H},$$

we find that also $J_1$ is bounded from below and thus an homeomorphism onto its range. The existence of a bounded right inverse to $J_2$ is established within the proof of Lemma 4.10.

In view of decoupling the equations, as it was the case for the decoupling of the solution space, the properties (Assumption 3.5) that were the base for the decoupling of the continuous system are not inherited by the discrete formulation. They have to be established for the chosen discretization, cf. [19] Ch. II.1.4]. In finite dimension surjectivity and injectivity of $J_{1_k}$ and $J_{1_k}'$ carry over to their extensions. For the decoupling we will assume that $\ker J_{2_k}$ and $j(\im J_{1_k})$ split the space. This gives a discrete version of Assumption 3.5(b). Furthermore, to ensure a stable approximation of the algebraic variables, we assume the splitting projection to be bounded uniformly in $k$.

**Proposition 4.12.** Consider Problem 3.7 and its discrete approximation Problem 4.7, and let Assumption 4.8 hold. Then the discrete representations $J_{1_k} : Q_k \rightarrow H_k$
and $\bar{J}_{2k}: H_k \to (Q_k)'$ of the extensions $\bar{J}_1$, $\bar{J}_2: H \to Q'$ introduced in Assumption 3.5 defined via
\[ \langle \bar{J}_{1k}q_h, h_k \rangle_{H', H} := \langle \bar{J}'_{1k}q_h, h_k \rangle_{H', H}, \quad \text{for } q_h \in Q_k \text{ and for all } h_k \in H_k, \] (4.8a)
and
\[ \langle \bar{J}_{2k}h_k, q_h \rangle_{Q', Q} := \langle \bar{J}'_{2k}h_k, q_h \rangle_{Q', Q}, \quad \text{for } h_k \in H_k \text{ and for all } q_h \in Q_k, \] (4.8b)
is a homeomorphism onto its range and surjective, respectively. In particular, there exists a constant $\gamma_1(k)$, such that
\[ \|\bar{J}'_{1k}q_h\|_{H'} \geq \gamma_1(k)\|q_h\|_Q, \quad \text{for all } q_h \in Q_k. \] (4.9)

**Proof.** By Assumption 3.13 the operators $J_{1k}$, $J_{2k} : V_h \to Q_{H_k}$, as defined in Problem 4.7 have the stated properties. Since the considered finite-dimensional spaces are isomorphic these properties are transferred to the extension $\bar{J}_{1k}$, $\bar{J}_{2k}$. In particular, there exists $c$ such that $\|J_{1k}q_h\|_{(V_k)'} \geq c\|q_h\|_{Q_{H_k}}$, for all $q_h \in Q_{H_k}$, cf. Remark 3.16, and with the constants $c_1(k)$, $c_2(k)$ from the norm equivalence of $(V_k)'$ and $H'_k$ and $Q_{H_k}$ and $Q_k$, respectively, we have that
\[ \|\bar{J}_{1k}q_h\|_{H_k'} \geq c_1(k)\|J_{1k}q_h\|_{V_k'} \geq c_1(k)c\|q_h\|_{Q_{H_k}} \geq c_1(k)c_2(k)c\|q_h\|_{Q_k}. \]
Thus, we arrive at (4.9) having defined $\gamma_1(k) := c_1(k)c_2(k)c$ and having used that the norm of the discrete spaces use the same norm as the continuous spaces. \(\square\)

**Assumption 4.13.** Consider Problem 4.7, let Assumption 3.5 hold, and consider $\bar{J}_{1k}$, $\bar{J}_{2k}$ as defined in (4.8).

(a) There exists a constant $\gamma_2(k)$, such that
\[ \|\bar{J}_{2k}h_k\|_{Q'} \geq \gamma_2(k)\|h_k\|_H, \]
for all $h_k \in j(\text{im} \bar{J}_{1k})$.
(b) There is a constant $\gamma$ such that $\gamma_1(k), \gamma_2(k) \geq \gamma > 0$ for all $k \in \mathbb{N}$, where $\gamma_1(k)$ is the constant defined in (4.9).

**Remark 4.14.** With Proposition 4.12, Assumption 4.13(a) is the discrete version of Assumption 3.5 cf. Corollary 3.7. Assumption 4.13(b) is posed in view of establishing asymptotic results as $k \to \infty$.

**Remark 4.15.** If $\bar{J}_{1k} = \bar{J}_{2k}$, then Assumption 4.13 is equivalent to a discrete uniform LBB condition, i.e. there exists a $\gamma$ such that
\[ \inf_{0 \neq q_h \in Q_k} \sup_{0 \neq h_k \in H_k} \frac{\langle \bar{J}'_{2k}q_h, h_k \rangle_{H', H}}{\|q_h\|_Q \|h_k\|_H} \geq \gamma > 0, \]

as in [49] Lem. 1.4.1.

**Remark 4.16.** By Assumption 4.13(a), we have that
\[ \|\bar{J}_{2k}\bar{J}'_{1k}q_h\|_{Q'} \geq \gamma_2\|\bar{J}'_{1k}q_h\|_{H'} \geq \gamma_2\gamma_1\|q_h\|_Q, \]
for all $q_h \in Q_k$, and, thus, that $S_k := \bar{J}_{2k}\bar{J}'_{1k} : Q_k \to (Q_k)'$ is invertible with $\|S_k^{-1}\|_{\mathcal{L}(Q_k') : Q_k} \leq \frac{1}{\gamma_1\gamma_2}$. If also Assumption 4.13(b) holds, then $S_k^{-1}$ is bounded independently of $k$.

**Lemma 4.17.** Consider Problem 4.7 let $\bar{J}'_{1k}$, $\bar{J}_{2k}$ fulfill Assumption 4.13 and define
\[ L_k := \bar{J}'_{1k}S_k^{-1}\bar{J}_{2k} : H_k \to H'_k. \] (4.10)
Then one has
Remark where 3.8 has no meaning in finite dimensions.

\[ Q \rightarrow V, \]

Thus, we find that the embedding operators in the discrete triples \( V_k \hookrightarrow H_k \hookrightarrow (V_k)' \) and \( Q_k \hookrightarrow Q_{H_k} \hookrightarrow (Q_k)' \) are bounded independently of \( k \).

4.18 Proof. The same arguments as in the continuous case apply, see Lemma 3.6. □

Remark 4.19. Because for any \( k \in \mathbb{N} \), we can identify \( H'_k \) with \((V_k)'\), Assumption 3.8 has no meaning in finite dimensions.

By Remark 4.19, Assumptions 3.8 and 4.13 are sufficient for the application of Lemma 3.30 in order to decouple the discrete system (4.6a,b) as follows: Every solution \((v_k, p_k) \in W(0, T; V_k; (V_k)') \times L^2(0, T; Q_k)\) of System (4.6a,b) can be written as \((v_{k,df} + v_{k,c}, p_k)\), where \( v_{k,c} \in L^2(0, T; V_k) \) satisfies

\[ v_{k,c}(t) = -J_{2k}g_k(t), \]  

where \( v_{k,df} \in W(0, T; V_{k,df}; H'_{k,df}) \) is a solution to

\[ \mathcal{P}[H'_{k,df}|H'_{k,c}]v_{k,df}(t) - \mathcal{P}[H'_{k,df}|H'_{k,c}]A_k(t, v_{k,df}(t) - J_{2k}g_k(t)) = \mathcal{P}[H'_{k,df}|H'_{k,c}][f_k(t) - \frac{d}{dt}(J_{2k}g_k)(t)], \]  

and where \( p_k \in L^2(0, T; Q_k) \) satisfies

\[ p_k(t) + S_{k}^{-1} J_{2k}j f_k(t, v_{k,df}(t) - J_{2k}g_k(t)) = \tilde{J}_{2k}J f_k(t) + \tilde{J}_{2k}j \frac{d}{dt}(J_{2k}g_k)(t)). \]  

Equations (4.11a-c) hold for almost all \( t \in (0, T) \) as specified in Lemma 3.30.

Repeating the arguments of Corollary 3.31 and noting that on the discrete level, \( J_{2k}: Q'_H \subset Q'_k \to V_k \subset H_k \) is bounded, so that \( \tilde{g}_k \) can be assumed in \( L^2(0, T; Q'_k) \), cf. Remark 3.29, we obtain a discrete analogue to Theorem 3.37.

4.20 Theorem. Consider Problem 4.7. Let Assumptions 4.8(a) and 4.13(a) hold, let \( f \in L^2(0, T; V') \), \( g \in L^2(0, T; Q') \), and \( \alpha_k \in H_k \). Then, the semi-discretized ADAE (4.6) has a (unique) solution \((v_k, p_k) \in W(0, T; V_k; H'_k) \times Q_k\) if and only if \( \dot{g} \in L^2(0, T; Q') \), \( \alpha_k = \alpha_{k,df} - J_{2k}(0)g_k(0) \), with \( \alpha_{k,df} \in H_{k,df} \), and

\[ \dot{w}_k - \mathcal{P}[H'_{k,df}|H'_{k,c}]A_k(w_k - J_{2k}g_k) = \mathcal{P}[H'_{k,df}|H'_{k,c}][f_k - \frac{d}{dt}(J_{2k}g_k)], \]  

in \( V_{k,df} \),

\[ w_k(0) = \alpha_{k,df} \]  

in \( H \),

has a (unique) solution \( w_k \in W(0, T; V_{k,df}; H'_{k,df}) \).
Proof. The proof is analogous to the continuous case for Theorem 3.37. Note, that the restriction $g_k$ of $g$, has the same time regularity as $g$, since by assumption there is a bounded projection onto $Q_{H^k}$.

4.3. Convergence of the (External) Approximation Scheme. As mentioned in the beginning of this section, the Galerkin scheme that defines the semi-discrete equations in Problem 4.7 leads to an external approximation of the space $V_{df}$. In view of proving convergence of the solutions $v_{df}$ of the discrete inherent differential equation (4.12) to a solution $v_{df}$ of the continuous inherent differential equation (3.21), we need to establish stability and convergence properties of the external scheme.

We will prove that any mixed Galerkin scheme, that fulfills Assumption 4.8 and, thus, by Remark 4.10 any discrete LBB stable mixed finite element scheme, defines a stable external approximation to the subspace $V_{df}$ of the differential variable $v_{df}$.

We follow the notation of [143].

Definition 4.21. [143, Def. I.3.2] An external approximation of a normed space $W$ is a set consisting of

(a) a normed space $F$ and a linear, bounded, and injective synchronization operator $\omega : W \rightarrow F$ and

(b) a family of triples $\{W_k, p_k, r_k\}$, in which, for each $k$,
- $W_k$ is a normed space,
- $p_k$ is a linear continuous mapping of $W_k$ into $F$, and
- $r_k$ is a (possibly nonlinear) mapping of $W$ into $W_k$.

As an example, consider a Galerkin scheme $\{V_k\}_{k \in \mathbb{N}}$ to a Banach space $V$. Then, with $\bar{\omega} := I : V \rightarrow V$ being the identity, with $p_k := I_{|V_{df}} : V_{df} \rightarrow V$, and with $R_k := P_{V_k} | \mathcal{P}_{V_k} | V_{df}$ defined as the projection of $V$ onto $V_k$, we find that a general Galerkin scheme $\{V_k\}_{k \in \mathbb{N}}$ is included in the definition of an external scheme.

Definition 4.22. cf. [143, Def. I.3.4] An external approximation of the space $W$ as defined in Definition 4.21 is said to be stable, if the norm of the prolongation operator $p_k \in L(W_k, F)$ is bounded independently of $k$.

Definition 4.23. [143, Def. I.3.6] An external approximation of the space $W$ as defined in Definition 4.21 is said to be convergent

(a) if for all $u \in W$,
$$\lim_{k \rightarrow \infty} p_k r_k u = \bar{\omega} u \quad \text{in } F,$$

(b) and if for each sequence $\{v_k\}$ of elements in $W_k$, such that $p_k$ converges to some element $\phi$ weakly in $F$, there exists a $u \in W$ such that $\phi = \bar{\omega} u$.

We show that the spaces $V_{k_{df}}, k \in \mathbb{N}$, containing the solutions of the discrete inherent differential equation (4.11b) define an external approximation to $V_{df}$.

Lemma 4.24. Consider the setup of Problem 4.7 and $\mathcal{P}_{V_k}$ from Proposition 4.6. If Assumption 4.8 holds, then there exists a splitting $V_k = V_{df} \oplus V_{ce}$, for all $k \in \mathbb{N}$, and the choice of

\begin{align*}
F : &= V, \\
\bar{\omega} : &= I : V \rightarrow V; \\
r_k : &= \mathcal{P}_{V_{k_{df}}|V_k} \mathcal{P}_{V_k} | V_{df} : V_{df} \rightarrow V_{df}; \\
p_k : &= I : V_{df} \rightarrow V
\end{align*}

(4.13a-d)
defines an external approximation scheme to $V_{df}$ as illustrated in Figure 3.
Proof. Assumption 4.8 provides the splitting $V_k = V_{kdf} \oplus V_{kc}$ and the projector $P_{|V_{kdf}|} : V_k \to V_{kdf}$. Proposition 4.7 states the existence of $P_{|V_{kdf}|} : V \to V_k$ and Assumption 4.13 implies that $P_{|V_{kdf}|}^{-1} = \mathcal{P}_{|V_{kdf}|}$ is well defined. Thus, we can define $r_k := P_{|V_{kdf}|}^{-1} P_{|V_{kdf}|}$. Since $\bar{\omega}$ and $p_k$ are the identity operators, they are linear, injective, and bounded. Thus, the proposed scheme fulfills Definition 4.21.

To prove that the external approximation scheme defined in Lemma 4.24 is convergent, we use that $J_{2k}$ has a right inverse bounded uniformly in $k$.

**Lemma 4.25.** Consider the setup of Problem 4.7, assume that $J_{2k}$ fulfills Assumption 4.8 and that $\{V_k\}_{k \in \mathbb{N}}$ fulfills Assumption 4.5. Then the external approximation scheme (4.13) is stable and convergent.

**Proof.** As $p_k := I$ is bounded independently of $k$, the external approximation (4.13) is stable. To establish convergence, we need to show that parts (a) and (b) of Definition 4.21 hold.

**Ad (a):**

With $\bar{\omega}$ and $p_k$ chosen as the identities in $V$, we have to show that for $v \in V_{df}$,\[ \|v - r_k v\|_V \to 0 \quad \text{as} \quad k \to \infty. \]
Let $v \in V_{df}$ and consider $P_{|V_{kdf}|} v \in V_k$. With $V_k = V_{kdf} \oplus V_{kc}$, we have\[ P_{|V_{kdf}|} v = v_{kdf} + v_{kc} \quad \text{and} \quad r_k v = P_{|V_{kdf}|} v - v_{kc}. \]
With $v_{kdf} \in V_{kdf}$ and $v_{kc} \in V_{kc}$.

Since $J_{2k} v = 0$ and $J_{2k} v_{kdf} = 0$, we have $J_{2k} [-v_{kc}] = J_{2k} [v - P_{|V_{kdf}|} v]$. By Assumption 4.8, $J_{2k}$ has a uniformly bounded right inverse. This implies that $J_{2k} |V_{kc}|$ is uniformly bounded from below by a constant $\gamma$. Thus,
\[ \|v_{kc}\|_V \leq \frac{1}{\gamma} \|J_{2k} v_{kc}\|_{Q_H} = \frac{1}{\gamma} \|J_{2k} [v - P_{|V_{kdf}|} v]\|_{Q_H} = \frac{\|J_{2k} \|_{L(\mathcal{H},Q_H)}}{\gamma} \|v - P_{|V_{kdf}|} v\|_V, \]
where we have used that on $V_{kc}$ the norm of $J_{2k}$ is majorized by the norm of $J_2$ since $Q_{Hk} \subset Q_H$. Thus, we obtain that\[ \|v - r_k v\|_V \leq \|v - P_{|V_{kdf}|} v\|_V + \|v_{kc}\|_V \leq (1 + \frac{\|J_2\|_{L(\mathcal{H},Q_H)}}{\gamma}) \|v - P_{|V_{kdf}|} v\|_V \to 0, \]
as $k \to \infty$, using the approximation property of $P_{|V_{kdf}|}$ established in Assumption 4.5.

**Ad (b):**

Let $v_{kdf} \in V_{kdf}$, for $k \in \mathbb{N}$, and $v_{kdf} \to \phi \in F$. We need to show that there exists a $v_{df} \in V_{df}$, such that $\phi = \bar{\omega} v_{df} = v_{df}$. Since $\bar{\omega}$ is the identity, there exists $v \in V$, such that $\phi = v$. We show that $v \in V_{df}$, i.e. $J_{2k} v = 0$. Since $\langle v_{kdf} - \phi, f \rangle_{V',V} \to 0$, as $k \to \infty$, for all $f \in V'$, this convergence is in particular valid for $f \in \text{im} J_{2k}' \subset V'$. Since $J_{2k}'$ is an homeomorphism onto its range, cf. Remark 4.11. we find that for all $q \in Q_H$ we have\[ \langle J_2 [v_{kdf} - \phi], q \rangle_{Q_H} = \langle v_{kdf} - \phi, J_{2k}' q \rangle_{V',V'} \to 0, \]
as \( k \to \infty \). We show that \( \lim_{k \to \infty} \langle J_2 v_{k,df}, q \rangle_{Q'_H, Q_H} = 0 \) for all \( q \in Q_H \), to get that \( J_2 v = J_2 \phi = 0 \in Q'_H \). As \( Q \) is dense in \( Q_H \), the scheme \( \{Q_k\}_{k \in \mathbb{N}} \) has property (4.1) also with respect to \( Q_H \). Thus for any \( q \in Q_H \) there exists a sequence \( \{q_k\}_{k' \in \mathbb{N}} \), with \( q_k \in Q_H \), that converges to \( q \) in \( Q_H \). By definition of \( v_{df} \), we have \( \langle J_2 v_{k,df}, q \rangle_{Q'_H, Q_H} = 0 \) for all \( k' \leq k \). Thus we obtain for given \( q \in Q_H \) that
\[
\langle J_2 v_{k,df}, q \rangle_{Q'_H, Q_H} = \langle J_2 v_{k,df}, q_k \rangle_{Q'_H, Q_H} \leq \|J_2\|_{L^2(V,Q'_H)} \|v_{k,df}\|_V \|q - q_k\|_{Q_H} \to 0
\]
with \( k \to \infty \), since \( \{v_{k,df}\}_{k \in \mathbb{N}} \) as a weakly convergent sequence is bounded.

\( \square \)

4.4. Convergence of the Galerkin Approximations. In this section we will establish conditions for the convergence of solutions \((v_k, p_k)\) of (4.6) to \((v, p)\) solving (3.1).

We will separate the Galerkin approximation \( v_k \) into the differential \( v_{k,df} \) and algebraic \( v_{k,al} \) part, see Theorem 4.20 for the discrete case.

To prove convergence of \( v_{kc} := -J_{2k}^- g_k \), we will establish a continuity in the choice of \( J_{2k}^- \), which is both possible and necessary, since the right inverse is not unique.

Then, assuming that \( J_1 = J_2 \), we prove weak convergence of the approximations for the differential parts as defined in Theorems 3.37 and 4.20. Having formulated pseudomonotonicity and semi-coerciveness conditions for the shifted nonlinear operator as it results from the decoupling procedure, we will extend standard results on (internal) Galerkin approximations to the considered setup. If the continuous problem is uniquely solvable, we can drop the limiting factor, that the convergence holds only for subsequences.

As a direct consequence of the stability assumptions, we will also obtain convergence of the approximations of the algebraic variable \( p_k \).

We start by establishing convergence in \( v_{kc} \):

**Lemma 4.26.** Consider Problem 4.7 and let Assumption 4.8 hold. If the sequence \( \{g_k\}_{k \in \mathbb{N}} \subset \mathcal{W}(0, T; Q_H; Q') \) converges to \( g \) strongly in \( L^2(0, T; Q_H) \), then we can choose \( J_{2k}, k \in \mathbb{N} \), and \( J_2^- \), such that
\[
- J_{2k}^- g_k := v_{kc} \to v_c := J_2^- g
\]
in the norm of \( L^2(0, T; V) \). If, in addition, \( \frac{4}{\alpha}(J_2^- g) \in L^2(0, T; H') \), then
\[
- \frac{4}{\alpha}(J_{2k}^- g_k) = \tilde{v}_{kc} \to \tilde{v}_c = \frac{4}{\alpha}(J_2^- g)
\]
in \( L^2(0, T; H') \).

**Proof.** We start by proving that it is possible to choose \( J_{2k}^- \) such that they converge to \( J_2^- \), where \( J_2^- \) is a right inverse of \( J_2 \) and such that \( V_{kc} \subset V_{k+1} \subset \cdots \subset V_c \).

Then the choice of \( J_2^- \) as a limit of the \( J_{2k}^- \) will give the convergence of \( v_{kc} \) to \( v_c \).

We will use induction and we assume that \( \dim Q_k = k \). The case that the growth in dimension of \( Q_k \) is not incremental can be covered by doing the corresponding number of induction steps at once.

The proof is constructive – start with any \( k \in \mathbb{N} \).

By Assumption 4.8 there exists a right inverse \( J_{2k}^- : Q_{H,k}^* \to V_{kc} \) to \( J_{2k} \) bounded by a constant \( \gamma \) independent of \( k \). Consider the next discretization level \( k+1 \). Again, by assumption there exists a right inverse \( J_{2k+1}^- : Q_{H,k+1}^* \to V_{k+1} \) of \( J_{2k+1} \) bounded by the same constant. We have that \( J_{2k+1}(V_{kc}) = Q_{H,k+1}^* \subset Q_{H,k+1} \) is a \( k \)-dimensional subspace. Thus, there exists a \( q \in Q_{H,k+1}^* \) such that \( Q_{H,k+1}^* = J_{2k+1}(V_{kc}) \oplus \text{span} \{q\} \).

Let \( w := J_{2k+1}^- q \in V_{k+1} \). This \( w \) exists since \( Q_{H,k+1}^* = J_{2k+1}(V_{k+1}) \). For \( \tilde{q} \in Q_{H,k+1}^* \), written as \( \tilde{q} = q_k + \alpha q \), with \( q_k \in Q_{H,k}^* \) and \( \alpha \in \mathbb{R} \), define the alternative
right inverse $J_{2k+1}^-$ via $J_{2k+1}^- q = J_{2k}^- q_k + \alpha w$. Since $J_{2k}^-$ and $J_{2k+1}^-$ are bounded by $\gamma$, also $J_{2k+1}^-$ is bounded by $\gamma$. By construction, we have that $V_{k+1} \subset J_{2k+1}(V_{k+1})$.

Set $V_{k+1} := J_{2k+1}(Q_H^{2k+1})$ and proceed to $k + 2$.

With this procedure we can construct the sequences of $J_{2k}^-$ and $V_{k+1}$, such that
\begin{equation}
V_{k+1} \subset V_{k+1} \subset \cdots .
\end{equation}

Next, we show that these $J_{2k}^-$ converge to a right inverse of $J_2 : V \to Q_H^2$, so that we can define $\dot{V}_c$ as the superspace of all $V_{k+1}$.

Define $J_2^- : Q_H^2 \to V$ as follows. Let $q \in Q_H^2$, then there exists $\{q_k\}_{k \in \mathbb{N}} \subset Q_H^2$, with $q_k \in Q_H^2$ and $q_k \to q$, as $k \to \infty$, to give
\begin{equation}
J_2^- q := \lim_{k \to \infty} J_{2k}^- q_k
\end{equation}
Since $J_{2k}^-$ is uniformly bounded, this limit exists and $J_2^-$ is bounded.

Now, we show that $J_2 J_{2k}^- q_k \to q \in Q_H^2$. Consider the orthogonal projection $P_{Q_H^2} : Q_H^2 \to Q_H^2$ onto $Q_H^2$ and that $J_{2k} w_k = J_{2k} w_k$. Using the same arguments as in (4.16) and that $q_k \to q$ in $Q_H^2$, as $k \to \infty$, we obtain that $J_2 v_{k+1} = J_2 J_{2k}^- q_k \to \phi = J_2 w_k$ in $Q_H^2$. By boundedness of $J_2^-$ we obtain that $P_{V_c} v_{k+1} = P_{V_c} J_{2k}^- q_k \to P_{V_c} w_k$ in $Q_H^2$. Since we can define the splitting $V = V_{df} \oplus V_c$ with $V_c$ is the splitting $V_c \oplus V_{k+1}$. Thus, for all $k, \in \mathbb{N}$.

Since $J_2 : V \to Q_H^2$, $J_2^- : Q_H^2 \to V$, and $J_{2k}^- : Q_H^2 \to V_{k+1}$ are linear and bounded, their extension to mappings on abstract functions $J_2 : L^2(0, T; V) \to Q_H^2$ and $J_2^- : Q_H^2 \to L^2(0, T; V)_c$, and $J_{2k}^- : Q_H^2 \to L^2(0, T; V_c)$ are bounded by the same constants. Using the same arguments as in (4.16) and that $q_k \to q$ in $Q_H^2$, as $k \to \infty$, we obtain that $J_2 v_{k+1} = J_2 J_{2k}^- q_k \to \phi = J_2 w_k$ in $Q_H^2$. By boundedness of $J_2^-$ we obtain that $P_{V_c} v_{k+1} = P_{V_c} J_{2k}^- q_k \to P_{V_c} w_k$ in $L^2(0, T; V)_c$. Since we can define the splitting $V = V_{df} \oplus V_c$ with $V_c$ is the splitting $V_c \oplus V_{k+1}$. Thus, for all $k, \in \mathbb{N}$.

Having established the convergence of $v_{k+1} \to v_c$ and having assumed that $v_c \in L^2(0, T; H'^2)$, we will now prove weak convergence in the derivatives. By Lemma 3.28 we have that $g$ has a time derivative $\dot{g} \in L^2(0, T; Q_h')$. That is why also its restriction has a time derivative $\dot{g}_k \in L^2(0, T; Q_k'^2)$. Because of the equilibrium of the norms in finite-dimensional spaces, we have that $\frac{d}{dt} (J_{2k}^- q_k) \in L^2(0, T; H'^2) \subset L^2(0, T; H')$ for any $k \in \mathbb{N}$. Thus, for all $v \in H$ and all $\phi \in C^\infty_0(0, T)$, we have, by the definition of the weak derivative as in (3.7b), that
\begin{equation}
\langle \frac{d}{dt} (J_{2k}^- q_k) \phi, v \rangle_{H'^2, H} = -\langle J_{2k}^- q_k \phi, v \rangle_{H'^2, H} \to -\langle J_2^- g \phi, v \rangle_{H'^2, H} = \bigg\langle \frac{d}{dt} (J_2^- g) \phi, v \bigg\rangle_{H'^2, H},
\end{equation}
as $k \in \mathbb{N}$, since $J_2^+ g_k \to J_2^- g$ in $L^2(0, T; V)$ as proven in the first part of the lemma. As this relation holds for all $\phi \in C^\infty_0(0, T)$, by the Fundamental Lemma of Calculus of Variations as given, e.g., in [10] Lem. 3.1.5, the pointwise convergence of $\dot{v}_{k+1} \to \dot{v}_c$ is shown, i.e. for all $w \in H$,
\begin{equation}
\langle \dot{v}_{k+1}(t), w \rangle_{H'^2, H} \to \langle \dot{v}_c(t), w \rangle_{H'^2, H}
\end{equation}
for almost all $t \in (0, T)$. Since, by definition, the space of simple functions in $(0, T) \to H'$, namely the space of functions that are piecewise constant on measurable subsets of $(0, T)$, is dense in $L^2(0, T; H')$, see [133] Def. IV.1.5 and since $v_c \in L^2(0, T; H')$, we conclude from (4.17) that $\dot{v}_{k+1} \to \dot{v}_c$ in $L^2(0, T; H')$. □
Remark 4.27. The particular choice of the right inverse to \( J_2 \) is needed to prove the individual convergence of the separated parts. This should be only a theoretical concern. In practice, at a discretization level \( k \), the use of \( J_{2k} \) is in general not advisable \([7]\). Nevertheless, the solutions \( v_k = v_{k,\text{dr}} + v_{k,c} \) converge to \( v \) independent of the choice of \( J_{2k} \) at a particular level. Thus, if required, the choice of \( J_{2k} \) can be done with respect to, e.g., stability or efficiency issues.

Having, in theory, established convergence in the part \( v_{k,c} \), we will now investigate the behavior of the differential parts of the solution. The nonlinearity \( A_k(t, \cdot + v_{k,c}(t)) \) in the differential equation (4.11b) appears as a shifted operator, with a shift \( v_{k,c} \) that varies for every \( k \in \mathbb{N} \). We will assume properties of the nonlinearity in the Galerkin approximations that are uniform with respect to these shifts.

Assumption 4.28. Consider Problem (3.7 Sym) and its finite-dimensional approximation defined in Problem (4.2). Assume that Assumption 4.8 holds, such that we can define the sequence \( \{v_{k,c}\}_{k \in \mathbb{N}} \), where \( v_{k,c} := -J_{2k} g_k \in L^2(0,T;V_{k,c}) \), that converges to \( v_c := -J_2 g \), cf. (4.11a) and Lemma 4.26. For \( k \in \mathbb{N} \) define
\[
A_{0_k} : L^2(0,T;V) \to ((0,T) \to V') : v \mapsto \mathcal{N}_A(v + v_{k,c}),
\]
via the Nemyckij map of \( A : (0,T) \times V \to V' \).

We will add the shift to the explicit dependence of \( A \) on \( t \) and write \( A_{0k} : (0,T) \times V \to V' \) and \( A_{0k}(t,v(t)) \in V' \).

We assume that \( A_{0k} : L^2(0,T;V) \to L^2(0,T;V') \) is bounded and that it has the following properties:

(a) Bounded Growth: There is \( \gamma \in L^1(0,T) \) and \( \beta : \mathbb{R} \to \mathbb{R} \), increasing, such that for all \( v \in V \) with \( A_{0k}(t,v) \in H' \):
\[
\|A_{0k}(t,v)\|_{H'} \leq \beta(\|v\|_H)(\gamma(t) + \|v\|_H),
\]
(b) \( v_{k,c} \)-uniform Semi-Coerciveness: There is \( c_0 > 0, c_1 \in L^1(0,T) \), and \( c_2 \in L^1(0,T) \), such that for all \( v \in V \):
\[
\langle A_{0k}(t,v), v \rangle_{V',V} \geq c_0||v||_V^2 - c_1(t)||v||_V - c_2(t)||v||_H^2,
\]
and
(c) \( v_{k,c} \)-uniform Pseudomonotonicity, cf. [133] Def. 2.1: The operator \( A_{0k} \) is bounded and, for given \( \{u_k\}_{k \in \mathbb{N}} \subset L^2(0,T;V) \), with \( u_k \rightharpoonup u \in L^2(0,T;V) \), if
\[
\lim_{k \to \infty} \sup \langle A_{0k}(u_k), u_k - u \rangle_{V',V} \geq 0
\]
it follows that for any \( w \in L^2(0,T;V) \),
\[
\langle A(u + v_c), u - w \rangle_{V',V} \leq \lim_{k \to \infty} \inf \langle A_{0k}(u_k), u_k - w \rangle_{V',V}.
\]
The assumed bounds in (a) and (b) are independent of \( k \in \mathbb{N} \) and hold for almost all \( t \in (0,T) \).

Note that the notions of bounded growth, semi-coerciveness, and pseudomonotonicity are adjusted to the particular setup and, thus, are different from the definitions in [133]. For the \( v_{k,c} \)-uniform pseudomonotonicity we have the following sufficient condition:

Lemma 4.29. If \( A : L^2(0,T;V) \to L^2(0,T;V') \) is pseudomonotone and weakly continuous then \( A_{0k} \), as defined in (4.18), is \( v_{k,c} \)-uniform pseudomonotone as defined in (4.21).
Proof. Consider sequences and limits \( u_k \to u \) and \( v_k \to v \) in \( L^2(0, T; V) \). We write \( A_0(u_k) \) as \( A(u_k + v_k) \). For a constant shift, i.e. \( v_k = v \), for all \( k \in \mathbb{N} \), a similar result was proven in [133 Lem. 2.11]. By weak continuity of \( A \) we have that
\[
\limsup_{k \to \infty} \langle A(u_k + v_k), u_k - u \rangle_{V', V} = \limsup_{k \to \infty} \langle A(u_k + v_k), u_k + v_k - u - v_k \rangle_{V', V} = \limsup_{k \to \infty} \langle A(u_k + v_k), u_k + v_k - u \rangle_{V', V}.
\]
In fact, since the sequence \( A(u_k + v_k) \to A(u + v) \) in \( L^2(0, T; V') \) and \( v_k \to v \) in \( L^2(0, T; V) \), by [161 Prop. 21.23(k)] the limit of \( \langle A(u_k + v_k), u + v \rangle_{V', V} \), as \( k \to \infty \), exists and thus \( \limsup_{k \to \infty} \langle A(u_k + v_k), u + v_k \rangle_{V', V} \geq \langle A(u + v), u + v \rangle_{V', V} = \limsup_{k \to \infty} \langle A(u_k + v_k), u + v \rangle_{V', V} \).
This means that if \( \limsup_{k \to \infty} \langle A_0(u_k), u_k - u \rangle_{V', V} \geq 0 \), then it holds that also \( \limsup_{k \to \infty} \langle A(u_k + v_k), u_k + v_k - u - v \rangle_{V', V} \geq 0 \). Thus, by the pseudomonotonicity of \( A \), we find that for any \( w \in L^2(0, T; V) \),
\[
\langle A(u + v), u + v - w \rangle_{V', V} \leq \liminf_{k \to \infty} \langle A(u_k + v_k), u_k + v_k - w \rangle_{V', V},
\]
or
\[
\langle A_0(u), u - w \rangle_{V', V} \leq \liminf_{k \to \infty} \langle A_0(u_k), u_k - w \rangle_{V', V} + \lim_{k \to \infty} \langle A(u_k + v_k), v_k \rangle_{V', V} - \langle A(u + v), v \rangle_{V', V}.
\]
Since \( \lim_{k \to \infty} \langle A(u_k + v_k), v_k \rangle_{V', V} = \langle A(u + v), v \rangle_{V', V} = 0 \), we can conclude that \( A_0 \) is \( v_k \)-uniform pseudomonotone. \( \square \)

Corollary 4.30. If \( A : L^2(0, T; V) \to L^2(0, T; V') \) is strongly continuous, then \( A_0 \) as defined in (4.18) is \( v_k \)-uniform pseudomonotone as defined in (4.21).

Proof. Since every strongly convergence sequence is weakly convergent, strong continuity implies weak continuity. Also, strong continuity of \( A \) implies pseudomonotonicity of \( A \), so that the assumptions of Lemma 4.29 are fulfilled. \( \square \)

Remark 4.31. We will show convergence of the approximations from the discrete differential equations from Theorem 4.20 only for the symmetric problem, where \( J_1 = J_2 \), and, thus, \( J_{1k} = J_{2k} \). The general case is not covered here since we have not established pointwise convergence of the projections \( P_{[U_k', U_k]} \to P_{[U_k', U_k]} \), as \( k \to \infty \).

In particular, in the proof of Theorem 4.36 we call on the convergence of
\[
\langle P_{[U_k', U_k]} f_k, u_k \rangle_{H', H} \to \langle P_{[U_k', U_k]} f, u \rangle_{H', H}, \quad \text{as } k \to \infty,
\]
given \( \{u_k\}_{k \in \mathbb{N}} \subset L^2(0, T; V) \), \( u_k \in V_{kdf} \) for all \( k \in \mathbb{N} \), and \( u_k \to u \) in \( L^2(0, T; V) \).

As a consequence of the Closed Range Theorem, see e.g. [83 Thm. IV.5.13], the dual of \( P_{[U_k', U_k]} : H'_k \to H' \) is given as \( P_{[U_k', U_k]}^* : (H'_k)^{\omega} \to (H'_k)^{\omega} \), see [83 p. 156]. If \( (H'_k)^{\omega} = H_{kdf} \) and \( (H'_k)^{\omega} = H_{df} \), then we obtain the convergence in (4.22) via
\[
\lim_{k \to \infty} \langle P_{[U_k', U_k]} f_k, u_k \rangle_{H', H} = \lim_{k \to \infty} \langle f_k, u_k \rangle_{H', H} = \langle f, u \rangle_{H', H} = \langle f, P_{[U_k', U_k]}^* u \rangle_{H', H} = \langle P_{[U_k', U_k]} f, u \rangle_{H', H},
\]
since by Lemma 3.18 it holds that \( V_{kdf} \subset H_{kdf} \) and \( V_{df} \subset H_{df} \), i.e. \( u_k \) and \( u \) are already in the range of the dual projections.

The preceding remark motivates the following lemma:
Lemma 4.32. Consider the symmetric problem [3.1 (Sym)], where \( J_1 = J_2 \), and its finite-dimensional approximation defined in Problem 4.7. If Assumptions 4.13 and Assumption 3.3 hold, such that \( H = H_{df} \oplus H_c \) and \( H_k = H_{df} \oplus H_{kc} \) as defined in Lemma 3.6 and Lemma 4.17, then

\[
(H_k)^0 = H_{df}, \text{ for all } k \in \mathbb{N}, \text{ and } (H'_k)^0 = H_{df}.
\]

Proof. Since all considered spaces are closed subspaces of the reflexive space \( H \), by the Closed Range Theorem, see e.g. [83] Thm. IV.5.13, and by Lemma 3.6 with \( J_1 = J_2 \) we have that

\[
H_{df} = ((H_{df})^0)^0 = ((\ker J_2)^0)^0 = (\im J_2)^0 = (H'_k)^0.
\]

Sufficient arguments hold in particular for the finite-dimensional case. \( \square \)

Before we show the convergence of the discrete solutions, we state convergence in the right hand sides that is, in particular, a necessary condition for the convergence of the algebraic parts \( v_{kc} \), cf. Lemma 4.14.

Proposition 4.33. Consider Problem 4.7. For the restrictions \( f_k \) and \( g_k \) of \( f \in L^2(0,T;H') \) and \( g \in L^2(0,T;Q'_H) \) onto \( H_k \) and \( Q_{H_k} \), respectively, we have that \( f_k \to f \in L^2(0,T;H') \) and \( g_k \to g \in L^2(0,T;Q'_H) \), as \( k \to \infty \).

Proof. Since \( V, Q \) are dense in \( H, Q_H \), the schemes \( \{V_k\}_{k \in \mathbb{N}}, \{Q_k\}_{k \in \mathbb{N}} \) have the abstract Galerkin approximation property [11] also for the Hilbert spaces \( H, Q_H \). The strong convergence then follows from the existence of orthogonal and, thus, uniformly bounded projections onto the finite-dimensional subspaces. \( \square \)

As mentioned in Remark 4.19 Assumption 3.3 stating that \( A(t,v(t)) \) is in \( H' \) rather than in \( V' \) does not make sense on finite-dimensional spaces. Instead, we assume smoothness in the equations uniformly in \( k \):

Assumption 4.34. If \( f \) is in \( L^2(0,T;H') \) and \( g \in L^2(0,T;Q') \) and \( \alpha_k \in H_k \) are sufficiently smooth, then any solution \( (v_k,p_k) \) to (4.6) is such that \( \|A(t,v_k(t))\|_{H'} \leq c_1 \) and \( \|p_k(t)\|_Q \leq c_2 \) almost everywhere on \( (0,T) \) and with constants \( c_1, c_2 \) independent of \( k \).

It will turn out, that if \( f \) fulfills the necessary and sufficient smoothness conditions as specified in Lemma 3.28, then its finite-dimensional approximation is sufficiently smooth, see Lemma 4.26. Again, the necessary smoothness of the initial values depends on the particular choice of the nonlinearity \( A \) in Problem 3.1.

Before we can prove convergence, we need to establish a priori estimates on the sequences of the discrete solutions to Problem 4.7

Lemma 4.35 (Cf. [133], Lem. 8.23). Consider Problem 4.7 and let the assumptions of Theorem 4.29 hold. Let \( A : (0,T) \times V \to V' \) be a Carathéodory mapping and let Assumption 4.28 (a-b) hold for \( -A_{0_k} \), with \( A_{0_k} \) as defined in (4.18).

If \( \{\alpha_{k\delta k}\}_{k \in \mathbb{N}} \) is bounded in \( H \), then

(a) there exists a constant \( C_1 > 0 \) independent of \( k \) and a solution \( v_k \) to (4.12), satisfying

\[
\|v_k\|_{L^\infty(0,T;H)} \leq C_1 \quad \text{and} \quad \|v_k\|_{L^2(0,T;V)} \leq C_1,
\]

(b) and there exists a constant \( C_2 > 0 \) independent of \( k \) so that

\[
\|v_k\|_{L^2(0,T;H')} \leq C_2.
\]

Proof. Having assumed semi-coerciveness as defined in (3.24), we obtain existence of \( v_k \in L^2(0,T;V) \cap L^\infty(0,T;H) \) and estimate (4.23) from [133] Lem. 8.23.

To prove the uniform bound on \( \dot{v}_k \), we use the additional regularity that we have introduced with Assumption 4.34.
Because of boundedness of convergent sequences we have that \( \tilde{f}_k := f_k + \frac{d}{k} (J_{2k} g_k) \) is uniformly bounded in \( L^2(0, T; H') \) by a constant \( c_4 \), see Proposition 4.33 and Lemma 4.26 for convergence of \( f_k \) and \( \frac{d}{k} (J_{2k} g_k) \), as \( k \to \infty \).

By Remark 4.16 and Lemma 4.17 we have that \( \|P|H'_{\alpha,\psi}|H'_{\psi}| \|_{\mathcal{L}(H', H')} = \|\phi - L_kJ_{\mathcal{L}(H', H')} \| \leq 1 + c_5 \), with \( c_5 \) independent of \( k \).

Since \( A: (0, T) \times V \to V^* \) is a Carathéodory mapping, \( A_{0_k}(\cdot, v): (0, T) \to V' \) is measurable for all \( v \in V \) and \( k \in \mathbb{N} \). Since the dual product in \( V \) is the extension of the dual product in \( H \), \( A_{0_k}(\cdot, w_k): (0, T) \to H' \) is measurable, provided that \( A_{0_k}(t, w_k) \in H' \) for almost all \( t \in (0, T) \). If we take a \( v_k \) solving (4.12) by Assumption 4.34 we have that \( A_{0_k}(t, v_k(t)) \) is in \( H' \), for almost all \( t \in (0, T) \). Since \( v_k \) is in \( L^\infty(0, T, H) \), the growth condition (4.19) implies that the Nemyckij map \( t \mapsto A_{0_k}(t, v_k(t)) \) is measurable, cf. Section 2.4 Thus, we can estimate

\[
\int_0^T \|P|H'_{\alpha,\psi}|H'_{\psi}|A_{0_k}(t, v_k(t))\|_{H'}^2 \, dt \leq (1 + c_5)^2 \int_0^T \|A_{0_k}(t, v_k(t))\|_{H'}^2 \, dt \\
\leq (1 + c_5)^2 \int_0^T \left[ \beta(\|v_k(t)\|_H) (\gamma(t) + \|v_k\|_H) \right]^2 \, dt \\
\leq c_6^2 := (1 + c_5)^2 \beta^2(\gamma_1) \left[ \|\gamma\|_{L^2[0, T]} + C_1 \right]^2, \tag{4.25}
\]

using (4.23) and (4.19).

With this, we find that

\[
\|\hat{v}_k\|_{H'} \leq \|P|H'_{\alpha,\psi}|H'_{\psi}|A_{0_k}(v_k)\|_{H'} + \|P|H'_{\alpha,\psi}|H'_{\psi}|\tilde{f}_k\|_{H'} \leq C_2 := c_6 + (1 + c_5)c_4.
\]

\[\square\]

Having established that the sequences of the discrete solutions and their derivatives are uniformly bounded, we can now prove convergence to a solution of the continuous differential equation (3.21).

**Theorem 4.36** (cf. [133, Thm. 8.27]). Consider the setup of Problem 4.7 for the symmetric case defined in Problem 3.7(Sym), with \( J_1 = J_2 \) and with the approximation scheme \( \{V_k\}_{k \in \mathbb{N}} \) to \( V \) fulfilling Assumption 4.3. Let Assumptions 4.8 and 4.13 hold, let \( f \in L^2(0, T; V') \), \( g \in L^2(0, T; Q') \), and \( \alpha_k \in H_k \). Let the sequences of inverses to \( J_{2k} \) be chosen as defined in Lemma 4.26, let \( \frac{d}{k} (J_{2k} g) \in L^2(0, T; H') \), and let the Carathéodory mapping \( A: (0, T) \times V \to V^* \) satisfy Assumption 4.28.

If for the sequence of initial values to the discrete problem converges to the initial value of the continuous problem, i.e. \( \alpha_{kdf} \to \alpha_{df} \) in \( H \), then there exists a \( v \in L^2(0, T; V) \) solving the continuous equation (3.21) and \( v_k \to v \) in \( L^2(0, T; V) \) and \( \hat{v}_k \to \hat{v} \) in \( L^2(0, T; H') \), as \( k \to \infty \), (possibly in terms of subsequences), where, for \( k \in \mathbb{N}, v_k \) is a solution to the discrete equations (4.12).

**Proof.** The proof follows the lines of the proof for [133, Thm. 8.27] but with modifications that in particular account for the external approximation of the variable \( v \).

Since by Lemma 4.35 the sequence \( \{v_k\}_{k \in \mathbb{N}} \) is bounded, and since with \( V \) reflexive, also \( L^2(0, T; V) \) is reflexive, there exists a subsequence \( \{v_{k'}\}_{k' \in \mathbb{N}} \subset \{v_k\}_{k \in \mathbb{N}} \) that converges weakly to \( v \) in \( L^2(0, T; V) \). By the same arguments, there exists a subsequence \( \{v_{k''}\}_{k'' \in \mathbb{N}} \subset \{v_k\}_{k \in \mathbb{N}} \) and a \( v \in L^2(0, T; H') \) so that \( v_{k''} \to v \) in \( L^2(0, T; H') \). In what follows, we will assume that the subscript \( k \) always labels the subsequence that is currently under consideration.
We conclude that there exists a subsequence \( \{v_k\}_{k \in \mathbb{N}} \) with limit \( v \), so that \( \dot{v} = \nu \) in \( L^2(0, T; H') \), since for all \( w \in V \) and all \( \phi \in C_0^\infty \), we have
\[
\int_0^T \langle \nu(t), w \rangle_{V', V} \phi(t) \, dt = \lim_{k \to \infty} \int_0^T \langle \dot{v}_k(t), w \rangle_{H', H} \phi(t) \, dt
\]
\[
= - \lim_{k \to \infty} \int_0^T \langle v_k(t), w \rangle_H \dot{\phi}(t) \, dt
\]
\[
= - \int_0^T \langle v(t), w \rangle_H \dot{\phi}(t) \, dt.
\]

So far, we have established existence of \( v \in W(0, T; V; H') \), that is the weak limit of a subsequence of solutions \( v_k \in V_{\text{df}} \) to the discrete equations (4.12). We will show that \( v \) is in \( W(0, T; V; H) \) and that it solves (3.21).

Since the external approximation scheme \( \{V_{k,\text{df}}\}_{k \in \mathbb{N}} \) to \( V_{\text{df}} \) is stable and since \( v \) is the weak limit of functions \( v_k \) with \( v_k(t) \in V_{k,\text{df}} \), for almost all \( t \in (0, T) \), we have that \( v(t) \in V_{\text{df}} \) for almost all \( t \in (0, T) \), see Lemma 4.25 and, thus, \( v \in L^2(0, T; V_{\text{df}}) \).

Take a \( u \in W(0, T; V_{\text{df}}; H_2) \) and \( \{u_k\}_{k \in \mathbb{N}} \subset L^2(0, T; V_{\text{df}}) \) with \( u_k \to u \) in \( L^2(0, T; V) \) as \( k \to \infty \). Such a sequence exists, see [133] Lem. III.5.10, since \( \{V_{k,\text{df}}\}_{k \in \mathbb{N}} \) is a stable and convergent external approximation scheme for \( V_{\text{df}} \), see Lemma 4.25.

By the assumption on \( -A \), we can consider \(-A_{0_k}\), with \( A_{0_k} \) as defined in (4.18), satisfying the semi-coercivness condition (4.20), growth condition (4.19), and the condition for \( v_{k,k}\)-uniform pseudomonotonicity (4.21).

Since \( v_{k,\text{df}} \) is a solution to (4.12), we have for any \( v \in L^2(0, T; V_{\text{df}}) \):
\[
\int_0^T \langle \dot{v}_k(t) - \mathcal{P}_{H_{k,1}}[H_{k,1}]A_{0_k}(v_k(t)), w(t) \rangle_{H', H} \, dt = \int_0^T \langle \mathcal{P}_{H_{k,1}}[H_{k,1}](\dot{v}_k(t), w(t)) \rangle_{H', H} \, dt,
\]
where \( \dot{v}_k := f_k + \frac{d}{dt}(J_{2k}g_k) \), which, by Lemma 4.26, is in \( L^2(0, T; H') \) for all \( k \).

With the assumption that \( J_1 = J_2 \), in (4.26), the projection \( \mathcal{P}_{[H_{k,1}][H_{k,1}]} \) has no effect, cf. Remark 4.31. Thus, putting \( w = u_k - v_k \), we can write (4.26) as
\[
- \langle A_{0_k}(v_k), u_k - v_k \rangle_{V', V} = \langle \dot{f}_k, u_k - v_k \rangle_{V', V} - \langle v_k, u_k - v_k \rangle_{V', V} =: I_k^{(1)} - I_k^{(2)}.
\]

Note that for functionals in \( H' \subset V' \) and elements of \( V \) the dual product in \( H \) and \( V \) coincide.

With \( v_k \to v \) and \( u_k \to u \) weakly in \( L^2(0, T; V) \), by [161] Prop. 21.23(j) we have
\[
I_k^{(1)} = \langle \dot{f}_k, u_k - v_k \rangle_{V', V} \to \langle \dot{f}, u - v \rangle_{V', V} \text{ as } k \to \infty,
\]
see Proposition 4.33 and Lemma 4.26. Since the limit \( u - v \) is in \( L^2(0, T; V_{\text{df}}) \), by Remark 4.31 and Lemma 4.32 we have that
\[
\lim_{k \to \infty} I_k^{(1)} = \lim_{k \to \infty} \langle \dot{f}_k, u_k - v_k \rangle_{V', V} = \langle \dot{f}, u - v \rangle_{V', V} = \langle \mathcal{P}_{[H_{k,1}][H_{k,1}]}[u - v] \rangle_{V', V} = \langle \mathcal{P}_{[H_{k,1}][H_{k,1}]}[\hat{f}, u - v] \rangle_{V', V}.
\]

With \( v_k \in W(0, T; V_{k,\text{df}}) \), we have that \( \dot{v}_k, v_k \) to \( V_{\text{df}} \), see [133] Rem. 7.5. Since, by Lemma 4.35 and by assumption, \( v_k, \dot{v}_k, \) and \( v_k(0) = \alpha_{k,\text{df}} \) are uniformly bounded, \( v_k(T) \) is uniformly bounded in \( H \) and we can conclude that there exists a \( \zeta \in H \), such that \( v_k(T) \to \zeta \) in \( H \). We will show that \( \zeta = v(T) \) and that \( v_k(0) \to v(0) \).
Let $\psi \in C^\infty([0, T])$, and for any $w \in V$ consider $\psi w \in W(0, T; V; V')$. Then, by Lemma 7.3 and by the reflexivity of $V = L^2(0, T; V)$, we have

$$
(\zeta, \psi(T)w)_H = (v(0)w)_H = \lim_{k \to \infty} [(v_k(T), \psi(T)w)_H - (v_k(0)w)_H] \\
= \lim_{k \to \infty} [(\dot{v}_k, \psi w)_{V', V} + (v_k, \dot{\psi} w)_{V', V}]
$$

$$
= \langle v, \psi w \rangle_{V', V} - \langle v, \dot{\psi} \rangle_{V', V}
$$

$$
= (v(T), \psi(T)w)_H - (v(0), \psi(0)w)_H.
$$

Having chosen $\psi$, such that $\psi(0) = 0$ and $\psi(T) = 1$, we conclude that for any $w \in V$, it holds that $(v(T), w)_H = (\zeta, w)_H$ and, thus, $v(T) = \zeta$ since $V$ is dense in $H$. Choosing $\psi$, such that $\psi(0) = 1$ and $\psi(T) = 0$, it also follows that $v(0) = \alpha_{df}$ in $H$. By assumption, we have that $v_k(0) = \alpha_{k, df} \to \alpha_{df}$, so that we can conclude that $v_k(0) \to v(0)$ in $H$.

To proceed, we recall two fundamental facts for Banach spaces. The norm is weakly lower semicontinuous, i.e. if

$$
u_k(T) \to u(T), \quad \text{then} \quad \|u(T)\|_H \leq \liminf_{k \to \infty} \|u_k(T)\|_H, \quad (4.29)
$$

see Thm 2.12. Secondly, if

$$
\dot{v}_k \to \dot{v} \text{ in } L^2(0, T; V') \text{ and } v_k \to u \text{ in } L^2(0, T; V), \text{ then } \langle \dot{v}_k, u \rangle_{V', V} \to \langle \dot{v}, u \rangle_{V', V},
$$

as $k \to \infty$, see Prop. 21.23(k).

Consider $I_k^{(2)} = \langle \dot{v}_k, u_k - v_k \rangle_{V', V}$ from (4.27). By (4.29) and (4.30) it follows that

$$
\limsup_{k \to \infty} I_k^{(2)} = \lim_{k \to \infty} \langle \dot{v}_k, u_k \rangle_{V', V} - \frac{1}{2} \liminf_{k \to \infty} \|v_k(T)\|_H^2 + \frac{1}{2} \lim_{k \to \infty} \|v_k(0)\|_H^2 \\
\leq \langle \dot{v}, u \rangle_{V', V} - \frac{1}{2} \|v(T)\|_H^2 + \frac{1}{2} \|v(0)\|_H^2 = \langle \dot{v}, u - v \rangle_{V', V}. \quad (4.31)
$$

By (4.25) we have that $A_{0_k}(v_k)$ is uniformly bounded in $L^2(0, T; V')$, so that $\langle A_{0_k}(v_k), u_k - u \rangle_{V', V} \to 0$, as $k \to \infty$. Thus, using also (4.31), we can estimate

$$
- \limsup_{k \to \infty} \langle A_{0_k}(v_k), v_k - u \rangle_{V', V} = - \limsup_{k \to \infty} \langle A_{0_k}(v_k), v_k - u_k \rangle_{V', V} \\
- \lim_{k \to \infty} \langle A_{0_k}(v_k), u_k - u \rangle_{V', V} \\
= \lim_{k \to \infty} \langle \dot{f}_k, v_k - u \rangle_{V', V} - \limsup_{k \to \infty} \langle \dot{v}_k, v_k - u \rangle_{V', V} \\
\leq \langle \dot{f} - \dot{v}, u - v \rangle_{V', V}. \quad (4.32)
$$

Setting $u := v$ in (4.32), we find that $- \limsup_{k \to \infty} \langle A_{0_k}(v_k), v_k - v \rangle_{V', V} \leq 0$, so that the $v_k$-uniform pseudomonotonicity of $A_{0_k}$ implies that

$$
\liminf_{k \to \infty} - \langle A_{0_k}(v_k), v_k - u \rangle_{V', V} \geq - \langle A_0(v), v - u \rangle_{V', V}. \quad (4.33)
$$

Combining (4.32) and (4.33), we obtain that $- \langle A_0(v), v - u \rangle_{V', V} \leq \langle f - \dot{v}, v - u \rangle_{V', V}$. Since $u \in L^2(0, T; V; df)$ is arbitrary, we get equality. In the same way as in (4.28) we can put back the projectors to get

$$
\dot{v} - P_{H_{df} | H_{\Omega}^c} A_0(v) = P_{H_{df} | H_{\Omega}^c} [f + \frac{a}{\Omega} (J_{2 \Omega} g)] \text{ in } L^2(0, T; V').
$$

We now show how the convergence of the partial solutions $v_k \to v_c$ and $v_{k, df} \to v_{df}$ in $L^2(0, T; V')$ makes the remaining part $p_k$ of the solutions to (4.16) converge to $p$ as the part of a solution to the continuous problem as defined in (4.19c).
Lemma 4.37. Consider Problem [3.1] and its finite-dimensional approximation defined in Problem [4.7]. Assume that the approximation schemes \{V_k\}_{k\in\mathbb{N}} and \{Q_k\}_{k\in\mathbb{N}} fulfill Assumption [4.5]. Let the assumptions of Theorem hold [4.20] and let the nonlinear operator \( A : L^2(0,T;H') \rightarrow L^2(0,T;V') \) be bounded and weakly continuous.

If \( \{v_k\}_{k\in\mathbb{N}}, \) with \( A(v_k) \in L^2(0,T;H') \), \( v_k = v_{ck} + v_{dt} \), for all \( k \in \mathbb{N} \), there exists \( v_{ck}, v_{dt} \in L^2(0,T;V) \), such that \( v_{ck} \rightarrow v_c \) and \( v_{dt} \rightarrow v_{dt} \) in \( L^2(0,T;V) \), then \( p_k \rightarrow p \), where \( p_k \in L^2(0,T;Q_k) \) is defined in [4.11c] and \( p \in L^2(0,T;Q) \) is defined in [3.19c].

Proof. By [3.19c] and with \( v_{ck} := -J_{2k}^{-1}g_k \), for \( k \in \mathbb{N} \), we have that

\[
p_k = -S_k^{-1}\left[J_{2k}jA_k(v_{dt} + v_{ck}) + J_{2k}jф_k + ̇g_k\right].
\]

By Proposition [4.33] and Lemma [4.26] we have that \( f_k \rightarrow f \) in \( L^2(0,T;H') \) and \( ̇g_k \rightarrow ̇g \) in \( Q' \). By the weak continuity of \( A \) we have that \( A(v_k) \rightarrow A(v) \), and by the existence of uniformly bounded projections onto \( H_k \) also that \( A_k(v_k) \rightarrow A(v) \) in \( L^2(0,T;H') \). By Assumption [4.5] for \( \{Q_k\}_{k\in\mathbb{N}} \), there exists a uniformly bounded projection \( P_{Q_k} : Q \rightarrow Q_k \). Thus, for all \( q \in Q \), one has that

\[
\langle J_{2k}jA(v_k), q \rangle_{Q',Q} = \langle jA(v_k), J_k'P_{Q_k}q \rangle_{H_k,H'}
\]

\[
\rightarrow \langle jA(v), J_k'q \rangle_{H_k,H'} = \langle J_{2k}jA(v), q \rangle_{Q',Q'}
\]

as \( k \rightarrow \infty \), i.e., recalling that \( Q \) is reflexive, \( J_{2k}jA_k(v_k) \rightarrow J_{2k}jA(v) \) in \( Q' \). Since strong convergence is preserved by \( J_{2k} \) we conclude that

\[
- S_kp_k = J_{2k}jA_k(v_k) + jф_k + ̇g_k \rightarrow J_{2}jA(v) + jф + ̇g = -Sp \text{ in } Q',
\]

(4.34) as \( k \rightarrow \infty \). Since \( S_k^{-1} \) is uniformly bounded, see Remark [4.16] from (4.34) we have that the sequence \( \{p_k\}_{k\in\mathbb{N}} \subset Q \) is bounded. We show that every weakly convergent subsequence converges to \( p \), to conclude that the sequence \( \{p_k\}_{k\in\mathbb{N}} \) itself converges weakly to \( p \) [101] Prop. 21.23(i)].

Let \( \{p_{k'}\}_{k'\in\mathbb{N}} \subset \{p_k\}_{k\in\mathbb{N}} \) be a convergent subsequence, i.e. there exists a \( p' \in Q \) with \( p_{k'} \rightarrow p' \), as \( k' \rightarrow \infty \). By (4.34), we have that \( S_k'p_{k'} \rightarrow Sp_k \), as \( k' \rightarrow \infty \). Let \( q \in Q \), and consider

\[
\lim_{k' \rightarrow \infty} \langle S_k'p_{k'}, q \rangle_{Q',Q} = \langle Sp, q \rangle_{Q',Q} = \langle p, J_{1}jJ_{2} q \rangle_{Q,O'.Q'}.
\]

(4.35)

On the other hand we have that

\[
\langle S_k'p_k', q \rangle_{Q',Q} = \langle p_{k'}, J_1P_{H_k}jJ_2'P_{Q_k}q \rangle_{Q,O'} \rightarrow \langle p', J_1jJ_2 q \rangle_{Q,O'},
\]

(4.36)

using [101] Prop. 21.23(j)] and, in particular, \( J_1P_{H_k}jJ_2'P_{Q_k}q \rightarrow J_1jJ_2 q \), because the involved projections fulfill Assumption 4.5. Since \( J_1jJ_2 : Q \rightarrow Q' \) is bijective, see Lemma 6.12 combining Equations (4.35) and (4.36) yields \( \langle p', q \rangle_{Q,O'} = \langle p, q \rangle_{Q,O'} = \langle p, q \rangle_{Q,O'} \) for all \( q \in Q' \), i.e. \( p' = p \in Q \).

Thus we have that \( p_k \rightarrow p \).

Remark 4.38. Convergence of the finite-dimensional approximations to a solution of the abstract DAE (Problem [3.1]) was established on the base of several assumptions that address the following aspects of the problem statement:

(a) Space Regularity: We assume additional smoothness of the right hand side \( f \in L^2(0,T;H') \) and that the corresponding solution of Problem [3.1] is such that \( A(t,v(t)) \) and \( J'_1p(t) \) are in \( H' \), for almost all \( t \in (0,T) \) (Assumption 3.8). Since at a fixed discretization level \( k \), \( (V_k)' \) and \( H_k' \) are isomorphic, in finite dimension, instead, we assume uniform boundedness of \( A_k(v_k(t)) \).
in $L^2(0, T; H')$ and of $p_k(t)$ in $Q$. (Assumption 4.34). To formalize this, we assume existence of $Q \subset Q_H$, densely and continuously embedded in $Q_H$, such that, e.g., $J'_1(Q) \in H'$ and such that $J_1, J_2: H \to Q'$ are bounded (Assumption 5.5).

(b) Decoupling of Equation and Solution Spaces: We assume that the operators $J_1, J_2: V \to Q'_H$ that account for the coupling of differential and algebraic equations in (3.1) allow for a decoupling as follows: The kernel of $J_2$ splits the solution space $V$ into a differential and an algebraic part and $J'_2$ can be inverted to compute $p$ separately (Assumption 3.13). To split the equations conformingly, we assume that $H'$ decomposes into the image of $J'_1$ and a part that is identified with ker $J_2$ (Assumption 3.5).

(c) Consistency and Regularity of the Data: If the setup allows for a splitting, existence of solutions to Problem 3.1 implies existence of the separated solution components and, thus, defines necessary conditions for solvability. These are smoothness of $g$ in time, i.e. $\dot{g} \in Q_-$ as specified in Lemma 3.28 and consistency of the initial value as defined in Definition 3.35.

(d) Stable Approximation Schemes: Consider the discrete setup of Problem 4.7. We assume there are approximation schemes $\{Q_k\}_{k \in \mathbb{N}}$ and $\{V_k\}_{k \in \mathbb{N}}$ that fulfill Assumption 4.15 i.e. they come with a sequence of associated uniformly bounded projections. Considering $J_{1k}$ and $J_{2k}$, we assume that $\{Q_k\}_{k \in \mathbb{N}}$ and $\{V_k\}_{k \in \mathbb{N}}$ allow for splittings of the equations and solutions as in the continuous case and uniformly with respect to the discretization parameter $k$ (Assumption 4.18 and 4.13). Then, in particular, the underlying external approximation scheme to ker $J_2$ is stable and convergent, cf. Lemma 4.25. Without further restrictions, we can assume that $J'_{2k}$ and $J'_{2}$ are chosen such that $v_{kc} := -J_{2k}g_k \to J'_{2}g =: v_c$ in $L^2(0, T; V)$, as $k \to \infty$, cf. Lemma 4.26.

(e) Consistent and Convergent Approximation of the Initial Value: We assume for every $k$, the initial value $\alpha_k$ of the discrete problem writes as $\alpha_k = \alpha_{k,df} - J'_{2k}g_k(0)$, with $\alpha_{k,df} \to \alpha_{df}$ in $H$.

(f) Symmetry: To show convergence of the discrete solutions to a solution of the continuous problem, we have assumed that $J_1 = J_2$, cf. Remark 4.31.

(g) Continuity, Coerciveness, Monotonicity and Boundedness of the Nonlinearity: Given the sequence $\{v_{kc}\}_{k \in \mathbb{N}}$ converging to $v_c$, we define the shifted nonlinearity $A_{kc}$ as in (4.18) and assume that it has particular boundedness, coerciveness and pseudo-monotonicity properties uniformly with respect to $v_{kc}$ (Assumption 4.28). This was sufficient to prove weak convergence of subsequences of $v_k$ to $v$. To prove convergence in $p$, we additionally assumed weak continuity of the nonlinearity $A$, cf. Lemma 4.37.

We summarize the findings of this section in the following theorem:

**Theorem 4.39.** Consider Problem (3.4) $\text{Sym}$, where $J_1 = J_2$, and the corresponding finite-dimensional approximation defined in Problem 4.7. Let all assumptions listed in Remark 4.38 hold. In particular, assume right hand sides $f \in L^2(0, T; H')$ and $g \in L^{1,2}(0, T; Q; Q_-)$ and an initial value $\alpha$ and approximations $\alpha_k$ that are consistent as specified in Definition 3.39 and convergent as defined in Remark 4.38(e).

For $k \in \mathbb{N}$ let $(v_k, p_k) \in W(0, T; V_k, H^0_\delta) \times L^2(0, T; Q_k)$ be a solution of the discrete problem. Then there exists $(v, p) \in W(0, T; V, H') \times L^2(0, T; Q)$ such that $v_k \rightharpoonup v$ in $W(0, T; V, H')$ and $p_k \rightharpoonup p$ in $L^2(0, T; Q)$ and $(v, p)$ solves the continuous problem. The convergence is in terms of subsequences.
If the continuous problem has only one solution, then the whole sequence \( \{(v_k, p_k)\}_{k \in \mathbb{N}} \) converges.

If \( V \hookrightarrow H \) is compact, then \( v_k \rightarrow v \) in \( L^2(0, T; H) \).

**Proof.** Under the given conditions, by Theorem 4.20 for all \( k \in \mathbb{N} \), we can decompose any solution of the discrete approximations: A solution \( (v_k, p_k) \) to Problem 4.7 writes \( (v_{k,df}, v_{kc}, p_k) \), with \( v_{kc} \) specified in (4.11a), \( v_{k,df} \) solving the differential equation (4.12), and \( p_k \) defined via (4.11c).

Let \( k \) be the subscript of a convergent subsequence. By Lemma 4.26, we have that \( v_{kc} \rightarrow -\bar{J}_2 g =: v_c \) in \( L^2(0, T; V) \). By Theorem 4.36 we have that \( v_{k,df} \rightarrow v_{df} \) in \( \mathcal{W}(0, T; V; H') \), where \( v_{df} \) solves (3.21). With \( \bar{v}_{k,df} \in L^2(0, T; H') \) for all \( k \in \mathbb{N} \) and Assumption 4.34 we have that \( v_{k,df} \in L^2(0, T; H') \), for all \( k \in \mathbb{N} \) and thus, by Lemma 4.26 that \( v_{k,df} \rightarrow v_{df} \) in \( \mathcal{W}(0, T; V; H') \). By Lemma 4.37 we have that \( p_k \rightarrow p \) in \( L^2(0, T; Q) \), where \( p \) fulfills (4.19c). Since with \( g \) being sufficiently smooth also \( g_p \) is sufficiently smooth and since we have assumed consistency of \( \alpha_k \), by Theorem 3.37 we have that, for all \( k \), \( (v_k, p_k) := (v_{k,df} + v_{kc}, p_k) \) solves Problem 4.7.

By Lemma 3.30 and Theorem 4.37 a solution \((v, p)\) to Problem 3.1 has the representation as \((v_{df} + v_c, p)\), where \( v_c \) is defined via (4.19a), \( v_{df} \) is the solution of the abstract differential equation (3.21), and \( p \) fulfills (4.19c). Thus, the limit of a convergent subsequence \( \{(v_k, p_k)\}_{k \in \mathbb{N}} = \{(v_{k,df} + v_{kc}, p_k)\}_{k \in \mathbb{N}} \) of solutions to the discrete problem is a solution to Problem 3.1.

If Problem 3.1 has only one solution, then every convergent subsequence of \( \{(v_k, p_k)\}_{k \in \mathbb{N}} \) converges to the same limit. This implies that the sequence itself is convergent [61 Prop. 21.23(i)].

If \( V \hookrightarrow H \), then, by Lemma 2.16 \( \mathcal{W}(0, T; V; H') \hookrightarrow L^2(0, T; H) \), and thus the weak convergence of \( v_k \rightarrow v \) in \( \mathcal{W}(0, T; V; H') \) implies strong convergence of \( v_k \rightarrow v \) in \( L^2(0, T; H) \).

\[ \square \]

### 4.5. Initial Conditions.

Under the assumptions of Theorem 4.39 for the existence of a solution to the sequence of Problems 4.7 it is necessary that the initial value \( \alpha_k \) to the discrete equations 4.6 is consistent in the sense of Definition 3.35 for the discrete spaces and for every \( k \in \mathbb{N} \).

In general, the canonical projections of a consistent initial condition onto a discrete subspace does not give a consistent initial condition for the projected equations, see [60], for a canonical example for the finite element approximation of Navier Stokes Equation. Thus, for the proper choice of the initial value \( \alpha_k \), a particular approximation is necessary that takes into account the finite-dimensional realizations \( J_{2k} \) of the operator \( J_2 \), cf. Corollary 3.36. In addition, in view of convergence of the solution, any strategy has to ensure the \( \alpha_k \rightarrow \alpha \) in \( H \), as \( k \rightarrow \infty \).

In theory, under the assumptions of Remark 4.38(a,b,d), this does not pose a problem. With the arguments of Section 4.3, one can show that \( \{V_k\}_{k \in \mathbb{N}} \) and \( \{Q_k\}_{k \in \mathbb{N}} \) also define a stable and convergent approximation scheme for \( H_{df} \) via the sequence \( H_{k,df} := \text{ker} J_{2k} \). Let \( \tau_k \) be the corresponding restriction operator. Let \( \alpha = \alpha_{df} - J_2 \tilde{g}(0) \) be a consistent initial value. Then we have by Definition 4.23(a) that \( \alpha_{k,df} := \tau_k \alpha_{df} \) in \( H \) and by Lemma 4.26 and by \( v_{kc}(0) = -J_2 g(0) \), cf. the proof of Corollary 3.31 that \( -J_{2k} \tilde{g}_k(0) \rightarrow -J_2 \tilde{g}(0) \) in \( H \). Thus, the sequence of initial values \( \alpha_k := \alpha_{k,df} - J_{2k} \tilde{g}_k(0) \) is consistent and convergent.

However, this approach for the retrieval of consistent and convergent initial values is not possible in practice, since the right inverses of \( J_2 \) and \( J_{2k} \) are not available in general.

To ensure consistency, at a given discretization level, with \( \alpha_k \) being an arbitrary approximation to \( \alpha \), one can use regularization techniques to modify \( \alpha_k \) such that...
it becomes consistent, see [12], [90] Ch. 6.1, and [102] Ch. 4.3. However, this modification may destroy the convergence properties of the parts of \( \alpha_k = \alpha_{k\text{aff}} - \bar{J}_2 g_k(0) \) that were needed in the proof of convergence in Theorem 4.39.

In the case where \( g = 0 \), convergent sequences of consistent initial values can be defined via \( \alpha_k := \mathcal{P}_{k\text{aff}} \mathcal{P}_{[H_k]} \), where \( \mathcal{P}_{k\text{aff}} \) is an uniformly bounded projector from \( H \) into \( H_k \) that maps \( H_k \) onto \( H_{k\text{aff}} \), and \( \mathcal{P}_{[H_k]} \) is the orthogonal projection in \( H \) onto \( H_k \). By [49] Lem. II.1.1 such a projector \( \mathcal{P}_{k\text{aff}} \) exists. If \( J_2 = J_1 \), then \( \mathcal{P}_{k\text{aff}} \) can be chosen as the orthogonal projector defined in Lemma 4.17.
Multipliers and First Order Necessary Optimality Conditions

Definition 2.18. Let \( z \) be a regular point for \( G \) on which the constraints are fulfilled, i.e., \( G(z) = 0 \), such that

\[
J'(z)[z] = l(G_z(z_0)[z]).
\]

In (5.2) and in what follows the subscript \( z \) to, e.g., \( J_z \) denotes the possibly partial Fréchet derivative of \( J \) with respect to \( z \) as it was introduced along with Definition 2.18.

Since the differentiation commutes with the application of bounded linear functionals, (5.2) can be written as

\[
L_z(z_0)[z] = 0, \quad \text{where} \quad L(z) := J(z) - l(G(z)).
\]

Here, \( z_0 \) is a stationary point for \( J \) in \( N_G \), if

\[
|J(z') - J(z_0)| = o(\|z' - z_0\|_{\mathbb{Z}}) \quad \text{for all} \quad z' \in N_G.
\]

A point \( z_0 \in N_G \) is called regular if im \( G_z(z_0) = W \).

Let \( T_{z_0} := \ker G_z(z_0) \) denote the tangent space to \( N_G \) in \( z_0 \). One has that in a regular point \( z_0 \) the set \( N_G \) is asymptotically close to \( T_{z_0} \) in the sense that for all \( z' = z_0 + h' \in N_G \) there exists \( h \in T_{z_0} \) such that

\[
\|h - h'\|_{\mathbb{Z}} = o(\|h\|_{\mathbb{Z}}),
\]

see [109] p. 393 for a proof. If also the converse is true, i.e., for all \( h \in T_{z_0} \) in a neighborhood of the origin there exists a point \( z_0 + h' \), such that \( \|h - h'\|_{\mathbb{Z}} = o(\|h\|_{\mathbb{Z}}) \), then \( z_0 \) is called absolutely regular.

5. Constrained Optimization and Optimal Control

In view of optimal control of systems, we recall classical results that extend the theory of Lagrangian multipliers for elimination of side constraints in finite dimensional optimization problems, cf. [114], to infinite-dimensional problems. Particularly, we will refer to results that take into account the specific structure of dynamical systems.

We define a general constrained optimization problem.

**Problem 5.1.** Let \( Z \) and \( W \) be metric spaces and let \( W \) be complete. Consider the minimization problem

\[
J(z) \to \min_{z \in Z}, \quad \text{subject to} \quad G(z) = 0,
\]

for a functional \( J : Z \to \mathbb{R} \) and a mapping \( G : Z \to W \). Let \( N_G \) denote the subset of \( Z \) on which the constraints are fulfilled, i.e.,

\[
N_G := \{z \in Z : G(z) = 0\}.
\]

In order to state optimality conditions, we will call on the Fréchet derivative, see Definition 2.18.

**5.1. Multipliers and First Order Necessary Optimality Conditions.** Assuming Fréchet-differentiability of \( J \) and \( G \) locally in the region of interest, one has the classical result due to Ljusternik:

**Theorem 5.2** ([109], p. 398). Consider Problem 5.1. If \( z_0 \) is a stationary and an absolutely regular point for \( J \) in \( N_G \), then there exists a linear functional \( l \) on \( G_z(z_0)[z] \) such that

\[
J_z(z_0)[z] = l(G_z(z_0)[z]).
\]

As an example of an application of Theorem 5.2, we can write

\[
L_z(z_0)[z] = 0, \quad \text{where} \quad L(z) := J(z) - l(G(z)).
\]

Here, \( z_0 \) is a stationary point for \( J \) in \( N_G \), if

\[
|J(z') - J(z_0)| = o(\|z' - z_0\|_{\mathbb{Z}}) \quad \text{for all} \quad z' \in N_G.
\]

A point \( z_0 \in N_G \) is called regular if im \( G_z(z_0) = W \).

Let \( T_{z_0} := \ker G_z(z_0) \) denote the tangent space to \( N_G \) in \( z_0 \). One has that in a regular point \( z_0 \) the set \( N_G \) is asymptotically close to \( T_{z_0} \) in the sense that for all \( z' = z_0 + h' \in N_G \) there exists \( h \in T_{z_0} \) such that

\[
\|h - h'\|_{\mathbb{Z}} = o(\|h\|_{\mathbb{Z}}),
\]

see [109] p. 393 for a proof. If also the converse is true, i.e., for all \( h \in T_{z_0} \) in a neighborhood of the origin there exists a point \( z_0 + h' \), such that \( \|h - h'\|_{\mathbb{Z}} = o(\|h\|_{\mathbb{Z}}) \), then \( z_0 \) is called absolutely regular.

Regularity of a point \( z_0 \) is often referred to as surjectivity of \( dG_z(z_0) \). For the absolute regularity there are sufficient conditions that have been used to formulate more specific versions of Theorem 5.2.

If there exists a complement space \( T_c \subset Z \) such that \( Z = T_{z_0} \oplus T_c \) and if the mapping \( z_0 \mapsto J_z(z_0) \) is continuous in the norm of \( B(Z, W) \) in a neighborhood of \( z_0 \), then, in terms of [109] p. 396], if \( z_0 \) is regular, then \( z_0 \) is absolutely regular.
Accordingly, cf. [159] Thm. 43D], the functional \( l \) from (5.2) exists, if \( \mathcal{G} \) is a submersion at \( z_0 \), i.e. \( z_0 \) is regular, \( \mathcal{G} \) is locally continuously Fréchet-differentiable and \( T_{z_0} \) splits \( W \).

The necessary splitting of \( Z = T_{z_0} \oplus T_c \) is guaranteed if \( \dim T_{z_0} < \infty \), if \( \dim Z/T_{z_0} < \infty \) or if \( Z \) is a Hilbert space, cf. [159] Ex. 43.16.

If \( \dim W = n < \infty \), then the constraints in (5.1) can be written as \( g_i(z) = 0 \in \mathbb{R} \), \( i = 1, \ldots, n \) and a variant of Theorem 5.2 states that if \( z_0 \) is a stationary point of \( \mathcal{J} \), then there exist \( \lambda_1, \ldots, \lambda_n \in \mathbb{R} \) such that

\[
\mathcal{J}_z(z_0) = \lambda_i g_i(z_0), \quad (5.6)
\]


If \( Z \) and \( W \) are Banach spaces, then the local continuity of the Fréchet differentiation with respect to \( z \) makes a regular point an absolutely regular point, see [109] p. 396] for a proof. This is used in the following variant of Theorem 5.2:

**Theorem 5.3** ([96], Thm. 5.4.2). Consider Problem 5.1 and let \( Z \) and \( W \) be Banach spaces. Suppose that \( \mathcal{J} \) and \( \mathcal{G} \) are continuously Fréchet-differentiable on an open set \( \mathcal{O} \subset X \) and that \( z_0 \in \mathcal{O} \) is a regular point of the constraints \( \mathcal{G} \). If \( \mathcal{J} \) has a local extremum under the constraint \( \mathcal{G}(z_0) = 0 \) at the regular point \( z_0 \), then there exists \( l \in W' \) such that the Lagrangian

\[
\mathcal{J}(z) - l \mathcal{G}(z)
\]

is stationary at \( z_0 \), i.e. \( \mathcal{J}_z(z_0) - l \mathcal{G}_z(z_0) = 0 \).

One can weaken the assumption on regularity of \( z_0 \) in \( N_G \) and require only that the range of \( G_z(z_0) \) is closed in \( W \). Then one has that, if \( \mathcal{J} \) takes on a local extremum at \( z_0 \), then there exists \( \lambda_0 \in \mathbb{R} \) and \( l \in W' \) such that

\[
\lambda_0 \mathcal{J}_z(z_0) - l \mathcal{G}_z(z_0) = 0,
\]

cf. [96] Thm. 5.4.3] or [109] Prp. 43.19].

### 5.2. Relation to Optimal Control of Systems and the Adjoint State

In optimal control of systems the variable \( z \) is given as \( z = (x, u) \), where \( x \in X \) denotes the state of the system and \( u \in U \) is an input or a parameter. Then the optimization problem is written as:

**Problem 5.4.** Let \( X, U, \) and \( W \) be Banach spaces and let \( \mathcal{J} : X \times U \to \mathbb{R} \) be a functional. Consider

\[
\mathcal{J}(x, u) \to \min_{(x, u)} \quad \text{subject to} \quad \mathcal{G}(x, u) = 0,
\]

where \( \mathcal{G} : X \times U \to W \) represents the relation of states and inputs.

In PDE constrained optimization, \( \mathcal{G} \) represents a partial differential equations. We will consider cases, where \( \mathcal{G} \) stands for an abstract differential algebraic equation.

Application of a variant of Theorem 5.2 would give that if \((x_0, u_0)\) is a stationary point of \( \mathcal{J} \) in (5.7), then there exists \( l \in W' \) such that \( \mathcal{J}(x, u) - l \mathcal{G}(x, u) \) is stationary at \((x_0, u_0)\), i.e.

\[
\mathcal{J}_x(x_0, u_0) + \mathcal{J}_u(x_0, u_0) - l \mathcal{G}_x(x_0, u_0) - l \mathcal{G}_u(x_0, u_0) = 0.
\]

In the frequent case that \( u \) is a free variable while \( x = x(u) \) is well defined in terms of \( u \) via the relation \( \mathcal{G}(x, u) = 0 \), then the functional \( l \) can be interpreted as the adjoint state defined as the solution \( \lambda \in W' \) of the adjoint equation

\[
\lambda \mathcal{G}_x(x, u) + \mathcal{J}_x(x, u) = 0.
\]

This can be deduced from the following theorem.
Theorem 5.5 ([106], Thm. 5.5.1). Consider Problem 5.4 with $X$, $U$, and $W$ being normed vector spaces, with the cost functional $J: X \times U \to \mathbb{R}$, and with $G: X \times U \to W$ such that it well defines a mapping $u \mapsto x(u)$ via $G(x(u), u) = 0$. Assume that $G$ and $J$ are Fréchet-differentiable with respect to $x$ at $x = x(u)$ and continuously on $X \times U$ Gateaux differentiable with respect to $u$ and that $u \mapsto x(u)$ is Lipschitz continuous.

If there exists a solution $\lambda \in W'$ to (5.9) at $x = x(u)$, then
\[ \hat{J}(u) = \bar{J}(x(u), u) \]

is Gateaux differentiable at $u$ and
\[ \hat{J}_u(u) = J_u(x(u)) + \lambda G_u(x, u). \quad (5.10) \]

Thus, if $J$, $G$ and $u_0$ meet the conditions of Theorem 5.5, $u_0$ is a stationary point of $J(u)$ and the adjoint state $\hat{\lambda} \in W'$ exists, then one has that
\[ 0 = \hat{J}_u(u_0) = J_u(x(u_0), u_0) + \lambda G_u(x(u_0), u_0) \]
\[ = J_u(x(u_0), u_0) + \lambda G_u(x(u_0), u_0) + \lambda J_u(x(u_0), u_0), \]
i.e. the adjoint state $\lambda$ serves as the functional $-l$ in (5.8). The following theorem establishes sufficient conditions for the applicability of Theorem 5.5.

Theorem 5.6 ([106], Thm. 4.1B). Consider Problem 5.4. Assume that $G: D \subseteq X \times U \to W$ is defined on an open neighborhood of $D$ of $(x_0, u_0)$, with $G(x_0, u_0) = 0$, that $G_x$ exists as a partial Fréchet derivative on $D$ and $G_{xx}(x_0, u_0): X \to W$ is bijective, and that $G$ and $G_{xx}$ are continuous on $D$, then the following statements hold:

(a) There exist $r_0$, $r > 0$ such that for every $u \in U$ satisfying $\|u - u_0\| \leq r_0$, there exists exactly one $x(u) \in X$ for which $\|x(u) - x_0\| \leq r$ and $G(x(u), u) = 0$.

(b) If $G$ is continuous in a neighborhood of $(x_0, u_0)$, then $u \mapsto x$ is continuous in a neighborhood of $u_0$.

(c) If $G$ is $m$-times continuously Fréchet-differentiable on a neighborhood of $(x_0, u_0)$, $1 \leq m \leq \infty$, then so is $u \mapsto x$ on a neighborhood of $u_0$.

In particular, if $G$ is Fréchet-differentiable, then the input to state map $u \mapsto x$ is locally Lipschitz continuous. If the Fréchet differential of $G$ is uniformly bounded, then $u \mapsto x$ is globally Lipschitz continuous, cf. [100] Problem 4.1b.

For dynamical systems that are formulated with a time variable $t$, we consider the optimization problem (5.1) but with $G: Z \to W$, where, for $T > 0$ and $1 < p < \infty$, $W := L^p(0, T; W)$, is a Bochner space. In this case, one can call on Theorem 2.13 to determine a representation of $l \in W'$ in a Bochner space.

5.3 First Order Sufficient Optimality Conditions. In this section we state conditions that are sufficient for optimality for general optimization problems and their formulation for optimal control problems.

Theorem 5.7 ([159], Thm. 43D(2)). Let $Z$ and $W$ be Banach spaces and $J: Z \to \mathbb{R}$ and $G: Z \to W$ be $n$-times continuously Fréchet-differentiable in an open neighborhood of $z_0$, where $n$ is an even integer, $n \geq 2$. Let $G$ be a submersion at $z_0$. Then $z_0$ is a local solution to (5.1) if there exists $c > 0$ and $l \in W'$ such that
\[ J_{z^r}(z_0)[k]^r - lG_{z^r}(z_0)[k]^r = 0, \quad r = 1, \ldots, n \]
\[ J_{z^n}(z_0)[h]^n - lG_{z^n}(z_0)[h]^n \geq c\|h\|^n, \]
for all $k \in Z$ and $h \in T_{z_0}$.

In the most frequent case when $n = 2$, one has to check existence of the functional $l$ and $c > 0$ with
\[ J_{zz}(z_0) - lG_{zz}(z_0) = 0 \quad \text{and} \quad J_{zz}(z_0)[h, h] - lG_{zz}[h, h] \geq c\|h\|^2, \]
to conclude that $z_0$ is a local minimum.

**Remark 5.8.** With the assumptions of Theorem 5.7 the set $N_G := \{z \in Z : G(z) = 0\}$ is a $C^1$-manifold, cf. [159, Thm. 43.C(3)]. If $Z = X \times U$ and $G(x,u) = 0$ defines a Fréchet-differentiable mapping $u \mapsto x(u)$, then $N_G = \{(x(u), u) : u \in U\}$, with the tangent space at $(x(u_0), u_0)$ given via

$$T_{(x(u_0), u_0)} = \{(x,u_0)v : v \in X \times U\}.$$  

In fact, for any smooth curve $\gamma : t \mapsto (x(t), u(t)) \in N_G$ with parameter $t$ in a neighborhood of $0 \in \mathbb{R}$ and with $\gamma(0) = (x(u_0), u_0)$ the tangential vector $h = \gamma'(0) = (x,u_0)u'(0), u'(0))$ is in $T_{(x(u_0), u_0)}$. Conversely, any $h = (x,u_0)h_u, h_u \in T_{(x(u_0), u_0)}$ is a tangent vector with the curve $t \mapsto (x(u + th_u), u + th_u)$. See [159, Def. 43.8] for the definition of a manifold and the tangent space in Banach spaces. Furthermore, in the setting of Theorem 5.7 one has

$$T_{(x(u_0), u_0)} = \ker G_{x,u}(x(u_0), u_0),$$  

as the tangent space was defined for Theorem 5.2, cf. [159, Thm. 43.C(1)].

Thus, one can formulate sufficient conditions tailored to dynamical systems with state $x$ and input $u$:

**Theorem 5.9.** Let $X$, $U$ and $W$ be Banach spaces $G : X \times U \to W$ such that it defines a Fréchet-differentiable mapping $u \mapsto x(u)$ via $G(x(u), u) = 0$. Let $G$ and $J : X \times U \to \mathbb{R}$ be $2$-times continuously Fréchet-differentiable in an open neighborhood of $(x_0, u_0) = (x_0, u_0)$. Let $G$ be a submersion at $(x_0, u_0)$. Then $(x_0, u_0)$ is a local solution to \([5.12]\), if there exists $c > 0$ and $l \in W'$ such that

$$J_{x,u}(x_0, u_0) - \frac{d}{dx} G_{x,u}(x_0, u_0) = 0, \quad \text{and}$$

$$\left(J_{x,u}z(x_0, u_0) - \frac{d}{dx} G_{x,u}z(x_0, u_0)\right)[h_x(h_u), h_u] \geq c\|h_x(h_u), h_u\|^2$$

for all $h_u \in U$ and $h_x(h_u) := x_u(u_0)h_u$.

**Remark 5.10.** As the conditions of Theorem 5.9 imply that the local solution is a strict extremum, there exists a neighborhood in which the local solution is the only solution to the optimization problem, cf. the proof of [159, Thm. 43D].

**Remark 5.11.** If, in addition to the assumptions of Theorem 5.9 the partial Fréchet derivative $G_{x,u}$ is invertible, the differential $x_u(u_0)h_u$ of the input to state map $u \mapsto x(u)$ at $u_0$ can be established by resolving the total derivative of $G(x(u), u) = 0$ with respect to $u$ at $(x_0, u_0)$ applied to $h_u$ given via

$$G_{x,u}(x_0, u_0)x_u(u_0)h_u + G_{x,u}(x_0, u_0)h_u = 0.$$  

See Theorem 5.6 establishing the necessary smoothness of $u \mapsto x$ and see [139, Ch. 2.3] for a general discussion of the relation between $x_u(u_0)$ and linearized state equations for finite dimensions, [139, Thm. 4.25] for a concrete formulation for some generic PDE cases, and [1] for the Navier-Stokes case.

For an overview of results regarding existence of optimal controls we refer to [28]. Here, we list results for constrained optimization problems with convex or related properties. Writing the minimization \([5.1]\) as

$$\min_{z \in N_G} J(z) = \alpha,$$  

one can state existence of a minimizer $z_0$ via the following theorem.

**Theorem 5.12** ([159, Thm. 38.A, Cor. 38.8]). For the functional $\mathcal{J} : Z \supset N_G \to \mathbb{R}$ with $N_G \neq \emptyset$, there exists a solution to \([5.12]\) provided the following conditions hold:

(a) $Z$ is a real reflexive Banach space.

(b) $N_G$ is bounded, closed and convex.
(c) $J$ is sequentially lower semicontinuous on $N_G$.

The case that $N_G$ is convex and closed but not bounded is treated in the following proposition that also lists alternative requirements on $J$.

**Proposition 5.13** ([159], Prop. 38.15, [99], Thm. 7.2.3). On real Banach space $Z$, a functional $J : Z \supset N_G \to \mathbb{R}$, with $N_G \neq \emptyset$ convex and closed and with $J(z) \to \infty$ as $\|z\| \to \infty$, possesses a minimum if, in addition, $J$ is convex and continuous or convex and Gâteaux differentiable over $N_G$.

The conditions can be checked locally to state existence of local minima. Global convexity, however, leads to global results:

**Proposition 5.14** ([112], Ch. 7.8). Consider Problem 5.1. If $J$ and $N_G$ are convex, then a local solution to (5.12) is a global solution.

Uniqueness of a minimizer $z_0$ is given if, in addition, $J$ is strictly convex on $N_G$, cf. [159] Thm. 38.C. Another property of convex optimization is that the necessary conditions $J_z(z_0) = 0$ for $z_0$ being a free minimum, i.e. a minimum in the interior of $N_G$, is also sufficient, see [96] Thm. 6.2.1. Thus, combining Theorem 5.5 and Proposition 5.13 one can derive the following theorem that in particular suits linear quadratic optimal control of systems:

**Theorem 5.15.** Consider Problem 5.4 and let the assumptions of Theorem 5.5 hold. If $\hat{J}(u) := J(x(u), u)$ is (strictly) convex and $\hat{J}(u) \to \infty$, as $\|u\| \to \infty$, and $U$ is convex and closed, then (5.7) has a (unique) solution.

Furthermore, if there exists a solution $u_0 \in U$ and $\lambda_0 \in W'$ to the adjoint equation

$$
\lambda_0 G_{x}(x_0, u_0) + J_{x}(x_0, u_0) = 0
$$

and to

$$
\lambda_0 G_{u}(x_0, u_0) + J_{u}(x_0, u_0) = 0,
$$

at $x_0 = x(u_0)$, then $u_0$ is a (the) global solution to (5.7).

**Remark 5.16.** The basic assumption that the input to state map is one-to-one, cf. Theorem 5.5 and 5.6 is very restrictive as it is tied to the existence of unique solutions of the state equations. For the Navier-Stokes Equation in the standard weak formulation as considered in Section 3.5 uniqueness of solutions in three spatial dimensions is only proven for small right-hand sides, small initial values, and for short time intervals [143] Ch. 3.3]. Furthermore, the sufficient conditions, cf. [143, Eq. 3.115], are hard to check in practical applications. In [152], it has been shown that the conditions for unique solvability of optimal control problems are less restrictive and more immediate for a certain class of non-Newtonian flows.
6. Optimal Control Problem and the Adjoint Equation

In this section we discuss a general optimal control problem for the abstract differential-algebraic equations considered in Section 3. Optimal control problems constrained by partial differential equations or more general abstract equations have been widely investigated, see e.g. [139, 16, 133, 109, 23, 73]. The literature on analysis of infinite-dimensional control problems that explicitly treat abstract differential-equations as constraints is sparse, as, in theory, the differential-algebraic structure can be resolved in the input to state map. However, there is a vast amount of results on optimal control for the Navier-Stokes Equation, see [1, 56] for an overview and, in particular, [70] for existence and representation of adjoint states.

We define the optimal control problem:

Problem 6.1. Consider the setup of the abstract DAE in Problem 3.1. Let \( U \) be a Banach space and let \( U \subset ((0,T) \rightarrow U) \) be the space of input functions. Let \( M: H \rightarrow \mathbb{R} \) and \( K: (0,T) \times V \times U \rightarrow \mathbb{R} \) be Fréchet differentiable weighting functions and \( K(t,v,u) = K_1(t,v) + K_2(t,u) \) be such that the Nemczyk mappings associated with the partial derivatives, \( K_{\alpha}: U \rightarrow U' \) and \( K_{\alpha}: V \rightarrow V' \), are well defined.

Consider the task of minimizing the cost functional

\[
J(v,u) = M(v(T)) + \int_0^T K(t,v(t),u(t)) \, dt,
\]

subject to the constraints \( G(v,p,u) = 0 \) defined via \( G(v,p,u) = 0 \), if \( (v,u) \in V \times U \) solve

\[
\dot{v}(t) - A(t,v(t)) - J_1'(p(t) - B_1 u(t) = f(t) \quad \text{in } V', \ a.e. \ in \ (0,T),
\]

\[
- J_2 v(t) = g(t) \quad \text{in } Q_H', \ a.e. \ in \ (0,T),
\]

\[
v(0) = \alpha \quad \text{in } H,
\]

for a \( p \in L^2(0,T;Q_H') \), for given \( f \in L^2(0,T;V') \), \( g \in L^2(0,T;Q_H') \) and \( \alpha \in H \), and where \( B_1: U \rightarrow L^2(0,T;V') \) is a bounded and injective input operator.

Remark 6.2. The assumption that the partial derivatives of \( K \) with respect to \( u \) and \( v \) are independent of \( v \) and \( u \), respectively, i.e. \( K_{\alpha}(t,v(t),u(t)) = K_{\alpha}(t,v(t)) \) and \( K_{\alpha}(t,v(t),u(t)) = K_{\alpha}(t,u(t)) \) is no restriction, as long as we consider necessary conditions for solvability and since we allow for explicit time dependency of \( K \).

The terms coupling \( v \) and \( u \) in the cost functional are commonly referred to as cross terms. In the finite-dimensional case, we will illustrate, why the exclusion of cross terms in the theoretical considerations is not a restriction, see Section 8.5.

Remark 6.3. Requiring injectivity of \( B_1 \) is necessary to have a unique state \( (v,p) \) for any input \( u \). This is not a restriction if one considers \( B_1 \) on \( U/\ker B_1 \) that can be seen as a closed subspace of \( U \) since \( U \) is a Hilbert space and \( B_1 \) is bounded, cf. the discussion in Remark 3.14.

In view of establishing optimality conditions as defined in Theorem 5.5 we state the formal adjoint equation.

Problem 6.4. Consider Problem 6.1. Let \( A \) be Fréchet-differentiable and let \( w \in W(0,T;V') \). Find \( (\lambda, \mu) \in W(0,T;V';V') \times L^2(0,T;Q_H) \) that solve

\[
-\dot{\lambda}(t) - A_{\nu}(t,w(t))'\lambda(t) - J_2'(\mu(t) + K_{\nu}(t,w(t)) = 0 \quad \text{in } V',
\]

\[
J_1 \lambda(t) = 0 \quad \text{in } Q_H',
\]

for almost all \( t \in (0,T) \), and

\[
\lambda(T) = -jM_{\nu}(w(T)) \quad \text{in } H.
\]
The formal definition of (6.3) is motivated by the following lemma.

Lemma 6.5. Consider Problem 6.1. If for a \( w \in W(0, T; V'; V) \), there exists a solution \((\lambda, \mu) \in W(0, T; V' × L^2(0, T; Q_H))\) to (6.3), then \( \Lambda := (\lambda, \mu, 0) \) is in \( V' × Q_H × H \) and

\[
\mathcal{L}_{\lambda, \mu}(w) + J_{\lambda, \mu}(w) = 0 \quad \text{in } V' × Q_H × H.
\]

Proof. The representation of \( \lambda \) in \( V' × Q_H × H \) being a functional on \( V' × Q_H × H \) is well defined by the embedding of \( W(0, T; V' × V) \) to \( C([0,T], H) \) and the reflexivity of the considered spaces.

The Fréchet derivative of \( \mathcal{G} \) with respect to the states at \((w, p_0)\) is given via

\[
(h_v, h_p) \mapsto \begin{bmatrix} h_v - A_v(w)h_v - J'_v h_p \\ -J_2 h_v \\ h_v(0) \end{bmatrix}.
\]

Let \( h_v \in W(0, T; V; V') \) and \( h_p \in L^2(0, T; Q_H) \). To interpret the derivative of \( \mathcal{M}(v(T)) \) applied to \( h_v \) we introduce the operator \( T : W(0, T) \to H : v \mapsto v(T) \) which is linear and well-defined since \( W(0, T) \to C([0,T], H) \). Then \( \mathcal{M} : H \to \mathbb{R} \) extends to \( \mathcal{M} \circ T : W(0, T) \to \mathbb{R} \) and by the chain rule we can obtain the representation of \( \mathcal{M}_v \) in \( H' \) via

\[
\langle \mathcal{M}(T(v_1)), h_v \rangle_{H', H} = \mathcal{M}(T(v_2))[T_v[h_v]]
\]

\[
= \langle \mathcal{M}(T(v)), T(h_v) \rangle_{H', H} = \langle \mathcal{M}_v(T(v)), h_v(T) \rangle_{H', H},
\]

since \( T(h_v) = h_v(T) \in H \). Thus, omitting the arguments \((w, p_0)\), we have

\[
\langle \mathcal{G}_{\lambda, \mu}(w), h_v \rangle_{H', V'} = \langle \lambda, \dot{h}_v \rangle_{V' × V'} + \langle \lambda, A_v h_v + J'_v h_p \rangle_{V' × V'}
\]

\[
- \langle \mu, J_2 h_v \rangle_{Q' × Q'} + \langle \lambda(0), h_v(0) \rangle_{H} + \langle \mu, J_2 h_v \rangle_{Q' × Q'} + \langle \lambda(0), h_v(0) \rangle_{H}
\]

\[
= \langle \lambda, \dot{h}_v \rangle_{V' × V'} + \langle \lambda, A_v h_v + J'_v h_p \rangle_{V' × V'}
\]

\[
- \langle \mu, J_2 h_v \rangle_{Q' × Q'} + \langle \lambda, h_v(0) \rangle_{V'}
\]

\[
= \frac{\lambda}{\mu} A_v \lambda - J'_v \mu + K_v h_v + J'_v \lambda h_v + J'_v \lambda h_v
\]

\[
= 0,
\]

where we have used the assumption that \((\lambda, \mu)\) solves Problem [6.4] and, in particular, that \( \lambda \) admits the application of the formula of integration by parts, as given, e.g., in [15] p. 147] to obtain

\[
\langle \lambda, \dot{h}_v \rangle_{V' × V'} = \langle \lambda, h_v(0) \rangle_{V'}
\]

\[
= 0.
\]

Remark 6.6. Since \( \mathcal{G} \) is linear in \( p \) and \( \mathcal{J} \) does not depend on \( p \), the algebraic variable \( p \) does only formally appear in the definitions of the Fréchet derivatives.

Since with \( \lambda \) and \( \mathcal{J} \) being Fréchet-differentiable, see Theorem 5.6, the smoothness assumptions in Theorem 5.5 are fulfilled and we can state the following corollary:

Corollary 6.7. Consider Problem 6.1 and assume that the ADAO (6.2) has a unique solution for all inputs. Let \( w_0 \in U \) and let \((v(w_0), p(w_0))\) be the corresponding solution. If \((v(w_0), u_0)\) is a local minimum of (6.1), then for \((\lambda, \mu)\) solving the formal adjoint equation (6.3) at \( w = w_0 \) one has

\[
- \lambda B_1 + K_{v,w}(w_0) = 0 \quad \text{in } U'.
\]

For further reference we state another immediate corollary:
Corollary 6.8. Consider Problem [6.4] and assume that the ADAE [6.2] has a unique solution for all inputs $u$. Let $u_0 \in \mathcal{U}$ and let $(v(u_0), p(u_0))$ be the corresponding solution. If the adjoint equation [6.3] has a solution $(\lambda, \mu)$ at $w = v(u_0)$, then the mutual solvability of [6.2], [6.3], and [6.7] is necessary for optimality of $(v(u_0), u_0)$. This means that $(v, p, \lambda, \mu, u_0)$ is a solution to

\begin{align}
\dot{v}(t) - A(t, v(t)) - J'_1 p(t) - B_1 u_0(t) &= f(t) \quad \text{in } V', \\
-J_2 v(t) &= g(t) \quad \text{in } Q'_H, \tag{6.8a} \\
-\dot{\lambda}(t) - A_\nu(t, v(t))' \lambda(t) - J'_2 \mu(t) + K_v(t, v(t)) &= 0 \quad \text{in } V', \tag{6.8b} \\
J_1 \lambda(t) &= 0 \quad \text{in } Q'_H, \tag{6.8c}
\end{align}

for almost all $t \in (0, T)$, and

\begin{align}
v(0) &= \alpha \quad \text{in } H, \tag{6.8e} \\
\lambda(T) + jM_v(v(T)) &= 0 \quad \text{in } H, \tag{6.8f}
\end{align}

as well as

\[-\lambda B_1 + K_u(u_0) = 0 \quad \text{in } \mathcal{U}'. \tag{6.8g}\]

Remark 6.9. The necessary optimality conditions [6.8] fail in the case that the optimal control problem has a solution while the adjoint ADAE is not solvable because of inconsistency or insufficient regularity of the data, cf. [91, 92]. Similarly, the sufficient conditions that we will state in Corollary 6.10 may fail, if the linearized ADAE with zero initial conditions does not have a solution.

We reformulate the sufficient second order conditions given in Theorem [5.9] for the optimal control problem defined in Problem [6.1].

Corollary 6.10. Let $A, M$, and $K$ be two times Fréchet differentiable. Let $(v_0, u_0) \in \mathcal{V} \times \mathcal{U}$ solve [6.2] and assume that the Fréchet derivative with respect to state and control, cf. [6.4], of the constraints is surjective. Then $(v_0, u_0)$ is locally optimal for [6.1] if there is $(\lambda, \mu)$ solving [6.3] and [6.7] at $(v_0, u_0)$ and if there is $c > 0$ such that

\begin{align}
(M_{v,v}(v_0(T))h_v(T), h_v(T))_H + \langle K_{(v,u)}(h_v, h_u), (h_v, h_u) \rangle_{\mathcal{V}' \times \mathcal{U}' \times \mathcal{V} \times \mathcal{U}} \\
- \langle \lambda A_{\nu\nu} h_v, h_v \rangle_{\mathcal{V}' \times \mathcal{V}} \geq c\| (h_v, h_u) \|^2_{\mathcal{V}' \times \mathcal{Q}}
\end{align}

at $(v_0, u_0)$ and for all $(h_v, h_u) \in T_{(v_0, u_0)} \subset \mathcal{V} \times \mathcal{U}$, i.e. all $(h_v, h_u)$ solving the linearized about $(v_0, u_0)$ state equations.

Remark 6.11. As $p$ appears only linear, the above optimality conditions do not depend on the associated algebraic variable $p_0 := p(u_0)$. For formal considerations, we will also use the tangent space $T_{(v_0, p_0, u_0)} \subset \mathcal{V} \times \mathcal{Q} \times \mathcal{U}$ containing all $(h_v, h_p, h_u)$ that solve the linearized state equations.

To investigate existence of solutions to the adjoint ADAE [6.3], we can use a similar approach as for the primal ADAE [6.1]. In particular, Assumption [5.5] also works for the decoupling of the adjoint equation:

Lemma 6.12. Consider Problem [3.1] and assume that Assumption [5.5] holds. Then,

\[ S_{ad} := \tilde{J}_1 \tilde{J}_2' : Q \to Q' \]

is invertible and
By assumption, the operators $\hat{J}_1$ and $\hat{J}_2$ are surjective, and thus closed, so we can use the Closed Range Theorem, see e.g. [83] Thm. IV.5.13. Using the identities $(H_q^0)^0 = H_q$ and $(H_q^0) = (j(H_q))_\perp$ that hold for subspaces of Hilbert spaces, we conclude with the arguments of Lemma 3.20 that

$$\ker \hat{J}_1 = (\ker \hat{J}_1)^0 = (H_q^0)^0 = H_q\perp$$

and that

$$j(\ker \hat{J}_1^* ) = j((\ker \hat{J}_1^* )^0) = j(H_q^0) = H_q\perp.$$ 

This proves parts (a) and (b). Ad (c): $j((\ker \hat{J}_1^* ) + \ker \hat{J}_2 = H_q\perp \oplus H_q\perp = (H_q \cap H_q\perp)\perp = H_q,$ cf. [43] Thm. 7.57], since $H = H_q \oplus H_q\perp$. Part (d) follows by Lemma 3.20 and [83] Thm. IV.4.8).

Since by assumption $\hat{J}_1^*$ and $\hat{J}_2^*$ are homeomorphisms onto their range and since $H = j((\ker \hat{J}_1^* ) \oplus \ker \hat{J}_2,$ the invertibility of $S_{ad}$ follows by the same arguments that were used to show that $S := J_2 \hat{J}_1$ is invertible, see the proof of Lemma 3.6.

As for the decoupling of the ADAE (3.1), we need additional regularity of the problem.

**Assumption 6.13** (Cf. Assumption 3.8). Let Assumption 3.3 hold. For an inhomogeneity $K_\nu(v) \in H'$ (rather than in $V'$) and $v \in W(0, T; V, V')$, such that $-jM_\nu(w(T))$ is sufficiently smooth, any corresponding solution $(\lambda, \mu)$ to the formal adjoint ADAE (6.3) is such that $A_\nu(w)\lambda \in H'$ and such that $\mu \in Q$.

**Remark 6.14**. Since there is no inhomogeneity in (6.3), there is no smoothness constraint as for the primal equations, cf. Assumption 3.8.

To decouple the solutions of the adjoint ADAE analogously to the solutions of the DAE, we need to mirror Assumption 6.13.

**Assumption 6.15**. The operator $J_2^* \in L(Q_H, V')$ is a homeomorphism onto its range and $J_1 \in L(V, Q^*_H)$ has a bounded right inverse.

**Remark 6.16**. If Assumption 3.13 holds, then $J_2^*$ is a homeomorphism onto its range. However, Assumption 3.13 is not sufficient for a bounded right inverse to $J_1$, cf. Remark 3.14.

**Theorem 6.17**. Consider Problem 3.1, let Assumptions 3.3 and 6.13 hold, and let $K_\nu(w) \in H'$, $H_q \perp \subset T$. Then the formal adjoint ADAE (6.3) has a (unique) solution $(\lambda, \mu) \in W(0, T; V, V') \times L^2(0, T; Q)$ if, and only if, $jM_\nu(w(T))$ is in $\ker \hat{J}_1$ and

$$-P[H_q^0, H_q^0, \lambda_{df}, \lambda_{df}] = P[H_q^0, H_q^0, A_\nu(w)^0, \lambda_{df}, \lambda_{df}] - P[H_q^0, H_q^0, K_\nu(w) = 0, \in V', \in V'] \lambda_{df} = -jM_\nu(w(T)).$$

has a (unique) solution $\lambda_{df} \in W(0, T; \ker J_1; P[H_q^0, H_q^0, H_q^0]),$ where $P[H_q^0, H_q^0] := I_{H_q^0} - J_2^* S_{ad}^{-1} J_1 J_2.$
Proof. The formal adjoint ADAE (6.3) has the same structure as the ADAE (3.1) with \( \bar{J}_1 \) and \( \bar{J}_2 \) interchanged. By assumption and, in particular, by Lemma 6.12 all conditions of Theorem 3.37 are fulfilled. In particular, we can define the decoupling projector

\[
P_{|H,w|} := I_{H^*} - \bar{J}_2^* S_{ad}^{-1} \bar{J}_1^* \]

(6.11)

that has the image of \( \bar{J}_2^* \) as its kernel and \( j'(\ker \bar{J}_1) \) as its range. \( \square \)

Remark 6.18. In the optimal control setup, the condition \( jM_\nu(w(T)) \in \ker \bar{J}_1 \) is not restrictive. By Theorem 3.37 for a solution \( v \), one has that \( v(T) = P_{|H,w|}v(T) - j\bar{J}_1^* S^{-1}g(T) \). Thus, the endpoint restriction in the cost functional (6.1), if constrained by the DAE under the conditions of Theorem 3.37, can also be written as \( M(P_{|H,w|}v(T) - j\bar{J}_1^* S^{-1}g(T)) \), where \( P_{|H,w|} := I_H - j\bar{J}_1^* S^{-1} \bar{J}_2 \). In this case, the end condition for \( \lambda \) in (6.3) reads

\[
-jP_{H^*} M_\nu(w(T)) = j[I_{H^*} - \bar{J}_2^* S_{ad}^{-1} \bar{J}_1^* j]M_\nu(w(T))
= [I_H - j\bar{J}_2^* S_{ad}^{-1} \bar{J}_1^*]jM_\nu(w(T)),
\]

which is in the kernel of \( \bar{J}_1 \).

Remark 6.19. With the same arguments as for the state equations, one can replace the solution space \( W((0, T; V; V')) \) for \( \lambda \) by \( W^{1-p',q'}((0, T; V; V')) \), where \( p', q' \) are the conjugated exponents to \( p, q \) in the definition of the space \( W^{1-p,q}(0, T; V; V') \) that is used to formulate the state equations, see Remark 3.40.

As an example, we consider the linear-quadratic optimal control problem to minimize

\[
\mathcal{J}(v,u) = \frac{1}{2} \left( M_1[v(T) - v^*(T)], v(T) - v^*(T) \right)_H +
\frac{1}{2} \int_0^T \left( K_1[v(t) - v^*(t)], v(t) - v^*(t) \right)_H + (Ru(t), u(t))_U \ dt,
\]

(6.12)

subject to (3.1) with linear \( A \), with a target state \( v^* \in L^2(0, T; H) \), and with self-adjoint and positive operators \( M_1, K_1 : H \to H \) and self-adjoint, positive and invertible \( R : U \to U \).

Assume, that for given data the unique solvability of the ADAE and its formal adjoint with respect to the quadratic cost functional has been established, e.g. via Theorems 3.37 and 6.17. Then, by Lemma 6.5 if \( (v, u) \) are optimal, then the system

\[
\dot{v} - Av - J_1^* p - B_1 u = f, \quad v(0) = \alpha \]
\[
-J_2 v = g,
\]

(6.13a)

\[
\dot{\lambda} - A^* \lambda - J_2^* \mu + K_1 v = K_1 v^*, \quad \lambda(T) + M_1 v(T) = 0,
\]
\[
-J_1 \lambda = 0,
\]
\[
-B_1^* \lambda + Ru = 0,
\]

(6.13b)

(6.13c)

is solvable.

6.1. Semi-discretization of the Adjoint Equation. In this section we address the semi-discretization of the necessary optimality conditions (6.8). We start with formulating a semi-discretization for the formal adjoint equation (6.3) in the same way as for the state equations in Section 4. Then, we formulate the conditions under which the semi-discretized formal adjoint equation is the formal adjoint to the semi-discretized state equations with respect to the cost functional (6.1). This will in particular answer the question, when does the spatial discretization of the
necessary optimality conditions coincide with the necessary optimality condition for the semi-discretized optimal control problem.

We define the semi-discrete approximations to the formal adjoint equation (6.3):

**Problem 6.20.** Consider Problem 6.1 and let \( Q \subset Q_H \) as in Assumption 4.5. Assume that \( A, K, \) and \( M \) are Fréchet differentiable. Let the approximation schemes \( \{ V_k^v \}_{k \in \mathbb{N}} \) to \( V \), \( Q \) fulfill (4.3). Let \( k \in \mathbb{N} \) and consider the discrete Gelfand triples (4.5). For given \( w \in W(0,T;V;V') \) and \( \omega_k \) approximating the terminal value \(-jM_{tv}(w(T)) \) in \( H_k \), find \((\lambda_k, \mu_k) \in W(0,T;V_k; (V_k')') \times L^2(0,T;Q_H') \) that fulfill

\[
-\dot{\lambda}_k - A_{k,v}(t,w(t))'\lambda_k(t) - J_{2k}^v\mu_k(t) + K_{k,v}(t,w(t)) = 0 \quad \text{in } (V_k)', \quad (6.14a)
\]

\[
J_{1k}\lambda_k(t) = 0 \quad \text{in } Q_H', \quad (6.14b)
\]

for almost all \( t \in (0,T) \), and

\[
\lambda_k(T) = \omega_k \quad \text{in } H, \quad (6.14c)
\]

with \( J_{2k} \) and \( J_{1k} \) as defined in (4.6) and with \( A_{k,v} \) and \( K_{k,v} \) denoting the restrictions of \( A_v \) and \( K_v \) onto \( V_k \).

System (6.14) arises from necessary optimality conditions for an unknown function \( w \in W(0,T;V;V') \). In practice, at a discretization level \( k \), \( w \) may not be accessible but a finite-dimensional approximation \( w_k \in W(0,T;V_k; (V_k')') \subset L^\infty(0,T;H) \), cf. Lemma 4.35. Thus, we formulate a further approximation to the formal adjoint equation (6.14).

**Problem 6.20.** Consider the setup of Problem 6.20. Let \( w_k \in L^\infty(0,T;H_k) \cap W(0,T;V_k; (V_k')') \) and let \( \omega_k \) approximate the terminal value \(-jM_{tv}(w_k(T)) \) in \( H_k \). Find \((\lambda_k, \mu_k) \in W(0,T;V_k; (V_k')') \times L^2(0,T;Q_H') \) that fulfill

\[
-\dot{\lambda}_k - A_{k,v}(t,w(t))'\lambda_k(t) - J_{2k}^v\mu_k(t) + K_{k,v}(t,w(t)) = 0 \quad \text{in } (V_k)', \quad (6.15a)
\]

\[
J_{1k}\lambda_k(t) = 0 \quad \text{in } Q_H', \quad (6.15b)
\]

for almost all \( t \in (0,T) \), and

\[
\lambda_k(T) = \omega_k \quad \text{in } H, \quad (6.15c)
\]

with \( J_{2k} \) and \( J_{1k} \) as defined in (4.6) and with \( A_{k,v} \) and \( K_{k,v} \) denoting the restrictions of \( A_v \) and \( K_v \) onto \( V_k \).

We will establish conditions for solvability of Problem 6.20 for \( k \in \mathbb{N} \) via a decoupling as it was introduced for the semi-discrete state equations in Section 4.

Then we investigate convergence of the discrete solutions of (6.14) to solutions of the formal adjoint equations (6.3). This will also give a solvability result for the formal adjoint that is needed for the formulation of the necessary optimality conditions given in Corollary 6.8.

We start with a splitting of the solution space.

**Proposition 6.21.** Consider Problem 6.20 with the operators \( J_{1k} : V_k \rightarrow Q_H' \) and \( J_{2k} : Q_H \rightarrow (V_k')' \). If Assumption 4.5(a) holds, then, for all \( k \in \mathbb{N} \), \( J_{1k} \) has a right inverse \( J_{1k}^- \) and \( J_{2k}^- \) is a homeomorphism onto its range. Furthermore, it holds that

\[
V_k = \ker J_{1k} \oplus \text{im } J_{1k}^-. \quad (6.16)
\]
Proof. By Assumption [4.3(a)] one has that $J_{2k}$ has a right inverse and that $J'_{1k}$ is a homeomorphism onto its range. The former implies that $J'_{2k}$ is a homeomorphism onto its range and the latter, together with finite-dimensionality of $V_k$ that makes every subspace complementable, implies that $J_{1k}$ has a right inverse, cf. Remark 3.14. The projection $I - J_{1k}^{-1}J_{1k}$ gives the splitting (6.16).

In view of decoupling the equations (6.14), we state the following result:

**Proposition 6.22.** Consider Problem 6.20, let Assumption [4.3(a)] hold, let the extensions $J_{1k}$, $J_{2k}$: $H_k \to (Q_k)'$ be defined as in (4.8), and let $k \in \mathbb{N}$. Then there is a constant $\gamma'_2(k)$, such that

$$||\tilde{J}_{2k}q_k||_{H'} \geq \gamma'_2(k)||q_k||_Q,$$

for all $q_k \in Q_k$.

If, in addition, Assumption [4.13(a)] holds, then there is a constant $\gamma'_1(k)$, such that

$$||\tilde{J}_{1k}h_k||_{Q'} \geq \gamma'_1(k)||h_k||_H,$$

for all $h_k \in j(\text{im} \tilde{J}_{2k})$.

Proof. By Assumption [4.8] and Proposition 6.22, $J'_{1k}$, $J'_{2k}$ are homeomorphisms onto their range, cf. Proposition 4.12, from which also the existence of $\gamma'_2(k)$ is inferred. Given this, by Lemma 4.17, Assumption 4.13(a) implies that $H_k = \ker \tilde{J}_{2k} \oplus \text{im} j\tilde{J}_{1k}$. With the arguments of Lemma 6.12, this implies that $H_k = \ker \tilde{J}_{1k} \oplus \text{im} j\tilde{J}_{2k}'$, which, by Corollary 5.7, implies existence of $\gamma'_1$ as in (6.16).

Based on Propositions 6.21 and 6.22, and since Assumption [3.8] has no meaning at a fixed discretization level $k$, we conclude that the conditions that were sufficient for the decoupling of the semi-discrete state equations defined in Problem 4.7 are also sufficient for the decoupling of the semi-discretizations of the formal adjoint equations as given in Problem 6.20.

As in the continuous case, cf. Lemma 6.12, if the conditions of Proposition 6.22 are fulfilled, then we have that

$$H_k = H_{k,c} \oplus H_{k,\text{diff}} \quad \text{and} \quad H'_k = H_{k,c}' \oplus H_{k,\text{diff}}',$$

where $H_{k,c}$ and $H_{k,\text{diff}}$ are defined in Lemma 4.17 and with $H_{k,c} = \ker \tilde{J}_{1k}$ and $H_{k,\text{diff}} = j'(H_{k,\text{diff}}) = \text{im} \tilde{J}_{2k}$. In particular, we can define the decoupling projector

$$\mathcal{P}_{[H_{k,c},[H_{k,\text{diff}}"]]} : H'_k \to H'_k,$$

with $\ker \mathcal{P}_{[H_{k,c},[H_{k,\text{diff}}"]]} = \text{im} \tilde{J}_{2k}$ and $\mathcal{P}_{[H_{k,c},[H_{k,\text{diff}}"]]} = j(\ker \tilde{J}_{1k})$.

**Lemma 6.23.** Consider Problem 6.20 and let the conditions of Propositions 6.21 and 6.22 be fulfilled. Then any $(\lambda_k, \mu_k) \in W(0, T; V_k, V'_k) \times L^2(0, T; Q_{H_k})$ that fulfill (6.14a-b) also solve

$$-\mathcal{P}_{[H_{k,c},[H_{k,\text{diff}}"]]}\dot{\lambda}_k(t) - \mathcal{P}_{[H_{k,c},[H_{k,\text{diff}}"]]}A_{k,v}(w(t))'\lambda_k(t) + \mathcal{P}_{[H_{k,c},[H_{k,\text{diff}}"]]}K_{k,v}(w(t)) = 0, \quad \text{in } V'_k,$$

and

$$\mu_k(t) = -S_{\text{k,d}}^{-1}\tilde{J}_{1k}\tilde{J}_{2k}[A_{k,v}(w(t))'\lambda_k(t) - K_{k,v}(w(t))], \quad \text{in } Q_k,$$

where $S_{\text{k,d}} := J_{1k}J'_{2k} : Q_k \to (Q_k)'$ and the equalities hold for almost all $t \in (0, T)$ as specified in Lemma 3.30.

Proof. This is a special case of Lemma 3.30 with a zero right hand side in the algebraic constraint.

Application of Corollary 3.31 gives necessary solvability conditions for Problem 6.20.
Corollary 6.24. Consider Problem 6.20 and let the conditions of Propositions 6.21 and 6.22 be fulfilled. For the existence of \((\lambda_k, \mu_k) \in \mathcal{W}(0, T; V_k, (V_k)') \times L^2(0, T; H_{k})\) solving 6.14 it is necessary, that \(\omega_k \in \ker \hat{J}_{1k}\).

Application of Theorem 3.37 gives the following necessary and sufficient conditions. Note that because of linearity of the equations, there can only be one solution.

Corollary 6.25. Consider Problem 6.20 and let the conditions of Propositions 6.21 and 6.22 be fulfilled. Then, for given \(w \in \mathcal{W}(0, T; V; V')\), the semi-discretized formal adjoint equation 6.14 has a solution, if, and only if, \(\omega_k \in \ker \hat{J}_{1k}\) and

\[
\begin{align*}
-\dot{\lambda}_k(t) - P[|h_{k,v}|h_{k,v}]A_{k,v}(t, w(t))'\lambda_k(t) &= (6.19a) \\
-\mathcal{P}[|h_{k,v}|h_{k,v}]k_{v,w}(w(t)) &= 0 \quad \text{in } (\ker J_{1k})', \\
\lambda_k(T) &= \omega_k \quad \text{in } H,
\end{align*}
\]

for almost all \(t \in (0, T)\), has a solution in \(\mathcal{W}(0, T; \ker J_{1k}; (\ker J_{1k})')\). If a solution exists, then it is unique.

Remark 6.26. As the results above hold for a fixed discretization level \(k\), one can replace \(w\) by any \(w_k\), so that all derivations hold in particular for Problem 6.20\(w_k\).

6.1.1. Convergence of the Discrete Solutions. To establish convergence of the discrete solutions \((\lambda_k, \mu_k)\) to a solution of the continuous problem (6.3), we proceed in a similar way as for the state equations in Section 4. We will assume existence of a stable decoupling and prove convergence in the differential part, i.e. that the sequence of discrete solutions to (6.19) converges to a \(\lambda \in \mathcal{W}(0, T; V; V')\) solving (6.10). By stability of the decoupling, we then can reconstruct convergent sequences of the algebraic variables \(\mu_k\).

The formal adjoint equation is linear in \((\lambda, \mu)\) so that one can employ the theory of Galerkin approximations for linear evolution equations, see, e.g., [161]. However, as discussed in Section 4 a standard semi-discretization of the ADAE (6.3) leads to an external approximation scheme to (6.19). Also, existence and uniqueness of solutions will depend on properties of the Fréchet derivative \(A_{v}\) of the nonlinearity \(A\) of the state equations (3.1). We will establish convergence for a generic case of \(A\), for which the results on external approximations derived in Section 4.4 carry over to the approximation of the adjoint equation.

We start with formulating the counterpart to Assumption 4.28 that ensured uniform boundedness, semi-coerciveness, and pseudomonotonicity of the nonlinearity in the state equations, for the operator \(A_{v}(t, w(t))' : V \rightarrow V'\) from the formal adjoint (6.3). For the case that \(w \in \mathcal{W}(0, T; V; V')\) is not directly available but a sequence \(\{w_k\}_{k \in \mathbb{N}} \subset \mathcal{W}(0, T; V; V')\) that converges to \(w\) in \(L^2(0, T; V)\), cf. Problem 6.20\(w_k\), in this section, we formulate the conditions uniformly with respect to such a converging sequence. In Remark 6.39 will discuss how the conditions can be relaxed for the case that \(w_k \equiv w \in \mathcal{W}(0, T; V; V')\) as defined in Problem 6.20.

Assumption 6.27. Consider Problem 6.4 and its finite-dimensional approximation defined in Problem 6.20. Given a \(\{w_k\}_{k \in \mathbb{N}} \subset \mathcal{L}^2(0, T; V)\) such that \(w^k \rightarrow w\) in \(\mathcal{L}^2(0, T; V)\), as \(k \in \mathbb{N}\). For \(k \in \mathbb{N}\) consider

\[
A_{v}(w_k)' : L^{2}(0, T; V) \rightarrow ((0, T) \rightarrow V') : v \mapsto \mathcal{N}_{A_{v}(w_k)', v},
\]

defined via the Nemyckij map of \(A_{v}(w_k) : (0, T) \times V \rightarrow V' : (t, v) \mapsto A_{v}(t, w_k(t))'v\).

We assume that \(A_{v}(w_k)' : L^{2}(0, T; V) \rightarrow L^{2}(0, T; V')\) is bounded and that it has the following properties:
(a) **Bounded Growth**: There is \( \gamma \in L^1(0,T) \) and \( \beta : \mathbb{R} \to \mathbb{R} \), increasing, such that for all \( v \in V \) with \( A(v, w_k(t))' \in H' \) for almost all \( t \in (0,T) \) it holds that

\[
\|A(v, w_k(t))'\|_{H'} \leq \beta(\|v\|_H)(\gamma(t) + \|v\|_H),
\]

(6.21)

(b) \( w_k \)-uniform Semi-Coerciveness: There is \( c_0 > 0, c_1 \in L^2(0,T), \) and \( c_2 \in L^1(0,T) \), such that for all \( v \in V \):

\[
\langle A(v, w_k(t))'v, v \rangle_{V', V} \geq c_0\|v\|^2_{V'} - c_1(t)\|v\|_{V} - c_2(t)\|v\|^2_{H'},
\]

(6.22)

and

(c) \( w_k \)-uniform Pseudomonotonicity, cf. [133, Def. 2.1]: For given \( v_k \in L^2(0,T;V) \), and \( v \in L^2(0,T;V) \), it holds that if

\[
\limsup_{k \to \infty} \langle A(v, w_k)'u_k, v - u \rangle_{V', V} \geq 0
\]

then it follows that for any \( v \in L^2(0,T;V) \),

\[
\langle A(v)'u, v - u \rangle_{V', V} \leq \liminf_{k \to \infty} \langle A(v, w_k)'u_k, v - u \rangle_{V', V}.
\]

(6.23)

The assumed bounds in (a) and (b) are independent of \( k \in \mathbb{N} \) and hold for almost all \( t \in (0,T) \).

**Remark 6.28.** We will base our convergence analysis on \( v_k \)-pseudomonotonicity, since we can show that for a generic case, that includes the Navier-Stokes Equation as given in Problem 5.1[NSE], the \( v_k \)-pseudomonotonicity carries over from the state equations to the formal adjoint so that we can directly apply Theorem 4.39.

However, considering the linearity of the equation one may also extend standard results, as given in [161], to the considered setup of external approximations and \( k \)-dependent operators.

**Proposition 6.29.** Consider Problem 5.7 and assume that the Nemýckej map of \( A : (0,T) \times V \to V' \) is given as the sum of a strongly continuous \( A^c : L^2(0,T;V) \to L^2(0,T;V') \) and a linear, bounded, and positive part \( A^m : L^2(0,T;V) \to L^2(0,T;V') \).

Then,

(a) \( A = A^m + A^c \) is pseudomonotone.

If, in addition, \( A \) is Fréchet-differentiable, then

(b) the linear operator \( A(v)' : L^2(0,T;V) \to L^2(0,T;V') \) is pseudomonotone, for all \( w \in L^2(0,T;V) \).

If, in addition, \( w \mapsto A(v) \) is continuous, then

(c) \( A(v, w_k)' : L^2(0,T;V) \to L^2(0,T;V')\) is \( w_k \)-pseudomonotone, for any strongly convergent \( \{w_k\}_{k \in \mathbb{N}} \subset L^2(0,T;V) \).

**Proof.** Ad (a): Consider a sequence of \( u_k \in V \), such that \( u_k \rightharpoonup u \in V \). Then, because of \( V' = V \), for all \( f \in V' \), we have that \( \langle A^m u_k - A(u,f)' \rangle_{V', V} = \langle u_k - u, A^m f \rangle_{V', V} \to 0 \), which means that \( A^m \) is demicontinuous. Then, \( A \) as the sum of a monotone and demicontinuous and a strongly continuous operator, is pseudomonotone [162] Prop. 27.6].

Ad (b): Since \( A^m \) is linear, \( A^m(v)' = A^m(v)' \) and, thus, \( A^m(v)' \) again is linear, bounded, and monotone. Since \( A^c \) is strongly continuous, it is compact and thus \( A(v) \) is compact, cf. [87], Lem. 4.4.1. Since then \( A(v)' \) is compact [135] and, thus, as \( A(v)' \) is linear, it is also strongly convergent [162] Prop. 26.2. Then the claim follows with the arguments of (a).

Ad (c): Since the mapping \( A(v) \mapsto A(v)' \) is linear and preserves the norm and since the considered spaces are reflexive, we have that \( L^2(0,T;V) \ni w \mapsto A(v) \in L(L^2(0,T;V), L^2(0,T;V')) \) is continuous. Let \( \{w_k\}_{k \in \mathbb{N}} \subset L^2(0,T;V) \) be
such that \( w_k \to w \) in \( L^2(0, T; V) \), then \( \|A_v(w_k)' - A_v(w)\|_{\mathcal{L}(V; V')} \to 0 \), as \( k \to \infty \).

We show that for \( \{u_k\}_{k \in \mathbb{N}} \subset \mathcal{V} \), such that \( u_k \to u \in \mathcal{V} \), it holds that

\[
\limsup_{k \to \infty} \langle A_v(w_k)'u_k, u_k - u \rangle_{V', V} = \limsup_{k \to \infty} \langle A_v(w)'u_k, u_k - u \rangle_{V', V}
\]

and that, for any \( v \in L^2(0, T; V) \),

\[
\liminf_{k \to \infty} \langle A_v(w_k)'u_k, u_k - v \rangle_{V', V} = \liminf_{k \to \infty} \langle A_v(w)'u_k, u_k - v \rangle_{V', V}.
\]

If this is the case, then pseudomonotonicity of \( A_v(w)' \) (that was established in (b)) will imply \( w_k \)-pseudomonotonicity of \( A_v(w_k)' \), cf. the Proof of Lemma 4.29.

Since, for \( k \in \mathbb{N} \),

\[
\langle A_v(w_k)'u_k, u_k - u \rangle_{V', V} = \langle [A_v(w_k)' - A_v(w)']u_k, u_k - u \rangle_{V', V}
\]

and, with the strong convergence of \( \{w_k\}_{k \in \mathbb{N}} \) and boundedness of \( \{u_k\}_{k \in \mathbb{N}} \) we have that

\[
|\langle [A_v(w_k)' - A_v(w)']u_k, u_k - u \rangle_{V', V}| \leq \|A_v(w_k)' - A_v(w)'\|_{\mathcal{L}(V; V')} \|u_k\| \|u_k - u\|_V \to 0,
\]

as \( k \to \infty \), the equality of the limits superior holds. Using the same arguments, also the equality of the limits inferior follows.

\[\Box\]

Remark 6.30. In the optimal control setup, smoothness of the Fréchet derivative \( A_v \) is commonly assumed, cf. Theorem 4.9.

By Proposition, in certain cases, compactness and monotonicity properties of \( A \) are carried over to \( A_v(w)' \). To ensure a stable decoupling via smoothness properties of \( A_v(w)' \), we introduce another assumption. See Assumption 4.34 for its counterpart for the semi-discrete state equations and Assumption 6.13 for the infinite-dimensional version.

Assumption 6.31. Consider Problem 6.20 (\( w_k \)). Given \( \{w_k\}_{k \in \mathbb{N}} \subset W(0, T; V_k; (V_k')^*) \) that is uniformly bounded in \( L^2(0, T; V') \cap L^\infty(0, T; H) \). Then \( K_v(t, w_k(t)) \) is bounded in \( L^2(0, T; H') \) uniformly in \( k \) and \( \omega_k \) is sufficiently smooth for all \( k \in \mathbb{N} \) and any solution \( (\lambda_k, \mu_k) \in W(0, T; V_k; (V_k')^*) \times L^2(0, T; Q_{H_k}) \) to (6.14) is such that \( \|A_v(w_k)'\lambda_k(t)\|_H \) and \( \|\mu_k(t)\|_Q \) are bounded almost everywhere on \( (0, T) \) independent of \( k \).

Finally, we impose the same assumptions on the approximation schemes that were used to establish convergence of the semi-discrete state solutions, cf. Remark 4.38 (d).

Assumption 6.32. Consider Problem 6.20 (\( w_k \)). We assume that \( J_1 = J_2 \), and that \( \{V_k\}_{k \in \mathbb{N}} \) and \( \{Q_k\}_{k \in \mathbb{N}} \) are such that they fulfill Assumption 4.5 and such that \( J_{2k} \) and \( J_{2k} \) allow for splittings of the equations and solutions as in the continuous case and uniformly with respect to the discretization parameter \( k \), i.e. Assumption 4.8 and 4.13 hold.

Remark 6.33. Consider the formal adjoint equation (6.3) and its finite-dimensional approximation defined in Problem 6.20 (\( w_k \)) with given \( \{w_k\}_{k \in \mathbb{N}} \subset W(0, T; V_k; (V_k')^*) \) and a \( w \in W(0, T; V; V') \) such that \( w_k \to w \) in \( L^2(0, T; V) \cap L^\infty(0, T; H) \) and \( w(T) \to w(T) \) in \( H \). With the findings and assumptions of this section and with Assumptions 6.13, 6.15 and 3.7 that were imposed to decouple the formal adjoint equation, we have established the situation that was described in Remark 4.38. In particular, we have

(a) Space Regularity: As it follows by Assumption 3.5, 6.13 uniform with respect to \( k \), and Assumption 6.31.
(b) Decoupling of Equation and Solution Spaces: As it follows by Assumptions 3.3, 6.15 and 6.32 that in particular include the assumption that $J_1 = J_2$.

(c) Consistency of the Data: Since Equations (6.3b) and (6.15b) are homogeneous, there is no additional smoothness constraint on the right hand sides. For solvability, however, we need assume consistency of the terminal value, i.e., considering that $J_1 = J_2$, that $-jM_{v}(w(T)) \in \ker J_2$, cf. Theorem 6.17.

(d) Stable Approximation Schemes: As follows by Assumptions 6.32 and, in particular, by the assumed symmetry $J_1 = J_2$ that makes all results on the convergence and stability of the inherent external approximation schemes from Section 4.3 hold for the considered case. Note that because of the homogeneity of (6.3a) there is no need for a particular choice of the discrete right inverses as for the state equations, cf. Lemma 4.26.

(e) Consistent and Convergent Approximation of the Initial Value: As it is ensured by the arguments presented in Section 4.5 and the homogeneity of (6.3b) and (6.15b).

(f) Symmetry: To show convergence of the discrete solutions to a solution of the continuous problem, we have assumed that $J_1 = J_2$, cf. also Remark 4.31.

(g) Continuity, Coerciveness, Monotonicity and Boundedness of $A_{v}(w_k)'$ and $A_{v}(w)$: As it follows by Assumption 6.27. In view of applications, we will, in particular, consider cases for which Proposition 6.29 applies. Also, assuming that $w_k \mapsto A_{v}(w_k)'$ is continuous and since $A_{v}(w_k)'\lambda_k$ is assumed uniformly bounded in $H'$ the assumptions of Lemma 4.37 are fulfilled.

Thus, applying Theorem 4.39 we can state the following theorem:

**Theorem 6.34.** Consider Problem (6.4) and its finite-dimensional approximation defined in Problem (6.3f) $w_k$, with $J_1 = J_2$. Given $\{w_k\}_{k \in \mathbb{N}} \subset W(0,T;V_k; (V'_k))$ and a $w \in W(0,T;V;V')$ such that $w_k \rightharpoonup w$ in $L^2(0,T;V') \cap L^\infty(0,T;H)$, and such that $K_{v}(...,w_{k}(\cdot)) \rightarrow K_{v}(...,w(\cdot))$ in $L^2(0,T;H')$. Let all assumptions listed in Remark 6.33 hold. In particular, let the terminal value $-jM_{v}(w(T))$ and its approximations $-jM_{v}(w(T))$ be consistent as specified in Definition 3.35 and convergent as defined in Remark 4.38(e).

For $k \in \mathbb{N}$ let $(\lambda_k,\mu_k) \in W(0,T;V_k; V'_k) \times L^2(0,T;Q_k)$ be a solution of the discrete problem. Then there is $(\lambda,\mu) \in W(0,T;V;V') \times L^2(0,T;Q)$ such that $\lambda_k \rightharpoonup \lambda$ in $W(0,T;V;H')$ and $\mu_k \rightharpoonup \mu$ in $L^2(0,T;Q)$ and $(\lambda,\mu)$ solves the continuous problem. The convergence is in terms of subsequence.

If the continuous problem has only one solution, then the complete sequence $\{(\lambda_k,\mu_k)\}_{k \in \mathbb{N}}$ converges.

If $V \hookrightarrow H$ is compact, then $\lambda_k \rightharpoonup \lambda$ in $L^2(0,T;H)$.

**Remark 6.35.** Convergence of the Galerkin approximations defined in Problem 6.20 with $J_1 = J_2$, can be obtained using the above results and considering $w$ instead of $w_k$ at every discretization level. In this case the operator $A_{v}$ is independent of $k$, and the required uniformity in $k$ in Assumptions 6.27 and 6.32 can be omitted. Then, also continuity of $w \mapsto A_{v}(w)$, used to establish convergence in $\mu_k$ can be dropped, as well as Proposition 6.29(c). The case that the optimal state $w$ is available is rather theoretical, however, Theorem 6.34 in particular, addresses solvability of the formal adjoint equation (6.3) and thus gives sufficient conditions for the validity of the necessary optimality conditions 6.8.

6.2. Optimal Control of the Semi-discrete Equations. The results of the previous section establish convergence of discrete approximations solving Problem 6.20 to the multipliers $(\lambda,\mu)$ that are part of the continuous optimality conditions
Corollary 6.37. In general applications, however, in (6.14), the linearization point \( w \) is not available. Also, in general, the discrete approximations \((\lambda_k, \mu_k)\) do not define necessary optimality conditions, cf. Corollary 6.35 for Problem 6.1 formulated for a discretization level \( k \).

In this section, we formulate necessary conditions for optimality with respect to (6.25) of \((v_k, u)\) solving the spatially discretized state equations (6.2).

We start with formulating the optimal control problem Problem 6.36 for the spatial discretization level \( k \).

Problem 6.36. Consider the setup of the abstract optimal control problem as defined in Problem 6.4. In particular, let \( \mathcal{M}: H \to \mathbb{R} \) and \( \mathcal{K}: (0, T) \times V \times U \to \mathbb{R} \) be Fréchet differentiable weighting functions, and let \( \mathcal{K}(t, v, u) = \mathcal{K}_1(t, v) + \mathcal{K}_2(t, u) \) be such that the Nemickij mappings associated with the partial derivatives, \( \mathcal{K}_{\cdot w}: U \to U' \) and \( \mathcal{K}_{\cdot v}: V \to V' \), are well defined.

Consider the task of minimizing the cost functional

\[
J: V_k \times U \to \mathbb{R}: J(v_k, u) = M(v_k(T)) + \int_0^T K(t, v_k(t), u(t)) \, dt, \tag{6.24}
\]

subject to the constraints \( G_k(v_k, p_k, u) = 0 \) defined via \( G_k(v_k, p_k, u) = 0 \), if \((v_k, u) \in V_k \times U \) solve

\[
\begin{align*}
\dot{v}_k(t) - A_k(t, v_k(t)) - J'_{\lambda_k} p_k(t) - B_{1k} u &= f_k(t) \quad \text{in} \ (V_k)', \ a.e. \ in \ (0, T), \tag{6.25a} \\
-J_{2k} v_k(t) &= g_k(t) \quad \text{in} \ Q_{H_k}', \ a.e. \ in \ (0, T), \tag{6.25b} \\
v_k(0) &= \alpha_k \quad \text{in} \ H_k, \tag{6.25c}
\end{align*}
\]

for a \( p_k \in L^2(0, T; Q_{H_k}') \) and where the restrictions \( A_k \), \( J'_{\lambda_k} \), \( J_{2k} \), \( f_k \), \( g_k \), \( \alpha_k \), and \( B_{1k} \) of given \( A \), \( J' \), \( J_2 \), \( f \), \( g \), \( \alpha \) and \( B_1 \) are defined as in Problem 6.4.

As in the continuous case, in view of formulating necessary optimality conditions as in Theorem 5.5, we formally define an adjoint equation to (6.25) via an application of Lemma 6.5.

Corollary 6.37 (of Lemma 6.5). Consider Problem 6.36 and assume that \( A \) is Fréchet differentiable. If for some \( w \in W(0, T; V; V') \), the functions \((\lambda_k, \mu_k) \in W(0, T; V_k; (V_k)') \times L^2(0, T; Q_{H_k}) \) solve

\[
\begin{align*}
-\dot{\lambda}_k(t) - A_{k;v}(t, w(t))' \lambda_k(t) - (J_{2k})' \mu_k(t) + \mathcal{K}_{\cdot v}(t, w(t)) &= 0 \quad \text{in} \ (V_k)', \tag{6.26a} \\
J_{1k} \lambda_k(t) &= 0 \quad \text{in} \ Q_{H_k}', \tag{6.26b}
\end{align*}
\]

for almost all \( t \in (0, T) \), and

\[
\lambda_k(T) = -jM_{\cdot w}(w(T)) \quad \text{in} \ H_k, \tag{6.26c}
\]

meaning that \((\lambda_k(T), h_k)_H = -(jM_{\cdot w}(w(T)), h_k)_H \) for all \( h_k \in H_k \), then \( \Lambda_k := (\lambda_k, \mu_k, \lambda_k(0)) \) is in \( V_k \times Q_{H_k} T_k \times H_k = ((V_k) \times Q_{H_k} T_k)' \times H_k)' \) and

\[
\Lambda_k G_k(v_k, p_k)(w) + J_{(v, p)}(w) = 0 \quad \text{in} \ (V_k)' \times Q_{H_k}'. \tag{6.27}
\]

Then, applying Corollary 6.8 we can state necessary optimality conditions for Problem 6.36.

Corollary 6.38. Consider Problem 6.36 and assume that the DAE (6.25) has a unique solution for all inputs. Let \( u_0 \in U \) and let \((v_k(u_0), p_k(u_0))\) be the corresponding solution. If \((v_k(u_0), u_0) \in W(0, T; V_k; (V_k)') \times L^2(0, T; Q_{H_k}) \) is a local minimum of (6.24), and if there is \((\lambda_k, \mu_k) \in W(0, T; V_k; (V_k)') \times L^2(0, T; Q_{H_k}) \) solving the
formal adjoint equation (6.26) at \( w = v_k(u_0) \), then \((v_k(u_0), p_k(u_0), \lambda_k, \mu_k, u_0)\) is a solution to the system

\[
\dot{v}_k(t) - A_k(t, v_k(t)) - J'_{1k} p_k(t) - B_{1k} u_0(t) = f_k(t) \quad \text{in} \ (V'_k), \tag{6.28a}
\]

\[
-J_{2k} v_k(t) = g_k(t) \quad \text{in} \ Q_{H'_k}, \tag{6.28b}
\]

\[
-\dot{\lambda}_k(t) - A_{k,v}(t, v_k(t)) \lambda_k(t) - J'_{2k} \mu_k(t) + \mathcal{K}_{v}(t, v_k(t)) = 0 \quad \text{in} \ (V'_k), \tag{6.28c}
\]

\[
J_{1k} \lambda_k(t) = 0 \quad \text{in} \ Q_{H'_k}, \tag{6.28d}
\]

for almost all \( t \in (0, T) \), and

\[
v_k(0) = \alpha_k \quad \text{in} \ H, \tag{6.28e}
\]

\[
\lambda(T) + j \mathcal{M}_{v}(v(T)) = 0 \quad \text{in} \ H_k, \tag{6.28f}
\]

and

\[
-\lambda_k B_{1k} + \mathcal{K}_{u}(u_0)' = 0 \quad \text{in} \ U'. \tag{6.28g}
\]

**Proof.** This is an application of Corollary 6.8. Note that taking the dual commutes with restricting to finite-dimensional spaces, i.e. \( J'_{1k} = (J_{1k})' : Q_{H'_k} \to (V'_k) \). Also, considered as a map from \( V'_k \) to \((V'_k)'\), it holds that \((A_{k,v})(v_k) = A_{v}(v_k)\). \(\square\)

**Remark 6.39.** To ensure that any \( u \in U \) uniquely defines a solution to (6.25) it is necessary that \( B_{1k} : U \to (V'_k) \) is injective. This is not a restriction in theory, as \( B_{1k} \) is bounded, since by Proposition 4.6 \( V_k \) is the image of a bounded projection, and \( U \) is a Hilbert space. Thus, one can factor out the kernel of \( B_{1k} \), cf. Remark 6.3.

**Remark 6.40.** The results of Section 6.1 establish conditions for existence of solutions for the abstract formal adjoint equation defined in Problem 6.4 and to the discrete formal adjoint equation defined in Problem 6.20. However, in their formulation, they are not applicable to prove convergence of solutions of the formal discrete optimality system (6.28) to a solution of the abstract optimality system (6.8). Here, a major obstacle is that the discrete states \((v_k, p_k)\) only converge weakly towards the states \((v, p)\) of the abstract equations (3.1) (Sym), cf. Theorem 4.39. For application of Theorem 6.34 that establishes convergence in the Galerkin approximations of the adjoint states defined in Problem 6.4, one needs strong convergence of the sequences \( \mathcal{K}_{v}(\cdot, v_k(\cdot)) \) and \( \mathcal{M}_{v}(v_k(T)) \) in \( L^2(0, T; H') \) and \( H' \), respectively.
7. Iterative Solution of the Nonlinear Optimal Control System

In this section we investigate Newton schemes to solve the abstract optimal control system \( (6.8) \). A direct application of a Newton iteration to the optimality system leads to a sequence of linear problems. We give sufficient conditions, that extend standard assumptions to the differential-algebraic setup, to prove existence of the Newton iterates and convergence of the sequence. As a side product, a direct proof for solvability of corresponding linear-quadratic optimal control problems is obtained. Under the same conditions, one may consider the reduced cost functional and a Newton scheme for the gradient of the reduced cost functional. In this case, having assumed solvability of the formal adjoint equations, convergence is proved as for equality constrained optimal control problems in Banach spaces.

All results are given for the abstract setting, but, in particular, apply for semi-discrete formulations.

We consider the optimal control problem defined in Problem 6.1 and the formal necessary optimality conditions \( (6.8) \) that are given in Corollary 6.8 and which we will write in short form as

\[
\begin{align*}
\dot{v} - A(v) - J'_1 p - B_1 u &= f_v, \quad v(0) = v^0, \\
-J_2 v &= f_p, \\
-\lambda - A'_v(v)\lambda - J'_2 \mu + K_v(v) &= f_\lambda, \quad \lambda(T) + jM_v(v(T)) = 0, \\
-J_1 \lambda &= 0, \\
-\mu &= 0.
\end{align*}
\]

(7.1a)

We will write the state equations with the formal operator \( G : W(0; T; V; V') \times L^2(0; T; Q_H) \times U \to V' \times Q_H' \times H \) via \( G(v, p, u) = 0 \), if \((v, p, u)\) solves (7.1a). Recall that the cost functional is assumed to be separated in \( v \) and \( u \), i.e. \( K(v, u) = K_1(v) + K_2(u) \).

We make the following assumptions:

**Assumption 7.1.** Given \( (v^*, u^*) \in W(0; T; V; V') \times U \) that, with a suitable \( p \in L^2(0; T; Q_H) \), solves (7.1a). Then, for \((v_c, u_c)\) in a neighborhood of \((v^*, u^*)\), we have

(a) that \( A(v_c), K(v_c, u_c) \), and \( M(v_c(T)) \) are twice continuously Fréchet-differentiable in a neighborhood of \((v^*, u^*)\) with Lipschitz-continuous second derivatives and \( M_{vv} \) independent of \( v_c(T) \),

(b) that the partial Fréchet derivative \( G_{(v,p)}(v_c, p_c) \) of the state equations (7.1a) with respect to \((v, p)\) is invertible and the kernel of \( G_{(v,p)}(v, p) \) splits the space \( W \times Q_H \times U \),

(c) that there exists a solution \((\lambda, \mu)\) to (7.1b) at \( v^* \), such that \( J_{(v, p)}(v^*, u^*) + \lambda G_{(v, p)}(v^*, u^*) = 0 \) on \( V \times U \), and

(d) that there exists a constant \( c > 0 \) such that

\[
-J_{(v, p)}(v^*, u^*) h_v(h_u), \lambda A'_{vv}(v^*) h_v(h_u) \quad v, v' +
\]

\[
J_{(v, p)}(v^*, u^*) [h_v(h_u), h_u]_V \geq c \|h_v(h_u), h_u\|^2_{V \times U}
\]

for \((h_v(h_u), h_p, h_u)\) in the kernel of \( G_{(v, p, u)}(v^*, u^*) \), where \( h_p = h_p(h_u) \) is the associated algebraic variable.

Note that Assumption 7.1 makes \((v^*, u^*)\) part of a local solution of (7.1), cf. Theorem 5.9, and that the parts (a) and (d) are standard for the analysis of Newton-like schemes for optimal control problems that do not contain the endpoint penalization \( M \), cf. [149, p. 209] and [99, p. 151]. Also, they imply local uniqueness of the solution, cf. Remark 5.10. Assuming \( M_{vv} \) independent of \( v(T) \), in the analysis of Newton schemes, we circumvent the difficulties that would come with state dependent boundary conditions.
Assumption 7.1(c) is stronger than the standard assumption that \((v^*, u^*)\) are locally optimal, as it demands the existence of a solution of the formal adjoint equation, cf. Remark 7.9.

Assumption 7.1(b) is also more restricting than just assuming the submersion property of \(G_{(v,p)}\) at \((v^*, u^*)\) used to formulate necessary optimality conditions, cf. Theorem 5.2 and the discussion thereafter. However, invertibility of \(G_{(v,p)}\) is often used to define well-posedness of nonlinear equations, cf. eg. [49, pp. 297] for the Navier-Stokes Equation, and can be established for concrete applications, cf., e.g., [1] [72] [149].

The reference point is the Newton scheme formulated in Banach spaces, cf. [81] and the textbooks [82] and [34]. The results on Newton schemes listed in [125] are formulated for finite dimensions with the perspective of being generalized to Banach spaces.

The steps of the Newton scheme applied to optimality systems as (7.1) can be interpreted as a sequence of linear-quadratic optimal control problems [149], often referred to as SQP. This interpretation and its implications for PDE constraints are investigated, e.g., in [1] [5] [69] [72] [148].

In optimal control a Newton step requires the Hessian \(\hat{J}_{uu}\), i.e. in the setting of (7.1) the operator \(A'(v)\lambda|_v\). There are definitions to \(\hat{J}_{uu}\) that lessen the computational effort while preserving the convergence properties, see [72] [95] for formulations of Broyden’s or the BFGS update schemes (see [120] for an overview) for the approximated Hessian in infinite-dimensional spaces.

If the cost functional is quadratic as in (6.12), then one can obtain a linear scheme by linearizing the state equations and setting up the optimality system for the current linear-quadratic problem. This approach is the same as neglecting \(A'(v)\lambda|_v\) in a Newton scheme for (7.1). Then, if one solves the state equations (7.1a) and the adjoint equations (7.1b) consequently in an iterative fashion, one obtains a Newton Gauss-Seidel iteration, cf. [125], for the blocks (7.1a) and (7.1b). This decoupling, however, may destroy the convergence properties that may hold for the coupled equations [81] [118] [157].

A decoupling of the Newton scheme for (7.1), that is shown to be still locally quadratically convergent, and linearly convergent inexact variants are given with a class of so called tangential block Newton methods [29] [76] [118].

In implementations, rounding and discretization errors occur. For this reason, one considers inexact Newton methods, see, e.g., [34] [75] [137] [151] for formulations in function spaces.


For illustration, consider the task of finding \(x\) in a Banach space \(X\), such that

\[ P(x) = 0 \in Y, \quad (7.2) \]

where \(Y\) is a Banach space and \(P : X \to Y\).

Given a starting value \(x_0 \in X\), the Newton scheme defines a sequence \(\{x_k\}_{k \in \mathbb{N}}\) via

\[ P_v(x^k)[x^{k+1} - x^k] = -P(x^k), \quad k = 1, 2, \ldots . \quad (7.3) \]

Common sufficient conditions for the convergence of Newton schemes establish the following generic situation.

**Assumption 7.2.** For a starting value \(x^0\), the sequence \(\{x_k\}_{k \in \mathbb{N}}\) defined in (7.3) converges to a \(x^* \in X\) solving (7.2), if

(a) \(x^0\) is close to an \(x^*\),

(b) \(P_v(x^0)\) is invertible, and

(c) \(P_v(x)\) is smooth in a neighborhood of \(x^0\).
In the pioneering work \cite{31} on Newton schemes in Banach spaces, the conditions

\begin{align}
\|P_v(x)0\| & \leq \eta_0, \quad (7.4a) \\
\|P_p(x)\| & \leq B_0, \quad (7.4b) \\
\|P_{vv}(x)\| & \leq K \quad \text{on } \Omega_0, \quad (7.4c)
\end{align}

with \( h_0 := \eta_0 B_0 K \leq \frac{1}{2} \), \( \Omega_0 = W_r(x_0) \), and \( r = \frac{1-\sqrt{1-4\eta_0}}{h_0} \eta_0 \), were used to prove quadratic convergence in \( \Omega_0 \).

If \((7.4b)\) can be replaced by a uniform bound

\[ \|P_v(x)\| \leq B \quad \text{on } \Omega_0, \quad (7.4b) \]

then the domain of quadratic convergence \( \Omega_0 = W_r(x_0) \) is specified from the requirements \( h = \eta_0 B K < 2 \) and \( r > \hat{r} = \sum_{k=0}^{\infty} \left( \frac{1}{2} \right)^{2k-1} \), cf. \cite{32} Thm. 5, Ch. XVIII.2.

Throughout this section, for \( x_0 \) in a Banach space \( X \) and a \( r > 0 \), we will use the notation

\[ \mathcal{B}_r(x_0) := \{ x \in X : \| x - x_0 \| < r \} \]

and its closure \( \overline{W}_r(x_0) \) in \( X \) to denote a suitable neighborhood of \( x_0 \).

Remark 7.3. Condition \((7.4b)\) can be replaced by Lipschitz continuity of \( P_v(x) \), cf., e.g., \cite{125} 12.6.2 for a general or \cite{4} Sec. 3 for an optimal control setting, or by affine covariant Lipschitz conditions \cite{33} Thms. 2.2, 2.3]. Given Lipschitz continuity of \( P_v \) and an estimate of \( \| P_v(x^*)^{-1} \| \) one can use the results in \cite{132} to establish convergence.

7.2. Newton for the Optimality Conditions. We will establish conditions under which a Newton iteration for \((7.1)\) can be analyzed via an uniform bound as in \((7.3, 4)\). Having reformulated \((7.1)\) as an operator equation \( \mathcal{P}(x) = 0 \), with \( x := (v, p, \lambda, \mu, u) \), the Fréchet derivative of the optimality system taken at \( x^k = (v^k, \lambda^k, u^k) \) reads

\[ \mathcal{P}_\mathcal{P}(x^k) = \begin{bmatrix} 0 & F_1(v^k) & B \\ F_2(v^k, \lambda^k) & W(v^k, \lambda^k) & 0 \\ B' & 0 & R(u^k) \end{bmatrix} : \mathcal{W} \times \mathcal{T} \mathcal{Q} \times \mathcal{U} \rightarrow \mathcal{W} \times \mathcal{Q} \times \mathcal{Q} \times \mathcal{U}. \quad (7.5) \]

Here, and in what follows, we use the abbreviations \( \mathcal{W} := \mathcal{W}(0, T; \mathcal{V}, \mathcal{V}') \) and \( \mathcal{V} = L^2(0, T; \mathcal{V}) \), \( \mathcal{Q} = L^2(0, T; \mathcal{Q}) \) and \( \mathcal{U} = L^2(0, T; \mathcal{U}) \), for the function spaces that were introduced in Section \( \textbf{3} \). The symbol \( \times \mathcal{T} \) is used to denote that because of initial and end conditions, the domain of definition is restricted to

\[ \mathcal{W} \times \mathcal{T} \mathcal{W} := \{ (v, \lambda) \in \mathcal{W}^2 : v(0) = 0, \lambda(T) + \mathcal{M}_{uu}(v^k(T))v(T) = 0 \} \subset \mathcal{W}^2. \]

The operator components in \((7.5)\) are given via

\begin{align}
F_1(v^k)[v, p] + Bu &= \begin{bmatrix} \dot{v} - A_v(v^k)v - J^1[p] \\ -J_1 u \end{bmatrix}, \quad (7.6a) \\
W(v^k, \lambda^k)[v, p] &= \begin{bmatrix} -\lambda^k A_{uv}(v^k)v + \mathcal{K}_{vv}(v^k)v \\ 0 \end{bmatrix}, \quad (7.6b) \\
F_2(v^k)[\lambda, \mu] &= \begin{bmatrix} -\lambda - A_{\lambda}(v^k)\lambda - J^1_2[\mu] \\ -J_1\lambda \end{bmatrix}, \quad (7.6c) \\
B'[\lambda', \mu] + R(u^k)u &= -B'_1 \lambda + \mathcal{K}_{uu}(u^k)u. \quad (7.6d)
\end{align}

Then, application of the Newton scheme as in \((7.3)\), gives:
Algorithm 7.4 (Newton Scheme for the Optimality Conditions). Given \( x^0 = (v^0, \lambda^0, u^0) \in \mathcal{W} \times T \mathcal{W} \times \mathcal{U} \), define \( x^k = (v^k, p^k, \lambda^k, \mu^k, u^k) \), for \( k = 1, 2, \cdots \) via the iterative scheme:

1. Solve \( P_x(x^k) \Delta_x^k = -P(x^k) \), i.e.

\[
\begin{bmatrix}
0 & F_1(v^k) & F_1(v^k) & 0 \\
F_1^d(v^k) & W(v^k, \lambda^k) & B & 0 \\
B' & 0 & R(u^k)
\end{bmatrix}
\begin{bmatrix}
\Delta_x^k, \Delta_x^k \\
\Delta_x^k \lambda \\
\Delta_x^k u
\end{bmatrix}
= \begin{bmatrix}
\Delta_x^k, \Delta_x^k \\
\Delta_x^k \lambda \\
\Delta_x^k u
\end{bmatrix}
\tag{7.7}
\]

for \( \Delta x^k \).

2. \( x^{k+1} = x^k + \Delta x^k \).

Remark 7.5. Because the equations are linear in \((p, \mu)\), there exists no need for a starting value for these variables.

Remark 7.6. Because of the linearity of the algebraic equations imposed by \( F_1 \) and \( F_1^d \), one has that all iterates \( x^k, k \geq 1 \), are consistent, i.e. \( J_2 v^k = f_p \) and \( J_1 \lambda^k = 0 \).

To prove existence and convergence of the sequence defined by Algorithm 7.4 to a candidate optimal solution \( x^* \), we first establish invertibility of \( P_x(x) \) at \( x^* \) and then use a result from operator perturbation theory \[83\] to show that invertibility is also given for \( x^0 \) close to \( x^* \).

To account for the differential-algebraic structure of the equations, we will give a direct proof. We extend the arguments from \[97\] to fit the setup of end point perturbation in \[87\] and the standard second order sufficiency conditions \[69\].

In what follows, we will omit the dependencies of the components of \( x^k \) on the linearization point, i.e. we will write, e.g. \( F_1 \) instead of \( F_1(v^*) \). Also, we will use the abbreviations

\[
\mathcal{X} := \mathcal{W} \times_T \mathcal{W} \times \mathcal{U} \quad \text{and} \quad \mathcal{Y} := \mathcal{V} \times Q \times \mathcal{V} \times Q \times \mathcal{U}.
\]

Lemma 7.7. Consider \( P_x \) as defined in \( (7.5) \) and consider \((v^*, u^*) \in \mathcal{W} \times \mathcal{U} \) for which Assumption \( 7.1 \) holds. Assume there exists an \( \varepsilon > 0 \) such that for all \( v \in \mathcal{U}_\varepsilon(v^*) \), there exists a solution \((\lambda, \mu) \) to \( F^d_1[\lambda, \mu] = 0 \) with the terminal condition \( \lambda(T) + J M_{1v} v(T) = 0 \). Then there is no sequence \( x^k = (v^k, p^k, \lambda^k, \mu^k, u^k) \in \mathcal{X}, \ k = 1, 2, \ldots, \) with \( ||x^k||_{\mathcal{X}} = 1 \), such that \( P_x x^k \to 0 \) as \( k \to \infty \).

Proof of Lemma 7.7 By Assumption \( 7.1 \) (c), there exists a \( \lambda^* \in \mathcal{W} \) associated with \((v^*, u^*) \) via \((\lambda^*, \mu^*)\) solve \( (7.11) \), so that we can consider \( P_x := P_x(v^*, \lambda^*, u^*) \).

By Assumption \( 7.1 \) (b), the operator \( F_1 : \mathcal{W} \times Q \to \mathcal{V} \times Q \mathcal{H} \) is invertible. We first show, that with the given assumption on \( j M_{1v} w \), the operator \( F_1^d \) is invertible too, i.e. \( F_1^d[\lambda, \mu] = g \) with \( \lambda(T) + J M_{1v} v(T) = 0 \), has a unique solution for any \( g \in \mathcal{V} \times Q \mathcal{H} \) and for \( v \in \mathcal{U}_\varepsilon(v^*) \). Note, that for zero terminal condition \( \lambda(T) = 0 \) one has \( F_1^d = F_1^d \) and \( F_1^d \) is invertible, as \( F_1^d \) is invertible, cf. \[82\] Thm. 4(2.XII).

Thus, for any \( g \in \mathcal{V} \times Q \mathcal{H} \) we find that \([\lambda, \mu] = [\lambda^h, \mu^h] \) is a solution to \( F_1^d[\lambda, \mu] = g \), where \([\lambda^h, \mu^h] \) solves \( F_1^d[\lambda^h, \mu^h] = g \), \( \lambda^h(T) = 0 \) and \( [\lambda^h, \mu^h] \) is a solution of \( F_1^d[\lambda^h, \mu^h] = 0 \), \( \lambda^h(T) + J M_{1v} v(T) = 0 \), which exists by assumption. There cannot be a different solution to \( F_1^d[\lambda, \mu] = g \) as the difference \( z \) of two solutions must solve the homogeneous equation \( F_1^d z = F_1^d z = 0 \), which means that \( z = 0 \), since \( F_1^d \) is invertible.
Now, assume the contrary, i.e., there exists a sequence \(\{x^k\}_{k=1,2,\ldots} \subset \mathcal{X}\) with \(|x^k|_{\mathcal{X}} = 1\), for all \(k \in \mathbb{N}\), and with \(P_{x^k} \to 0\) as \(k \to \infty\).

By Assumption 7.1(b), the input to state map \(x: u \mapsto (v(u), p(u))\), defined via \(G(v, p, u) = 0\), is Fréchet differentiable and, thus, locally Lipschitz-continuous [160] Thm. 4.B]. Thus, by Remark 5.8, we have that the tangent space \(T_{(v_0, p_0, u_0)} = \{(x, u, h_u) : h_u \in U\}\) coincides with the kernel of the operator \([F^1, B]\) as defined in (7.5). Since, by Assumption 7.1(b), \(T_{(v_0, p_0, u_0)}\) splits the domain of \([F^1, B]\), we can assume that \((v^k, p^k, u^k) \in T_{(v_0, p_0, u_0)}\) as a part \((v^k, p^k, 0)\) in the complement of \(T_{(v_0, p_0, u_0)}\) goes to zero with \(F^1[v^k, p^k] \to 0\), as \(k \to \infty\).

From \(P_{x^k} \to 0\), computing the dual product of the three components of \(P_{x^k}\) with \(-((\lambda^k, \mu^k), (v^k, p^k), u^k)\), we get that
\[
\begin{align*}
-\langle (\lambda^k, \mu^k), F_1[v^k, p^k]\rangle & - \langle \lambda^k, B_1 u^k\rangle + \langle F^d[v^k, \mu^k], (v^k, p^k)\rangle + \\
+\langle \mathcal{K}_{uv} - \lambda^0 A_{uv} v^k, v^k\rangle + \langle \mathcal{B}_1^0 \lambda^k, u^k\rangle + \langle \mathcal{K}_{uu} u^k, u^k\rangle
= -\langle \lambda^k, \dot{v}^k\rangle - \langle \lambda^k, \lambda^k\rangle + \langle \mathcal{K}_{uv} - \lambda^0 A_{uv} v^k, v^k\rangle + \langle \mathcal{K}_{uu} u^k, u^k\rangle
= (j \mathcal{M}_{uv} v^k(T), v^k(T)) + \langle \mathcal{K}_{uv} - \lambda^0 A_{uv} v^k, v^k\rangle + \langle \mathcal{K}_{uu} u^k, u^k\rangle
\geq c \|u^k, v^k\|^2_{\mathcal{Y} \times \mathcal{U}}
\end{align*}
\]
goes to zero. This implies that \(u^k \to 0\) as \(k \to \infty\). Here we have used the properties of the dual operators, the symmetry of the dual product, and the optimality condition from Assumption 7.1(a). From the invertibility of \(F_1\) and \(F^d\), we obtain that \((v^k, p^k)\) and \((\lambda^k, \mu^k)\) go to zero, and thus, a contradiction to the initial assumption that \(|x^k|_{\mathcal{X}} = 1\) for all \(k \in \mathbb{N}\).

\[\text{Lemma 7.8. Consider } P_x \text{ as defined in (7.5) and let the assumptions of Lemma 7.7 hold. Then, } \ker P_x^* = \{0\}.\]

\[\text{Proof. Computing and comparing the corresponding dual products, we find that the dual operator of } \begin{bmatrix} 0 & F_1 & W \end{bmatrix} \text{ is given by} \]
\[
\begin{bmatrix} 0 & F_1 \vDash \mathcal{W} \times \mathcal{T} \vDash \mathcal{W} \to \mathcal{Y'} \times \mathcal{Y'} \end{bmatrix},
\]
with \(\vDash\) referring to the dual side conditions \(j \mathcal{M}_{uv} w_\lambda(T) + w_\mu(T) = 0\) and \(w_\lambda(0) = 0\). We assume the contrary, i.e., that there exists \(w \neq (w_v, w_p, w_\lambda, w_\mu, w_u) \vDash w \in D(P_x^*)\), with
\[
\begin{bmatrix} 0 & F_1 & B \vDash \mathcal{W} \times \mathcal{T} \vDash \mathcal{W} \to \mathcal{Y'} \times \mathcal{Y'} \end{bmatrix} = 0.
\]
\[\text{The second block line in (7.9) implies } (w_\lambda, w_\mu, w_u) \in \ker [F^1, B] = T_{(v_0, p_0, u_0)}.\]

Computing the dual product of the components in (7.9) with \((-w_v, -w_p, w_\lambda, w_\mu, w_u)\), using the definition of the dual operators, and Assumption 7.1(d), we find that
\[
0 = -\langle w_\lambda, \dot{w}_\lambda\rangle + \langle w_\lambda, W' w_\lambda\rangle - \langle \dot{w}_\lambda, \dot{w}_\lambda\rangle + \langle w_\mu, R' w_\mu\rangle
= \langle w_\lambda(T), j \mathcal{M}_{uv} w_\lambda(T)\rangle + \langle w_\lambda, W' w_\lambda\rangle + \langle w_\mu, R' w_\mu\rangle \geq c \|w_\lambda, w_\mu\|^2_{\mathcal{Y} \times \mathcal{U}},
\]
and we conclude that \(w_u = 0\) and subsequently that \(w = 0\), which is a contradiction to the initial assumption.

\[\text{Theorem 7.9 (Cf. [97], Thm. 1). Let the assumptions of Lemma 7.7 hold. Then, the operator } P_{x^*} \text{ defined in (7.5) is invertible. In particular, there exists a constant } c^* > 0 \text{ such that } \|P_{x^*}(x^*)\|_{\mathcal{E}(\mathcal{Y}', \mathcal{X})} < \frac{1}{c^*}.\]
Proof. The assertion of Lemma 7.7 is equivalent to the statement: there exists a \( c^* > 0 \) such that

\[
\| P_x(x^*) x \|_Y > c^* \| x \|_X,
\]

(7.10)

for all \( x \in X \). This means, that \( P_x(x^*) \) is injective and, since \( P_x(x^*) \) is bounded and defined on a whole Banach space, that \( P_x(x^*) \) is closed in \( Y \), cf. [3] Def. 2.1 and Thm. 2.5. By invertibility of \( F_1 \), \( F_1^{ad} \) and \( F_1^{ad} \), we have that \( \text{im} P_x(x^*) = (Y \times Q_H) \times \mathcal{U}_P, \) where \( \mathcal{U}_P \) is the part of the range of \( P_x \) in \( U \), cf. [23] Thm. 2.5. Since \( U \) is a Hilbert space, and \( \mathcal{U}_P \) is closed, it has an orthogonal complement \( \mathcal{U}_P^\perp, \) and we can write \( Y = \text{im} P_x(x^*) \oplus Z, \) where \( Z = \{(0,0)\} \times \mathcal{U}_P^\perp \). Then, the dual is the direct sum of the annihilators \( Y = (\text{im} P_x(x^*))^0 \oplus Z^0, \) cf. [33] Thm. IV.4.8. By [33] Thm. IV.5.13 and Lemma 7.8 we have \( (\text{im} P_x(x^*))^0 = \ker P_x(x^*) = \{0\} \) implying that \( Z^0 = Y, \) i.e. \( Z = \{0\} \), and, thus, \( P_x(x^*) = Y \).

Thus, \( P_x(x^*) \) is invertible and we can estimate

\[
\| P_x^{-1} y \|_X \leq \frac{1}{c^*} \| P_x P_x^{-1} y \|_Y = \frac{1}{c^*} \| y \|_Y.
\]

(7.11)

\[ \square \]

Remark 7.10. For the linear-quadratic case, where the cost functional is as in (6.12), Lemma 7.7 and 7.8 and Theorem 7.9 establish a direct proof for the unique solvability of the corresponding optimality system (6.13).

So far, we have established invertibility of \( P_x(x^*) \) at an optimal solution \( x^* = (v^*, p^*, \lambda^*, \mu^*, u^*). \) To apply a Newton iteration we need invertibility of \( P_x(x^*) \) in a neighborhood of \( x^* \) and, in particular, at a starting point \( x^0 \). If the assumptions of Lemma 7.7 hold, i.e., in particular, there exists a neighborhood \( X_r(x^*) \) on which \( P_x(x^0) \) is invertible. To formulate this, we write \( x = x^* + \Delta^x \) and \( P_x(x) = P_x(x^*) + \Delta P_x(x^*), \) where

\[ \Delta P_x(x^*) := P_x(x^* + \Delta^x) - P_x(x^*) =: \begin{bmatrix}
\Delta F_1(v^*) & 0 \\
\Delta W(v^*, \lambda^*) & 0 \\
0 & \Delta R(u^*)
\end{bmatrix}, \]

(7.12)

with

\[ \Delta F_1(v^*)[v, p] := \begin{bmatrix} -[A_{v,v}(v^* + \Delta^x) - A_{v,v}(v^*)]v \\ 0 \end{bmatrix} \]

\[ \Delta W(v^*, \lambda^*)[v, p] := \begin{bmatrix} -[\lambda^v + \Delta^v] A_{w,v}(v^* + \Delta^x) - \lambda^v A'_{w,v}(v^*)v + [K_{v,v}(v^* + \Delta^x) - K_{v,v}(v^*)]v \\ 0 \end{bmatrix}, \]

\[ \Delta F_1^{ad}(v^*)[\lambda, \mu] := \begin{bmatrix} [A'_{w,v}(v^* + \Delta^x) - A'_{w,v}(v^*)]\lambda \\ 0 \end{bmatrix}, \]

and

\[ \Delta R(u^*)u := [K_{u,v}(u^* + \Delta^x) - K_{u,v}(u^*)]u. \]

Lemma 7.11. If the assumptions of Lemma 7.7 hold, i.e., in particular, there exists a locally optimal solution \( (v^*, u^*) \in W \times U \) to Problem 6.11 for which Assumption 7.1 holds and the adjoint equation is solvable for \( v \) in a neighborhood of \( v^* \). Consider \( x^* = (v^*, p^*, \lambda^*, \mu^*, u^*) \in X \), where \( (p^*, \lambda^*, \mu^*) \) are the variables that complete \( (v^*, u^*) \) to a solution of (7.1). Then there exists a \( r_1 < 0 \), such that \( \| \Delta P_x(x^*) \|_X \leq c_1 \) for all \( \| \Delta^x \| < r_1 \), where \( \Delta P \) is defined in (7.12) and \( c_0 \) is the constant that bounds \( P_x(x^*) \) from below, and such that \( P_x(x) \) is invertible for all \( x \in X_r(x^*) \) with

\[ \| P_x(x)^{-1} \|_{L(Y', X)} \leq \frac{1}{c_0(1 - 2r_1 / c_0)}. \]
Proof. By Assumption and by Theorem 5.6, the operators setting up $\Delta P_x(x^*)$ are Lipschitz-continuous so that $\|\Delta P_x\|_{L(X,Y')} \to 0$ as $\Delta^*_x$ goes to zero. Thus, there exists a radius $r_1$ and $c_1 < c_0$, such that $\|\Delta^*_x\|_X < r_1$ implies $\|\Delta P_x\|_{L(X,Y')} \leq c_1$. Invertibility of $P_x(x) = P_x(x^*) + \Delta P_x(x^*)$ and the uniform bound for its inverse on $\mathcal{U}_{r_1}(x^*)$ then follows by [33] Thm. IV.1.16.

Remark 7.12. If $A(v)$ is quadratic implying $A_v(v)$ is linear and $A_{vv}(v)$ is constant, the contributions of $A$ to $\Delta P_x$ reduce to $A_v[\Delta^*_v]$, $A'_{v}[\Delta^*_v]$, and $\Delta^*_v A_{vv}$. If the cost functional is quadratic, it does not contribute to $\Delta P_x$. Then, in particular, smallness of $\Delta P_x$ does not depend on $u$.

Having established uniform invertibility of $P_x(x)$ in a neighborhood of $x^*$ satisfying Assumption 7.1, we can formulate conditions sufficient for the convergence of Newton’s method applied to the optimality system (7.1).

Corollary 7.13. [Cf. [34], Thm. 2.2] Let the assumptions of Lemma 7.11 hold. Consider $(v^*, u^*)$ for which Assumption 7.1 holds and let $x^* := (v^*, p^*, x^*, \mu^*, u^*)$ make up the corresponding solution of (7.1). If $x^0$ is such that for constants $r_1$, $B_0$, $\eta_0 > 0$,

(a) $\|x^0 - x^*\|_X < r_1$, where $r_1$ is as specified in Lemma 7.11 so that there exists a constant $B$ with $\|P_x^{-1}(x)\|_{L(Y',X)} \leq B$ on $\mathcal{U}_{r_1}(x^*)$,

(b) $\|P(x^0)\|_{L(X,Y')} \leq \eta_0$, and

(c) $LB\eta_0 < 2$, where $L$ is the Lipschitz constant of $P_x$ on $\mathcal{U}_{r_1}(x^*)$,

then the iterates of Algorithm 7.3 converge quadratically towards a solution $\bar{x}^*$ of (7.1) and the following estimates are valid:

$$\|x^{k+1} - x^k\| \leq \frac{1}{2} LB\|x^k - x^{k-1}\|^2,$$

$$\|x^k - \bar{x}^*\| \leq \frac{\|x^k - x^{k+1}\|}{1 - \frac{1}{2}LB\|x^k - x^{k-1}\|}.$$

Proof. The proof for [34] Thm. 2.2 holds also for the current assumptions. In particular the uniform bound on the inverse and Lipschitz continuity of $P_x$ imply the affine covariant Lipschitz condition used in [34]. For the extension to infinite dimension one can resort to the arguments used in the proof of [34] Thm. 2.1.□

Corollary 7.13 bases on the conditions (7.4a), (7.4b), and (7.4c) replaced by Lipschitz continuity of $P_x$ for convergence. Convergence can be also assured by the variants using condition (7.4b) or an estimate of $\|P'(x^*)^{-1}\|_{L(Y',X)}$, cf. Remark 7.3.

7.3. Newton for the Reduced Cost Functional. We consider the optimal control problem Problem 6.1 and assume that Assumption 7.1 holds. By Assumption 7.1(b), the input to state map $u \mapsto (v(u), p(u))$ is well defined [100] Thm. 4.B, and we can define the reduced cost functional for (6.1) via $\hat{J}(u) := J(v(u), u)$. By Assumption 7.1(d), one has local convexity of the problem and thus local uniqueness of an optimal control $u^*$ and that the necessary optimality condition $\hat{J}(u^*) = 0$ is also sufficient, cf. Theorem 5.9.

We formulate the Newton scheme (7.3) directly for the optimality condition. Given a starting value $u^0$, we compute the sequence $u^k, k = 1, 2, \cdots$ via

$$\hat{J}(u^0)\Delta^*_u = -\hat{J}(u^0), \quad u^{k+1} = u^k + \Delta^*_u.$$

By Theorem 5.3 and, in particular, by Lemma 6.5 we have that

$$\hat{J}(u^k) = J(u^k) - \lambda B_1,$$
where \( v = v(u^k) \) is the solution of the state equations (3.1) at \( u^k \), and where \( \lambda = \lambda(v(u^k)) \) solves the adjoint system (6.3) at \( v(u^k) \). With the assumption \( \mathcal{J}_{uv} = 0 \) one has

\[
\hat{J}_{uu}(u^k) \Delta^k_u = \mathcal{J}_{uu}(v, u^k) \Delta^k_u - \delta \lambda \cdot B_1,
\]

(7.14)

where \( \delta \lambda := \lambda_{v, u} \Delta^k_u \) solves the linearized adjoint equation:

\[
\begin{bmatrix}
\delta \lambda_v \\
0
\end{bmatrix} - \begin{bmatrix}
A_{uv}(v)' & J_1' \\
J_1 & 0
\end{bmatrix} \begin{bmatrix}
\delta \lambda_v \\
\mu
\end{bmatrix} + \begin{bmatrix}
K_{uv}(v) \delta v - [A_{uv}(v) \delta v]' \lambda \\
0
\end{bmatrix} = 0,
\]

\[
\delta \lambda_v(T) + jM_{uv}(v(T)) \delta v(T) = 0,
\]

(7.15)

where \( \delta v := v_u[\Delta^k_u] \) solves the linearized about \( u^k \) state equations with input \( \Delta^k_u \):

\[
\begin{bmatrix}
\delta v \\
0
\end{bmatrix} - \begin{bmatrix}
A_{uv}(v) & J_1' \\
J_2 & 0
\end{bmatrix} \begin{bmatrix}
\delta v \\
p
\end{bmatrix} + \begin{bmatrix}
B_1 \Delta^k_u \\
0
\end{bmatrix} = 0,
\]

\[
\delta v(0) = 0.
\]

(7.16)

For the relation of the derivative of the input to state maps and the linearized state equations see Remark 5.11.

Thus, one arrives at Algorithm 7.14 for one Newton step \( u^k \rightarrow u^{k+1} \):

**Algorithm 7.14** (Newton Scheme for the Reduced Cost Functional).

1. Compute \( v = v(u^k) \) and then \( \lambda = \lambda(v) \).
2. Solve

\[
\begin{bmatrix}
F_1(v) & 0 & B \\
W(v, \lambda) & F_{1d}(v) & 0 \\
0 & B' & R(u^k)
\end{bmatrix} \begin{bmatrix}
(\delta v, p) \\
(\delta \lambda, \mu)
\end{bmatrix} = -\begin{bmatrix}
0 \\
0 \\
J_{uu}(v(u^k)) - \lambda B_1
\end{bmatrix}
\]

(7.17)

for \( \Delta^k_u \).

\( u^{k+1} = u^k + \Delta^k_u \).

The operators used in (7.17) are as defined for (7.5).

By Assumption 7.1 we have regularity of the cost functional and the constraints, we have a local solution \( u^* \) such that \( \hat{J}(u^*) = 0 \), and we have the submersion property of the state equations at the optimal solution. If, as for the convergence result Corollary 7.13, we additionally assume solvability of the formal adjoint equation (7.1b) in a neighborhood of \( v(u^*) \), we obtain local quadratic convergence of the sequence generated by Algorithm 7.14, see [73, Thm 2.15].

**Remark 7.15.** Each iteration in Algorithm 7.14 requires one solve of the nonlinear state equation and the adjoint equation. If one resorts to iterative methods to solve (7.17), the action of \( \hat{J}_{uu} \) onto an iterate can be determined by subsequently computing \( \delta v \) and \( \delta \lambda \) in order to make use of relation (7.14).
8. Optimal Control of Finite-dimensional Index-2 DAEs

As in the abstract setting, one can can formally set up necessary optimality conditions by means of the formal adjoint equation, cf. Section 3.

Again, unlike the ODE case, for DAE constraints the existence and uniqueness of solutions to the involved adjoint equations and thus to the optimality system is in general not guaranteed, cf. [10, 12, 32, 68] and in particular [88] for the linear quadratic case. To provide necessary and sufficient conditions for the existence of optimal controls one can for example exploit the special structure of semi-explicit equations, cf. [32, 37, 48], or consider linear DAEs with properly stated leading term, cf. [9, 10, 11, 13, 98, 113]. The special case of Riccati-feedback solutions was investigated in [92]. The general way is to regularize the DAEs and formulate the conditions for the resulting strangeness-free system [27, 91]. In [89, 90] conditions and procedures for the construction of state feedbacks are presented such that the system is strangeness-free in the behavior formulation.

In our approach we make use of the structure of an optimality system that is stated in the original variables and the original equations. We will apply a decoupling into (5.1) - (5.2) and (6.1) - (6.2) and base on the specific structure of the semi-explicit index-2 equations, cf. [9, 10, 11, 13, 98, 113]. The special case of Riccati-feedback solutions was investigated in [92]. The general way is to regularize the DAEs and formulate the conditions for the resulting strangeness-free system [27, 91]. In [89, 90] conditions and procedures for the construction of state feedbacks are presented such that the system is strangeness-free in the behavior formulation.

In our approach we make use of the structure of an optimality system that is stated in the original variables and the original equations. We will apply a decoupling into (5.1) - (5.2) and (6.1) - (6.2) and base on the specific structure of the semi-explicit index-2 equations, cf. [9, 10, 11, 13, 98, 113]. The special case of Riccati-feedback solutions was investigated in [92]. The general way is to regularize the DAEs and formulate the conditions for the resulting strangeness-free system [27, 91]. In [89, 90] conditions and procedures for the construction of state feedbacks are presented such that the system is strangeness-free in the behavior formulation.

In our approach we make use of the structure of an optimality system that is stated in the original variables and the original equations. We will apply a decoupling into (5.1) - (5.2) and (6.1) - (6.2) and base on the specific structure of the semi-explicit index-2 equations, cf. [9, 10, 11, 13, 98, 113]. The special case of Riccati-feedback solutions was investigated in [92]. The general way is to regularize the DAEs and formulate the conditions for the resulting strangeness-free system [27, 91]. In [89, 90] conditions and procedures for the construction of state feedbacks are presented such that the system is strangeness-free in the behavior formulation.

We start with investigating classical solutions to a class of finite-dimensional DAEs and related optimal control problems that include the spatially discretized Problems discussed in Section 3 and 6. In fact, consider Problem 4.7 and let \( D_k \) and \( \psi \) be bases of \( V_k \) and \( Q_k \). Then, a solution \( v_k \) and \( p_k \) to (4.6-a-b) always has the representation \( v_k(t) = \sum_{i=1}^{n_k} v^i(t) \psi^i \) and \( p_k(t) = \sum_{j=1}^{n_p} p^j(t) \psi^j \) where the coordinate vectors \( v(t) = [v^1(t) \ldots v^n(t)] \in \mathbb{R}^{n_v} \) and \( p(t) = [p^1(t) \ldots p^n(p)] \in \mathbb{R}^{n_p} \) are solutions to

\[
M \dot{v} - A(t,v(t)) - J_1^T p(t) = f(t),
\]
\[
- J_2 v(t) = g(t),
\]
on \((0,T)\), with coefficient matrices

\[
M = [m_{nm}] \in \mathbb{R}^{n_v \times n_v}, \quad m_{nm} := \langle \phi^m, \phi^n \rangle_H,
\]
\[
J_1 = [j_{1ml}] \in \mathbb{R}^{n_v \times n_p}, \quad j_{1ml} := \langle \phi^m, J_1^l \psi^j \rangle_H, \quad \text{and} \quad (8.1)
\]
\[
J_2 = [j_{2ml}] \in \mathbb{R}^{n_p \times n_v}, \quad j_{2ml} := \langle \psi^j, J_2^m \phi^m \rangle_Q
\]
and with the nonlinearity

\[
A(t,v(t)) = [a_n] \in \mathbb{R}^{n_v}, \quad a_n := \langle \phi^n, A(t, \sum_{m=1}^{n_v} v^i(t) \phi^m) \rangle_H
\]
and right hand sides

\[
f(t) = \langle \psi^j, f_k(t) \rangle_H \in \mathbb{R}^{n_v} \quad \text{and} \quad g(t) = \langle \psi^j, g_k(t) \rangle_Q \in \mathbb{R}^{n_p}.
\]

In particular, we will consider the case where the nonlinearity can be written as \( A(t,v(t))v(t) \) as it comes out of the semi discretization of the Navier Stokes Equation (3.6). We will allow for time dependent coefficients \( M, J_1, J_2 \), as they may arise in the case of time dependent basis functions.
Having at hand the explicit matrix formulations of all operators, we can give explicit representations of the decoupling operators that were considered in the infinite-dimensional and in general semi-discrete setting in Section 3 and 4.

We will also define an associated optimal control problem and set up sufficient optimality conditions via a formal adjoint equation, cf. Section 6 and 7. For the linear-quadratic case as it occurs for linear state equations and quadratic costs or in the course of Newton iterations for the general nonlinear optimality systems, see Section 7 we state the existence of a Riccati decoupling of the optimality system. Using this decoupling of states and adjoint states, we derive necessary and sufficient conditions for the existence of optimal solutions.

In the main part, we will consider cost functionals that only depend on the variable $v$. It will turn out that the direct inclusion of $p$ in the cost functional will require additional regularity of $p$. We will discuss how to formally include $p$ without needing more regularity and properties of the optimality system with the direct inclusion of $p$ in the end of this section.

### 8.1. The Finite-dimensional State Equations

We start with stating assumptions that ensure that the DAEs under consideration are of tractability index 2. Then, we introduce a decoupling of the equations that identifies the differential and algebraic parts to read off necessary conditions for consistency and regularity of the data.

We will consider a semi-explicit semi-linear DAE with distributed control of the form:

**Problem 8.1.** Let $T > 0$ and let $n_v, n_p, n_u \in \mathbb{N}$. Let $M \in C(0,T;\mathbb{R}^{n_v,n_v})$ be pointwise invertible, let $A: (0,T) \times \mathbb{R}^{n_v} \to \mathbb{R}^{n_v,n_v}$ be a smooth function, let $J_1, J_2 \in C(0,T;\mathbb{R}^{n_p,n_v})$, and let $B_1 \in C(0,T;\mathbb{R}^{n_v,n_u})$ and $B_2 \in C(0,T;\mathbb{R}^{n_p,n_u})$. For given $\alpha \in \mathbb{R}^{n_v}$, $u \in C(0,T;\mathbb{R}^{n_u})$ and right hand sides $f$ and $g$ in $C(0,T;\mathbb{R}^{n_v})$ and $C(0,T;\mathbb{R}^{n_v})$, respectively, find $(v,p) \in C^1(0,T;\mathbb{R}^{n_v}) \times C(0,T;\mathbb{R}^{n_p})$ that fulfills

\[
M(t)\dot{v}(t) - A(t,v(t))v(t) - J_1(t)\T p(t) - B_1(t)u(t) = f(t), \quad (8.2a)
\]

\[
- J_2(t)\dot{v}(t) - B_2(t)u(t) = g(t), \quad (8.2b)
\]

on $(0,T)$, and

\[
v(0) = \alpha. \quad (8.2c)
\]

In order to guarantee existence of solutions $(v,p) \in C^1(0,T;\mathbb{R}^{n_v}) \times C(0,T;\mathbb{R}^{n_p})$ of (8.2), we make the following assumption:

**Assumption 8.2.** Consider Problem 8.1. We assume

(a) that $S := J_2M^{-1}J_1\T$ is pointwise invertible,

(b) sufficient regularity of the data and the input, namely $g$, $B_2u$, $M^{-1}J_1\T S^{-1}$, and $J_2$ are differentiable, and

(c) consistency of the data and the input, i.e. $J_2(0)v(0) = g(0) - B_2(0)u(0)$.

As a direct application of Proposition 2.6, we can state:

**Proposition 8.3.** Consider Problem 8.1. If Assumption 8.2(a) holds, then, for any input function $u \in C(0,T;\mathbb{R}^{n_u})$, the DAE (8.2a,b) has tractability index $i_\mu = 2$.

**Remark 8.4.** If $M$ is the mass matrix of a spatial discretization, then it is, typically, symmetric and strictly positive definite as is (8.1) if $\{\phi_i\}_{i=1}^{n_v}$ is a basis. Also, if one considers stable discretization schemes, i.e. schemes such that $J_1$ and $J_2$ and $V_k$ and $Q_k$ fulfill Assumptions 4.8 and 4.13 then also Assumption 8.2(a) is fulfilled. This is in particular the case for discrete LBB stable finite element schemes for the Navier Stokes equations, cf. Remark 4.15.
Remark 8.5. If also Assumption 8.2(a) holds, then one can define the differentiation index which will be \( i_v = 2 \), cf. Remark 2.9 and [153] Exa. 2.

The following Theorem 8.6 gives a solution representation by means of the inherent ODE and algebraic equations, cf. Lemma 3.30 for the abstract setting, that will be used to ensure existence and uniqueness in the linear case of System (8.2).

**Theorem 8.6.** Consider Problem 8.1. Each solution \((v,p)\) of (8.2) can be represented as \((v_P, Qv, p)\), where

\[
Qv = -M^{-1}J_1^T S^{-1}[B_2 u + g], \quad (8.3a)
\]

\[
p = -Q^{-1}[M^{-1}(A(Qv + v_P))[Qv + v_P] + B_1 u + f] + \dot{Q}v, \quad (8.3b)
\]

and \(v_P := \mathcal{P}v\) solves the ODE

\[
v_P - \left[\frac{d}{dt} \mathcal{P} + \mathcal{P}M^{-1}A(Qv + v_P)\right][Qv + v_P] - \mathcal{P}M^{-1}[B_1 u + f] = 0, \quad (8.3c)
\]

with \(\mathcal{P} := I - Q\), \(Q := M^{-1}J_1^T S^{-1} J_2\) and \(Q^- := S^{-1} J_2\).

**Proof.** We rewrite (8.2) as

\[
\begin{bmatrix}
M & 0 \\
0 & 0 
\end{bmatrix}
\begin{bmatrix}
v \\
p 
\end{bmatrix}
- \begin{bmatrix}
A(v) & J_1^T \\
J_2 & 0 
\end{bmatrix}
\begin{bmatrix}
v \\
p 
\end{bmatrix}
= \begin{bmatrix}
B_1 u + f \\
B_2 u + g 
\end{bmatrix}, \quad (8.4)
\]

and we compute the sequence of operators from Definition 2.3 as given in the proof of Proposition 2.6. In particular, with the projectors \(Q = M^{-1}J_1^T S^{-1} J_2\), which satisfies

\[
Q^2 = Q, \quad J_2 Q = J_2, \quad Q M^{-1} J_1^T = M^{-1} J_1^T, \quad \text{and} \quad Q^- Q = Q^-,
\]

and \(\mathcal{P} = I - Q\), we define

\[
\mathcal{E}^{-1}_2 = \begin{bmatrix}
\mathcal{P}M^{-1} & [I - \mathcal{P}M^{-1}A]M^{-1} J_1^T S^{-1} \\
Q^{-1} M^{-1} & -[I + Q^{-1} M^{-1} AM^{-1} J_1^T] S^{-1}
\end{bmatrix}
\]

for any \(A = A(v)\). Scaling the state equations (8.4) by \(\mathcal{E}^{-1}_2\) we get

\[
\begin{bmatrix}
\mathcal{P} & 0 \\
Q^- & 0 
\end{bmatrix}
\begin{bmatrix}
\dot{v} \\
\dot{p} 
\end{bmatrix}
- \begin{bmatrix}
\mathcal{P}M^{-1}A0 & 0 \\
Q^- M^{-1} A0 & 0 
\end{bmatrix}
\begin{bmatrix}
v \\
p 
\end{bmatrix}
= \mathcal{E}^{-1}_2 \left[\begin{bmatrix}
M^{-1}[B_1 u + f] \\
B_2 u + g 
\end{bmatrix}
\right]. \quad (8.5)
\]

Having applied the projectors \(\mathcal{P}_1, \mathcal{P}_0\mathcal{P}_1\) and \(\mathcal{P}_0\mathcal{P}_1\), cf. Definition 2.3 to (8.6) we obtain the three subsystems

\[
\begin{bmatrix}
Q^- & 0 \\
0 & 0 
\end{bmatrix}
\begin{bmatrix}
\dot{v} \\
\dot{p} 
\end{bmatrix}
- \begin{bmatrix}
0 & 0 \\
Q^- M^{-1} A0 & 0 
\end{bmatrix}
\begin{bmatrix}
v \\
p 
\end{bmatrix}
= \mathcal{P}_0 \mathcal{E}^{-1}_2 \left[\begin{bmatrix}
B_1 u + f \\
B_2 u + g 
\end{bmatrix}
\right], \quad (8.7a)
\]

and

\[
\begin{bmatrix}
\mathcal{P} & 0 \\
0 & 0 
\end{bmatrix}
\begin{bmatrix}
\dot{v} \\
\dot{p} 
\end{bmatrix}
- \begin{bmatrix}
\mathcal{P}M^{-1}A0 & 0 \\
0 & 0 
\end{bmatrix}
\begin{bmatrix}
v \\
p 
\end{bmatrix}
= \mathcal{P}_0 \mathcal{E}^{-1}_2 \left[\begin{bmatrix}
B_1 u + f \\
B_2 u + g 
\end{bmatrix}
\right], \quad (8.7b)
\]

and

\[
\begin{bmatrix}
\mathcal{P} & 0 \\
0 & 0 
\end{bmatrix}
\begin{bmatrix}
\dot{v} \\
\dot{p} 
\end{bmatrix}
- \begin{bmatrix}
\mathcal{P}M^{-1}A0 & 0 \\
0 & 0 
\end{bmatrix}
\begin{bmatrix}
v \\
p 
\end{bmatrix}
= \mathcal{P}_0 \mathcal{E}^{-1}_2 \left[\begin{bmatrix}
B_1 u + f \\
B_2 u + g 
\end{bmatrix}
\right], \quad (8.7c)
\]
respectively. Since \( \mathcal{D}_1 + \mathcal{P}_0 \mathcal{P}_1 + \mathcal{Q}_0 \mathcal{P}_1 = I \), Equations (8.7) contain all information of (8.6) and vice versa. We decompose \( v = v_p + Qv \), where \( v_p := \mathcal{P}v \) so that from (8.7a) we can deduce that
\[
Qv = -M^{-1}J_1^T S^{-1} [B_2 u + g]
\] (8.8)
and that \( Qv \) is differentiable by assumption. With \( \dot{v} = \dot{Q}v + v_p \) and \( Q^{-1}v_p = 0 \), Equation (8.7a) gives
\[
p = -Q^{-1} M^{-1} [A(Qv + v_p)(Qv + v_p) + B_1 u + f] + Q^{-1} \dot{Q}v,
\] (8.9)
while (8.7a) defines the inherent ODE for \( v_p := \mathcal{P}v \) via
\[
v_p = \left[ \frac{d}{dt} \mathcal{P} + \mathcal{P} M^{-1} A(Qv + v_p)](Qv + v_p) = \mathcal{P} M^{-1}[B_1 u + f], \quad v_p(0) = \mathcal{P}v_0. \] (8.10)

Remark 8.7. Note the necessity of the consistency condition in Assumption (8.2c), since by (8.8) the condition
\[
J_2 v(0) = J_2 [Qv(0) + \mathcal{P}v(0)] = J_2 Qv(0) = -B_2 u(0) - g(0),
\]
must hold and note, that an initial condition for \( p \) would have to fulfill (8.9) at \( t = 0 \).

Remark 8.8. In the setting of the Navier-Stokes Equation, the projector \( Q \) realizes the discrete Helmholtz-decomposition that splits a vector field into a divergence free part and a part that can be expressed as the gradient of a scalar potential, cf. [49, Cor. 3.4]. If \( J_2 \) is the discrete divergence operator, then the decomposition \( v = Qv + \mathcal{P}v = Qv + v_p \) delivers that \( J_2 v_p = 0 \) and \( Qv \) is in the range of \( M^{-1} J_1^T \), which is the discrete gradient operator in many discretization schemes. The matrix \( Q^{-1} \) is a generalized left inverse of \( M^{-1} J_1^T \) and can be seen as the operator that maps the potential field \( Qv = M^{-1} J_1^T p \) onto its potential \( p \). Accordingly, (8.3b) is the discrete Pressure Poisson Equation, cf. [50].

Corollary 8.9. If \( B_2 = 0 \), then the solutions of (8.2) do not depend on the time derivative of the input. The condition \( B_2 = 0 \) is also necessary for the existence of solutions for all continuous inputs.

Proof. The first assertion of Corollary 8.9 follows from the representation of the solution as given in Theorem 8.6. For the converse direction, one concludes that the solution component \( \frac{d}{dt}(B_2 u) \) can only exist for all continuous \( u \) if \( B_2 = 0 \).

For the results of the next sections we will always require \( B_2 = 0 \) which by Corollary 8.9 is necessary and sufficient for the admissibility of inputs that are only continuous. This is what in [9, 10] and [134] is also assumed and referred to as causality.

8.2. Optimal Control of Semi-explicit DAEs. We define the semi-discrete optimal control problem:

Problem 8.10. Consider the setup of Problem 8.1. Let \( U := \mathcal{C}(0, T; \mathbb{R}^{n_u}) \) be the space of input functions and let \( \mathcal{M} : \mathbb{R}^{n_v} \to \mathbb{R} \) and \( \mathcal{K} : (0, T) \times \mathbb{R}^{n_v} \times \mathbb{R}^{n_p} \to \mathbb{R} \) be differentiable functionals. Consider the problem of finding an input \( u \in U \) such that the cost functional
\[
\mathcal{J}(v, p, u) = \mathcal{M}(v(T)) + \int_0^T \mathcal{K}(t, v(t), p(t), u(t)) \, dt.
\] (8.11)
is minimal, where \( (v, p) \) and \( u \) are constrained via the DAE (8.2) for given right hand sides \( f \) and \( g \) and a given initial value \( \alpha \).
For Problem 8.10, one can formally derive the associated Euler-Lagrange Equations, cf. [91] and the formulation in infinite-dimensions given in Corollary 6.8.

**Problem 8.11.** Consider Problem 8.10 and assume that \( A \) is differentiable. Find \( (v, p) \in C^1(0, T; \mathbb{R}^n) \times C(0, T; \mathbb{R}^n) \), \( (\lambda, \mu) \in C^1(0, T; \mathbb{R}^n) \times C(0, T; \mathbb{R}^n) \) and \( u \in \mathcal{U} \) that fulfill the following equations:

\[
M \dot{v} - A(v)v - J^T_1 p - B_1 u = f, \quad (8.12a)
\]
\[
-J_2 v - B_2 u = g, \quad (8.12b)
\]
\[
v(0) = \alpha, \quad (8.12c)
\]
\[
-\frac{d}{dt}(M^T \lambda) - A^T_v(v)\lambda - J^T_2 \mu + K^T(v, p, u) = 0 \quad (8.12d)
\]
\[
M^T \lambda(T) = -M^T(v(T)), \quad (8.12e)
\]
\[
-J_1 \lambda + K^T(v, p, u) = 0, \quad (8.12f)
\]
\[
\mathcal{M}_p(v(T)) = 0, \quad (8.12g)
\]
\[
K_{uv}(v, p, u) - B^T_1 \lambda - B^T_2 \mu = 0, \quad (8.12h)
\]

where the time dependencies are dropped.

**Remark 8.12.** Equation system 8.12 is commonly referred to as Euler-Lagrange equations. If it possesses a solution, then it provides necessary optimality conditions, cf. Theorem 5.5 for a general formulation and [9, 92, 113] for the finite-dimensional linear case. Note, in particular, that the optimal control problem can be solvable also if (8.12) is not well posed [92].

We will not investigate existence of solutions here, but for the special case of linear-quadratic control.

8.3. Linear-quadratic Optimal Control. In this section, we formulate an optimality system and determine necessary and sufficient conditions for optimal solutions in terms of the original equations rather than for a strangeness-free reformulation, cf. [27, 91].

We investigate a linearized version of (8.2), i.e. \( A(t, v) = A(t) \), and a quadratic cost functional:

**Problem 8.13.** Consider Problem 8.10 with the cost functional \( J \) be given as

\[
J(v, p, u) = \frac{1}{2} \begin{bmatrix} v & p \\ V_1 & V_2 & V_12 & V_21 & S_{uv} & S_{pu} & R \\ W_1 & W_2 & W_{12} & W_{21} & S_{uv} & S_{pu} & R \\ S_{uv} & S_{pu} & R \end{bmatrix} \begin{bmatrix} v \\ p \\ u \end{bmatrix} + \frac{1}{2} \int_0^T \begin{bmatrix} v \\ p \\ u \end{bmatrix}^T \begin{bmatrix} V_1 & V_12 & V_21 & V_2 \\ W_1 & W_2 & W_{12} & W_{21} & S_{uv} & S_{pu} & R \\ S_{uv} & S_{pu} & R \end{bmatrix} \begin{bmatrix} v \\ p \\ u \end{bmatrix} dt \quad (8.13)
\]

with \( R \) invertible and symmetric positive semi-definite weighting matrices \( \begin{bmatrix} V_1 & V_12 \\ V_21 & V_2 \end{bmatrix} \) and the state equations given as

\[
M(t) \dot{v}(t) - A(t)v(t) - J_1(t)^T p(t) - B_1(t) u(t) = f(t),
\]
\[
-J_2(t) v(t) - B_2(t) u(t) = g(t),
\]

on \((0, T)\), and

\[
v(0) = \alpha.
\]
In the setting of Problem 8.13 the formal Euler-Lagrange equations, cf. [91], are given by

\[ M \dot{v} - Av - J_1^T p - B_1 u = g, \quad v(0) = v^0 \]  
\[ -J_2 v - B_2 u = g \]  
\[ \frac{d}{dt}(M^T \lambda_1) - A^T \lambda_1 - J_2^T \lambda_2 + W_1 v + W_12 p + S_{vu} u = 0, \]  
\[ M^T \lambda_1(T) = -V_1 v \bigg|_{t=T} - V_2 p \bigg|_{t=T}, \]  
\[ -J_1 \lambda_1 + W_{21} v + W_{2p} + S_{pu} u = 0, \quad 0 = V_{21} v \bigg|_{t=T} + V_{2p} p \bigg|_{t=T}, \]  
\[ -B_1^T \lambda_1 - B_2^T \lambda_2 + S_{uv} v + S_{up} p + R u = 0. \]  

If system (8.14) possesses a solution, then it provides necessary and sufficient conditions for an optimal input \( u \), cf. Remark 8.12. In what follows, we will establish conditions for existence of solutions of (8.14).

Remark 8.14. Since we consider state solutions \((v, p) \in C^1 \times C\) and inputs \( u \in C \), candidate solutions of (8.14) must not contain \( \dot{u} \) or \( \dot{p} \). Thus, by Corollary 8.9 it is necessary that

\[ B_2 = 0, \quad W_2 = 0 \quad \text{and} \quad S_{pu} = S_{up} = 0. \]  

Another necessary condition for the existence of solutions, is the consistency of the initial values. The true optimality conditions, cf. [92], necessitate that

\[ \text{span} \begin{bmatrix} V_{11} & V_{12} \\ V_{21} & V_{22} \end{bmatrix} \subset \text{span} \begin{bmatrix} M^T & 0 \\ 0 & 0 \end{bmatrix}, \]  

i.e. \( V_{22} \) and \( V_{12} = V_{21}^T \) must be zero. By combining (8.14) and the terminal condition for \( \lambda_1 \), we find

\[ -J_1 \lambda_1(T) = -W_{21} v(T) = J_1 M^{-T} V_1 v(T). \]

We will ensure this condition by requiring

\[ J_1 M^{-T} V_1 = 0, \quad \text{and} \quad W_{21} = W_{12}^T = 0. \]  

The latter condition means that \( V_1 \) acts only on the dynamical part of \( v \) as it is given by (8.3). Note that these conditions are equivalent to the assumptions that were made in [9].

Remark 8.15. In theory, setting \( W_2, W_{12} = W_{21}^T \) to zero, does not cause a loss of generality, as \( p \) is an affine linear function of \( v \) and \( u \), cf. Theorem 8.9. Thus, in the cost functional, all terms in \( p \) can be replaced by terms in \( v \) and \( u \). Furthermore, the cross terms of \( v \) and \( u \) can be formally eliminated by an input shift, cf. Section 8.5. However, for applications, the exclusion of \( p \) from the cost functional is a restriction.

We use the invertibility of \( R \) to express \( u \) via

\[ u = R^{-1} [B_1^T \lambda_1 + B_2^T \lambda_2 - S_{uv} v - S_{up} p] \]
and write (8.14) in matrix vector form

\[
\begin{bmatrix}
M\dot{v} \\
- \frac{d}{dt}(M^T\lambda_1) \\
0 \\
0
\end{bmatrix} =
\begin{bmatrix}
B_1R^{-1}B_1^T & B_1R^{-1}B_2^T & A - B_1R^{-1}S_u & J_1^T - B_1R^{-1}S_u \\
B_2R^{-1}B_1^T & B_2R^{-1}B_2^T & J_2 - B_2R^{-1}S_u & -B_2R^{-1}S_u \\
A^T - S_{uu}R^{-1}B_1^T & J_2^T - S_{uu}R^{-1}B_2^T & S_{uu}R^{-1}S_u - W_1 & S_{uu}R^{-1}S_u - W_1 \\
J_1 - S_{uu}R^{-1}B_1^T & -S_{uu}R^{-1}B_2^T & S_{uu}R^{-1}S_u - W_1 & S_{uu}R^{-1}S_u - W_2
\end{bmatrix}
\begin{bmatrix}
\lambda_1 \\
\lambda_2 \\
v \\
p
\end{bmatrix}
\]

(8.17)

If (8.15) holds, the corresponding terms in (8.17) vanish:

\[
\begin{bmatrix}
M\dot{v} \\
- \frac{d}{dt}(M^T\lambda_1) \\
0 \\
0
\end{bmatrix} =
\begin{bmatrix}
B_1R^{-1}B_1^T & 0 & A - B_1R^{-1}S_u & J_1^T \\
0 & J_2 & 0 \\
A^T - S_{uu}R^{-1}B_1^T & J_2^T & -W_1 + S_{uu}R^{-1}S_u & -W_12 \\
J_1 & 0 & -W_21 & 0
\end{bmatrix}
\begin{bmatrix}
\lambda_1 \\
\lambda_2 \\
v \\
p
\end{bmatrix}
\]

\[
= \begin{bmatrix} f^T \\ g^T \\ 0 \\ 0 \end{bmatrix}^T. 
\]

(8.18)

Remark 8.16. By inverting the mass matrices and permuting the rows and the columns, System (8.18) can be brought into the form of (8.2). Then, with Assumption (8.2)a we have that the (8.18) is of tractability index 2. This follows from Proposition 2.6 and from

\[
\begin{pmatrix}
0 & J_2 & 0 & J_1^T \\
J_1 & -W_21 & 0 & J_2M^{-1}J_1^T \\
0 & -J_1M^{-1}J_2 & -W_21M^{-1}J_1^T & -J_1M^{-1}W_12
\end{pmatrix} =
\]

being invertible by Assumption (8.2)a).

Assuming further that \(W_{21} = 0\), cf. (8.16), we can write the system as \(u = R^{-1}B_1^T\lambda_1\),

\[
\begin{bmatrix}
M\dot{v} \\
- \frac{d}{dt}(M^T\lambda_1) \\
0 \\
0
\end{bmatrix} =
\begin{bmatrix}
G & 0 & F & J_1^T \\
0 & 0 & J_2 & 0 \\
F^T & J_2^T & H & 0 \\
J_1 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\lambda_1 \\
\lambda_2 \\
v \\
p
\end{bmatrix} =
\begin{bmatrix}
f \\
g \\
v \\
p
\end{bmatrix},
\]

(8.19a)

(8.19b)

with \(F := A - B_1R^{-1}S_u\), symmetric matrices \(G := B_1R^{-1}B_1^T\) and \(H := -W_1 + S_{uu}R^{-1}S_u\).

8.4. Existence and Representations of Optimal Solutions. In this section, we introduce a Riccati-decoupling for the optimality system. Using the projectors from Section 8.1, we determine differential and algebraic parts of the obtained differential-algebraic matrix Riccati equation and prove well-posedness. As a side-product we establish the unique solvability of the corresponding optimality system.

We have that if (8.15) holds, then the considered Euler-Lagrange equations are in the form (8.2), cf. Remark 8.16. Therefore, one may apply Theorem 8.6 to identify the inherent ODE (8.10), one may use the theory for ODEs to state the existence of solutions to the obtained linear boundary value problem, cf. [8] Thm. 3.26). However, the reformulation as used in Theorem 8.6 will not preserve the symmetry of (8.10) and thus makes it more difficult to investigate whether the boundary values admit the existence of a solution. We will use a reformulation
that preserves the Hamiltonian structure such that the existence of a solution can be obtained via a differential Riccati equation, cf. [35] [36] [71] [130].

**Lemma 8.17.** Consider the semi-explicit linear DAE of index 2

\[
\begin{bmatrix}
M & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
v \\
p
\end{bmatrix}
- \begin{bmatrix}
A & J_1^T \\
J_2 & 0
\end{bmatrix}
\begin{bmatrix}
v \\
p
\end{bmatrix}
- \begin{bmatrix}
B_1 \\
0
\end{bmatrix}
u = \begin{bmatrix}
f \\
g
\end{bmatrix},
\]

and a cost functional

\[
\mathcal{J}(v,u) = \frac{1}{2}(v-v^*)^T V_1 (v-v^*) + \frac{1}{2} \int_0^T (v-v^*)^T \begin{bmatrix}
W_1 & S_{vu} \\
S_{uv} & R
\end{bmatrix} (v-v^*) dt,
\]

which does not act onto the algebraic variable \( p \) and with symmetric positive semi-definite weighting matrices and \( R \) symmetric positive definite. Define the matrix functions \( F := A - B_1 R^{-1} S_{uv}, G := B_1 R^{-1} B_1^T \) and \( H := -W_1 + S_{vu} R^{-1} S_{uv} \).

1.) Each solution \( (v,p,\lambda_1,\lambda_2) \) of the associated Euler-Lagrange equations as given by (8.19) has a representation \( (v,p) = (v_p + Q_v p, p) \) and \( (M^T \lambda_1, \lambda_2) \) given by the decoupled system

\[
\begin{align*}
Q_v &= -M^{-1} J_1^T S^{-1} g, \\
Q^T M^T \lambda_1 &= 0, \\
\lambda_2 &= -S^{-T} J_1 M^T [H[Q_v + v_p] + F^T M^{-T} \lambda_p], \\
p &= -Q^{-1} [M^{-1} [F[Q_v + v_p] + f] - \frac{d}{dt}(Q_v)] - Q^{-1} M^{-1} G M^{-T} [\lambda_p + Q^T F M^{-T} \lambda_p + J_1^T \lambda_2],
\end{align*}
\]

and

\[
\begin{bmatrix}
0 & I \\
-I & 0
\end{bmatrix}
\begin{bmatrix}
\dot{\lambda}_p \\
\dot{v}_p
\end{bmatrix}
= \begin{bmatrix}
G_0 & F_0 \\
F_0^T & H_0
\end{bmatrix}
\begin{bmatrix}
\lambda_p \\
v_p
\end{bmatrix}
= \begin{bmatrix}
\mathcal{P} M^{-1} [f - F M^{-T} J_1^T S^{-1} g] \\
\mathcal{P}^T H M^{-1} J_1^T S^{-1} g
\end{bmatrix},
\]

\( v_p (0) = \mathcal{P} v^0 \) and \( \lambda_p (T) = -\mathcal{P}^T V_1 v (T), \)

where \( F_0 := \frac{d}{dt} \mathcal{P} + \mathcal{P} M^{-1} F \mathcal{P}, G_0 := G_0^T := \mathcal{P} M^{-1} G \mathcal{P}^T, H_0 := H_0^T := \mathcal{P}^T H \mathcal{P} \) and \( \mathcal{P}, \mathcal{Q}, \mathcal{Q}^{-1} \) and \( S \) as defined in Theorem 8.6.

2.) If in addition

\[
J_2 v^0 = g(0) \quad \text{and} \quad J_1 M^{-T} V_1 = 0,
\]

then the Euler-Lagrange equations (8.19) possess a unique solution.

3.) If in addition \( f \) and \( g \) are zero, then (8.19) can be decoupled via

\[
\begin{bmatrix}
\lambda_1 \\
\lambda_2
\end{bmatrix}
= \begin{bmatrix}
X_1 & X_2 \\
X_2 & 0
\end{bmatrix}
\begin{bmatrix}
M & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
v \\
p
\end{bmatrix},
\]

where \( X_1 = X_1^T \) and \( X_2 \) fulfill the differential-algebraic Riccati equation

\[
\frac{d}{dt} M^T X_1 M + M^T X_1 F + F^T X_1 M + M^T X_1 G X_2 M + H + M^T X_2 J_2 + J_2^T X_2 M = 0,
\]

with the terminal condition

\[
M^T X_1 (T) M = -V_1,
\]

and the algebraic constraints

\[
M^T J_1 X_1 = 0 \quad \text{and} \quad J_1 X_1 M = 0.
\]

Equations (8.25b-c) uniquely define a symmetric negative semi-definite \( X_1 \).
4.) If, however, \( f, g \) and \( v^* \) are not identically zero, then the solution of (8.19) decouples via

\[
\begin{bmatrix}
\lambda_1 \\
\lambda_2
\end{bmatrix} = \begin{bmatrix} X_1 & X_2 \\ X_2 & 0 \end{bmatrix} \begin{bmatrix} M & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} v \\ p \end{bmatrix} + \begin{bmatrix} w_1 \\ w_2 \end{bmatrix},
\]

(8.26)

where \( X_1 \) and \( X_2 \) are given by a solution of (8.25) and \((w_1, w_2)\) is the unique solution of

\[
-\frac{d}{dt}\begin{bmatrix} M^T w_1 \\ 0 \end{bmatrix} - \begin{bmatrix} M^T X_1 G + F^T J_2 \\ J_1 \end{bmatrix} \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} = \begin{bmatrix} f_{\lambda_1} + M^T [X_1 \tilde{f}_v + X_2 g] \\ 0 \end{bmatrix},
\]

(8.27)

\[
M^T w_1(T) = V_1 v^*(T),
\]

with \( \tilde{f}_v := f + B_1 R^{-1} S_{uv} v^* \) and \( f_{\lambda_1} := [W_1 - S_{uv} R^{-1} S_{uu}] v^* \).

**Proof.** We write the Euler-Lagrange system, cf. (8.19), as

\[
\begin{bmatrix} 0 & 0 & I & 0 \\ 0 & 0 & 0 & 0 \\ -I & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \frac{d}{dt} \begin{bmatrix} M^{T\lambda_1} \\ v \\ p \end{bmatrix} = \begin{bmatrix} M^{-1} g + F M^{-1} J_1 M^{-1} J_1^T \\ 0 & 0 & J_2 \\ F^T M^{-T} J_1 \\ J_1 - M^{-1} J_1^T \end{bmatrix} \begin{bmatrix} M^{T\lambda_1} \\ v \\ p \end{bmatrix} = \begin{bmatrix} f^T M^{-T} g^T \\ 0 \\ 0 \\ 0 \end{bmatrix}^T,
\]

\[
v(0) = v^0 \quad \text{and} \quad M^{T\lambda_1}(T) = -V_1 v^*(T).
\]

In order to preserve the self-adjoint structure, cf. [94], only congruence transformations should be applied, i.e. a scaling of the equations must be accompanied by the transpose inverse scaling of the variables. In accordance to (8.3) we congruently transform the system by

\[
S_2 := \begin{bmatrix} \mathcal{E}^{-1}_2 & \mathcal{I} \\ \mathcal{I} & \mathcal{I} \end{bmatrix} = \begin{bmatrix} \mathcal{P} & [I - \mathcal{P} M^{-1} F] M^{-1} J_1 M^{-1} J_1^T S^{-1} \\ \mathcal{Q}^{-1} & [I + \mathcal{Q}^{-1} M^{-1} F M^{-1} J_1 J_1^T S^{-1}] \end{bmatrix} = \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix},
\]

where \( \mathcal{E}_2 = \begin{bmatrix} I + M^{-1} F \mathcal{Q} \\ J_2 \end{bmatrix} M^{-1} J_1 \) as defined in Definition [2.3] with the inverse given in (8.5), up to a scaling by \( M^{-1} \). The summand that comes from the time-dependency in the variable transformation \( S_2^T \) is given by

\[
S_2 \left[ \begin{array}{cccc}
0 & 0 & I & 0 \\
0 & 0 & 0 & 0 \\
-I & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array} \right] S_2^T = \left[ \begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array} \right].
\]

With this we get the scaled and transformed system

\[
\tilde{f} = \begin{bmatrix} 0 & 0 & \mathcal{P} & 0 \\ 0 & 0 & -\mathcal{Q}^{-1} \\ -\mathcal{P} & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \frac{d}{dt} \begin{bmatrix} \lambda_1 \\ \lambda_2 \\ \tilde{f}_v \\ p \end{bmatrix} + \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -\frac{d}{dt} \mathcal{P} & -\mathcal{Q}^{-1} & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} \lambda_1 \\ \lambda_2 \\ \tilde{f}_v \\ p \end{bmatrix} = \begin{bmatrix} \mathcal{P} M^{-1} G^T \mathcal{P}^T \\ M^{-1} G M^{-T} \mathcal{Q}^{-1} \\ \mathcal{P} M^{-1} F P Q^{-1} \\ M^{-1} G M^{-T} \mathcal{Q}^{-1} \end{bmatrix} \begin{bmatrix} \lambda_1 \\ \lambda_2 \\ \tilde{f}_v \\ p \end{bmatrix}
\]

(8.29)
with the transformed state and scaled right hand side
\[
\begin{bmatrix}
\tilde{\lambda}_1 \\
\tilde{\lambda}_2 \\
v \\
p
\end{bmatrix} := S_2^{-T}
\begin{bmatrix}
M^T \lambda_1 \\
\lambda_2 \\
v \\
p
\end{bmatrix} = \begin{bmatrix}
[I + Q^T F^T M^{-T}] M^T \lambda_1 + J_2 \lambda_2 \\
J_1 \lambda_1 \\
v \\
p
\end{bmatrix}
\]
and \( \tilde{f} := S_2 [f^T M^{-T} g^T 0 0]^T \), respectively. From the last line in (8.29) we find that \( \tilde{\lambda}_1 = 0 \) so that we can rewrite the equations for \( (\tilde{\lambda}_1, v, p) \) as
\[
\begin{bmatrix}
P \\
Q^T \\
0 \\
0
\end{bmatrix}
\begin{bmatrix}
\dot{v} \\
\dot{p}
\end{bmatrix} = \begin{bmatrix}
P M^{-1} G M^{-T} P^T \\
Q^T M^{-1} G M^{-T} \\
0 \\
0
\end{bmatrix} \begin{bmatrix}
\tilde{\lambda}_1 \\
\tilde{\lambda}_2 \\
v \\
p
\end{bmatrix} - \begin{bmatrix}
P M^{-1} F P + Q \\
Q^T M^{-1} F P - Q \\
0 \\
I
\end{bmatrix} \begin{bmatrix}
v \\
p
\end{bmatrix}
\]
and
\[
E_2^{-1} \begin{bmatrix}
M^{-1} \tilde{f} \\
g
\end{bmatrix}
\]
and
\[
-\frac{d}{dt}(P^T \tilde{\lambda}_1) - [P^T F^T M^{-T} P^T + Q^T] \tilde{\lambda}_1 - Hv = 0.
\]
(8.30b)

Analogously to (8.7) we apply the projectors
\[
\mathcal{D}_1 \left[ \begin{bmatrix}
Q \\
- \tilde{Q}
\end{bmatrix} \begin{bmatrix}
0 \\
0
\end{bmatrix}
\end{bmatrix} = \left[ \begin{bmatrix}
P \\
0
\end{bmatrix} \begin{bmatrix}
0 \\
I
\end{bmatrix}
\right] \text{ and } \mathcal{D}_0 \mathcal{D}_1 = \left[ \begin{bmatrix}
P \\
0
\end{bmatrix} \begin{bmatrix}
0 \\
0
\end{bmatrix}
\right]
\]
to (8.30b) to obtain the three subsystems
\[
\begin{bmatrix}
0 \\
0 \\
0 \\
0
\end{bmatrix} \begin{bmatrix}
\dot{v} \\
\dot{p}
\end{bmatrix} = \begin{bmatrix}
Q^T M^{-1} f - FM^{-1} J_f^T S^{-1} g
\end{bmatrix},
\]
(8.31b)
and
\[
\begin{bmatrix}
P \\
0 \\
0 \\
0
\end{bmatrix} \begin{bmatrix}
\dot{v} \\
\dot{p}
\end{bmatrix} = \begin{bmatrix}
P M^{-1} G M^{-T} P^T \\
0 \\
0 \\
0
\end{bmatrix} \begin{bmatrix}
\tilde{\lambda}_1 \\
\tilde{\lambda}_2 \\
v \\
p
\end{bmatrix} - \begin{bmatrix}
P M^{-1} F P + Q \\
Q^T M^{-1} F P - Q \\
0 \\
I
\end{bmatrix} \begin{bmatrix}
v \\
p
\end{bmatrix}
\]
and
\[
E_2^{-1} \begin{bmatrix}
M^{-1} \tilde{f} \\
F
\end{bmatrix}
\]
respectively. Using the projector property \( \mathcal{P}^T = \mathcal{P}^T \mathcal{P}^T \) to obtain the relation
\[
\frac{d}{dt}(P^T \tilde{\lambda}_1) = \dot{\mathcal{P}} P^T \tilde{\lambda}_1 + P^T \frac{d}{dt}(P^T \tilde{\lambda}_1) = \frac{d}{dt}(P^T \tilde{\lambda}_1) - Q^T \frac{d}{dt}(P^T \tilde{\lambda}_1) + \dot{\mathcal{P}} P^T \tilde{\lambda}_1
\]
we split (8.30b) into the two subsystems
\[
Q^T \frac{d}{dt}(P^T \tilde{\lambda}_1) - Q^T \dot{\lambda}_1 - Q^T Hv = 0
\]
(8.32a)
and
\[
-\frac{d}{dt}(P^T \tilde{\lambda}_1) - \frac{d}{dt}(P^T) P^T \tilde{\lambda}_1 - P^T F^T M^{-T} P^T \dot{\lambda}_1 - P^T Hv = 0.
\]
(8.32b)
If we then define \( v_P := \mathcal{P} v \) and \( \tilde{\lambda}_P := \mathcal{P}^T \tilde{\lambda}_1 \) and decompose \( \tilde{\lambda}_1 = \tilde{\lambda}_P + Q^T \tilde{\lambda}_1 \) and \( v = v_P + Q v \) we find that (8.31b) and (8.32a) define algebraic relations for
\[
Q v = -M^{-1} J_f^T S^{-1} g,
\]
(8.33a)
\[
Q^T \tilde{\lambda}_1 = -Q^T \left[ H Q v + Hv_P \right] + Q^T \dot{\lambda}_P
\]
(8.33b)
and, with \( Q^T v_P \)
\[
p = -Q^T \left[ M^{-1} F [Q v + v_P] + M^{-1} f + M^{-1} G M^{-T} \tilde{\lambda}_1 - \frac{d}{dt}(Q v) \right],
\]
(8.33c)
while \( \lambda_P \) and \( v_P \) are defined by the coupled ODEs given by (8.32) and (8.31):

\[
-\ddot{\lambda}_P - \left[ \frac{d}{dt} \mathcal{P}^T + \mathcal{P}^T F^T M^{-T} \mathcal{P}^T \right] \lambda_P - \mathcal{P}^T H \mathcal{P} v_P = \mathcal{P}^T H M^{-1} J_1 \lambda_S^{-1} \quad (8.34a)
\]

and

\[
\dot{v}_P - \mathcal{P} M^{-1} G M^{-T} \mathcal{P} \lambda_P - \left[ \frac{d}{dt} \mathcal{P} + \mathcal{P} M^{-1} F \mathcal{P} \right] v_P = \mathcal{P} M^{-1} [F - F M^{-1} J_1 \lambda_S^{-1}]. \quad (8.34b)
\]

Note that we have used the projector property \( \mathcal{P} = \mathcal{P}^2 \) to keep the symmetry in (8.34) obvious.

In view of expressing the obtained relations in terms of the original variables \((\lambda_1, \lambda_2)\) we observe that

\[
\dot{\lambda}_P = \mathcal{P}^T \lambda_1 = \mathcal{P}^T [M^T \lambda_1 + Q^T F^T \lambda_1 + J_2^T \lambda_2] = \mathcal{P}^T M^T \lambda_1 =: \lambda_P.
\]

From \( \dot{\lambda}_2 = J_1 \lambda_1 = 0 \) we confer

\[
\mathcal{P}^T M^T \lambda_1 = J_2^T S^{-T} J_1 \lambda_1 = 0.
\]

For \( \lambda_2 \) we use \( \mathcal{P}^T \dot{\lambda}_1 = \mathcal{P}^T [f + Q^T F M^{-T}] M^T \lambda_1 + Q^T J_2^T \lambda_2 = \mathcal{P}^T F M^{-T} \lambda_P + J_2^T \lambda_2, \) relation (8.33), and the invertibility of \( S^T = J_1 M^{-1} J_2^T \) to get

\[
\lambda_2 = -S^{-T} J_1 M^{-T}[H [Q v + v_P] + F M^{-T} \lambda_P].
\]

Note that \( J_1^T M^{-T} \mathcal{P}^T = 0 \), so that \( \dot{\lambda}_P \in \text{span} \mathcal{P}^T \) does not appear.

Similarly, one can express the equation for \( p \) in terms of \((\lambda_1, \lambda_2)\) which completes the derivation of Equations (8.22).

First, we show that for any \( v^0 \) and \( \mathcal{P}^T V_1 \) symmetric positive semi-definite the decoupled system (8.22) has a unique solution \((v_P, Q v, p, \lambda_P, Q^T M^T \lambda_1, \lambda_2)\). Second, we confer that under the consistency conditions (8.23) the solution of (8.22) provides a solution of the Euler-Lagrange equations (8.19). Finally, by 1.) every solution of (8.19) has a representation in (8.22), such that in summary the Euler-Lagrange equations must possess a unique solution.

We first consider in (8.22)-f) the case with a zero right hand side. With the Riccati ansatz \( \lambda_P = X_0(t) v_P(t) \) these equations can be rewritten as the differential Riccati equation

\[
\dot{X}_0 = -X_0 G_0 X_0 - X_0 F_0 - F_0^T X_0 - H_0, \quad X_0(0) = -\mathcal{P}^T V_1, \quad (8.35)
\]

which has a unique solution, cf. [2, Thm. 4.1.6], since \( \mathcal{P}^T V_1, G_0, \) and \(-H_0\) are symmetric positive semi-definite. With this \( X_0 \) we get \( v_P \) and \( \lambda_P \) as the solution of \( \dot{v}_P - [G_0 X_0 + F_0] v_P = 0, v_P(0) = P v^0 \) and \( \lambda_P = X_0 v_P \), respectively.

One can show that if there exists a solution to (8.22)-f) with a zero right hand side, then it is unique. This is equivalent to the fact that the linear part of the affine boundary conditions are stated such, that (8.22)-f) with \( \mathcal{P}^T V_1 \) symmetric positive semi-definite, has a unique solution, cf. [8, Thm. 3.26], for any continuous right hand side.

By construction, a solution of (8.19) uniquely defines a solution to (8.22). The converse is true if, and only if, the algebraic variables fulfill the initial and terminal conditions, i.e.,

\[
Q v(0) = Q v_P = M^{-1} J_1 \lambda_S^{-1} J_2 v_P \quad \text{and} \quad (8.36a)
\]

\[
\mathcal{P}^T M^T \lambda_1(T) = -Q^T V_1 v(T) = -J_2^T S^{-T} J_1 M^{-T} V_1 v(T). \quad (8.36b)
\]

By (8.22) we have that \( Q v(0) = M^{-1} J_1 \lambda_S^{-1} g(0) \) such that \( J_2 v(0) = g(0) \) is necessary and sufficient for (8.36a). By (8.22) we have that \( Q^T M^T \lambda_1 = 0 \) such that \( J_1 M^{-T} V_1 = 0 \) is sufficient but in general not necessary for (8.36b). Note, however, that in this case we can infer that \( J_1^T M^{-T} V_1 = 0 \), so that \( V_1 M^{-1} J_1 = 0 \).
or \( V_1Q = 0 \), which means that \( V_1v = V_1Pv \), such that in (8.22), \( P^TV_1 \) can be replaced by \( P^TV_1P \). Thus, condition (8.23) implies the symmetry in the terminal condition that was sufficient for the existence of \( X_0 \) in (8.33).

With the ansatz
\[
\begin{bmatrix}
\lambda_1 \\
\lambda_2
\end{bmatrix} = \begin{bmatrix} X_1 & X_2^T \\
X_2 & 0
\end{bmatrix} \begin{bmatrix} M & 0 \\
0 & 0
\end{bmatrix} \begin{bmatrix} v \\
p
\end{bmatrix}
\]
we obtain that
\[
\frac{d}{dt} \begin{bmatrix}
M^T & 0 \\
0 & 0
\end{bmatrix} \begin{bmatrix}
\lambda_1 \\
\lambda_2
\end{bmatrix} = \frac{d}{dt} M^T X_1 M + 0 \\
0 & 0
\end{bmatrix} + M^T X_1 \begin{bmatrix} M & 0 \\
0 & 0
\end{bmatrix} \begin{bmatrix} M & 0 \\
0 & 0
\end{bmatrix} \begin{bmatrix} v \\
p
\end{bmatrix}.
\]

In (8.38) we replace \( \frac{d}{dt} \begin{bmatrix}
M^T & 0 \\
0 & 0
\end{bmatrix} \begin{bmatrix}
\lambda_1 \\
\lambda_2
\end{bmatrix} \) and \( \begin{bmatrix} M & 0 \\
0 & 0
\end{bmatrix} \begin{bmatrix} \dot{v} \\
\dot{p}
\end{bmatrix} \) via the relations given in (8.19) and every occurrence of \( \begin{bmatrix}
\lambda_1 \\
\lambda_2
\end{bmatrix} \) by the ansatz (8.37) to obtain \( \mathcal{X} \begin{bmatrix} v \\
p
\end{bmatrix} = 0 \), where
\[
\mathcal{X} := \begin{bmatrix}
\frac{d}{dt} (M^T X_1 M) + F^T X_1 M + M^T X_1 F + M^T X_1 G X_1 M + H + J_2^T X_2 M + M^T X_2^T J_2 & M^T X_1 J_1^T \\
J_1 X_1 M & 0
\end{bmatrix}.
\]

Since \( \mathcal{X} \begin{bmatrix} v \\
p
\end{bmatrix} = 0 \) must hold for every state trajectory, one requires \( \mathcal{X} = 0 \) which gives the equations for \( X_1 \) and \( X_2 \):
\[
\frac{d}{dt} M^T X_1 M + M^T X_1 F + F^T X_1 M + M^T X_1 M X_2 + X_2^T M^T X_2 J_2 + J_2^T X_2 M = 0,
\]
\[
M^T X_1 (T) M = -V_1,
\]
\[
M^T J_1 X_1 = 0 \quad \text{and} \quad J_1 X_1 M = 0.
\]

The terminal condition in (8.40a) is defined via (8.19) and (8.24):
\[
M^T \lambda_1 (T) = M^T X_1 (T) M v (T) = -V_1 v (T) \Rightarrow M^T X_1 (T) M = -V_1.
\]

To show that (8.40) has a solution, we consider Equation (8.40a) in the transformed variables \( X := -M^T X_1 M \) and \( Y := X_2 M \):
\[
-\dot{X} - F^T M^{-T} X - X M^{-1} F + X M^{-1} G - T M^{-T} X + H + J_2^T Y + Y^T J_2 = 0,
\]
\[
X (T) = V_1.
\]

By means of the projector \( Q := M^{-1} J_2^T [J_2 M^{-1} J_2]^{-1} J_2 \) we write \( X = [Q^T + P^T] X [P + Q] \). From (8.40b) we obtain that \( Q^T X = X Q = 0 \) and thus \( X \) is completely defined via \( X_0 := P^T X P \). Applying \( P^T \) and \( P \) to (8.41) from the left and the right, respectively, we get a standard differential Riccati equation
\[
-\dot{X}_0 - F_0^T X_0 - X_0 F_0 + X_0^T M^{-1} G M^{-T} X_0 + P^T H P = 0,
\]
\[
X_0 (T) = P^T V_1 P,
\]
which has a unique and symmetric positive semi-definite solution, cf. Thm. 4.1.6, since \( V_1, G \), and \( -H \) are symmetric positive semi-definite. Again, the consistency condition (8.23) ensures that \( X_0 (T) \) also satisfies the initial condition and the algebraic constraints in (8.40). Since \( Q^T X = 0 \) and \( X Q = 0 \), we have \( X_1 = -M^{-1} T X M^{-1} \) is unique and symmetric negative semi-definite.

Application of \( P^T \) from the left and \( Q \) from the right to (8.41) gives
\[
-\dot{X}_0 Q - X_0 M^{-1} F Q + P^T H Q = -P^T Y^T J_2 Q = -P^T Y^T J_2,
\]
which is uniquely solvable for $P^TY^T$. The projected equation obtained via $Q^T$ and $P$ is the transpose of the above equation and bears no additional information.

Finally, one can determine $Q^TY^T$ from the projection of (8.41) onto the range of $Q^T$ and $P$ which reads

$$Q^THQ + Q^TY^TJ_2Q + Q^TYQ = 0.$$  (8.43)

With $J_2Q = J_2$, we find that (8.43) is of the form $[YQ]^TJ_2 + J_2^TYQ = -Q^THQ$ that was investigated in [23]. With $Q^- := M^{-1}J_1^T[J_2M^{-1}J_1^T]^{-1}$ being a generalized inverse to $J_2$, we obtain the projectors $P_1 := Q^-J_2 = Q$ and $P_2 := J_2Q^- = I$ and the existence of solutions to (8.43) follows by [23, Thm. 1], since $Q^THQ$ is symmetric and $[I - P_1]Q^THQ[I - P_1] = 0$.

The general solution to (8.43) is given by

$$YQ = \frac{1}{2}[J_1M^{-T}J_2^T]^{-1}J_1M^{-T}HQ + ZJ_2,$$

where $Z$ is arbitrary with $Z^T = -Z$. Thus existence of $M^TX_1M$ and $M^TX_2 = Y^T = P^TY^T + Q^TY^T$ and therefore $X_1$ and $X_2$ is proved.

By construction, with $X_1$ and $X_2$ as determined above, the solution of

$$\begin{bmatrix} M & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} v \\ p \end{bmatrix} = \begin{bmatrix} C & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} X_1 & X_2^T \\ X_2 & 0 \end{bmatrix} \begin{bmatrix} M & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} F & J_2 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} v \\ p \end{bmatrix},$$

$$v(0) = v^0,$$

and

$$\begin{bmatrix} \lambda_1 \\ \lambda_2 \end{bmatrix} = \begin{bmatrix} X_1 & X_2^T \\ X_2 & 0 \end{bmatrix} \begin{bmatrix} M & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} v \\ p \end{bmatrix}$$

gives the solution of (8.19) with a zero right-hand side.

ad 4.) The result for the affine-linear case is obtained via the affine-linear ansatz (8.26) using similar arguments as in the proof of 3.). Proceeding analogously to the first steps for part 3.), but with the affine linear ansatz (8.26) instead of the linear (8.24), we come to the expression

$$\mathcal{X} \begin{bmatrix} v \\ p \end{bmatrix} + \frac{d}{dt} \begin{bmatrix} M^T & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} = \begin{bmatrix} M^TX_1G + F^TJ_2 \\ 0 \\ J_1 \end{bmatrix} \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} = \begin{bmatrix} f_{\lambda_1} + M^TX_1f_v + M^TX_2g \\ f_{\lambda_2} \\ M^Tw_1(T) = V_1v^*(T) \end{bmatrix},$$

(8.45)

where $\mathcal{X}$ is as in (8.39). Again, the requirement $\mathcal{X} = 0$ uniquely defines $X_1$ and $X_2 := \bar{X}_2 + ZJ_2M^{-1}$ up to an arbitrary skew-symmetric matrix $Z$. We write $M^TX_1f_v = M^TX_2g - J_2Zf_p$ and define $\bar{w}_2 := w_2 - Zg$. With this Equation (8.45) gives a system for $(w_1, \bar{w}_2)$:

$$\begin{bmatrix} -\frac{d}{dt}(M^Tw_1) \\ 0 \end{bmatrix} - \begin{bmatrix} M^TX_1G + F^TJ_2 \\ 0 \\ J_1 \end{bmatrix} \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} = \begin{bmatrix} f_{\lambda_1} + M^TX_1f_v + M^TX_2g \\ f_{\lambda_2} \\ M^Tw_1(T) = -V_1v^*(T) \end{bmatrix},$$

(8.46)

which is of type (8.2). Since by (8.23) the terminal condition is consistent, system (8.46) has a unique solution $(w_1, \bar{w}_2)$. In particular, $w_1$ is independent of $Zg$, cf. (8.8) and (8.10). For the solution $w_2$ of (8.45) we have $w_2 = \bar{w}_2 + Zf_p$. Thus the existence of the functions used for the ansatz (8.26) is shown.
By construction, we have that the ansatz (8.26) leads to the solution of the Euler-Lagrange equations (8.19) via the decoupled system

\[
\begin{bmatrix}
  M & 0 \\
  0 & 0
\end{bmatrix} \begin{bmatrix}
  \dot{v} \\
  \dot{p}
\end{bmatrix} = \begin{bmatrix}
  G & X_1 X_2^T \\
  0 & 0
\end{bmatrix} \begin{bmatrix}
  M & 0 \\
  0 & 0
\end{bmatrix} \begin{bmatrix}
  v \\
  p
\end{bmatrix} = \begin{bmatrix}
  f + B_1 R^{-1} S_{uw} v^* + G w_1 \\
  g
\end{bmatrix},
\]

and

\[
\begin{bmatrix}
  \lambda_1 \\
  \lambda_2
\end{bmatrix} = \begin{bmatrix}
  X_1 & X_2^T \\
  X_2 & 0
\end{bmatrix} \begin{bmatrix}
  M & 0 \\
  0 & 0
\end{bmatrix} \begin{bmatrix}
  v \\
  p
\end{bmatrix} + \begin{bmatrix}
  w_1 \\
  w_2
\end{bmatrix}.
\]

\[\square\]

**Remark 8.18.** The solution of (8.25) is unique up to an additive term \(Z J_2 M^{-1}\) in \(X_2\), with an arbitrary matrix \(Z\), that fulfills \(Z^T = -Z\). However, this does not contradict the unique solvability of the Euler-Lagrange equations, since \(\lambda_1\) and \(\lambda_2\) as defined via (8.24) are independent of any choice of \(Z\).

In view of optimal control, the above results can be summarized as follows. To obtain an optimal input \(u\) for (8.20) with respect to a cost functional of type (8.21) it is sufficient to have a solution of the associated Euler-Lagrange equations (8.19), cf. [113]. By Lemma 8.17 it follows that for the considered state equations and cost functionals this solution exists, that it is unique, that it can be obtained via the separation ansatz (8.24), and that an optimal \(u\) is obtained via expression (8.19). For the inhomogeneous and for the trajectory tracking case, one can use an affine linear Riccati-ansatz, cf. [113]. Thus, we can state the following theorem:

**Theorem 8.19.** Let \(T > 0\) and consider the time interval \((0, T]\), let \(n_u, n_v, n_p \in \mathbb{N}\), \(n_u > n_p\), \(M \in C(0, T; \mathbb{R}^{n_u \times n_u})\) pointwise invertible, \(A \in C(0, T; \mathbb{R}^{n_v \times n_v})\), and let \(J_1, J_2 \in C(0, T; \mathbb{R}^{n_v \times n_v})\), such that \(J_2 M^{-1} J_1^T\) is invertible and such that \(M^{-1} J_1^T S^{-1} J_2\) is differentiable. Let \(W_1, V_1 \in \mathbb{R}^{n_u \times n_u}\) be symmetric positive semi-definite, \(S_{uv} = S_{vu} \in \mathbb{R}^{n_u \times n_v}\) an arbitrary matrix, and let \(R \in \mathbb{R}^{n_v \times n_v}\) symmetric positive definite.

For a given \(v^* \in C^1(0, T; \mathbb{R}^{n_v})\) consider the linear-quadratic optimal control problem of finding \(u \in C(0, T; \mathbb{R}^{n_u})\) such that

\[
\frac{1}{2} [v - v^*]^T V_1 [v - v^*] + \frac{1}{2} \int_0^T \begin{bmatrix}
  v - v^* \\
  u
\end{bmatrix}^T \begin{bmatrix}
  W_1 & S_{uv} \\
  S_{vu} & R
\end{bmatrix} \begin{bmatrix}
  v - v^* \\
  u
\end{bmatrix} dt,
\]

is minimal, where \(v\) on \((0, T]\) satisfies the state equations

\[
\begin{bmatrix}
  M & 0 \\
  0 & 0
\end{bmatrix} \begin{bmatrix}
  \dot{v} \\
  \dot{p}
\end{bmatrix} = \begin{bmatrix}
  A & J_1^T \\
  J_2 & 0
\end{bmatrix} \begin{bmatrix}
  v \\
  p
\end{bmatrix} - \begin{bmatrix}
  B_1 \\
  0
\end{bmatrix} u = \begin{bmatrix}
  f \\
  g
\end{bmatrix}, \quad v(0) = v^0.
\]

If \(f \in C(0, T; \mathbb{R}^{n_v})\), \(g \in C^1(0, T; \mathbb{R}^{n_v})\) and if

\(J_2 v_0^* = g(0)\) and \(J_1 M^{-T} V_1 = 0\),

then the optimal control problem is solvable and an optimal input \(u\) is given via the feedback-law

\[
u = R^{-1} [B_1^T [X_1 M v + w_1] - S_{uv}(v - v^*)],
\]
where $X_1 = X_T^T$, negative semi-definite, and $w_1$ are the unique solutions of

$$\frac{d}{dt} M^T X_1 M + F^T X_1 M + M^T X_1 F + M^T X_1 G X_1 M + H + J_2^T X_2 M + M^T X_2^T J_2 = 0,$$

$$M^T X_1(T) M = -V_1,$$

$$J_1 X_1 M = 0,$$

and

$$-\frac{d}{dt}(M^T w_1) - [M^T X_1 G + F^T] w_1 - J_2^T w_2 = f_{\lambda_1} + M^T X_1 f_v + M^T X_2 g,$$

$$M^T w_1(T) = V_1 v^*(T),$$

$$J_1 w_1 = 0,$$

respectively, where $F := A - B_1 R^{-1} S_{uv}$, $G := B_1 R^{-1} B_1^T$ and $H := -W_1 + S_{eu} R^{-1} S_{uv}$ and with $f_v := f + B_1 R^{-1} S_{uv} v^*$ and $f_{\lambda_1} := [W_1 - S_{eu} R^{-1} S_{uv}] v^*$.

Theorem 8.19 gives – in particular – sufficient optimality conditions in terms of the original variables and coefficients. Necessity of these conditions is not guaranteed in general, as an inconsistent $V_1$ renders them ill-posed, although for well-posed state equations a solution of the optimal control problem always exists, cf. the true optimality system defined in [33].

For practical applications, the following modification that closes the gap between sufficiency and necessity of the optimality conditions in Theorem 8.19 may be considered.

Remark 8.20. By Theorem 8.6 one has that if $v$ solves (8.20), then it can be expressed as $v = P v - c$, with $c := M^{-1} J_1^T S^{-1} g$ independent of $u$ and $v$ and that the terminal point penalization in the cost functional (8.21) can be replaced like

$$\frac{1}{2} v^T(T) V_1 v(t) \leftarrow \frac{1}{2} [P v(t) - c(t)]^T V_1 [P v(T) - c(T)].$$

With this equivalent formulation, the terminal condition on $M^T \lambda_1$ in (8.19b) coming from the variation of the cost functional with respect to $v$ reads $M^T \lambda_1(T) = -P^T V_1 [P v(T) - c(T)]$. Then the end condition for the gain matrix $X_1$ is given via $P^T V_1 P$ and for the affine part $w_1$ via $M^T w_1(T) = P^T V_1 [v^*(T) + M^{-1} J_1^T S^{-1} g(T)]$. Both conditions are consistent as $J_1 M^{-T} P^T = 0$. With this modification, in Theorem 8.19 the restriction $J_1 M^{-T} V_1 = 0$ is obsolete and the given optimality conditions are equivalent to the true optimality conditions.

8.5. Cross terms and the Algebraic Variable in the Cost Functional. As mentioned in Remark 8.15 in the linear case, one can theoretically reformulate any cost functional of type (8.13) as an equivalent cost weighting without the algebraic variable $p$ and without cross terms in the integral part.

To illustrate this, we assume that the right hand sides $f$ and $g$ in the state equations (8.2) are zero. If $f$ and $g$ are not zero, the same approach will lead to a linear in $v$ and $u$ term in the cost functional, which then appears in the right hand side of the adjoint equation as does $W_1 v^*$ in the affine linear formulation in Theorem 8.19. If they are zero, then, by Theorems 8.6 we have

$$p = -Q^{-1} M^{-1} A v - Q^{-1} M^{-1} B_1 u$$
and the trajectory weighting \( [v^T \ p^T \ u^T] [W_1 \ W_{12} \ S_{vu} \ \bar{S}_{uv} \ S_{pu} \ \bar{S}_{up} \ \bar{R}] \) in Problem 8.13 can be reformulated as \( [v^T \ u^T] \left[ \bar{W}_1 \ \bar{S}_{vu} \ \bar{S}_{uv} \ \bar{R} \right] [v^T \ u^T] \) with

\[
\begin{bmatrix}
\bar{W}_1 & \bar{S}_{vu} \\
\bar{S}_{uv} & \bar{R}
\end{bmatrix} := \\
\begin{bmatrix}
I & 0 \\
0 & I
\end{bmatrix}^T \\
\begin{bmatrix}
W_1 & W_{12} & S_{vu} \\
W_{21} & W_2 & S_{pu} \\
S_{uv} & S_{up} & R
\end{bmatrix} \\
\begin{bmatrix}
I & 0 \\
0 & I
\end{bmatrix}.
\]

If then \( \tilde{R} = \begin{bmatrix} -Q^{-1} M^{-1} B_1 \\ I \end{bmatrix}^T \begin{bmatrix} W_2 & S_{pu} \\ S_{uv} & R \end{bmatrix} \begin{bmatrix} -Q^{-1} M^{-1} B_1 \\ I \end{bmatrix} \) was invertible, this would give the situation of that was considered in Section 8.3.

Then, due to the linearity of the problem, one could also formally eliminate the crossterms given by \( \bar{S}_{uv} \) in the cost functional by shifting the input and considering \( \tilde{u} = u + \tilde{R}^{-1} \bar{S}_{uv} v \). This gives an equivalent formulation of the optimal control problem Problem 8.13 without endpoint penalization: Find \( u \in \mathcal{U} \), such that

\[
J(v, p, \tilde{u}) = \frac{1}{2} \int_0^T v^T \left[ \bar{W} - \bar{S}_{uv} \tilde{R}^{-1} \bar{S}_{uv}^T \right] v + \tilde{u}^T \tilde{R} \tilde{u} \, dt \rightarrow \min
\]

subject to

\[
\begin{bmatrix}
M & 0 \\
0 & 0
\end{bmatrix} \begin{bmatrix}
\dot{v} \\
\dot{p}
\end{bmatrix} - \begin{bmatrix}
A - B_1 \tilde{R}^{-1} \bar{S}_{uv} \\
J_2
\end{bmatrix} \begin{bmatrix}
v \\
p
\end{bmatrix} - \begin{bmatrix}
B_1 \\
0
\end{bmatrix} \tilde{u} = \begin{bmatrix}
0 \\
0
\end{bmatrix}, \quad v(0) = v^0,
\]

where \( \tilde{u} = u + \tilde{R}^{-1} \bar{S}_{uv} v \).

However, the presence of a cross term \( S_{up} \), may make \( \tilde{R} \) indefinite, such that the theory of Section 8.3 is not applicable.

Remark 8.21. As illustrated above, if \( R \) is invertible, in the setting of linear-quadratic systems as Problem 8.13, one can always eliminate cross terms \( S_{uv} \) by shifting the input as \( \tilde{u} \leftrightarrow u + R^{-1} \bar{S}_{uv} v \).

The elimination of the linking of \( p \) and \( u \) by a shift of the input is not simply possible in general. In the shifted system with \( \tilde{u} = u + R^{-1} \bar{S}_{up} p \), the state equations read

\[
\begin{bmatrix}
M & 0 \\
0 & 0
\end{bmatrix} \begin{bmatrix}
\dot{v} \\
\dot{p}
\end{bmatrix} - \begin{bmatrix}
A - B_1 R^{-1} \bar{S}_{up} \\
J_2
\end{bmatrix} \begin{bmatrix}
v \\
p
\end{bmatrix} - \begin{bmatrix}
B_1 \\
0
\end{bmatrix} \tilde{u} = \begin{bmatrix}
0 \\
0
\end{bmatrix}, \quad v(0) = v^0.
\]

This shows, that if one shifts \( u \) via \( p \), a different approach is necessary, since the index of the state equations may change, cf. Proposition 8.3 and Assumption 8.2 a). In particular, if \( J_2^T - B_1 R^{-1} \bar{S}_{up}^T \) is not of full rank, the state equations (8.48b) are not uniquely solvable.

8.6. Optimal Control Including the Algebraic Variables. In this section, we consider linear-quadratic optimal control problems that explicitly includes the variable \( p \) in the cost functional. This will need additional regularity of \( p \), cf. Remark 8.14. We will not discuss solvability but investigate the differential algebraic structure of the associated formal Euler-Lagrange equations.
Consider Problem 8.13 with a cost functional of type
\[
\mathcal{J}(v, p, u) = \frac{1}{2} \begin{bmatrix} v - v^* \\ p - p^* \end{bmatrix}^T \begin{bmatrix} V_1 & V_{12} \\ V_{21} & V_2 \end{bmatrix} \begin{bmatrix} v - v^* \\ p - p^* \end{bmatrix} + \int_0^T \begin{bmatrix} v - v^* \\ p - p^* \end{bmatrix}^T \begin{bmatrix} W_1 & W_{12} \\ W_{21} & W_2 \end{bmatrix} \begin{bmatrix} v - v^* \\ p - p^* \end{bmatrix} + \nu^T Ru \, dt,
\]
subject to (8.2), with weighting matrices \( \begin{bmatrix} V_1 & V_{12} \\ V_{21} & V_2 \end{bmatrix} \), \( \begin{bmatrix} W_1 & W_{12} \\ W_{21} & W_2 \end{bmatrix} \) being positive semi definite and \( R \) invertible. We do not include cross terms, because the coupling of \( u \) to \( v \) only means a shift in the input, while the coupling of \( u \) and \( p \) causes changes in the system structure, cf. Remark 8.21. The formal Euler-Lagrange equations, cf. (8.41), read

\[
M \ddot{v} - Av - J_1^T p - B_1 u = f, \quad v|_{t=0} = v^0 \quad \text{(8.49a)}
\]
\[
-J_2 v = g \quad \text{(8.49b)}
\]
\[
-\frac{d}{dt}(M^T \lambda_1) - A^T \lambda_1 - J_2^T \lambda_2 + W_1[v - v^*] + W_{12}[p - p^*] = 0, \quad \text{(8.49c)}
\]
\[
M^T \lambda_1(t) = -V_1[v - v^*]|_{t=T} - V_{12}[p - p^*]|_{t=T}, \quad \text{(8.49d)}
\]
\[
-J_1 \lambda_1 + W_{21}[v - v^*] + W_2[p - p^*] = 0, \quad \text{(8.49e)}
\]
\[
V_{21}[v - v^*]|_{t=T} + V_2[p - p^*]|_{t=T} = 0, \quad \text{(8.49f)}
\]
\[
-B_1^T \lambda_1 + Ru = 0. \quad \text{(8.49g)}
\]

Unlike in Section 8.2, we now consider arbitrary smooth data. Nevertheless, for the existence of solutions, the initial and terminal conditions have to be consistent with the algebraic constraints. We assume that the target state is consistent at the endpoint, i.e. \( -J_2 v^*(T) = g(T) \) to conclude that

\[
v(T) - v^*(T) \in \mathcal{P} \mathbb{R}^n, \quad Q[v(T) - v^*(T)] = 0 \quad \text{and} \quad p(T) - p^*(T) \in \mathbb{R}^{n_p}, \quad \text{(8.50)}
\]
using the projectors \( \mathcal{P} \) and \( Q \) that were defined in Theorem 8.6. We will not consider the possibility of cancelling a term that contains \( v - v^* \) by a term that contains \( p - p^* \).

Thus, combining the terminal condition \(8.49d\) and the algebraic constraints \(8.49c\) on \( \lambda_1 \) we obtain consistency conditions for the \( p \) related coefficients via

\[
J_1 M^{-1} V_{12} + W_2)[p(T) - p^*(T)] = 0 \quad \text{or, equivalently,} \quad V_{12} = -J_2^T S^{-1} W_2 + \mathcal{P}^T Z_1,
\]
with an arbitrary \( Z_1 \in \mathbb{R}^{n_{\nu} \times n} \). By symmetry and \(8.49\) we further need

\[
V_{21}[v(T) - v^*(T)] = V_{12}^T[v(T) - v^*(T)] = Z_1^T \mathcal{P}[v(T) - v^*(T)] = 0
\]
which can only hold for \( Z_1^T \mathcal{P} = 0 \). Thus the one obtains the necessary condition

\[
V_{21} = V_{21} = -J_2^T S^{-1} W_2. \quad \text{(8.51)}
\]
From \(8.49f\) we also conclude that necessarily

\[
V_2 = 0. \quad \text{(8.52)}
\]

Regarding \( v \), the conditions \(8.49d\) and \(8.49g\) give \( J_1 M^{-1} V_1 + W_{21})[v(T) - v^*(T)] = 0 \) or, equivalently, \( V_1 \mathcal{P} = -J_2^T S^{-1} W_{21} \mathcal{P} + \mathcal{P}^T Z_2 \mathcal{P} \), as, by assumption, \( v(T) - v^*(T) \) takes on values only in the subspace \( \mathcal{P} \mathbb{R}^{n_{\nu}} \). This means that for given \( W_{21} \), the only condition on \( V_1 \) is

\[
Q^T V_1 \mathcal{P} = -J_2^T S^{-1} W_{21} \mathcal{P}, \quad \text{(8.53)}
\]
while \( \mathcal{P}^T V_1 \mathcal{P} \) and \( V_1 Q \) can be chosen arbitrarily.
Remark 8.22. If $W_2 \neq 0$ and $g(T) \neq 0$, then the regulator problem, i.e. \( v^* = 0 \), may not be solvable in this setting. This follows from \( V_{21} v(T) = -W_2 S^{-1}_2 J_2 v(T) = W_2 S^{-1}_2 g(T) \) which is not necessarily 0 and thus possibly violates (8.49).

Using relation (8.49b) to express \( u \) in terms of \( \lambda_1 \) and assuming that (8.51), (8.52), and (8.53) hold, we find that the matrices

\[
E = \begin{bmatrix}
0 & -M^T & 0 & 0 \\
M & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\quad \text{and} \quad
A = \begin{bmatrix}
-W_1 & F^T + M^T & -W_{12} & J_2^T \\
F & G & J_1^T & 0 \\
-W_{21} & J_1 & -W_2 & 0 \\
J_2 & 0 & 0 & 0
\end{bmatrix},
\tag{8.54}
\]

with \( F \) and \( G \) being the right hand side. Since \( E \) is invertible, implying that \( F \) is invertible. Then for all (8.49) as

\[
E \dot{x} - Ax = f,
\tag{8.55}
\]

for the state vector and right hand side

\[
x = \begin{bmatrix}
\nu \\
\lambda_1 \\
p \\
\lambda_2
\end{bmatrix}
\quad \text{and} \quad
f = \begin{bmatrix}
f_{x_1} \\
f_{x_2} \\
\dot{f}_{x_1} \\
\dot{f}_{x_2}
\end{bmatrix} = \begin{bmatrix}
W_1 v^* + W_{12} p^* \\
W_{21} v^* + W_{22} p^*
\end{bmatrix},
\]

respectively. Since \( E^T = -E \) and \( A^T = A + \hat{E} \) hold, by [94, Def. 3.9] the pair \( (E, A) \) of matrix functions is self-adjoint. Thus (8.55) can be reduced to the canonical form developed in [94] to state the determine the differentiation index of (8.49). In view of determining the index, we state the following technical lemma.

Lemma 8.23. Let \( M \in \mathbb{R}^{n_x,n_x} \) be invertible and \( A, B \in \mathbb{R}^{n_x,n_x} \) such that \( AM^{-1}B^T \) is invertible. Then for all \( Q_A, Q_B \in \mathbb{R}^{n_x,n_x} \), where the columns of \( Q_B^T \) form a basis of \( \ker A \cap \ker B^T \) and \( \ker B \), respectively, the matrix \( Q_B^T MQ_A \) is invertible.

Proof of Lemma 8.23. We have, \( AM^{-1}B^T \) is invertible or \( \ker A \cap \ker M^{-1}B^T = \{ 0 \} \) implying that \( [Q_A, AM^{-1}B^T] \) is invertible. Also, \( BM^{-1}A^T \) is invertible, what gives \( \ker BM^{-1}A^T = \{ 0 \} \) and, thus, \([M^T Q_B, A^T]\) is invertible. Consequently

\[
[M^T Q_B, A^T]^T [Q_A, AM^{-1}B^T] = \begin{bmatrix}
Q_B^T MQ_A & 0 \\
0 & AM^{-1}B^T
\end{bmatrix}
\]

and in particular \( Q_B^T MQ_A \) is invertible.

Now we can determine the differentiation index of (8.49), which, by Remark 2.9, coincides with the tractability index.

Lemma 8.24. Consider Equation (8.49). Let \( M \) be pointwise symmetric positive definite and let \( J_2 M^{-1} J_2^T \) be invertible. If \( W_{21} = W_{12}^T \) and \( W_1, W_2, G \) are symmetric positive semi-definite and if conditions (8.51), (8.52), and (8.53) hold and if the coefficients are sufficiently smooth, then (8.49) is of differentiation index \( \nu_d = 3 \).

Proof. We write (8.49) as \( E \dot{x} - Ax = f \), cf. (8.55). Since \( J_1 \) and \( J_2 \) are of full rank, there are orthogonal matrices \( Q_i = \begin{bmatrix} Q_{i1}^T \\ Q_{i2}^T \end{bmatrix} \) such that \( J_i Q_i^{1T} Q_i^{2T} = [R_i 0] \), with \( R_i \) invertible, \( i = 1, 2 \). With this, a congruence transformation with \( Q := \text{diag}(Q_2, Q_1, I, I) \) of system (8.55) reads

\[
\hat{E} \dot{x} - \hat{A} \dot{x} = \hat{f},
\]
where

\[
\hat{\mathcal{E}} := \begin{bmatrix}
0 & 0 & -Q_1^TM_1^TQ_1^T & -Q_2^TM_2^TQ_2^T & 0 & 0 \\
0 & 0 & -Q_1^TM_1^TQ_1^T & -Q_2^TM_2^TQ_2^T & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}, \quad \hat{x} := \begin{bmatrix}
Q_1^Tv \\
\lambda_1 \\
Q_2^Tv \\
\end{bmatrix},
\]

and where \(F_M := F + \hat{M}\) and \(\hat{f} := Qf\), cf. [94]. Note that congruence transformations preserve the structure, i.e. \((\hat{\mathcal{E}}, \hat{\mathcal{A}})\) is again self-adjoint. Since \(R_{J_2}\) is invertible, \(Q_2^v\) is readily determined. Also \(\lambda_2\) is decoupled from the solution of the remaining variables so we can proceed with investigating the subsystem with the coefficients

\[
\hat{\mathcal{E}}_{22} := \begin{bmatrix}
0 & -Q_2^TM_1^TQ_1^T & -Q_2^TM_2^TQ_2^T & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}, \quad \hat{\mathcal{A}}_{22} := \begin{bmatrix}
-\tilde{Q}_2^W_2\tilde{Q}_2^T & \tilde{Q}_2^FQ_2^T & \tilde{Q}_2^GQ_1^T & -\tilde{Q}_2^W_2 \\
-\tilde{Q}_2^W_2\tilde{Q}_2^T & \tilde{Q}_2^FQ_2^T & \tilde{Q}_2^GQ_1^T & -\tilde{Q}_2^W_2 \\
-\tilde{W}_2\tilde{Q}_2^T & \tilde{Q}_2^GQ_1^T & \tilde{Q}_2^GQ_1^T & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
+ [Q\mathcal{E}\hat{Q}]_{22}, \quad (8.56)
\]

where \([Q\mathcal{E}\hat{Q}]_{22}\) is the corresponding submatrix of \(Q\mathcal{E}\hat{Q}\). Since by Lemma 8.23 the matrix \(Q_2^TM_2Q_2^T\) and its transpose are invertible, a congruence transformation via

\[
U = \begin{bmatrix}
I & 0 & 0 & 0 \\
0 & I & -Q_1^TM_2Q_2^T(Q_2^TM_2Q_2^T)^{-1} & 0 \\
0 & 0 & I & 0 \\
0 & 0 & 0 & I \\
\end{bmatrix},
\]

can be applied to \((8.57)\) to obtain the equivalent subsystem with coefficients as follows:

\[
\hat{\mathcal{E}}_{22} := \begin{bmatrix}
0 & 0 & -Q_2^M^TQ_2^T & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}, \quad \hat{\mathcal{A}}_{22} := \begin{bmatrix}
* & * & * & * \\
* & \tilde{G} & R_{J_1} & * \\
* & R_{J_1} & * & -W_2 \\
\end{bmatrix} + U[Q\mathcal{E}\hat{Q}]_{22}U^T. \quad (8.58)
\]

with some possibly nonzero entries * and

\[
\tilde{G} := [Q_1^T & -Q_1^TM_2Q_2^T(Q_2^TM_2Q_2^T)^{-1}Q_1^T] G \left[ -Q_1^TM_2Q_2^T(Q_2^TM_2Q_2^T)^{-1}] \right].
\]
Since $U[Q\dot{E}\dot{Q}^T]_{22}\dot{U}^T$ has the same pattern of zero entries as $\dot{E}_{22}$, the part of $\dot{A}_{22}$, that lies in the left nullspace of $\dot{E}_{22}$, is given by $\begin{bmatrix} \dot{G} & R_{J_1}^T \\ R_{J_1} & -W_2 \end{bmatrix}$. Considering that $\dot{G}$ and $R_{J_1}$ are invertible, by symmetry and positive definiteness of $\dot{G}$ and $W_2$ we find that $\dot{E}_{22}$ is invertible. Thus, subsystem (8.57) is strangeness-free. Since the transformation by $U$ does not affect the overall structure of system (8.56), one can read off the differentiation index of (8.56) as follows, cf. [94, Cor. 4.4]. By the last line $Q_2^2\dot{v}$ is defined in terms of the right hand side $f$. Due to the nonzero entries in the first column of $\dot{E}$, the first derivative $\dot{f}$ appears in solution of the index-1 subsystem $(\dot{E}_{22}, \dot{A}_{22})$. Finally, because of nonzero entries in the first row of $\dot{E}$ the second derivative $\ddot{f}$ enters the definition of the $\lambda_2$. Thus, (8.56) has differentiation index $\nu_d = 3$, since a general solution will depend on the second time derivative of the right-hand side $Qf$. As the differentiation index is invariant under equivalence transformations, cf. [90] Thm. 3.38], also (8.55) has $i_\nu = 3$. \qed
9. Numerical Algorithms and Application Example

In this section we provide algorithms for solving the finite-dimensional linear-quadratic optimal control system, cf. Section 8.3, using the results stated with Lemma 8.17. We illustrate the algorithms using the implicit Euler scheme for the time integration. In practice, one rather calls on schemes of higher order to integrate the state equations [50]. For the time integration of large-scale differential Riccati equations, Rosenbrock schemes are the method of choice [117].

9.1. Linear-Quadratic Setup and Algorithms. For illustration we consider an equation system as it comes from a semi-discretization and linearization of the Navier-Stokes Equation, cf. (8.1).

\[ M \dot{v} + [A + N(t)]v - J^T p = f + B_1 u, \quad v(0) = v^0 \in \mathbb{R}^n, \]
\[ Jv = g, \]
\[ y = Cv. \]

Here, \( A \) is the discrete Laplacian, \( N \) is the convection matrix and time dependent. The matrices \( B \), and \( C \) represent the input and the output operators. We assume, that we have used a stable space discretization, so that equations (9.1a-b) fulfill Assumption 8.2. In particular the boundary conditions, are resolved in the right hand side.

In what follows, we will make use of the projector \( \mathcal{P} := I - M^{-1} J_1^T S^{-1} J_2 \)
as it was defined in Theorem 8.6.

9.1.1. Cost Functional. Given a target output \( y^* \) with \( y^* \in Y \). For all \( t \in (0, T) \), we assume that \( y^*(t) \in C \mathcal{P} \mathbb{R}^n \), and for formal considerations – in the implementation we will never use it – we define \( v^*(t) = \mathcal{P} v^*(t) := C^- y^*(t) \). We consider cost functionals of type

\[ J(v, u) = \frac{1}{2} v^T (T) V v_{\Delta} (T) + \frac{1}{2} \int_0^T v^T (t) W v_{\Delta} + \gamma u^T M \dot{u} \, dt, \]

with a scalar parameter \( \gamma \) and

\[ V := \mathcal{P}^T C^T M_Y C \mathcal{P}, \quad W := C^T M_Y C. \]

9.1.2. The linear part – the Riccati DAE. For the derivation we assume \( \gamma = 1 \). Then, cf. Theorem 8.19, an optimal input fulfills

\[ u = M_U^{-1} B_1^T [X_1 M v + w_1], \]

where \( X_1 \) solves

\[ M^T \dot{X}_1 M - M^T X_1 [A + N(t)] - [A + N(t)]^T X_1 M + M^T X_1 \bar{B} \bar{B}^T X_1 M - \bar{C}^T \bar{C} \]
\[- M^T X_1^J J_2^T X_2 M = 0, \]
\[ M^T X_1 (T) M = - P^T C^T M_Y C \mathcal{P}, \]
\[ M^T X_1 J^T = 0 \quad \text{and} \quad J X_1 M = 0, \]

(9.5a)

with

\[ \bar{B} := B_1 M_U^{-1/2} \quad \text{and} \quad \bar{C} := M_{\bar{V}}^{1/2} C. \]

(9.5b)

(9.6)
9.1.3. The affine part. Having computed the feedback matrices $X_1$ and $X_2$, we can compute the affine correction $w_1$ or the so-called feedforward term as the solution of

$$-\frac{d}{dt} \begin{bmatrix} M^T w_1 \\ 0 \end{bmatrix} = \begin{bmatrix} M^T X_1 \bar{B} \bar{B}^T - [A + N(t)]^T - J^T \\ 0 \end{bmatrix} \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} + \begin{bmatrix} \bar{C}^T \bar{C} v^* + M^T [X_1 f + X_2 g] \\ 0 \end{bmatrix},$$

or

$$M^T w_1(t) = P^T \bar{C}^T \bar{C} v^*(t),$$

(9.7)

cf. (8.27). Note that here $\bar{f}_v = f$ — since there are no cross terms in the cost functional — and that by assumption and by definition we have $v^*(t) = C^* v^*(t) = CPv^*(t)$.

9.1.4. Time Integration and Newton Iteration for the Differential-algebraic Riccati Equation. Given linear state equations and a quadratic cost functional, we need to integrate system (9.5). For the time discretization, we will apply an implicit time-stepping algorithm. This gives an algebraic Riccati equation at every time instance. Application of the standard Newton scheme, then leads to a Lyapunov equation to be solved in every Newton iteration. For the solution of the inner Lyapunov equation, we employ a low-rank ADI iteration [19, 127, 153]. The main feature of low-rank ADI is that a solution $X$ is approximated by means of a factor $Z \in \mathbb{R}^{n_x \times n_c}$, with $n_x \ll n_c$, such that $X \approx ZZ^T$. This makes the computation of solution to the Riccati equations accessible for large-scale problems, since typically $X$ is dense.

Since, the discretization and the linearization preserve the structure, also the Lyapunov equations appear as generalized or constrained Lyapunov equations. We will give a thorough derivation of the ADI algorithm in Section 9.2.

We illustrate the algorithm using implicit Euler. For other schemes see [20, 117].

Let $\tau$ be the time step length. By $X^t, X^c, X^n$ we denote the numerically computed value of $X_1$ at the previous, current, next time instance $t - \tau, t, t + \tau$.

We start with $X^c := -M^{-T} P^T \bar{C}^T \bar{C} P M^{-1}$.

We approximate the current time derivative term by $\frac{1}{\tau} M^T [X^c - X^p] M$, so that the new value $X^p$ is obtained as the solution of

$$-\frac{1}{\tau} M^T X^p M - M^T X^p (A + N^p) - (A + N^p)^T X^p M + M^T X^p \bar{B} \bar{B}^T X^p M - M^T Y^c T J - J^T Y^c M = -\frac{1}{\tau} M^T X^c M + \bar{C}^T \bar{C} \quad (9.8)$$

and

$$M^T X^p J^T = 0 \quad \text{and} \quad J X^p M = 0.$$

We rewrite (9.8) as

$$-M^T X^p F^p - [F^p]^T X^p M + \tau M^T X^p \bar{B} \bar{B}^T X^p M - L(Y^c) = -M^T X^c M + \tau \bar{C}^T \bar{C}, \quad (9.9)$$

with

$$F^p := \frac{1}{\tau} M + \tau (A + N^p) \quad \text{and} \quad L(Y) := \tau [M^T Y^T J + J^T Y M].$$

To be in line with standard literature e.g. [20] (Eqn. (8)) we make another change of variables and coefficients:

$$X \leftarrow -X^p, \quad F \leftarrow -F^p, \quad B \leftarrow \sqrt{\tau} \bar{B}, \quad W \leftarrow [M^T \sqrt{-X^c}, \sqrt{\tau} \bar{C}^T] \quad (9.10)$$
With this, having multiplied the equations by \(-1\), Equation (9.9) reads
\[
MTXF + FTXM - MBB^T XM + L(Y) = -WW^T
\]
\[
JXM = 0, \quad M^TXJ^T = 0. \tag{9.11}
\]

Applying a Newton scheme to (9.11), for the current Newton iterate \(X_N\), we find
the updated \(X_{N+1}\) by solving the following equations:
\[
MTX_{N+1}F_N + [F_N]^T X_{N+1}M + L(Y_{N+1}) = -WW^T - M^TX_NBB^T X_N M,
\]
\[
MTX_{N+1}J^T = 0, \quad \text{and} \quad JX_{N+1}M = 0,
\tag{9.12a}
\]

where the coefficient \(F_N\) is defined as
\[
F_N := F - [M^TX_NB]T = F - BB^T X_N M. \tag{9.13}
\]

Thus, the solution of the implicit time update (9.8) by means of a Newton iteration, requires the solution of a sequence of constrained Lyapunov equations as given in (9.12).

The relation to the actual quantities are given via the substitution rule (9.10).

Implementing the control law (9.4) in the control state equations (9.1) one obtains the closed loop system
\[
M\dot{v} + [A + N(t) - B_1 M^{-1} B_1^T X_1(t) M]v - J^T p = f + B_1 M^{-1} B_1^T w_1,
\]
\[
v(0) = v^0 \in \mathbb{R}^{n_v}, \tag{9.16a}
\]
\[
Jv = g, \tag{9.16b}
\]
\[
y = Cv. \tag{9.16c}
\]

Starting with \(v^c = v^0\), we advance \(v^c\) and \(y^c = Cv^c\) via the solution of
\[
\begin{bmatrix}
M + \tau[A + N^n] + \tau B\hat{B}^T X^n M & -\tau J^T \\
J & 0
\end{bmatrix}
\begin{bmatrix}
v^n \\
p^n
\end{bmatrix} =
\begin{bmatrix}
Mv^c + \tau f^n + \tau \hat{B}\hat{B}^T w^n \\
y^n
\end{bmatrix}
\]
and
\[ y^n = C v^n. \]

Note that \( X^n \approx -X_n^p \), cf. \((9.10)\).

9.1.7. **Particular Implementation Issues.** We mention some distinct features of the implementation. The general point is that in the low-rank ADI iteration, one cannot access the full matrix \( X = ZZ^H \) directly.

**Boundary Conditions.** In the numerical approximation, we resolve the Dirichlet boundaries as follows:

Let \( A \) be the Laplacian and that contains all degrees of freedom of \( V \). Let \( I_i, I_b \) be the inner and the boundary nodes. Let \( bvals \) be the values at the boundary. We resolve the boundary values, by excluding the boundary nodes equations from the system and moving the known boundary variables to the right hand side. In the implementation this is realized like:

\[
\begin{align*}
\text{auxv} &= \text{numpy.zeros}((NV,1)) \\
\text{auxv}[I_b,:] &= bvals \\
\text{fbc} &= A[I_i,:][:, :] \ast \text{auxv} \\
\text{Ac} &= A[I_i,:][:, I_i]
\end{align*}
\]

And the right hand side to the condensed system becomes:

\[
\text{fvbc} = \text{fv}[I_i,:] - \text{fbc}
\]

For the convection matrix \( N \) that changes with time, we conduct the same procedure at every time step.

9.1.8. **Solution of the Feedback System via the Sherman-Morrison Formula.** In general, one cannot use the feedback matrix \( X = ZZ^T \) itself, as this will be a dense matrix. In iterative solves, one can simply use the factorization. For direct solves, one can resort to the Sherman-Morrison Formula.

The above algorithms require the repeated solves of systems with the same or similar coefficient matrices that write like

\[
\begin{bmatrix}
F^p - \tau X_n^p \hat{B} \hat{B}^T \\
J \\
\tau J^T \\
0
\end{bmatrix} = \begin{bmatrix}
F^p \\
\tau J^T \\
0
\end{bmatrix} - \begin{bmatrix}
\tau X_n^p \hat{B} \\
0
\end{bmatrix} \begin{bmatrix}
\hat{B}^T \\
0
\end{bmatrix} \Rightarrow \mathcal{F} - \mathcal{U} \mathcal{V}
\]

cf. \((9.12)\). Its inverse is given via

\[
(\mathcal{F} - \mathcal{U} \mathcal{V})^{-1} = \mathcal{F}^{-1} + \mathcal{F}^{-1} U (I - V \mathcal{F}^{-1} U)^{-1} V \mathcal{F}^{-1}
\]

\[
= \mathcal{F}^{-1} [I + U(1 - V \mathcal{F}^{-1} U)^{-1} V \mathcal{F}^{-1}].
\]

We assume that the inverse of \( \mathcal{F} \) is available. To apply the inverse of \( \mathcal{F} + \mathcal{U} \mathcal{V} \) to a vector \( \hat{Z} \), we compute the correction \( \hat{Z} = I + U(1 - V \mathcal{F}^{-1} U)^{-1} \mathcal{F}^{-1} \hat{Z} \) and then \( \mathcal{F}^{-1} \hat{Z} \).

9.1.9. **Compression of the columns of \( Z \).** If at the current time instance \( t^c \) the number of columns of \( Z^c \) is \( n_z^c \), then at the next time instance \( n_z^{n+} = N_{\text{adi}}(n_z^n + n_u + n_y) \), cf. the relations \((9.10)\) and \((9.14)\), where \( N_{\text{adi}} \) is the number of ADI iteration that were used to approximate the solution of the inner Lyapunov equations. Thus, e.g. for a fixed number of inner ADI iterations, the number of columns of \( Z \) grows exponentially with the time steps.

Calling on the assumption, that \( X^c \) can be approximated by low rank factors, we use a truncated singular value decomposition of \( Z_{\text{itc}} \) to compress it to a matrix \( Z_{\text{itc\_red}} \) with \( k \) columns.
nny = Z_itc.shape[1]
U, s, V = numpy.linalg.svd(Z, full_matrices=False)
S = scipy.sparse.dia_matrix((s, 0), (nny, nny)).tocsr()
Sred = S[:k, :][:, :k]
Z_itc_red = np.dot(U[:, :k], Sred)

Note that the right singular vectors can be left out of the definition of the reduced Z_itc_red since they do not affect the product of Z_itc_red with its transpose.

9.1.10. Norm of the Newton updates. To monitor the convergence of the Newton scheme for (9.11) we check the norm of the Newton updates via

\[ \| Z_{N+1}^H Z_{N+1} - Z_{N}^H Z_N \|_F. \]

For large scale problems, one cannot setup \( ZZ^H \), but one can compute the Frobenius norm of the difference in the factored matrices via

\[ \| Z_1 Z_1^H - Z_2 Z_2^H \|^2_F = \text{tr}([Z_1 Z_1^H - Z_2 Z_2^H]^H[Z_1 Z_1^H - Z_2 Z_2^H]) \]

\[ = \text{tr}([Z_1^H Z_1]^2) - 2 \text{tr}(Z_1^H Z_2 Z_2^H Z_1) + \text{tr}([Z_2^H Z_2]^2) \]

which can be evaluated with setting up matrices only of the size of the number of columns of \( Z_1 \) or \( Z_2 \). The above formula can be derived using the linearity of the trace and that \( \text{tr}(Z_1^H Z_2) = \text{tr}(Z_2 Z_1^H) \).

Nevertheless, the computation of the norm of the update is a bottleneck in terms of CPU time and memory requirements. For this reason, in the first Newton steps we approximate the norm of the Newton update, cf. (9.17), by difference of the application to a random vector \( v \):

\[ \| Z_1 Z_1^H v - Z_2 Z_2^H v\|^2_F. \]

9.2. Solution of Constrained Lyapunov Equations. In this section, we investigate the iterative solution of constrained Lyapunov equations of type

\[ F^T X M + M^T X F - J_1^T Y M - M^T Y^T J_2 = -W W^H, \]

\[ J_1^T X M = 0, \quad \text{and} \quad M^T X J_2^T = 0, \]

that are the outcome of the application of an implicit time-stepping and a Newton scheme in the course of the numerical integration the differential-algebraic Riccati equation.

The variant of Smith’s method, see e.g. [111], proposed in this section for solving generalized Lyapunov equations of type (9.18) is designed to achieve consistency with the algebraic constraints for every iterate on the way to the actual solution of the differential-algebraic Riccati equation.

We want to point out that the algorithm derived here is identical with the single-shift ADI iteration developed in [64]. In view of model reduction via balanced truncation the authors of [64] consider a class of projected Lyapunov equations that define the observability and controllability Gramians for linear time-invariant semi-explicit index-2 systems with observation and control. For an efficient numerical solution in [64] the projected equations are interpreted as saddle-point systems. Here, the same saddle-point systems arise within the iterative solution of the Cayley- or Stein-transformed generalized Lyapunov equations. We will use
the interpretation as projected Lyapunov equations to state the convergence of the numerical scheme.

The algorithm for the solution of the projected Lyapunov equations, has also been applied for the solution of projected algebraic Riccati equations for the stabilization of incompressible flows [14] [15].

The presented derivation assumes that all coefficients and iterants are real and only the shift parameter $\mu$ is complex. However, if one uses complex shifts, the iterants will become complex as well, see [17] for implementation variants with complex arithmetics. All derivations of the following section remain valid for complex valued coefficients with the transpose, e.g. $A^T$, replaced by $A^\top$, where the overline denotes the complex-conjugate.

9.2.1. Smith’s Method and Low-Rank Factor Iteration.\ With $M := \begin{bmatrix} M & 0 \\ 0 & I \end{bmatrix}$ and for a complex parameter $\mu$ we rewrite equations (9.18) as

\[
M^{-T} \begin{bmatrix} F^T + \mu M^T & -J_2^T \\ J_1 & 0 \end{bmatrix} \begin{bmatrix} X \\ Y \end{bmatrix} = M^{-T} \begin{bmatrix} -WW^H & 0 \\ 0 & 0 \end{bmatrix} M^{-1} 
- \begin{bmatrix} X & Y^T \\ 0 & 0 \end{bmatrix} \begin{bmatrix} F - \mu M & J_1^T \\ -J_2 & 0 \end{bmatrix} M^{-1}. \tag{9.19}
\]

Assuming that $F^T + \mu M^T$ and $J_1[F^T + \mu M^T]^{-1}J_2^T$ are invertible and that $X$ is symmetric we find by inverting and transposing that (9.19) is equivalent to

\[
\begin{bmatrix} X & Y^T \\ 0 & 0 \end{bmatrix} = M^{-T} \begin{bmatrix} -WW^H & 0 \\ 0 & 0 \end{bmatrix} - \begin{bmatrix} F^T - \mu M^T & -J_2^T \\ J_1 & 0 \end{bmatrix} \begin{bmatrix} X \\ Y \end{bmatrix} \begin{bmatrix} F + \mu M & J_1^T \\ -J_2 & 0 \end{bmatrix}^{-1}. \tag{9.20}
\]

Expression (9.20) plugged into the backward shifted equations

\[
M^{-T} \begin{bmatrix} F^T + \mu M^T & -J_2^T \\ J_1 & 0 \end{bmatrix} \begin{bmatrix} X \\ Y \end{bmatrix} = M^{-T} \begin{bmatrix} -WW^H & 0 \\ 0 & 0 \end{bmatrix} M^{-1} 
- \begin{bmatrix} X & Y^T \\ 0 & 0 \end{bmatrix} \begin{bmatrix} F - \mu M & J_1^T \\ -J_2 & 0 \end{bmatrix} M^{-1} \tag{9.21}
\]

gives after a premultiplication by $\begin{bmatrix} F^T + \mu M^T & -J_2^T \\ J_1 & 0 \end{bmatrix}^{-1} M^T$, of which we assume that it exists,

\[
\begin{bmatrix} X \\ Y \end{bmatrix} = \left( \begin{bmatrix} F^T + \mu M^T & -J_2^T \\ J_1 & 0 \end{bmatrix}^{-1} \begin{bmatrix} -WW^H & 0 \\ 0 & 0 \end{bmatrix} M^{-1} - \left( \begin{bmatrix} -WW^H & 0 \\ 0 & 0 \end{bmatrix} - \begin{bmatrix} F^T - \mu M^T & -J_2^T \\ J_1 & 0 \end{bmatrix} \begin{bmatrix} X \\ Y \end{bmatrix} \begin{bmatrix} F + \mu M & J_1^T \\ -J_2 & 0 \end{bmatrix}^{-1} \right) \right) \begin{bmatrix} X \\ Y \end{bmatrix}. \tag{9.22}
\]

With the Schur complement $S_\mu := J_1[F^T + \mu M^T]^{-1}J_2^T$ and $S_\mu$ defined analogously we have the formulas for the inverse matrices

\[
\begin{bmatrix} F^T + \mu M^T & -J_2^T \\ J_1 & 0 \end{bmatrix}^{-1} = \begin{bmatrix} I & [F^T + \mu M^T]^{-1}J_2^T S_\mu^{-1} J_1 \\ -S_\mu^{-1} J_1 [F^T + \mu M^T]^{-1} \end{bmatrix} \begin{bmatrix} F^T + \mu M^T & -J_2^T \\ J_1 & 0 \end{bmatrix}^{-1} \begin{bmatrix} I & [F^T + \mu M^T]^{-1}J_2^T S_\mu^{-1} J_1 \\ -S_\mu^{-1} J_1 [F^T + \mu M^T]^{-1} \end{bmatrix}^{-1}. \tag{9.23a}
\]
and
\[
\begin{bmatrix}
F + \mu M & J_1^T \\
-J_2 & 0
\end{bmatrix}^{-1} = \left[ I - [F + \mu M]^{-1}J_1^T S_{\mu}^{-1}J_2 ] [F + \mu M]^{-1} - [F + \mu M]^{-1} J_1^T S_{\mu}^{-T} \right]
\]

(9.23b)

Since
\[
\mathcal{T}_\mu' = \begin{bmatrix}
F^T + \bar{\mu} M^T & -J_1^T \\
-J_2 & 0
\end{bmatrix}^{-1} \begin{bmatrix}
F^T - \mu M^T & -J_2^T \\
-J_2 & 0
\end{bmatrix} = [\ast \ 0] \quad (9.24a)
\]

and
\[
\mathcal{T}_\mu = \begin{bmatrix}
F + \mu M & J_1^T \\
-J_2 & 0
\end{bmatrix}^{-1} \begin{bmatrix}
F - \bar{\mu} M & J_1^T \\
-J_2 & 0
\end{bmatrix} = [\ast \ 0] \quad (9.24b)
\]

have a zero block in the upper-right position the matrix equation (9.22) yields one expression for \(X\) independent of \(Y\), one expression for \(Y\) and two tautologies \(0 = 0\).

We consider the expression for \(X\) and examine the term containing \(WW^H\) and the term containing \(X\) separately.

Using the formulas for the inverses given in (9.23a-b) we can write the contribution of \(WW^H\) to the equation for \(X\) in (9.22) as
\[
- [I - [F^T + \bar{\mu} M^T]^{-1}J_2^T S_{\mu}^{-1} J_1][F^T + \bar{\mu} M^T]^{-1}WW^H [M^{-1} - [\mathcal{T}_\mu']_{11} M^{-1}],
\]

(9.25)

where
\[
[\mathcal{T}_\mu']_{11} := [I - [F + \mu M]^{-1}J_1^T S_{\mu}^{-1}J_2][F + \mu M]^{-1}[F - \bar{\mu} M] + [F + \mu M]^{-1} J_1^T S_{\mu}^{-T} J_2
\]

(9.26)

is the left-upper block of \(\mathcal{T}_\mu\) as defined in (9.24a). With
\[
[F + \mu M]^{-1}[F - \bar{\mu} M] = [F + \mu M]^{-1}[F + \mu M - \mu M - \bar{\mu} M] = I - 2 \text{Re}(\mu)[F + \mu I]^{-1} M
\]

(9.27)

we find that
\[
I - [\mathcal{T}_\mu']_{11} = 2 \text{Re}(\mu)[I - [F + \mu M]^{-1}J_1^T S_{\mu}^{-1} J_2][F + \mu M]^{-1} M
\]

(9.28)

and that (9.25) is the same as
\[
-2 \text{Re}(\mu)[\mathcal{F}_{\bar{\mu}}^{-1}]_{11} WW^H [\mathcal{F}_{\bar{\mu}}^{-1}]_{11}^H,
\]

(9.29)

where \([\mathcal{F}_{\bar{\mu}}^{-1}]_{11}\) is the upper-left block of the matrix given in (9.23a) and the superscript \(\ast\) denotes the transpose and complex conjugate.

With this, we can extract an implicit relation for \(X\) from (9.22):
\[
X = [\mathcal{T}_\mu]_{11} X [\mathcal{T}_\mu]_{11} - 2\text{Re}(\mu)[\mathcal{F}_{\bar{\mu}}^{-1}]_{11} WW^H [\mathcal{F}_{\bar{\mu}}^{-1}]_{11}^H
\]

(9.30)

Through (9.23a) and (9.24a) we obtain an explicit expression for [\(\mathcal{T}_\mu]\]_{11} and using (9.27) we can directly confirm that
\[
[\mathcal{T}_\mu]_{11} = \left[ I - [F^T + \bar{\mu} M^T]^{-1}J_2^T S_{\mu}^{-1} J_1][F^T + \bar{\mu} M^T]^{-1}[F^T - \mu M^T]^{-1} +
+ [F^T + \bar{\mu} M^T]^{-1} J_2^T S_{\mu}^{-1} J_1 \right]
\]

\[
= \left[ I - [F^T + \bar{\mu} M^T]^{-1}J_2^T S_{\mu}^{-1} J_1] [I - 2 \text{Re}(\mu)[F^T + \bar{\mu} M^T]^{-1} M^T +
+ [F^T + \bar{\mu} M^T]^{-1} J_2^T S_{\mu}^{-1} J_1 \right]
\]

\[
= I - 2 \text{Re}(\mu)[I - [F^T + \bar{\mu} M^T]^{-1}J_2^T S_{\mu}^{-1} J_1][F^T + \bar{\mu} M]^{-1} M^T
\]

\[
= \left[ I - 2 \text{Re}(\mu) M[F + \mu M]^{-1} [I - J_1^T S_{\mu}^{-T} J_2[F + \mu M]^{-1}] \right]^H
\]

\[
= [M[\mathcal{T}_\mu]_{11} M^{-1}]^H,
\]
The series in (9.32), truncated after the \(n\)-th summand, can be written as
\[
X_n = U_n U_n^H, \quad \text{where } U_n := \sqrt{-2 \text{Re}(\mu)}(W, [I\mu]_{11}, \ldots, [I\mu]_{11}^n W)
\] (9.33)
and \(\tilde{W} := [F^{-1}]_{11}W\).

If the series in (9.32) converges, then \([I\mu]_{11} \to 0\) as \(n \to \infty\) and \(X_n\) as defined in (9.33) can serve as an approximate solution to (9.18), cf. [127]. Instead of computing the matrix inverses for the definition of \([F^{-1}]_{11}\) and \([I\mu]_{11}\) one rather computes the products 
\[
\tilde{W} = [F^{-1}]_{11} \text{ and } [I\mu]_{11} \tilde{W}
\]
directly as solutions of linear equation systems.

The definition of \([F^{-1}]_{11}\) as the upper-left block of the matrix inverse defined in (9.23a) implicates the following lemma:

**Lemma 9.1.** Consider \([F^{-1}]_{11}\) as in Equation (9.29). Then, for a given matrix \(W\) of suitable size, \(Z := [F^{-1}]_{11}W\) is the solution of
\[
\begin{bmatrix}
F^T + \mu M^T \\
J_1
\end{bmatrix}
\begin{bmatrix}
Z \\
0
\end{bmatrix}
= \begin{bmatrix} W \\
0 \end{bmatrix}
\] and in particular \(J_1\tilde{W} = J_1Z = 0\).

For the products \([I\mu]_{11}^n \tilde{W}\) one can conclude from the definition of \(I\mu\) in (9.24b):

**Lemma 9.2.** If for \(\tilde{Z}\) it holds \(J_1\tilde{Z} = 0\), then \(Z := [I\mu]_{11} \tilde{Z}\) is given as the solution of
\[
\begin{bmatrix}
F^T + \mu M^T \\
J_1
\end{bmatrix}
\begin{bmatrix}
Z \\
0
\end{bmatrix}
= \begin{bmatrix} [F^T - \mu M^T] \tilde{Z} \\
0 \end{bmatrix}
\] (9.34)
and in particular \(J_1Z = 0\).

**Proof.** By definition of \([I\mu]_{11}\) one has
\[
\begin{bmatrix}
Z \\
0
\end{bmatrix} = [I\mu]_{11}\begin{bmatrix}
\tilde{Z} \\
0
\end{bmatrix} = \begin{bmatrix}
F^T + \mu M^T \\
J_1
\end{bmatrix}
\begin{bmatrix}
\tilde{Z} \\
0
\end{bmatrix}
= \begin{bmatrix}
F^T + \mu M^T \\
J_1
\end{bmatrix}^{-1}
\begin{bmatrix}
F^T - \mu M^T \\
J_1
\end{bmatrix}
\begin{bmatrix}
\tilde{Z} \\
0
\end{bmatrix},
\]
which is equivalent to
\[
\begin{bmatrix}
F^T + \mu M^T \\
J_1
\end{bmatrix}
\begin{bmatrix}
\tilde{Z} \\
0
\end{bmatrix}
= \begin{bmatrix}
F^T - \mu M^T \\
J_1
\end{bmatrix}
\begin{bmatrix}
\tilde{Z} \\
0
\end{bmatrix},
\]
which coincides with (9.34) if \(J_1\tilde{Z} = 0\).

Thus, we can formulate an algorithm without explicitly calling on the inverse matrices (9.23):

**Remark 9.3.** Algorithm 9.1 can be extended to varying shift parameters, see, e.g. [15]. The use of multivariate shifts can speed up convergence and, simultaneously, reduce memory consumption, in particular, for (sub)optimally chosen shift parameters.
Algorithm 9.1: For a shift parameter $\mu$, $\text{Re}(\mu) < 0$, coefficient matrices $F$, $J_1$, $J_2$ and a right-hand side $WW^H$, compute an approximate solution to (9.18) via relation (9.35).

Step 1:
\[ U \leftarrow Z, \text{ where } Z \text{ solves } \begin{bmatrix} F^T + \tilde{\mu}M^T & -J_2^T \\ J_1 & 0 \end{bmatrix} \begin{bmatrix} Z \\ \ast \end{bmatrix} = \begin{bmatrix} W \\ 0 \end{bmatrix}. \]

Step 2: (repeat until convergence)

a.) \[ \tilde{Z} \leftarrow [F^T - \mu M^T]Z \]
b.) \[ U \leftarrow [U, Z], \text{ where } Z \text{ solves } \begin{bmatrix} F^T + \tilde{\mu}M^T & -J_2^T \\ J_1 & 0 \end{bmatrix} \begin{bmatrix} Z \\ \ast \end{bmatrix} = \begin{bmatrix} \tilde{Z} \\ 0 \end{bmatrix}. \]

Step 3:
\[ U \leftarrow \sqrt{-2 \text{Re}(\mu)U} \]

Remark 9.4. If $J_1 = J_2$, then Algorithm [9.1] coincides with Algorithm 5.6 in [64] and one can carry over the convergence results derived in [64]. For general $J_1 \neq J_2$, one cannot expect convergence of the approximations $X_n$ as defined in (9.33). For possibly differing $J_1$ and $J_2$, as they occur in discretizations of flow equations, convergence has to be investigated separately.

9.3. Distributed Control of a Driven Cavity. As the example problem, we consider a two dimensional driven cavity with Reynolds number 100 on the unit square $\Omega = [0, 1]^2$.

We consider the evolution of the flow for $t$ within $t_0 = 0$ and $T = 1$, taking the steady state solution of the Stokes problem as the initial value.

Then we linearize the dynamics about the solution, so that the state equations are of the form (9.1), i.e. linear with time-varying coefficients.

The control setup is similar to [62] but with different input and output spaces.

For $n_u \in \mathbb{N}$, we set the input space $\mathcal{U} := C(0, T; U \times U)$, where $U$ is spanned by $n_u$ linear hat functions equally distributed on the unit interval $[0, 1]$.

We define the domain of control to be $\Omega_\circ = [0.4, 0.6] \times [0.2, 0.3]$, cf. Figure 3, and the input operator $B: \mathcal{U} \to C(0, T; C(\Omega; \mathbb{R}^2))$ via
\[ B_1 u(t; x_1, x_2) = \begin{cases} u_1(t; \theta(x_1)), \\ u_2(t, \theta(x_1)) \end{cases}, \text{ if } (x_1, x_2) \in \Omega_\circ, \quad (9.35) \]
with the affine linear function $\theta_\circ$ mapping $[0.4, 0.6]$ onto $[0, 1]$.

For a parameter $n_y$ we define the output space $\mathcal{Y}$ similar to $\mathcal{U}$. As the domain of observation, we use $\Omega_\circ = [0.45, 0.55] \times [0.5, 0.7]$, cf. Figure 3, and for a $v \in C(0, T; C(\Omega; \mathbb{R}^2))$, we define the observation operator $C: v \to y \in \mathcal{Y}$ via
\[ C_v(t)(\eta) = \begin{bmatrix} y_1(t; \eta) \\ y_1(t; \eta) \end{bmatrix} = \int_{0.45}^{0.55} \begin{bmatrix} v_1(t; x_1, \theta_\circ(\eta)) \\ v_2(t; x_1, \theta_\circ(\eta)) \end{bmatrix} \, dx_1, \quad (9.36) \]
where $\theta_\circ$ is an affine linear mapping adjusting $[0, 1]$ to $[0.5, 0.7]$.

In the presented example we have chosen $n_u = n_y = 4$, meaning that the $x$ and $y$ components of both input and output signal are described by 4 nodal values each.

The weighting matrices in the cost functional where defined via the mass matrices of $\mathcal{Y}$ and $\mathcal{U}$, see (9.3). The scalar parameter $\gamma$ controlling the control effort was set to $\gamma = 0.6 e - 7$. 


Figure 3. The computational domain of the driven cavity with the domains of control $\Omega_c$ and observation $\Omega_o$.

For the spatial discretization we used a regular triangulation with 2500 cells of the unit square and Taylor-Hood finite elements [141] with 5202 velocity and 676 pressure nodes.

For the time discretization we used the implicit Euler scheme. The time interval $[0, 1]$ was discretized with 41 points. To account for the fast changes of the states at the beginning and at the end of the interval, the time points were clustered towards the margins.

The approximate solution to the differential-algebraic Riccati equation was obtained as described in Section 9.1 The inner Lyapunov equations were solved via a multishift ADI-iteration, cf. Remark 9.3 using real shifts $\mu \in \{-10, -5, -3, -1\}$ and a direct sparse solver. The inner ADI-iteration was stopped when the relative norm of the update of the factor dropped below $10^{-5}$. The inner Newton iteration was continued until the relative norm of the update dropped below $4 \cdot 10^{-8}$. To compress the factors $Z^c$ of every time iteration, we computed a truncated singular value decomposition cutting off all singular values smaller than $5 \cdot 10^{-5}$.

Once the feedback matrix $X^1_c$ is available at every time instance, for a given target signal $y^* \in C(0, 1; Y)$, one can compute the feedthrough $w^c_1$ for all time instances and, subsequently, the corresponding optimal states.

We illustrate the applicability of the algorithm in Figure 4 for target states $y^* = \begin{bmatrix} y_x \\ y_y \end{bmatrix}$, with the spatial components $y_x, y_y \in \{0, 0.1, -0.1\}$ constant in space and time.

The plots in Figure 4 show that the derived algorithms are well applicable in distributed control of flows. When the control is active, the states immediately approach the targets. The plots also show a strong effect of the endpoint penalization in the final phase. In particular for large deviations of the uncontrolled state, the terminal forcing to the target leads to fast changes.

The implementation [61] was done in Python. For the spatial discretization we used the Python interface dolfin to FeNiCS [110]. The major computational work,
the precomputation of the factors of the feedback matrices for every time instance, took about 16000 seconds or 4.5 hours on a laptop with 8 GB RAM and an Intel Core i3-3110M processor with 2.4 GHz.
10. DISCUSSION AND OUTLOOK

In the chapters on the infinite-dimensional differential-algebraic equations, we have derived a decoupling that separates differential and algebraic equations and proved that the taken assumptions hold for reasonable cases of a weak formulation of the Navier-Stokes Equations. The provided decoupling is compliant with the same approach for finite-dimensional approximations. With the decoupling at hand, we have read off consistency and smoothness conditions, i.e. necessary conditions for the existence of solutions. We have shown, that under common stability assumptions on the semi-discretization and under uniform monotonicity assumption on the nonlinearity in the equation, the finite-dimensional approximations converge weakly to a solution of the continuous problem. The convergence holds both for the native and for the decoupled formulations. This, in particular, gave an answer to the question on what is the Pressure Poisson Equation in infinite dimensions.

Since the derived decoupling happens in space, the extension of the theory to second order systems, that may be quantified as index-3 systems, is straightforward. As an example consider the dynamic elasticity problem

\[ \ddot{v}(t) - A(\dot{v}(t), v(t)) - J'\lambda(t) = f(t) \quad \text{in} \quad W^{1,2}(\Omega), \quad \text{a.e. in} \quad (0, T), \tag{10.1} \]

\[ Jv(t) = g(t) \quad \text{in} \quad W^{1/2,2}(\partial\Omega), \quad \text{a.e. in} \quad (0, T), \tag{10.2} \]
as it was considered in [6]. The solution \( v \) is considered in \( W^{1,2}(\Omega) \) and the operator \( J: W^{1,2}(\Omega) \rightarrow W^{1/2,2}(\partial\Omega) \) is associated with the trace operator. It is well known, cf. [6], that \( J \) fulfills an LBB-condition and, thus, admits a splitting of the solution space. However, the extension to \( J \) defined on \( L^2(\Omega) \), i.e. the definition of the trace for functions in \( L^2(\Omega) \), has been investigated only for domains with a \( C^\infty \) boundary [107, Ch. 9]. A topic of future work is to derive the splitting for the trace operator. This will also enable us to apply the setting to boundary control setups, if the control is included via a multiplier.

In the chapters on optimal control in the infinite-dimensional setup, we have shown that the decoupling for the state equations is also applicable for the adjoint equations. Carrying over the convergence results of the state equations to the adjoint, we have shown existence of solutions to the formal adjoint equation. This is of particular importance, since the formal adjoint can not be used in the statement of necessary optimality conditions, if it does not have a solution. For particular choices of the linearization point in the definition of the adjoint equation, we have laid out that the formal optimality system for the semi-discrete equations coincide with a semi-discretization of the formal optimality system. However, for the convergence of the adjoint state of the semi-discretization to the adjoint state of a continuous solutions, the provided results require strong convergence of the approximations of the state variables. So, the question on the mutual convergence of the semi discrete states and its adjoints is not answered. Also, the convergence of the input that is optimal for the semi-discrete equations to an input that is optimal for the continuous problem, as it was proven in the linear evolution case in [106], has not been established yet.

The chapter on linearization schemes for the solution of the nonlinear optimality system has provided two variants of a Newton scheme. As a corollary of the results on convergence of the Newton iterates, we have stated the existence of a unique solution to a class of linear-quadratic optimal control problems with abstract differential-algebraic constraints and with endpoint penalization. The taken way to state convergence of the Newton scheme via uniform positivity in the region of interest comes with a certain robustness against perturbations. Nevertheless, an immediate extension towards applicability of the results for numerical approximations will base on the considerations of inexact Newton schemes [75]. In view of
incorporating also constraints on the control, one will have to examine nonsmooth Newton methods, cf. [31] for the Navier-Stokes setup.

Eventually, every numerical approximation will carry out a discretization and a linearization. For this reason, we have particularly focused on the finite-dimensional linear-quadratic optimal control problem. The results from the abstract settings immediately apply here. Moreover, the explicit availability of the operators allow for explicit representations of the decoupling projectors. Using the particular structure, we have proven existence of solutions to formal optimality conditions by means of a differential algebraic Riccati ansatz.

We have used the linear-quadratic case, to also state necessary smoothness conditions on the data and inputs that come with the differential-algebraic structure and that are influenced by the choice of the cost functional.

As a general result for semi-linear, semi-explicit state equations, we have found that the action of the control in the algebraic constraint requires differentiability of the input and also constraints the value of the input at time \( t = 0 \), see Remark 8.7 and Corollary 8.9.

Adjuring the cost functional, may well influence the index of the equations, and, thus, the necessary smoothness constraints. In Remark 8.16 we have given sufficient conditions for tractability index \( i_\mu = 2 \) that, basically, exclude the algebraic variable \( p \) from the cost functional.

Also we have discussed, how one can formally reformulate the cost functional, so that \( p \) is included also in the index-2 case. This reformulation, however, may be infeasible, as it needs the explicit computation of projections. In particular we have shown, that a direct inclusion of \( p \) in the cost functional leads to an optimality system of index 3. For problems of higher index, the generally applicable reduction to strangeness-free formulations [27], are probably the way to go. However, it may be worth investigating particularly structured optimal control problems, as it was done here for an index-2 case, in view of efficient numerical algorithms.

Another crucial point is the incorporation of constraints for the control as well as lower regularity. This has been investigated in [134] for a large class of optimal control problems of type \((8.13)\) subject to semi-explicit DAEs of type

\[
M \dot{v} - f(t, v, p, u) = 0, \quad v(0) = v^0, \tag{10.3a}
\]

\[
g(t, v, p, u) = 0, \tag{10.3b}
\]

and in particular the finite-dimensional cases that are considered here. The formulation of a maximum principle in [134] bases on an equivalent index 1 representation of the state equations that can be formally obtained for the semi-explicit case. In the index 2 case it is given via

\[
M \dot{v} - f(t, v, p, u) = 0, \quad v(0) = v^0, \tag{10.4a}
\]

\[
G(t, v, p, u) = 0, \tag{10.4b}
\]

where the function \( G(t, v, p, u) := \dot{g} + g M^{-1} f \) allows for an implicit function representation of \( p = F(v, u) \). The maximum principle in [134] states that a solution \((v, p, u)\) of the associated optimal control problem with a cost-functional as in \((8.13)\) and pointwise constraints on \( u \) is a maximizer for a specifically chosen Hamilton function, i.e. \((v, p, u)\) solves

\[
\max_{(p,u)\in\mathcal{D}(t,v)} \mathcal{H}(t, p, u; v, \lambda) = \max_{(p,u)\in\mathcal{D}(t,v)} \lambda^T f(t, v, p, u) - K(t, v, p, u), \tag{10.5}
\]

where

\[
\mathcal{D}(t, v) := \{ (p,u) : u \text{ is admissible and } G(t, v, p, u) = 0 \},
\]

and where \( \lambda_1 \) solves the adjoint equation of the reduced system \((10.4)\). In order to compare it to our result, we assume for the moment that \( u \) is unconstrained and
that the first variation, cf. \(139\), of \(f\) and \(\mathcal{K}\) with respect to \(u\) exists. With the implicit function theorem we write \(p = F(v,u)\) and the constrained maximization problem in \(10.5\) becomes unconstrained:

\[
\max_u \mathcal{H}(t, F(v,u), u; v, \lambda) = \max_u \lambda^T \tilde{f}(t,v,u) - \tilde{\mathcal{K}}(t,v,u),
\]

with the reduced functions \(\tilde{f}\) and \(\tilde{\mathcal{K}}\). Now a candidate solution may be obtained by setting the first variation to zero, i.e. to find an \(u\) such that

\[
\lambda^T \tilde{f}_u - \tilde{\mathcal{K}}_u^T = 0. \tag{10.6}
\]

Thus, Equation (10.6) replaces the specification of the maximum in (10.5) and together with the state equations (10.4) and its adjoint equations it gives the Euler-Lagrange equations, cf. (8.12). This means that under the assumptions that were necessary for the derivation of our results, namely that the cost functional does not depend on \(p\), the maximum principle may also provide a system for the computation of an optimal input, however, on the base of an index-1 formulation.

The numerical example of Section 9 has shown applicability of the derived Riccati decoupling in optimal control of flows. Beside the statement in the original variables and coefficients, its main advantage is the availability of low-rank ADI iterations. This avoids the high requirement of memory of other common approaches to boundary value problems of type (8.14) as there are finite differences, collocation, and shooting methods cf. [8]. In terms of speed and memory consumption, there is space for improvement of the presented implementation in terms of computing optimized shifts and residual evaluations, adapting the recent results of [18] to the generalized setup. However, especially for large time horizons and unsteady targets, the memory requirement for storing the factors at every time instance will inevitably grow. A remedy might be the application of checkpointing schemes, see e.g. [154], that store only snapshots from which needed values are computed on demand.

In view of real-world applications, there are two remaining major issues to resolve. Firstly, the uniqueness of the input to state response is tied to the existence of unique solutions to the Navier-Stokes equations which, in the interesting three dimensional case, is guaranteed only for very particular setups. Secondly, the assumption of bounded input operators in Problem 6.1 and also in the finite dimensional equations is only met distributed control which has but a few applications [71]. In practice, however, flows are acted upon typically via the boundary [85, 86]. To make the presented theory applicable to practical applications, one needs to adopt recent theoretical and numerical results [15, 129] that show the successful modelling of boundary feedback control via terms of distributed control.
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