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Figure 5.8: The performance of downloading small objects in Scenario 1 (mHTTP
chunk size: 512KB).

As the first step, we emulate the above scenario in our indoor testbed where AN1
and AN2 are Ethernet routers with nominal rates of 100Mbps each. Each server is
connected via an Ethernet interface to a corresponding router. The client has two
Ethernet interfaces that connect to the routers. In order to emulate different link
latencies in the scenario, we set round-trip times to 10ms and 50ms on the first link
and the second link, respectively. The measurement results are depicted in Figure 5.9.
We show download completion times of file sizes 4MB, 16MB, and 64MB. Each
figure compares the performance of regular HTTP over a single-path connection
with that of mHTTP that uses both connections. The results are presented for
different mHTTP chunk sizes. We observe that (1) the connection over the eth0
interface has a much better performance than the one over the eth1 connection; (2)
mHTTP greatly benefits from the existing diversity in the network, the performance
gain from using mHTTP is larger for larger file sizes; and (3)a chunk size of 1024KB
provides the best performance across different file sizes.

In Section 5.5, we proposed a scheduler that decides what chunk to request over
each connection to avoid a bottleneck situation such as presented in Figure 5.5.
Here, we compare the performance of this scheduler with a baseline that mHTTP
simply requests for the next chunk in � , whenever it needs to issue a new chunk
request over a connection. Recall that � is the set of chunks that have not yet been
requested for download. The experiment is done in our indoor testbed and for file
size of 16MB.
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Figure 5.9: Scenario 1 (indoor testbed): download completion time of regular HTTP
vs. mHTTP for different file and chunk sizes. mHTTP can efficiently use
the bandwidth available to the client and outperforms the best perform-
ing connection among regular HTTP connections. 1024KB of the chunk
shows the optimal performance in all file sizes.

Measurements show that (1) mHTTP with and without scheduler exhibit similar
performance (in term of download completion time). Hence our scheduler does not
affect the performance of mHTTP. As the results for mHTTP without scheduling are
similar to Figure 5.9, we do not show them in this paper. (2) Our scheduler efficiently
reduces the mHTTP buffer size. Figure 5.10 depicts the CCDF (Complementary
Cumulative Distribution Function) of mHTTP buffer sizes for both cases. We observe
that mHTTP without scheduling requires larger buffer sizes. The results for 2048
chunk size are identical. As in this case we have 8 chunks to be requested over the
connections, the scheduler would not have any impact. (3) Furthermore, we observe
that the mHTTP buffer size is smaller than 1MB in more than 50% of the cases.
The maximum buffer occupancy is 7 MB. Note that mHTTP buffer uses user level
memory and not the the kernel space memory.

Now, we move our measurements to a more realistic network using our outdoor
testbed. We configure two servers in a university campus and a mobile device (laptop)
as the client. The servers are connected to the Internet via 1Gbps Ethernet cables
(i. e., the bottleneck is not at the server). The client device is equipped with two
wireless interfaces (WiFi and LTE) that respectively connect to a WiFi network and
a cellular network. We show the results of our measurements in Figure 5.11 for file
sizes of 4MB, 16MB, and 64MB and for different chunk sizes. We observe from the
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(a) mHTTP buffer size with scheduling. (b) mHTTP buffer size without scheduling.

Figure 5.10: Scenario 1: mHTTP buffer size with and without scheduling. Measure-
ments are done in our indoor testbed and for file size of 16MB.

Figure 5.11: Scenario 1 (outdoor testbed): download completion time of regular
HTTP vs. mHTTP for different file and chunk sizes. mHTTP can
efficiently take advantage of the diversity exists in the network. We
observe that mHTTP shows a relatively low performance when using
small chunk sizes compared to the measurements with large chunk sizes
which is due to the fact that our server configuration is not optimized
for mHTTP.

results that (1) LTE and WiFi exhibit very similar performance; and (2) mHTTP can
efficiently use the available bandwidth, especially when the chunk size is 1024KB. In
this case, we observe that mHTTP’s throughput equals the sum of the throughput
of LTE and WiFi. Hence, mHTTP fully utilizes the available capacity and shows a
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Figure 5.12: Scenario 1 (outdoor testbed): fraction of traffic carried over a LTE
connection for file size of 16MB.

substantial performance by reducing the completion time by 50%. For smaller chunk
sizes, we observe a lower performance than that for large chunk sizes. This is mainly
due to the overhead of range requests as analyzed in Section 5.6.1. Improving the
performance of mHTTP for small chunk sizes is a future research topic.

Figure 5.12 depicts the fraction of traffic carried over the LTE interface using mHTTP.
We show the results for different chunk sizes and for a file size of 16MB. We observe
from Figure 5.11 that LTE exhibits a slightly higher throughput than WiFi. Hence,
we expect mHTTP to send more or less the same amount of traffic over LTE and
WiFi. Our results in Figure 5.12 confirm our expectation specifically for large chunk
sizes.

5.6.3 mHTTP vs MPTCP for a single server case

Our second scenario focuses on comparing the performance of mHTTP and MPTCP
in the multi-homed and single data source environment as illustrated in Figure 5.13.

As in the previous subsection, we first report measurements on our indoor testbed.
The topology of the testbed is slightly changed in this scenario: there is only one
server, and thus no data source diversity. The server and the client are booted
with the MPTCP-enabled kernel when we measure the performance of MPTCP. The
results are shown in Figure 5.14. As stated before, we configure our testbed in such a
way that it is optimal for MPTCP. Hence, we expect MPTCP with independent cubic
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Figure 5.13: Scenario 2: 2 interfaces at the client; 1 server; 2 paths (dashed lines).
As in the previous section, we emulate this testbed both indoor and
outdoor.

Figure 5.14: Scenario 2 (indoor testbed): download completion time of mHTTP vs.
MPTCP and regular HTTP. Our testbed configuration is optimized for
MPTCP. Hence, MPTCP is able to fully utilize the available capacity
and provide a good performance. We observe that mHTTP perform
very close to MPTCP and always outperforms regular HTTP over the
best path.

be able to fully utilize the available capacity and provide good performance. The
results confirm this: the MPTCP throughput equals to the sum of the throughput
of two connections. Moreover, we observe that mHTTP performs closely to MPTCP
when the chunk size is 1024KB.

Furthermore, we observe for 64MB file size, and for large chunk sizes, that mHTTP
outperforms MPTCP. This is due to the fact that MPTCP uses a shared TCP receive
buffer which can limit its performance when paths have different characteristics [96].
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Figure 5.15: Scenario 2 (outdoor testbed): download completion time of mHTTP vs.
MPTCP and regular HTTP. We observe that MPTCP is able to fully
use the available bandwidth and mHTTP performs close to MPTCP.

Figure 5.16: Scenario 2 (outdoor testbed): fraction of traffic carried over a LTE
connection for 16MB file using mHTTP as well as MPTCP. We show
the results for 16MB file.
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Figure 5.17: Measurement on a CDN infrastructure. The results are shown for two
cases: the first case uses IP addresses obtained from DNS queries sent
to Google DNS (shown with (g) in the y-axis); and the second case that
uses IP addresses obtained from the local DNS of each of the interfaces
networks (shown with (l) in the y-axis).

However, mHTTP uses a separated TCP receive buffer for different established con-
nections and hence can perform well in such a situation.

Now, we show measurement results from our outdoor testbed: a server residing at
a university campus and a client equipped with LTE and WiFi network interfaces.
The results are depicted in Figure 5.14. Again, we observe that MPTCP fully uses
available capacity and mHTTP performs close to MPTCP, especially for large file
sizes and 1024KB as the chunk size.

Figure 5.16 depicts the fraction of traffic transmitted over the LTE connection for
both mHTTP and MPTCP. We show the results for 16MB file size. As WiFi and
LTE connections exhibit similar performance, we expect that MPTCP and mHTTP
will transmit more and less the same amount of traffic over each of these connections
as observed in the results. Moreover, we observe some differences between using
different chunk sizes for mHTTP.

5.6.4 mHTTP in a multi-source CDN

Finally, we conduct performance measurements on an existing CDN infrastructure.
We choose a 16MB file from a well known site on Alexa.com’s top-50 list, where
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(a) Throughput over each of the connection (b) Download completion time

Figure 5.18: The RTT of the second connection is changed to 100ms after 3 second.
mHTTP is robust to such a latency change and leverages his possible
resources over each of these connections.

the content is hosted in a CDN. We evaluate the performance of mHTTP when
multiDNS uses the following two approaches: to simply use Google’s public DNS or
to leverage separate local DNS resolvers.

For the first approach, multiDNS queries Google’s DNS over each interface separately,
and uses the set of IP addresses returned for each interface. For the second approach,
multiDNS sends a DNS query over each interface to the local DNS of that access
network to obtain content sources’ IP addresses.

We depict the download times of the file using single-path or mHTTP with different
chunk sizes in Figure 5.17. Note that for single-path TCP, each interface by default
queries its local DNS resolver. We observe that mHTTP reduces download times by
up to 50% when compared to the single-path case and performs very well across a
wide range of chunk sizes. Moreover, no significant differences are observed for both
approaches that multiDNS uses. Our results in Figure 5.17 confirms that mHTTP
can benefit from the path diversity in the Internet and can fully utilize the available
bandwidth.

5.6.5 mHTTP is robust to the changes

Finally, we show through an example how mHTTP performs when one of its con-
nections experiences performance drops (due to the congestion either on the path
or at the server). We use a scenario similar to what is depicted in Figure 5.6. We
emulate this scenario in our indoor testbed. AN1 and AN2 are Ethernet routers with
nominal rates of 100Mbps. Each server is connected via an Ethernet interface to a
corresponding router.

The RTTs of both connections are initially set to 50 ms. The RTT of the second
connection is configured to be changed to 100ms 3 seconds after the transfer begins.
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We investigate how mHTTP reacts to this change. We show the results for 64MB
file downloads when 1024KB chunk size is used.

Figure 5.18(a) depicts the throughput on each of the connection of mHTTP and the
overall throughput of mHTTP. We show the results for one experiment run. We
observe that upon the RTT change of the second connection, the throughput over
this connection decreases. However, mHTTP is robust to such a change and takes
advantage of the diversity in the network.

Figure 5.18(b) depicts the download completion time of mHTTP and compares its
performance with when we use single-path HTTP over each of these connections
(recall that the performance of the second connection drop after 3 second). We show
the results from 30 rounds of measurement. We observe that mHTTP provides a
significant performance gain, especially when we compare it with single-path HTTP
over the second connection.

5.7 Related Work

The goal of our study is to boost the speed of the HTTP-based content delivery.
Indeed, the need for such a latency reduction in the Internet has already been ac-
knowledged by network communities.

5.7.1 Multipath Approaches

One of the closest siblings of mHTTP is MPTCP [31,96] which is an extension of the
regular TCP that enables a user to spread its traffic across disjoint paths. Although
MPTCP focuses on the path diversity between a single server and a single receiver
and requires the modification at both end-hosts, the fundamental idea behind these
two protocols is the same. Furthermore, mHTTP sheds light on solving a middle-
box conundrum [12] that MPTCP currently struggles with. Kaspar [54] thoroughly
studies the path diversity in the Internet and discusses use cases on the transport
layer as well as on the application layer. His work and mHTTP have many features
in common except that his work is limited on a single client/server scenario and it
does not take scheduling into the design consideration.

5.7.2 Multi-source Approaches

Content Distribution Network (CDN) is a key technology for reducing the delivery
latency in today’s Internet and the performance of CDN has been evaluated by many
studies [44,52,60,99]. CDNs provide widely distributed servers with multiple copies
of the content available at different locations. CDN typically selects the content
server based on the IP address of client’s DNS server and it often makes an incorrect
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suggestion due to the use of a public DNS [3] or the malfunction of the IP geolocation
database [91]. To improve the performance of the server selection, mechanisms such
as PaDIS [90] or ALTO [107] have been discussed in the community. Our goal is to
leverage such content distribution infrastructures. However, mHTTP does not limit
the communication to a single server. Instead, mHTTP connects to multiple content
servers for utilizing path and server diversity of the Internet. Tian et al. [112] has
proposed a mechanism that is an extension of DASH [1] video streaming protocol,
but heavily relies on specific features of DASH. mHTTP, on the other hand, can be
used for any HTTP-type traffic, including streaming contents.

5.7.3 Single Path Approaches

Google has recently proposed a new protocol, SPDY [11, 139], which shares the
ultimate goal with mHTTP, i. e., reducing the user latency. These two protocols
(mHTTP and SPDY) have a similar architecture that does not need any modifica-
tions in existing applications. SPDY uses only one server and one interface at a time
and utilizes a single TCP connections as if there are multiple connections in it. To
achieve this, server-side socket APIs must support SPDY and that clearly distin-
guishes SPDY from mHTTP. However, features of mHTTP and SPDY are mutually
exclusive, thus these two protocols may even be merged in the same platform.

5.7.4 Application Specific Approaches

BitTorrent implements a sophisticated mechanism which enables users to download
the same content from multiple sources [19]. However, BitTorrent is an application
specific protocol and it needs modification both at the sender’s and at the receiver’s
side. Download managers, often run as add-on software in a web browser or as stand-
alone software, can be other examples of application specific approaches, e. g., [126,
131].

5.8 Summary

Advantages of simultaneously utilizing multiple paths over a network communication
are widely evaluated and understood [10, 16, 78, 94]. Given the fact that HTTP ac-
counts for more than 60% [67] of today’s Internet traffic and that the major fraction
of the total web servers are operated on content distribution infrastructures [44,113],
it is meaningful to broaden the benefit via globally replicated content sources. How-
ever, convincing application developers and content providers to modify/update their
software is practically infeasible within a reasonable amount of time. mHTTP’s key
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contribution is to bring significant benefits to the end-to-end content delivery by uti-
lizing the path diversity in the Internet without any changes on existing applications
and the server-side network stack.

By evaluating it in testbeds and in real-world experiment, we present that mHTTP
shows a significant performance increase in large content delivery as compared to
the normal HTTP. Furthermore, mHTTP exhibits the similar performance to that
of MPTCP even with a single data source, note that MPTCP is restricted to the
use of a single server. For this reason, mHTTP can be seen as a quickly deployable
alternative of MPTCP for HTTP traffic.

Our results show that the performance gain of mHTTP is relatively low when small
chunk sizes are used. Part of the problem is due to our testbed configuration. Ad-
ditionally, our implementation is still in the testing phase. Optimizing the HTTP
parser and restructuring the mHTTP buffer will provide substantial performance
increase. This is a topic for future investigation.

For small object downloads, we observe that mHTTP does not provide a high per-
formance gain, but does not harm either. Moreover, we can modify mHTTP such
that it does not establish multiple paths if the object size is relatively small. Hence,
for the small flows, mHTTP will fall back to regular HTTP. Furthermore, we can
integrate ideas like socket intense proposed in [104] in our implementation to better
deal with small flows. This is part of our future research agenda.

In regard to the comparison with MPTCP in single server scenarios, we observe
that mHTTP exhibits similar performance as MPTCP for large chunk sizes, e. g.,
1024KB, and for downloading large objects. Moreover, previous studies show that
MPTCP, similarly to mHTTP, does not provide a high performance gain for small
object downloads [16]. Hence, we consider mHTTP to be a viable alternative when
running HTTP. Note that MPTCP requires changes to the kernel, both at the sender
and receiver. mHTTP, on the other hand, requires only receiver-side modifications
which are restricted to the socket interface.
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Conclusion and Future Work

The trend shows that the number of Internet users and network-enabled end-devices
grows at increasing rate [129, 130], thus, adds complexity to the Internet every day.
Furthermore, as the volume of digital content is constantly growing (e. g., the size
of high definition videos), its delivery applications (e. g., YouTube, NetFlix, or One-
Click Hosters) are becoming more and more bandwidth demanding. To cope with
the increasing demand for content, providers started to replicate their content in
multiple data centers across the world (i. e., CDNs) which increases the network
complexity yet again.

Viewed from a different standpoint, the complexity is an outcome of various types
of diversity in the Internet such as address space diversity, upstream link diversity,
interface diversity, path diversity, and data source diversity. To better understand
the problems and opportunities enabled by this complexity, research communities
are actively exploring network diversity from different perspectives. In this thesis,
which is inspired by such a movement, three of the most pressing problems in today’s
Internet are tackled.

6.1 Summary of Thesis Contributions

As the first key contribution of this thesis, we evaluate the adoption level of IPv6
from an IXP’s viewpoint in order to assess the current situation of the transition in
address spaces. The outcomes of the measurement show that, in terms of the traffic
contribution, we are still standing near the starting line (i. e., less than 1% of the
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total global traffic). Considering that this transition has already started two decades
ago, it is hard to deny that, in innovation, the Internet Protocol (IP) is the slowest
Internet technology. Despite its slow transition speed, some results of analysis give
us a positive outlook for IPv6 deployment. Mainly, two observations support our
anticipation.

First, the growth of IPv6 traffic shown within one year between two global IPv6
events (World IPv6 Day and World IPv6 Launch Day) is almost corresponding to
the one that has happened for the last two decades, meaning that network operators
are well aware of the necessity of moving towards the next version of the Internet
Protocol and that they are willing to participate in collaborative endeavors.

Second, the application mix in IPv6 traffic shows the clear domination of HTTP
with more than a half share which is similar to the application mix in IPv4 traffic.
This is a positive phenomenon since it means that the IPv6 traffic actually transfers
content and is not used as an experiment.

Along with the assessment study of IPv6 adoption, two application protocols (NNTP
and World of Warcraft) that have antithetical characteristics (bandwidth intensive
vs. latency intensive) are picked up and analyzed within IPv4. Through these two
measurement studies, we examine how the Internet is utilized by end-users today.

One of the most relevant outcomes of our study is that the major bulk of content de-
livered in the Internet is high-volume binary data, e. g., video/audio and compressed
binary data, encapsuled in traditional text-friendly protocols, e. g., NNTP (studied
in this thesis) and/or HTTP (partly covered in this thesis, but mainly studied else-
where [49, 67, 92, 106]). This result leads us to the choice of HTTP as the platform
of the technique we propose to increase the performance of end-to-end data transfer,
i. e., mHTTP.

The second major contribution of this thesis is the thorough analysis on a future
routing protocol, i. e., the Locator/ID Separation Protocol (LISP), that deals with
the scalability problem mainly caused by certain types of Internet diversity, e. g.,
interface diversity and upstream link diversity. Specifically, our interests in this
protocol are largely concentrated on the LISP Cache that temporarily stores map-
pings between its two orthogonal address spaces (Routing Locator and End-point
Identifier).

By reproducing the behavior of the LISP Cache based on the real traffic driven
emulation, we find that even a cache timeout as short as 60 seconds provides a high
performance (i. e., hit ratio) and that the cost for increasing the security level of
LISP is affordable.

The performance degradation caused by an initial cache-miss of LISP is mainly
presented as the delay on a TCP communication between applications. This is due
to TCP’s retransmission mechanism bound to the LISP Cache’s common policy to
drop a packet that causes a cache-miss.
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In case of a LISP router failure in a multihomed stub network, another LISP router
overtakes EID-to-RLOC mapping tasks for the encapsulation (and decapsulation in
case of the symmetric LISP) from the failed router. Thus, this causes a storm of
cache-misses since the newly involved router does not have the knowledge of how
to map IDs to RLOCs. The same phenomenon happens when the router comes
back from the failure. To this end, we evaluate the impact of such a failure (and a
recovery), then suggest a solution by synchronizing mapping information within a
small group of ingress tunnel routers (ITRs). Our evaluation shows that the overhead
due to the synchronization is acceptable, while it greatly suppresses the loss of packets
upon a failure and recovery of a router.

Finally, as the third contribution of this thesis, we design and implement the Multi-
source Multipath HTTP (mHTTP). mHTTP is an easily deployable solution for
increasing the performance of the end-to-end delivery within Content Distribution
Networks (CDNs) by utilizing various types of network diversity. As the name sug-
gests, mHTTP is an extension of HTTP that is designed to pull content from mul-
tiple different data sources (i. e., seen as data source diversity in this thesis). Our
approach is thoughtfully designed not to make any changes at the server-side or at
applications, thus the modification is only to socket APIs at the receiver-side. This
makes mHTTP easy to adopt in the current content delivery infrastructure.

Our evaluation shows that mHTTP has a remarkable performance enhancement (in
terms of download completion time and throughput) in large content delivery as
compared to the normal HTTP over TCP. Furthermore, mHTTP exhibits a similar
performance to that of MPTCP even with a single data source. For this reason,
mHTTP can be seen as a quickly deployable alternative of MPTCP for HTTP traf-
fic.

As mHTTP does not provide a high performance gain for short flows, it is sensible
to disable the multi-connection feature and to fall back to the normal HTTP as soon
as the size of content is known to the receiver. Indeed, for flows smaller than the size
of a chunk, i. e., a segment to be delivered over one connection at each time, there
will be no need to establish the second connection anyway. According to the result
of our measurement, the optimal size of a chunk is around 1 MB.

6.2 Future Work

Future measurement study needs to cover more application protocols to better un-
derstand the usage pattern of today’s Internet. Moreover, it is crucial to track IPv6
deployment since finding out when IPv6 transition can really happen is of great
interest to everyone in the research community. Furthermore, we will continue ob-
serving the alteration, e. g., application mix, throughput, topology, etc., in traffic
and examine more factors that add complexity and diversity to the Internet.
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In order to estimate time required for the full deployment of the Locator/ID Separa-
tion Protocol (LISP), we plan to study its deployment techniques. Moreover, we will
develop methods to maximize the performance of LISP and to minimize the impact
of the initial cache-miss. To achieve this, we plan to address the two unanswered
questions.

First, our performance analysis on TCP communication was largely directed at de-
termining how to optimize the TCP parameters for Locator/ID Split technologies.
We will take various TCP parameters, e. g., delayed ACK time and initial congestion
window size, consideration into account to determine the optimal TCP parameters.
In addition, we will closely observe the impact of the optimization to find out whether
or not it hinders the communication between a TCP speaker in a LISP-enabled site
and a normal TCP speaker.

Second, we will extend the synchronization mechanism to ETRs and develop detailed
specifications for implementation and experimentation in the lisp4.net testbed. Fur-
thermore, the question of what is the best trade-off between tight synchronization
and signaling overhead is still unanswered.

Although the Multi-source Multipath HTTP (mHTTP) is a solely receiver-oriented
mechanism, it is not easy task to gain users and keep them engaged without the
support of operating systems. Thus, along with the main branch of mHTTP that is
implemented on the linux operating system, we plan to port it to operating systems
of widely-used mobile hand-held devices such as Android.

For the further development of mHTTP, we will implement more sophisticated
scheduling mechanism such as coupled-control [95] or OLIA [55]. As our design goal
is not to modify servers, this implementation can be realized by modifying the TCP
kernel of the receiver. The idea is that we can limit/regulate the transmission rate
of a connection by adjusting the receive window size advertised by the receiver.

We also plan to extend mHTTP to other use cases such as a streaming content
delivery (e. g., YouTube and/or NetFlix) or One-Click Hosters (OCHs). For this, the
data chunking mechanism (currently only based on HTTP’s ranged request feature)
will be independently developed from the core of the mHTTP implementation, hence
applications that have an individual data chunking mechanism will be supported by
mHTTP in the future. Specifically, we are interested in studying if using mHTTP
can reduce the start-up latency of streaming contents [98]. The performance study of
mHTTP in high Bandwidth-Delay-Product environments is another future research
topic.

Some academic circles study the cross-layer cooperation between Locator/ID Sepa-
ration Protocol (LISP) and Multipath TCP (MPTCP) [21]. The potential behind
this cooperation lies on the improved path discovery by sharing topology learned via
LISP operations. In principle, the same mechanism can be applied to mHTTP. Thus,
in our future work, we will go on examining opportunities of such a cooperation in
order to ensure the quality of mHTTP’s path selection.
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At this point, our long journey through network diversity is coming to an end. As
we witnessed throughout this thesis, network diversity has two faces. One face
shows us several scalability issues that the Internet community worries about, e. g.,
address space scarcity and routing table saturation. The other face sheds light on the
performance of end-to-end data transfer. Our contributions in this thesis are made
for a better understanding of such challenges and will help the further evolution of
the Internet.
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