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Abstract 

Human Factors as an interdisciplinary science investigates the interaction of humans and 

technology. Safety, reliability and productivity are its primary concerns. Today’s work 

contexts are getting ever more informatized, virtual, adaptive and dynamic. The underlying 

networked technologies are highly complex and distributed. As a consequence, both the 

theoretical fundaments and the methodological toolbox of Human Factors become 

somewhat challenged. By drawing on the field of production planning and scheduling (PPS) 

and enterprise resource planning (ERP) systems as an example of such a work context, this 

thesis is making explicit how Human Factors fails to fully account for many problems and 

questions related to this type of environment. An overview of Human Factors research in 

PPS is leading to a list of unresolved issues and open questions. As a consequence of these 

observations, I am proposing a philosophical reorientation based on critical realist thought 

leading to an elaboration of the philosophical assumptions behind Human Factors as a 

discipline. Hereby, I focus on agency and social structures as central concepts for the 

understanding and explanation of human behavior. The meta-theoretical, ontological 

fundament that I put forward then allows for a through discussion of existing 

methodological approaches to the field of PPS. These considerations lead to the formulation 

of a critical realist theory/methods package for Human Factors to address the research 

issues identified in the PPS domain. To illustrate my reflections on a critical Human Factors 

perspective developed as such, I am retrospectively testing the proposed package of selected 

methods with empirical material from two case studies of medium sized industrial 

companies. The first case study employs socio-cognitive discourse analysis to describe 

position-practices, intentionality and fields of tension related to ERP implementation and 

use. The second case study complements the first one by using an extended form of 

Cognitive Work Analysis and Archer’s morphogenetic approach to analyze the work 

environment. I conclude with implications resulting from the discussion of the applicability 

and explanatory power of the theory/methods package. From the point of view adopted 

here, a more politically conscious and self-critical positioning of Human Factors is 

advocated. Through the integration of agency and social structure into our thinking about 

technology, our design and development interventions will become more tuned to the 

networked workplaces and globalized workforce we are increasingly engaged with. 
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Zusammenfassung 

Human Factors als interdisziplinäre Wissenschaft untersucht die Interaktion von Mensch 

und Technologie. Sicherheit, Zuverlässigkeit und Produktivität sind ihre wichtigsten 

Anliegen. Heutige Arbeitsumgebungen werden immer stärker informatisiert, virtualisiert, 

anpassungsfähig und dynamisch. Die zugrundeliegenden vernetzten Technologien sind 

hoch komplex und verteilt. Dadurch entstehen sowohl für die theoretischen Fundamente als 

auch für die methodologischen Ansätze von Human Factors einige Herausforderungen. 

Durch Bezugnahme auf das Anwendungsfeld der Produktionsplanung und –steuerung (PPS) 

und Enterprise Resource Planning (ERP) Systeme als ein Beispiel für eine solche 

Arbeitsumgebung macht diese Dissertation explizit, wie Human Factors daran scheitert 

wesentliche Fragen und Probleme aus diesem Typ von Umgebung zu beantworten. In einer 

Übersicht über die Human Factors Forschung in PPS werden diese offenen Fragen 

summarisch dargestellt. Als Konsequenz dieser Beobachtungen schlage ich eine 

philosophische Umorientierung, basierend auf der Denkschule des kritischen Realismus, 

und eine Erweiterung der philosophischen Annahmen von Human Factors als Disziplin vor. 

Dabei fokussiere ich mich auf Handlungsmacht (Engl.: agency) und soziale Strukturen als 

zentrale Konzepte für das Verständnis von menschlichem Verhalten. Dieses meta-

theoretische, ontologische Fundament ermöglicht dann eine vertiefte Diskussion der 

existierenden methodologischen Ansätze im Feld der PPS. Diese Überlegungen führen zur 

Formulierung eines kritisch-realistischen Theorie/Methoden-Pakets für Human Factors, mit 

welchem die identifizierten Forschungsfragen im Feld der PPS angegangen werden können. 

Um meine Reflexionen über eine so entwickelte kritische Human Factors Perspektive zu 

illustrieren, wende ich das vorgeschlagene Paket von ausgewählten Methoden retrospektiv 

auf empirisches Material aus zwei Fallstudien in mittelgrossen Industrieunternehmen an. In 

der ersten Fallstudie verwende ich die sozio-kognitive Diskursanalyse um Praxis-Positionen, 

Intentionalität und Spannungsfelder im Zusammenhang mit ERP-Einführungen und der 

Benützung dieser Systeme aufzuzeigen. Die zweite Fallstudie ergänzt die erste durch die 

Verwendung einer erweiterten Form der Cognitive Work Analysis und Archer’s 

morphogenetischem Ansatz zur Analyse des Arbeitsumfeldes. Ich schliesse mit 

Implikationen die sich aus der Diskussion der Anwendbarkeit und der Erklärungskraft des 

vorgeschlagenen Theorie/Methoden Paketes ergeben. Vom hier eingenommenen Standpunkt 

her wird eine politisch bewusstere und selbst-kritischere Positionierung von Human Factors 

befürwortet. Durch die Integration von Handlungsmacht und sozialen Strukturen in unser 

Denken über Technologien werden unsere Gestaltungs- und Entwicklungs-Interventionen 

besser auf die vernetzten Arbeitsplätze und die globalisierten Arbeitskräfte, mit denen wir 

uns zunehmend beschäftigen, abgestimmt werden. 
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1 Introduction 

(...) the complexities of the modern workplace are such that there is a need for increased 

cooperation across the organizational and human factors traditions. As we have seen, nowhere is 

this need more apparent than in the domain of work design and cognitive ergonomics 

(Hodgkinson & Healey, 2008, p. 403). 

Human Factors is concerned with the design of work environments as socio-technical 

contexts to improve their overall performance. Throughout the past 70 years, researchers 

and practitioners have made many socio-technical systems safer, more reliable and more 

efficient. The discipline has evolved into an interdisciplinary science with many applications 

in various industries. However, it is in a challenging situation today. Due to the increased 

use of information technologies, many work contexts have changed fundamentally during 

the last couple of decades: 

 Technological systems are becoming softer in the sense that they consist of less 

hardware and more software, involve less standard operating procedures and more 

knowledge work, or even embrace specific culturally embedded social practices or 

routines (Howard-Grenville, 2005; Kellogg, Orlikowski & Yates, 2006). 

 Various forms of communication play an ever more important role in collaborative 

virtual environments, distributed over increasing geographical distances, more or 

less structured and often within informal social networks rather than formal teams 

(Funken & Schulz-Schaeffer, 2008; Knorr Cetina, 2009; Nardi, Whittaker & Schwarz, 

2001). 

 The relationship between automated functions and human supervisory control 

becomes increasingly blurred in highly networked and predominantly intentional 

work domains (Bisantz & Ockerman, 2002; Kontogiannis, 2010b). 

 Technology is developing into supporting distributed activities in a hybrid context of 

human and non-human agents, producing ‘flows of information’ rather than material 

flows (Kellogg et al., 2006; Rammert, 2007). 

 Increased potential for feedback and mutual interference creates environments with 

higher degrees of dynamic complexity (Hoc, 2000; Sterman & Sweeney, 2005). 

In sum, large-scale information technology systems that are widely distributed, dynamic 

and adaptive pose some quite fundamental issues to Human Factors. For instance, these 

developments are putting in question the conventional socio-technical approach of 

engineering psychologists and cognitive engineers who used work on problems of 

automation in much more straight-forward configurations (usually single worker, single 

machine). It becomes increasingly difficult to define a work domain, work system, or even an 

individual’s mandate or task. In addition to that, many software-based human-machine 

interfaces are in a constant evolution and are highly customizable by their users. 
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These challenges to our discipline need to be addressed, if Human Factors is meant to 

evolve and adapt to new technological environments. To achieve that goal, it becomes a 

necessity to develop a more flexible theoretical framework and methodology that puts 

emphasis on human agency in complex work environments, rather than the search for of 

universal (but frequently too abstract) models of human behavior, especially within socio-

technical systems that are predominantly intentional. If Human Factors fails to come up 

with such a framework, it would have to constrain itself to research and theory building 

around problems that are located within clearly defined boundaries, e.g. process control or 

similar predominantly causal work domains - using Rasmussen and colleagues’ 

categorization of work domains (Rasmussen, 1986a; Vicente, 1999; Wickens & Hollands, 

2000).  

The purpose of this thesis is to explore limitations of current Human Factors 

approaches with regard to complex, distributed computer-mediated work environments and 

to suggest theoretical and methodological extensions to address these issues. To achieve 

that, it is exploring the potential of emancipatory or critical theoretical perspectives for this 

application-oriented discipline. By the term ‘critical’, I mean all kinds of scholarly thought 

that take into account the social and historical context of scientific work in a (self-)critical, 

dialectic approach. Without such considerations, Human Factors risks being limited to a 

very narrow field of use, i.e. small and relatively closed ‘man-machine ecosystems’ like 

operator contexts in driving, flying, or process control. And even these ‘classical’ fields of 

application for Human Factors knowledge are in a state of transition towards more 

networked, more distributed and hybrid work environments, for example in the aviation or 

railway industry. 

The existing theoretical repertoire of Human Factors is ill prepared for the description 

and prediction of human activities in such complex environments (cf. Hodgkinson & Healey, 

2008). Its theories apply more easily to well-structured work environments like process 

control, computer-aided design, or train driving. Mostly due to the restrictions imposed by 

the discipline, those theories are refined and elaborated through controllable experiments, 

where contextual influences are minimized and strictly controlled. The rigorous control of 

confounding variables leads inherently to an more artificial work situation within the 

laboratory, which in turn is seriously limiting the applicability of the results in a ‘real world’ 

setting (Valsiner & van der Veer, 2000). In addition, there is not much integration among 

different streams of thought within neighboring disciplines, for example between 

Organizational Science and Human Factors, but also with others such as Sociology of 

Technology or Information Sciences. 

The key to overcoming these difficulties is, in my opinion, to address theoretical issues 

of agency and social structure in the context of technologically intense work environments. 

Only after having laid out the theoretical premises and assumptions, we will be in a stronger 

position to approach the newly emerging systems of highly distributed and networked 
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collaboration from a Human Factors perspective. In the following, I describe some possible 

starting points for this project. Besides an introduction to social constructivist thought on 

technology I will argue for the necessity of a new Human Factors perspective that is 

complementary to the existing basic research and design-oriented approaches. 

1.1 Social construction of technology 

In order to reach across disciplinary boundaries, it is of crucial importance to discuss basic 

concepts. Fundamentally, our understanding of technology as a concept will influence our 

research and our dialogue with other scholars as well as groups involved in the design and 

usage of it. In the past three decades, there has been a substantial shift in social sciences 

concerning theories of technology.  

Social constructivists have convincingly argued that technology is socially shaped and 

therefore cannot be understood without analytically involving the historical and cultural 

context as well (Bijker, Hughes & Pinch, 1987; Dahlbom & Mathiassen, 1993; Suchman, 

Blomberg, Orr & Trigg, 1999). As such, technology does not have an essence, it is always 

embedded in a social context that constitutes its use and functionality. Any scientific 

approach with an essentialist conception of technology therefore has to be critically 

evaluated and reflected, especially with regard to the fundamentally different roles of 

designers and users. Scientific and engineering models resulting from purely essentialist 

work are limited to specific aspects of a technology, and hereby ignoring any social 

influences and consequences. In certain environments or contexts such reductionist models 

of technology may not only be misleading but dangerous, especially since they do not allow 

for democratic control in their seemingly objective restriction to the alleged essence of 

technology (Feenberg, 1999; Law, 1991). 

In many technology-oriented sciences this call has been heard. But, instead of 

rethinking the theoretical fundaments of the discipline(s), many scholars have responded by 

describing a variety of ‘mental models’ or ‘implicit theories’ involved in the development of a 

technology, hereby conserving an essentialist perspective (Bisantz & Ockerman, 2002; 

Vicente, 1999). For example, they have been working on the model of the engineer as 

developer of a technology, the model of a process or processes embedded within that 

technology, and the model of the user and the users’ understanding of the technology. When 

applied to a certain case, these conceptual representations are leading to certainly useful 

insights, but they are still ignoring any social consequences or meaningful historical 

contexts. Therefore any such ‘model’ - especially those guiding technology development and 

implementation - has to be critically reflected in terms of the conditions of its theoretical 

fundaments, the historic and social context of its development and its critical (or uncritical) 

validation within a scientific or practical community (e.g. Flach, 1995). And, increasingly 

under the trend towards more complex working conditions described above, it becomes 

more important for application-oriented research to explicitly and consciously work on the 
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basic assumptions and restrictions of its approaches, concepts and methods. This is 

especially the case for Human Factors as it is confronted with today’s networked 

information technologies put to work. 

Consequently, psychological or sociological studies of human activities also have to take 

into account the positioning of the observer and the observed to account for a fundamental 

biasing influence when doing research (Clarke, 2005). Or, as Bauman (1992) formulated: 

“The heuristics of pragmatically useful ‘next moves’ displaces, therefore, the search for 

algorithmic, certain knowledge of deterministic chains. The succession of states assumed by 

the relevant areas of the habitat no agency can interpret without including its own actions 

in the explanation; agencies cannot meaningfully scan the situation ‘objectively’, that is in 

such ways as to allow them to eliminate, or bracket away, their own activity (p. 193).” These 

questions are a challenge for Human Factors, and Psychology in particular as part of its 

fundamental scientific background. 

1.2 Naturalistic and critical approaches in Psychology 

Starting from the 1980s, many scholars left the well-developed, laboratory-based research 

track to explore alternative paths in attempts to address what they called ‘real world’ 

problems. Most prominently, ‘naturalistic’ approaches were developed to describe cognition 

‘in the wild’ (Hutchins, 1995; Klein, Orasanu, Calderwood & Zsambok, 1993; Zsambok & 

Klein, 1997). Apart from a fundamentally different orientation towards the generation of 

empirical material, some of these scholars were - and still are - concerned with the 

theoretical foundations of Work Psychology and the related Engineering disciplines. They 

were formulating more fundamental critique towards the underlying world views, especially 

the concept of technology as such, and they supported the notion of humans as historical, 

social and bounded-rational actors (e.g. Gigerenzer & Hug, 1992; Parker & Shotter, 1990). 

The disciplinary characteristics of Psychology are of great significance as a general 

background for the scientific project of my thesis. As a scientific discipline, Psychology is an 

inherently modern endeavor that developed much in parallel with industrial automation and 

the individualistic consumer society of the Western World (Gergen, 1992; Parker, 2007). At 

the core of modernism lies the belief in a knowable world. Modernist science is striving to 

discover universal properties, principles and laws that allow for prediction of the events. To 

achieve that, empirical methods are employed that are believed to be impersonal and free of 

values or interests. In doing so, modernists believe, scientific progress subsequently leads to 

the establishment of reliable, value-free truths about the various segments of the objective 

world. 

Starting in the 1950s and 1960s in philosophy, and reaching out into many other fields 

such as linguistics, literature studies, sociology, anthropology and history, many scholars 

have provided fundamental challenges to that modernist framework. Taken together, these 

efforts and their significant consequences for many scientific disciplines have been termed 
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the ‘postmodern turn’, meaning a shift occurring more or less in parallel in the humanities 

and social sciences. This turn or shift in thinking encompasses a set of fundamental 

changes to the philosophical assumptions of these sciences. On one hand, the ontological 

certainty of a real and potentially knowable world became untenable. On the other, 

epistemological certainty and the belief in steady progress towards the truth proofed to be 

the result of the negation of the pervasive influence of social contexts in knowledge 

production. In departing from a modernist stance, “postmodern thought invites the 

investigator to take account of the historical circumstances of his/her inquiry. What are the 

roots of the preferred discourse, what are its limits, what patterns of culture does it sustain, 

what does it discourage (Gergen, 1992, p. 24)?” As a consequence, self-critical reflection is 

essential for a postmodern scientific approach. This requires “a form of professional 

investment in which the scholar attempts to de-objectify the existing realities, to 

demonstrate their social and historical embeddedness and to explore their implications for 

social life (Gergen, 1992, p. 27)”. Therefore, the broad concept of postmodernism as I 

understand it refers to a kind of scientific orientation, position or style hat distinguishes 

itself from purely modernist science along the lines sketched out above. In its essence, this 

would fit to the project that I am writing about in the following. However, I chose not to use 

the term postmodern because of its many ambiguities and heterogenous use in literature. 

Instead, I will use the term critical to designate emancipatory, historically as well as 

politically sensitive approaches to scientific work1.  

Questions around the development of an emancipatory, critical approach to Psychology 

have been addressed in theoretical discussions among theoretical psychologists for some 

time (cf. Kvale, 1992; Tolman & Maiers, 1991; Valsiner & van der Veer, 2000). 

Fundamentally, there is a substantial amount of uncertainty concerning the methods that 

are needed to overcome a reductionist psychology that focuses on inter-individual 

differences rather than the dynamic processes that constitute the individual psyche and its 

social environment (Valsiner, 2009). But, as Gergen has critically remarked some time ago, 

there might be a case for the psychological study of local practices in defined historical and 

cultural settings: “(...) while research attempting to accumulate basic knowledge about 

‘perception’, ‘cognition’, ‘emotion’, and the like, is of limited value, there remains an 

important place for sound prediction and personal skills within various practical settings 

(Gergen, 1992, p. 26).” However, it is still unclear how Psychology might contribute to a 

critical or constructivist social study of technology and its use (Schraube, 2009). Only few 

psychologists are willing to make the necessary investments and leave the modernist 

framework to “conjoin the personal, the professional and the political (Gergen, 1992, p. 27)”. 

Whereas it remains unclear whether Psychology as a discipline will pick up some of the 

challenges posed by critical thought in sociology and the humanities, Human Factors’ more 

                                              
1 In doing so, I am following Tolman and Maiers (1991) as well as Fox, Prilleltensky and Austin (2009), 
for example. 
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open, interdisciplinary approach might profit from the potential of some of these new ideas 

by assimilating emancipatory critical thinking and hereby reconsidering at least some parts 

of its inventory of theories and methods. 

1.3 Human Factors in relation to other disciplines 

The scope of Human Factors research spans from knowledge-oriented basic research to 

design-oriented applied research (Vicente, 2000). In basic research, the exclusive purpose 

that is motivating a study is to contribute to domain-independent theoretical knowledge. In 

general, this is achieved through vigorously controlled laboratory studies. But basic 

research has rarely meant to work on the ontological and epistemological fundamentals of 

the discipline itself, on its basic assumptions and paradigms. It is through design-oriented 

research efforts that these discussions have been initiated in the past decades. 

I understand Human Factors as an interdisciplinary science that seeks explanatory 

knowledge based on a systemic perspective on the human-technology relationship (cf. 

Badke-Schaub, Hofinger & Lauche, 2008, p. 7). As such, Human Factors has a 

universal/scientific aspect that is aiming at the generation of knowledge that is domain-

independent. Engineering Psychology as a sub-discipline of Human Factors is mainly 

concerned with basic psychological questions arising from the interaction of humans with 

technology with the aim of generating universally applicable scientific knowledge. Human 

Factors furthermore has a design-oriented aspect that is known as Cognitive Systems 

Engineering. Those two aspects could also be characterized as micro- and macro-

psychological orientations and methodologies within Human Factors, where Cognitive 

Systems Engineering is representing the macro-psychological branch (Zimolong, 2006, p. 

17f). Table 1 is providing an overview of these two aspects.  

Human Factors as a discipline, hereby including Engineering Psychology and Cognitive 

Systems Engineering, employs a specific concept of technology which could be described as 

essentialist and inherently modernist in nature. To address the questions raised by large-

scale information technology systems that are widely distributed and dynamic in nature, it 

becomes a necessity to extend that concept. The question remains open if one of the two 

main aspects of Human Factors described above will transform itself to accommodate these 

new technologies or we need a third, more or less independent approach with its own 

theoretical base and preferred methods. 

The motivation and broad intent of my thesis is with making a contribution to the 

understanding and design of such new, highly networked and distributed systems. To 

achieve that I have to recur to fundamental assumptions and principles of our science and 

examine them, if necessary with reference to Philosophy (cf. Clegg, 2000, p. 464), as I will 

show in detail. My intention is further to use literature from neighboring disciplines such as 

Psychology, Sociology, Management Studies, Organization and Information Sciences to put 

my propositions into a context that reaches beyond Human Factors. In doing so, I follow 
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others who have attempted to combine thoughts from different perspectives to work on 

innovative approaches to technology and organizations (cf. Erlicher & Massone, 2005; 

Leonardi, 2012). Most of them, including me, are trying to establish pragmatic – but 

theoretically well rooted - relationships between principles, design methods and criteria to 

promote and undertake sociotechnical design (Clegg, 2000; Mutch, 2013; Orlikowski & 

Scott, 2008; Rammert, 2007). My wish is to bring Human Factors, organizations and society 

in general closer together. I am convinced that, in considering critical thought within our 

work, technology will be placed more directly and openly in the service of values. In the 

process, we as scientists are “encouraged to join in forms of valuational advocacy, and to 

develop new intelligibilities that present new options to the culture (Gergen, 1992, p. 28)”.  

Table 1: Characteristics of two important aspects of Human Factors as a discipline 

Aspect Universal/scientific Design-oriented  

Label Engineering Psychology Cognitive Systems Engineering 

Orientation Micro-psychological Macro-psychological 

Root discipline Experimental Psychology Industrial and Mechanical Engineering 

Objective Domain-independent knowledge 

generation 

Accepted designs for specific domains or 

purposes 

Paradigm Information processing Systems theory 

Approach Systematic-experimental, 

controlled, observation 

Analytical-pragmatic, case study, 

observation, qualitative methods 

Favored 

methods 

Mathematical Modeling, 

Experimental Testing, Statistics, 

Simulation (micro-worlds)  

Abstraction Hierarchy, Ecological Interface 

Design, Critical Decision Method, 

Simulation (micro-worlds), Mathematical 

and Computational Modeling 

Scholars Klix, Timpe, Hacker, Dörner, 

Wickens, Manzey, Klein, 

Parasuraman, Fogg 

Rasmussen, Moray, Vicente, Hollnagel, 

Woods, Burns, Jamieson, Naikar, 

Sanderson, Kirlik 

 

1.4 Contents of thesis 

Following these considerations, my dissertation is concerned with the discussion of 

constructivist, emancipatory or critical approaches to technology studies and, accordingly, 

the possibility of a ‘critical’ Human Factors approach. Drawing on field research in 

computer-supported industrial production planning and scheduling, I explore and discuss 

the validity and potential of a selection of self-critical, constructivist achievements for 

Human Factors as an application-oriented interdisciplinary science. The aim is to critically 

discuss and evaluate paradigms of qualitative research approaches to human-technology 

problems. The thesis is primarily intended to contribute to a scholarly discussion about the 
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fundamental philosophical assumptions of Human Factors and technology studies, and 

secondarily to propose theory-guided analytical approaches and methods as possible 

extensions of today’s Human Factors methodology. 

In the following chapters, I therefore lay out the problematic relationship of Human 

Factors theories, models and design principles within production planning and scheduling 

as an example of a complex computer-mediated work context. Hence, in chapter 2, the field 

of industrial production planning and scheduling is introduced, including a description of 

the tasks that are involved and the technology that is employed to support them. Chapter 3 

is then summing up the Human Factors research that has been conducted in this field. It 

includes a discussion of the limitations and challenges of such approaches to address some 

of the most pressing Human Factors issues related to the implementation and use of 

production planning technology. 

Chapter 4 introduces a general overview of the history and actual situation of Human 

Factors as a scientific discipline and discusses possible critical, constructivist or 

emancipatory theoretical perspectives that could be adopted by the discipline to cope with 

the highly complex research domain described in chapter 3. Hereby I advocate a post-

essentialist view of technology and an activity-oriented interactionist perspective in order to 

overcome the weaknesses of the current Human Factors approach to complex socio-

technical work environments. I am reviewing some existing work that – in my opinion – is 

opening up pathways in this direction. A main focus lies on the discussion of ontological 

and epistemological fundaments of various theoretical approaches that might be employed. 

After a philosophical re-orientation towards critical realism as a framework for a social 

science that acknowledges a a priori reality, I develop an analytical approach that is in 

accordance with this framework. I then discuss potentials and implications of that theory-

based approach to the analysis of technologies, social structures, intentionality and related 

discourse in complex, intentional work domains.  

To support the theoretical discussion in chapter 4, I analyze and discuss empirical 

material from field work in two manufacturing companies in chapters 5 and 6. Chapter 5 

consists of a critical analysis of interview data as texts that are reflecting socio-cognitive 

discourses. This shows how technology discourse and work domain characteristics are 

interrelated. Post-implementation adaptation and actor strategies are made explicit using 

these methods. The study is innovatively linking Cognitive Work Analysis to an early-phase 

requirements engineering method, the i* modeling framework. Chapter 6 builds upon the 

insights gained in the first study to analyze field data from a second study using an 

extended and adapted version of Cognitive Work Analysis as well as Archer’s morphogenetic 

approach (Archer, 1995; Mutch, 2010) to further illustrate and test the proposed 

methodology. 

Chapter 7 is dedicated to the discussion of the case study results as well as some 

conclusions relating to the conceptualization of agency and social structure in Human 
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Factors. I then critically discuss how the results from applying the proposed 

theory/methods package to concrete cases can contribute to improve and further elaborate 

this package.  

In the final chapter, three kinds of implications of the findings provided by the two 

studies on production planning in manufacturing organizations are sketched out. The first 

set of implications is on the theoretical level, concerning the possibility of a critical realist 

Human Factors approach and the issues involved in the role of practitioners when working 

with organizations. The second set of implications is concerning practical questions of 

research and development, and the final set is concerning teaching and training. I finish my 

thesis in chapter 8 with an outlook on possible future directions in Human Factors research 

related to large-scale information systems in organizations. 
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2 Computer-supported planning and scheduling in 
manufacturing 

Particulars are important for theory building, and theory is important for making sense of 

specifics (Orlikowski & Barley, 2001, p. 147). 

When we talk about planning, we generally distinguish between planning as ‘planning for 

oneself’ versus planning ‘for an organization’ (van Wezel & Jorna, 2001). Planning for oneself 

has been studied widely in cognitive psychology, artificial intelligence and robotics. It spans 

action regulation as well as problem solving (Hoc, 1988; Morris & Ward, 2005). As opposed 

to that, planning within organizations is a complex task that is aiming at the coordination of 

distributed activities that involve others. It is process-oriented, requires the representation 

of a plan and is often reversible within a certain time frame (Jorna, 2006, p. 111). Only the 

second is of interest here, although the first is naturally involved in the work of the 

individual industrial planner as a working professional. Production planners are doing both, 

planning their own behavior as well as planning and scheduling the activities within their 

field of responsibility (Resch, 1988). Planning takes place within ‘centers of coordination’ 

(Suchman, 1997) that can be characterized as follows: “Centers of coordination are 

characterizable in terms of participants’ ongoing orientation to problems of space and time, 

involving the deployment of people and equipment across distances, according to a 

canonical timetable or the emergent requirements of rapid response to a time-critical 

situation (Suchman, 1997, p. 42)”. 

Planning and scheduling as an activity that strives to achieve coordination addresses 

diverse organizational dependencies such as shared resources, producer - consumer 

relationships, simultaneity constraints and task - subtask hierarchies (Crowston, 1991; 

Malone, Crowston & Herman, 2003). In the next section I will present some overall purposes 

and organizational constraints that are shaping production planning in most manufacturing 

companies. Then I will describe the tasks of planners and schedulers on different levels of a 

prototypical organization. And in the last section I will briefly describe the tools that are 

currently used to achieve these tasks. These chapters serve the introduction into the field of 

production planning and scheduling, in order to prepare for the critical discussion of 

current human factors research in the subsequent chapters. 

2.1 Industrial production planning and scheduling 

Historically, production planning and scheduling became more important in the age of 

industrialization. Production engineers like Frederick Taylor and Henry Gantt developed 

important methods and techniques that are still relevant today (Herrmann, 2007). These 

methods were designed to cope with the increasing complexity of production due to the 
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division of labor along the supply chain. Orders have to be fulfilled in time, they usually 

come with a due date. Orders are competing for resources, especially highly skilled workers 

or expensive high-tech machinery with limited capacity. Stock levels have to be kept low in 

order to avoid capital lockup. But nevertheless delivery reliability has to be kept high in 

order to satisfy customers. In addition to that, a wide range of operational uncertainties 

have to be dealt with day by day. Raw materials might be scarce or their delivery delayed. 

Construction plans and other documentation may be faulty or unavailable. Tools may not 

be ready, key persons such as decision makers or skilled workers may be absent, or 

communication between departments may be difficult. 

The introduction of information technology into this complex work domain arrived in 

parallel with increased efforts to create more flexible manufacturing systems. Hereby, 

management principles, organizational structures and operational control efforts are closely 

interlinked and relying not only on formal but also informal structures. Centralized control 

and standardization is in conflict with the need for local flexibility on the workplace level. 

Intimate knowledge of the work process is necessary to react to operational uncertainties 

and create local solutions. Perceived from a distance, and with powerful computers available 

to crunch enormous amounts of data, the planning problem is frequently seen as a problem 

of not enough measurement and data rather than a question of dynamic and adaptive 

control strategies that are also requiring some decision latitude (cf. Rasmussen et al., 1994, 

pp. 2-6).  

A simple input-output model of production is shown in Figure 1. Around the ‘black box’ 

of the production process in the middle there are various dependencies between the work 

system and its environment. The production or - in more general terms - transformation 

process depends on timely delivery and adequate quality of raw materials and purchased 

parts, it depends on energy delivery and information relevant to the transformation that is 

intended. The transformation process2 further depends on existing facilities, available 

personnel and know-how. It is disturbed by the environment, be it unfavorable weather 

conditions or other unexpected events. The process itself produces unexpected behaviors 

that are to be coped with by the environment. It further produces the product and/or 

services that are desired by the customers, plus waste that is either sold to other companies 

or left to the environment to be dealt with. Planners and schedulers are concerned with all 

these aspects of the transformation process. This somewhat simplified view of 

manufacturing has been criticized lately, since it neglects important dynamic and social 

aspects of manufacturing (cf. Ahrens, 1998). Planning and scheduling in itself is a process 

                                              
2 Dessouky, Moray & Kijowski (1995) use the term process - transfer function to lable the production 
process at the core of the illustration. I prefer to use the term transformation process (in German 

Transformationsprozess or Leistungserstellungsprozess, cf. Schuh, 2006). Furthermore, instead of 
using equivocation I use unexpected behavior to describe system outcomes other than products, 
services and waste. Dessouky and his colleagues are not labeling the system itself, I chose to call it 
work system since its purpose is the skilled, effortful and intentional creation of a utility or 
commodity. 
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within the work system but is not identical to it, nor can it be easily located and 

demarcated. As opposed to the transformation process as the ‘primary process’ it has been 

called a ‘secondary process’ as it fulfills a support or control function of the primary process 

(Wäfler, 2001).  

 

The understanding and optimization of planning as secondary or control process of 

manufacturing has been a research target for many decades and in different scientific 

disciplines. Mathematicians within the operations research domain were investigating 

optimal solution algorithms for complex problems with solutions spaces too large for 

computation that are raised in production scheduling (cf. Domschke & Drexl, 2007; 

Parunak, 1991; Simon & Newell, 1958). Business engineers were developing organizational 

structures and tools to cope with more and more demanding and increasingly interrelated 

operational management tasks (cf. Schneider, Buzacott & Rücker, 2005; Schönsleben, 

2004). Work psychologists and cognitive engineers were interested in the mental models of 

planners and schedulers to understand human planning behavior (cf. Sanderson, 1989; 

Strohm, 1996) and to provide computer engineers with a ‘model human scheduler’ 

(Sanderson, 1991). They also investigated the tasks, roles and cooperation strategies 

planners are using to accomplish their objectives (cf. Jackson, Wilson & MacCarthy, 2004; 

Kellogg et al., 2006). Industrial sociologists were analyzing the social relations within 

Figure 1: Characteristics of generic industrial transformation process (adapted from Dessouky et al., 

1995, p. 453) 
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production systems and the shaping of agendas and practices, as well as technologies, 

through these power structures (Hill, 1981; Noble, 1984; Webster, 1991b). 

Whereas most of these scholars agree on the basics of the transformation process as 

shown schematically in Figure 1 - however limited in perspective it is, they have diverging 

opinions on the nature and dynamics of the secondary process that controls it. A variety of 

control theoretic models of production planning exist - depending on the theoretical 

background or the intentions of the authors. The most basic formulation of such a model is 

based on the classical control model of engineering, where an output signal is monitored 

and a feedback mechanism ensures a modification of the input signal (e.g. thermostat). 

One basic distinction that extends the ‘engineering model’ is involving the notion that 

any kind of control in a dynamic environment must include some form of learning. As 

Argyris observed many years ago (1977) in his seminal article on organizational learning and 

management information systems, a learning organization is based on a double loop system 

of goal setting and measurement. Figure 2 is illustrating these processes that are 

constitutive for production planning and scheduling. It is based on a framework proposed 

by Kontogiannis (2010b).  

 

 

 

Figure 2: Generic framework of production control (adapted from Kontogiannis, 2010b) 
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The upper part of Figure 2 is showing the dynamics related to goal prioritization and 

organizational knowledge. The wider societal context is highly influential when it comes to 

issues like workplace safety, shift work or other work-related regulations. Depending on the 

organizational culture, production priorities may be set in terms of quality, cost or 

timeliness. These factors influence the formation and implementation of organizational 

policies. The lower part of the schema describes the dynamics surrounding the actual 

production process. There is a basic feedback loop involved in planning, resource allocation, 

operations, feedback and adaptation of the policies and planning practices. The crucial 

point in my perspective is the division of authority which is depicted in the middle. In this 

illustration, it seems set and invariable. There are no dynamic influences that would change 

the general distribution of work and control within the system. Since the introduction of 

powerful and highly accessible information systems in organizations, it seems unlikely that 

flexible and dynamic companies would not try to optimize this central element of control. In 

fact, many are constantly re-engineering their control tools and processes.  

This is why my colleagues and I have proposed a different perspective on organizational 

control capabilities that involves a differentiation between structural control and operational 

control (Wäfler et al., 2008; Wäfler et al., 2011). Both control modes are based on a specific 

distribution of authority within an organization. Structural control usually is allocated 

within the higher management, since it involves the capability to change control structures 

and encourage autonomy on all levels of the organization. In highly de-centralized 

organizations however, structural control may be located at many levels, including the shop 

floor. Figure 3 is showing a formal representation of this control model. 

In general, control capability determines the possible control behavior of an 

organization’s employees. Control behavior may or may not exploit the full potential of 

control. Not exploiting control capability means that the employees – for one reason or the 

other – do not utilize the scope of behavior that would be possible according to their skill 

level. Consequently, as our model in Figure 3 shows, control behavior is a function of 

control opportunities as well as control skills on the one hand and control motivation on the 

other hand. There might be more control opportunities than can be used by the workers in a 

work system, due to a lack of knowledge or training. In our model we further distinguish 

two modes of control behavior: Operational control behavior refers to all attempts to achieve 

control without changing the structure of an organization. Structural control behavior refers 

to control by changing on organization’s organizational or technological structure, e.g. 

changing the shift model, changing production processes, implementing new monitoring 

tools or qualifying employees.  
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The organizational and technological structure facilitates or restricts control opportunities, 

control skills and control motivation. This feedback loop is depicted using dashed lines, to 

distinguish it from the operational control loop. The organizational and technological 

structure plus environmental disturbances are the main sources of operational 

uncertainties and control requirements. This model makes clear that control behavior in 

organizations is dynamic in nature, and not only determined by slowly changing policies 

and mostly static organizational structures (cf. Figure 2). In many industries, flexibility is 

increasing due to more decentralized information systems, and organizational structures 

become more and more temporal through ad-hoc team building, project structures or semi-

autonomous groups of workers. Therefore, a perspective of engagement and participation in 

control issues becomes more important and potentially significant for the overall 

performance of a work system. Are workers interested and motivated in shaping and 

improving control structures and practices or are they merely following prescribed 

procedures? 

In most manufacturing companies production planning is achieved through the use of 

so called enterprise resource planning (ERP) systems that have been introduced in a general 

industrial change process towards a more computerized and standardized mode of 

production (Dubois, Heidenreich, La Rosa & Schmidt, 1995; Umble, Haft & Umble, 2003). 

These technologies are highly complex socio-technical systems that are - at the core - based 

on material requirements planning (MRP) algorithms. However, because of severe limitations 

Figure 3: Structural and operational control behavior (adapted from Wäfler et al., 2008) 
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of the accuracy of underlying software models, internal and environmental dynamics and 

general data quality issues, it is indispensable - for most companies - to employ highly 

experienced planners and schedulers that are able to cope with these weaknesses. These 

human planners are facing a wide range of difficulties due to system complexity, 

intransparent automation, lack of anticipation, informal social dynamics as well as rigid 

formalized procedures. Most EPR systems were designed with an essentialist conception of 

the technology (‘technology-driven’ product development) and are based on algorithms that 

were developed by mathematicians - regardless of company-specific variations in purpose 

and use of this technology. This gap has led to many failures in ERP implementations at a 

substantial cost for these organizations (cf. Shepherd, Clegg & Stride, 2009; Umble et al., 

2003). 

One could argue that these failures are not only due to a general gap between 

standardized software products and day-to-day reality in manufacturing, but also due to 

various human factors issues, ranging from data management to managerial practices and 

standards. In order to approach the planning and scheduling work domain from a Human 

Factors perspective, it is therefore necessary to understand the most important tasks in 

planning and scheduling, regardless if accomplished through the use of computers or not. 

Furthermore, it is necessary to understand the most common division of labor in production 

planning and the basic functionality of computerized tools and their underlying standard 

models. 

2.2 The planning and scheduling task 

The purpose of planning and scheduling in manufacturing is to mediate between market 

demand and available production resources. The task - and at this level it might be better to 

speak of an organizational role - requires a wide array of skills and competences (Berglund, 

Guinery & Karltun, 2011; Jackson et al., 2004). Planning tasks are nested within 

organizational hierarchies, are recurrent by nature and demand substantial cognitive efforts 

usually involving industry-specific expertise. 

Significant amounts of research in planning and scheduling have been undertaken 

since the 1950s (cf. Crawford, 2001; Sanderson, 1989). Analytical models, heuristics and 

scheduling hierarchies have been developed and investigated, mainly in Operations 

Research and Artificial Intelligence communities. All these concepts had relatively little 

impact on the everyday work of schedulers due to a myriad of uncertainties in ‘real world’ 

operations that no model or algorithm is able to account for. It remains the task of the 

human scheduler to integrate expert knowledge about the work system into the generation 

of a feasible schedule (McKay, Buzacott & Safayeni, 1989). Basically, his or her task is “to 

schedule and dispatch work in such a way that many stated and unstated conflicting goals 

are satisfied using hard and soft information that is possibly incomplete, ambiguous, 

biased, outdated, and erroneous (McKay et al., 1989, p. 173)”. 
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Given this inherent vagueness in the planning and scheduling task, there are 

nevertheless general features that can be described. Planning activities take place in a 

hierarchical structure that constitutes itself through the necessity of long-, mid-, and short-

term planning. They furthermore consist of repetitive tasks due to the temporal cycles of 

industrial production. Within this basic setting, planning and scheduling tasks can be 

described on a local level in specific contexts. Such descriptions necessarily have a limited 

scope that makes generalizations difficult. Therefore Hoc (1993) and Cegarra (2008) have 

suggested a more formal approach to describe situational characteristics by using cognitive 

typologies for process control and scheduling situations in general. In the following sub-

chapters I summarize these distinctive features of the planning and scheduling task, in 

order to introduce the work of the industrial planner. In a subsequent chapter I then 

present the tools that are currently in use for planning in manufacturing. 

2.2.1 Planning hierarchy 

From an organizational perspective, the planning task is typically distributed over a 

hierarchical structure reaching from long-term system planning to mid-term order release to 

short-term personnel dispatching and machine scheduling. A prototypical structure would 

involve five interconnected levels of planning and scheduling (cf. McKay, 1992a; McKay & 

Wiers, 2006; McPherson & White, 2006): 

1. System planning: Determines the manufacturing resources needed to achieve long-

term goals, e.g. decisions about equipment, employment policies and reporting 

requirements. 

2. Production planning: Establishes production rates for aggregate product classes, 

considering market demands and production capacities. 

3. Flow planning: Determines batch sizes, process steps and flow times for each 

product. 

4. Scheduling: Decisions about the implementation of the various flow plans in a 

coordinated and consistent way through sequencing and timing. 

5. Cell control and machine control: Shop floor level dispatching of jobs, material and 

operators as well as operation planning in general, e.g. set-up of machine, control, 

maintenance. 

The various tasks in planning and scheduling are mostly spanning across several of these 

hierarchical levels. As McPherson and White (2006) have described, there are two important 

aspects to be acknowledged when talking about these interactions: First, the distinction 

between planning and operations is often blurred when we are describing the achievement 

of a plan. In order to be successful, the planning activities on superior levels must be 

consistent with control capabilities at subordinate levels, and planning at subordinate levels 

must be consistent with the overall goals of the work system. In other words, control 

opportunities must exist on subordinate levels, and they need to be exploited in a way that 
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contributes to the overall objectives (Wäfler et al., 2011). Second, the degree of control a 

subordinate decision maker can achieve over sources of uncertainty depends on local 

control opportunities and skills. Goal achievement may or may not be feasible within a 

specified time horizon.  

These two fundamental characteristics of hierarchical interactions within planning 

tasks are constitutive for dynamic reactions within manufacturing organizations, which 

could be formulated as bottom-up and top-down effects that lead to a specific kind of 

resonance within the decision hierarchy. From the bottom up, subordinate levels may defer 

planning decisions due to infeasibilities on local grounds. This causes reactions at superior 

levels, depending on the amount of decision autonomy that is allocated to subordinate 

levels. Top-down adjustments of commands then in turn cause reactions at subordinate 

levels. This can cause an immediate bottom-up reaction, which could be called resonance. 

This reaction enforces consistency among the goals of the other levels. Both dynamics are 

rather slow and information-intensive (McPherson & White, 2006; McPherson & White Jr, 

1994). Moscoso, Fransoo, Fischer and Wäfler (2011) have described a similar dynamic 

phenomenon which they call the planning bullwhip effect, referring hereby to the bullwhip 

effects in supply chains. 

Alternatively, non-hierarchical models of organizations and planning have been 

proposed (cf. Ahrens, 1998; Mehnert, 2004). These models have the advantage that they 

contribute to an understanding of industrial organizations as communities or networks that 

have multiple layers and are characterized through social, political, technological as well as 

economical dynamics. In this view, planning does not only take place in a seemingly 

hierarchical force field of managerial control versus worker autonomy. Organizations are 

perceived as configurations of self-referential entities that are nested and capable of self-

organization. Others have taken this approach further and are discussing networks of social 

and technological actors or agents that are acting towards goal achievement (Latour, 2005; 

van Eijnatten & van der Zwaan, 1998). 

A hierarchical view of the organization implicitly evokes a linear model of time in 

planning. This is greatly misleading, since production planning and scheduling never 

actually ‘starts’ or ‘ends’, it is always ongoing, cyclical, and a never-ending variation of 

routine tasks. 

2.2.2 Temporal cycles and recurrent tasks 

A significant characteristic of planning and scheduling tasks is the presence of temporal 

cycles that are more or less synchronous to each other, meaning that they are regular to a 

certain degree, or out of pace altogether (cf. Cegarra, 2008). Planning and scheduling is an 

ongoing process that involves the same routine tasks at specific time points or within 

irregular intervals. It is highly responsive to disturbances, which are often leading to re-
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planning (opportunistic or adaptive planning; cf. Alterman, 1988; Hayes-Roth & Hayes-

Roth, 1979).  

To facilitate the description of scheduling tasks in any given environment, Dessouky, 

Moray and Kijowski (1995) have proposed a taxonomy of scheduling that is based on a 

classification of scheduling problems. They first distinguish between single and multiple 

stage scheduling problems. If there is only one stage, the job consists of several tasks. When 

the problem consists of multiple stages, the authors distinguish between the job (mission) 

and its component operations, where each is again composed of different jobs and tasks. 

Parameters are entities like processing times, due dates, setup times, priorities, precedence, 

preemption, repetitiveness, efficiency, machine capacity, availability, delays and other 

system characteristics. In addition to these problem characteristics the authors provide a 

list of objectives and criteria that allow for the overall performance of a plan or schedule to 

be evaluated over time. These objectives include productivity, delivery reliability, workload 

management and other specific objectives like throughput or resource utilization (Dessouky 

et al., 1995, p. 470).  

An isolated view of scheduling problems as cognitive tasks or problems that need to be 

solved ignores the cyclic nature and sensitivity to disturbances of planning and scheduling 

activities. Therefore, a formal taxonomy only describes certain aspects of the work that is 

done by planners and schedulers. To overcome this limitation, several field studies have 

been conducted to investigate the cognitive work that is performed within planning 

departments. 

2.2.3 Task analysis of planning and scheduling 

Planning and scheduling tasks are important many work domains. This includes for 

example cooking in a restaurant kitchen (Fine, 1990), nursing in a hospital ward (Wolf et 

al., 2006), or ambulance dispatching (Furniss & Blandford, 2006). Despite the 

pervasiveness of the task as such, there are not many scientific contributions devoted to the 

analysis of cognitive work related to scheduling. There is relatively little practice-oriented, 

ethnographic work to be found in literature addressing planning and scheduling in the ‘real 

world’ (e.g Crawford, 2001; Farrington-Darby, Wilson, Norris & Clarke, 2006; Karltun & 

Berglund, 2010; McKay, 1992b; Wäfler, 2002). Motivated through this lack of analysis of the 

planning practice, and the difficulties in distinguishing between the various tasks involved, 

McKay and Wiers (2003) are describing planning, scheduling and dispatching activities by 

characterizing them using three aspects: (1) Horizon and timing, (2) decision making and (3) 

context. Based on these descriptions, the authors suggest that the tasks can be separated 

by identifying the nature of the input and output. If the input is based on expectations of 

the future, then the task is planning (and sometimes scheduling). If the output is 

formulated in orders, assignments and timed jobs, then the task is scheduling and 

dispatching. The authors acknowledge that task analysis in planning and scheduling has 
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not been satisfactory in the past, and that in industry one rarely finds the ‘school book’ 

version of planning and scheduling within a neat and well-structured hierarchy. According 

to them, the following weaknesses can often be found: (a) The difference between planning 

and scheduling is not clear, (b) dispatching is underestimated and (c) the scheduling system 

is intransparent and the level of software support is too high. 

Usher and Kaber (2000) used goal-oriented task analysis to identify information 

requirements in manufacturing system control. They restricted their analysis to the level of 

job shop scheduling, therefore omitting superior or subordinate levels such as planning or 

dispatching. Their analysis did not involve actual field work, it is based on a description of a 

manufacturing facility. Through their analysis they identified four sub-goals that consist of 

meeting due dates, avoiding bottlenecks, expediting critical orders and maintaining normal 

system functioning (cf. Figure 4). In order to achieve these sub-goals, several tasks are 

required in part or in sum. It is interesting to observe that these task involve not only 

problem solving, but also monitoring and identification or diagnosis. The authors are 

referring to these tasks as ‘objectives’, which makes it somewhat unclear if they are talking 

about tasks or goals. Criticism of the method or application of it aside, this analysis is 

interesting for the discussion of planning and scheduling task analysis in general. It shows 

specific shortcomings of such efforts, mainly the artificial boundary-setting in between work 

domains. In this case, the scheduler seems to work independently of the planner or the 

dispatcher. This is rarely the case in manufacturing companies.  

McKay and Wiers (2006) are therefore describing the organizational interconnectivity in 

planning and scheduling. None of these tasks can be considered in isolation. They 

distinguish between structural and functional interconnections and are discussing six 

aspects or dimensions of these. An overview is provided in Table 2.  

Table 2: Overview of structural and functional interconnections in planning and scheduling (McKay & 
Wiers, 2006) 

Structural interconnections - Information visibility 

- Depth of decisions 

- Breadth of decisions 

Functional interconnections - Information flow 

- Scope and formalism 

- Solution space 

 

Information visibility as a structural interconnection can be high or low depending on the 

distance of the planning timeframe. The depth of decisions is depending on how far the 

consequences of a decision reach in terms of the product portfolio. The width of a decision 

then is defined as the stretch of the supply chain that is affected by it, be it a single cell or 

machine or reaching beyond the factory up- or downstream of the supply chain. A 
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functional interconnection is originating in the amount and quality of the raw data to be 

acquired and disseminated for scheduling and planning. A second functional 

interconnection is the scope and the formal or informal nature of a planning task. Finally, 

the solution space can be rather limited or very large, with many options and situations to 

consider. All these interconnections relate planners and schedulers to other functions in the 

organization, from sales to purchasing, and from engineering to quality management. They 

are not easily located in a hierarchy, they depend on and exploit formal as well as informal 

structures within the organization. According to McKay and Wiers, an understanding of 

these interconnections can possibly contribute to future explanations of successes and 

failures in planning and scheduling technology. 

Akkerman and van Donk (2009) compiled a list of possible planning and scheduling 

subtasks using three different studies from literature. They found 12 such tasks: Assigning, 

selecting, ranking and counting jobs, monitoring performance, estimating results, 

administrating production, interpreting data, communicating schedules, evaluating actions, 

investigating and reacting to events. Interestingly, again, as in the study of Usher and Kaber 

(2000), the tasks involve seemingly ‘unrelated’ activities like interpreting data, evaluating 

actions and investigations.  

 

Figure 4: Goal-oriented task analysis of supervisory production control in a flexible manufacturing 

environment (adapted from Usher & Kaber, 2000, p. 440) 
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But as others have formulated, these are some of the characteristics of planners in their role 

within the organization. There is no general agreement on the exact nature of the 

‘scheduling function’ as it is performed by humans. As Crawford and Wiers (2001, p. 44) put 

it: “(...) there is no definitive statement about what the scheduling function actually entails 

(...). Indeed, this signifies that there is no one correct way to study scheduling. Researchers 

and practitioners must ensure that they do not hold too narrow a view of the scheduling 

function and its position within an organization. Assumptions as to what is meant by the 

terms ‘planning’ and ‘scheduling’ can only constrain the domain of the human factors of 

planning and scheduling. The goal for researchers must be to challenge these previous 

assumptions and produce valid and practical definitions and applications that can be 

utilized by researchers and practitioners alike.” 

As I have been able to observe and document in our own field work, planners and 

schedulers are moreover devoting a substantial amount of time in making sense of 

ambiguous data, building relational knowledge and maintaining data quality and 

consistency (Gasser, Fischer & Wäfler, 2007; 2011). These tasks are not directly related to 

planning and scheduling in the narrow sense, but day-to-day planning and scheduling 

would not be feasible without them. It thus is a knowledge-intensive activity which does not 

only involve know-how about scheduling as a discipline, but also a great deal of knowing 

about organizational and technical processes; and to what extent those can be administered 

using highly elaborated computer systems. Most planners we have observed and interviewed 

were well aware of strengths, shortcomings and limitations of their digital tools (see also 

Bechky, 2003; Karltun & Berglund, 2010). According to Cegarra and van Wezel (2010a) this 

is due to the predominant use of normative task analysis methods (like in the example 

above; Usher & Kaber, 2000) which often leads to situations where planners have to adapt 

to their computer systems - or are using external tools to complement and support the work 

with the ERP system. Cegarra and van Wezel are therefore suggesting to use a combination 

of task analysis methods according to the focus and scope of the investigation. 

2.3 Enterprise resource planning systems 

Historically, there is a wide range of planning tools and techniques (Herrmann, 2005; 

McKay & Wiers, 2003). In the last decade, driven by the accelerated globalization in 

production, there has been a trend towards the use of relatively standardized 

manufacturing control systems. These so-called enterprise resource planning (ERP) systems 

are gigantic infrastructures that link functionally disperse, geographically distributed and 

culturally different organizational units into a uniform system (Shehab, Sharp, 

Supramaniam & Spedding, 2004; Vollmann, Berry, Whybark & Jacobs, 2005). ERP has 

been defined as: “... a method for the effective planning and controlling of all the resources 

needed to take, make, ship and account for customer orders in a manufacturing, 

distribution or service company (Møller, 2005, p. 485)”. 
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The hope and promise of ERP systems is that they provide common data, common 

procedures and real-time data availability for coordinated decision making. Originally, 

manufacturing control systems were designed to support individual factory operations. ERP 

allows firms to move beyond this boundary and to integrate several factories as well as 

functions such as accounting, human resources and sales. More and more they are also 

aiming at optimization of the supply chain, and are therefore reaching across the 

boundaries of the company.  

Most of todays ERP systems are based on the MRP-II framework (MRP stands for 

‘materials requirements planning’, and the number II is indicating the use of capacity 

constraints in addition to material requirements, cf. Møller, 2005). The main features of this 

framework are depicted in Figure 5. The core functionality is material requirements 

planning, which involves part lists (‘bills of material’) and operation plans for each product 

to determine timed material requirements as well as stock levels and replenishment times to 

calculate re-order points for specific assembly parts or raw materials. Depending on the 

mode of production, internal and external production and purchasing orders are released. 

Typically, material requirements planning is updated on a daily or weekly interval, but there 

are existing systems that allow for real-time re-planning, and even the simulation of 

scenarios. These are called ‘advanced planning systems’ (APS). While the global trend goes 

toward uniformity, local differences in the design and implementation of ERP systems have 

been reported (Porter et al., 1996). Interestingly, there still are many local and comparably 

small providers of ERP systems. As Møller (2005) reports for 2001 and 2002, there was a 

50% market share divided among the six biggest providers of ERP systems, leaving the other 

half to these many small or specialized software companies.  

There has been a substantial amount of research on information systems designed for 

production planning in the past decades. The most recent review by Schlichter and 

Figure 5: MRP-II framework (adapted from van Wezel & Jorna, 2001) 
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Kraemmergaard (2010) reports on 885 peer-reviewed publications on ERP systems for the 

period between 2000 and 2009 and a review by Moon (2007) included over 300 articles from 

within just six years up to June 2006. Another review found 189 papers from 2000 to mid 

2004 (Møller et al., 2004). The numbers indicate an increasing research interest in ERP 

systems during the last decade (Schlichter & Kraemmergaard, 2010). 

Shehab, Sharp, Supramaniam and Spedding (2004) have reviewed 76 papers on ERP 

technology from 1990 to 2003. Their main conclusions are that ERP systems are costly and 

difficult to implement, especially for small and medium enterprises. However, the pressure 

is rising due to the trend that big companies are integrating their whole supply chain into 

one ERP platform. The authors are providing a list with the main flaws of ERP systems that 

they have found in the literature: Many functional, technical and usability-related issues are 

troubling companies that are implementing these systems.  

In their review of 49 articles that were focussing on ERP system research, Cumbie, 

Jourdan, Peachey, Dugo and Craighead found a high prevalence of exploratory and case 

studies, whereas confirmatory research designs were less often employed. They conclude 

that “to advance the field of ERP, researchers need to continue to explore creative, multi-

method research to overcome the inherent complexities when studying an enterprise (2005, 

p. 29)”.  

Schlichter and Kraemmergaard (2010) conducted the most thorough and comprehensive 

review up to date. Their study shows that a large number of journals have published papers 

about ERP. The Operations Management discipline has hereby published 31% of the papers, 

followed by Information Sciences with 24%. The most researched topic has been the study of 

implementation of ERP, accounting for 29% of the publications. Studies on the management 

of ERP (18%) and the optimization of ERP (17%) together account for another third of the 

publications. Case studies have been the most used method (22%) but in more recent years 

their use has been declining.  

Within much of the existing research literature, the main focus has been on 

implementation issues and best practices (Akkermans & van Helden, 2002; Davenport, 

1998; El Amrani, Rowe & Geffroy-Maronnat, 2006; Finney & Corbett, 2007; Holland & 

Light, 1999; Hong & Kim, 2002; Ifinedo, Rapp, Ifinedo & Sundberg, 2010; Klein, Conn & 

Sorra, 2001; Soja, 2006; Umble et al., 2003) and ERP technology related change 

management (Amoako-Gyampah & Salam, 2004; Shepherd, 2006; Somers & Nelson, 2004). 

But there have also been studies around other aspects of ERP application, for example on 

user interaction, team collaboration and local optimization (Calisir, 2004; Cegarra, 2008; 

Gattiker & Goodhue, 2004; Tan et al., 2008; Wallace, Scott, Stutz, Enns & Inkpen, 2009; 

Windischer, 2003). 

ERP systems depend on a quite detailed model of the production or transformation 

process and all the resources that are involved. Some of these systems are linked to the 

wider supply chain, leading to more and more integration of data flows. Parts of the system 
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are automated, which in some companies lead to the expectation that all of the production 

planning can be automated and would only need little human supervisory control some time 

in the future. Such hopes of ‘effortless’ supervisory control in advanced manufacturing 

systems are misleading. In many companies, day-to-day planning and scheduling of 

operations still is a challenge despite the increasing powers of manufacturing control 

systems. Critics have long made the point that - when not very carefully managed - ERP 

implementations can lead to the situation where the organization has to adapt to the 

software instead of the software supporting the organization (e.g. Davenport, 1998). A large 

body of research has addressed general implementation and adaptation problems in a wide 

range of industries (Akkermans & van Helden, 2002; Benders, Hoeken, Batenburg & 

Schouteten, 2006; Cadili & Whitley, 2005; Dery, Grant, Harley & Wright, 2006; Fleck, 

Webster & Williams, 1990; Gosain, 2004; Grant & Hall, 2005; Grant, Hall, Wailes & Wright, 

2006; Light & Wagner, 2006; Shepherd et al., 2009; Webster, 1991b). 

2.4 Interdisciplinary challenges: Planning in socio-technical contexts 

The difficulties in production planning and scheduling are amplified through the hybrid 

nature of function allocation between human planners and computers in enterprise 

resource planning systems. This development – to a varying degree across different 

industries – poses interdisciplinary challenges that have only been addressed recently 

(Cegarra & van Wezel, 2010b; Higgins, 1999; Shalin, 2005; van Wezel & Jorna, 2001).  

Quite fundamentally, as Shalin and McCraw have described in detail (Shalin & McCraw, 

2003), there is a problem of representation when dealing with plans as hypothetical 

constructs. A plan might co-exist with other plans, it has a history of changes and 

amendments, and it requires a user that is capable of memorizing all these modifications in 

order to interpret and use the plan in a meaningful way (Shalin, 2005). As Vicente and 

Burns (Vicente & Burns, 1996) reported, even in environments of process control which 

require planning to a lesser extent than manufacturing, operators are not relying on the 

representations that are at their discretion because they need more information about the 

status and trustworthiness of the sensor data displays. This furthermore requires what 

Jamieson and Vicente (2005) have termed ‘mode awareness’ - an actualized knowledge 

about the control module state and behavior. Effective control therefore involves more than 

accurate mental models of the process and feedback, it demands a skillful control practice 

that requires knowledge about the system that is controlled and the controller unit (i.e. the 

ERP software system in the case of manufacturing).  

In order to tackle these problems it is necessary to understand plan features that go 

beyond mathematically specified criteria like machine utilization or distribution of workload. 

In his analysis of plan features that can affect re-planning, Kontogiannis (2010a) focused on 

plan characteristics related to complexity, coupling and control. In a comparable but not 

identical way, Hoc (2006) argues that plan features regarding de-synchronization, 
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abstraction and anticipation can strongly influence the practicality, execution and 

adaptation of a plan. Furthermore, various organizational design aspects are influencing 

interactions between departments to cope with short-term coordination and planning issues 

(Nauta & Sanders, 2001; Windischer, Grote, Mathier, Meunier Martins & Glardon, 2009). 

Hereby the increase in complexity and loss of autonomy in a globalized economy (e.g. 

Hanseth, Ciborra & Braa, 2001; Rammert, 2003a) leading to uniforming efforts of 

formalization and digitalization of the workplace, combined with a parallel and paradoxical 

trend towards informal personal networks among professionals, also account for 

shortcomings of these structuring efforts (Funken & Schulz-Schaeffer, 2008).  

In a case study about the implementation of an ERP system in a large international 

company, Elbanna (2006) has been able to show that even in the case of relatively rigid and 

contingent technologies like ERP systems, there is room for improvisation. She found that 

the people responsible for the implementation were constantly working around the plan to 

get the system running according to the company’s needs. Interestingly, the managerial 

recount of the implementation process later did not reveal these efforts and thus rendered 

them invisible by pretending that everything went according to the initial implementation 

plan. 

The role of organizational memory and conflicting knowledge was investigated by van 

Stijn (2006). In her PhD thesis, she applied a ‘memory lens’ to ERP implementation 

processes and organizational change. Van Stijn is describing the sustainability / flexibility 

paradox when it comes to ERP systems: On one side, ERP systems often become ‘fossilized’ 

once the most important adaptations have been achieved. During the enactment and initial 

‘tweaking’ of the standardized technology, local rationalities and knowledge become part of 

the ERP superstructure. On the other side, due to changes in and around the organization, 

work processes need to remain flexible to guarantee for successful operations. However, 

most ERP vendors do not encourage modifications and alterations, or demand very high 

prices to make them possible. Van Stijn proposes to use the ‘memory lens’ approach to 

develop new ways of talking and investigating ERP practices. The lens could also serve to 

consciously develop a corporate culture of addressing conflicting memories or knowledge. 

Corporate culture seems an important factor when it comes to ERP implementations. 

Kwahk and Ahn (2010) are reporting on differences in ERP implementation and use in 

Korea. Their findings suggest that large companies have a higher chance to successfully 

implement ‘global’ ERP systems based on US and European standards, possibly due to a 

generally higher computer self-efficacy of its employees. Smaller companies are better off 

choosing local software products that allow for company- and culture-specific adaptations. 

There study has certain weaknesses, for instance their measure for success is the intention 

to use the ERP system in the future. One might argue that the intention does not 

necessarily lead to the actual behavior. On the other had, their sample of ERP users is very 

young in comparison. Most respondents to their questionnaire were under 34 years old 
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(78%). Since their main influencing variables were attitude to change and computer self-

efficacy, the results might therefore not be easily generalizable to other companies or 

cultures. Nevertheless their work addresses very interesting questions, namely how culture, 

attitudes and local practices are substantially shaping technology adoption, implementation 

and use. 

There is a whole series of more recent papers that are discussing the cultural 

assimilating of ERP systems in specific organizations (Cadili & Whitley, 2005; Elbanna, 

2008; Wagner, Newell & Piccoli, 2010). Some are rather critical about the real achievements, 

suggesting that much of the implementation should be understood as ‘organizational 

façades’ that are hiding away the actual state of affairs (Abrahamson & Baumard, 2008). 

Others are showing that in an academic environment, the creation and elaboration of 

workarounds became a ‘technological zone’ of its own, hereby providing a space of freedom 

and resistance to the overwhelming ‘governing’ principles built into the standard ERP 

system (Kitto & Higgins, 2010). Discussions revolving around the standardizing or culture-

ignoring nature of ERP systems are related to the question of agency in this context. Rose 

and Jones are proposing a perspective that takes into account both aspects, human as well 

as machine agency. In their view, machines facilitate and enable some parts of the human 

exercise of agency, but constrain other parts. Human agency is different from machine 

agency in terms of purpose and awareness, therefore having the potential to structure this 

‘double dance of agency’ (Rose & Jones, 2005). 

Already in the early days of computer algorithms for planning, Sanderson has argued 

that the usual performance measures will not be able to capture the most important 

reasons for which humans are needed in such systems. She wrote: “In particular, humans 

may be needed because they can solve ill-defined problems on an intermittent basis rather 

than well-defined problems on a regular basis. Their continued ability to do this requires a 

sound mental model of system properties and constraints and a clear mental picture of the 

current system state (Sanderson, 1989, p. 662).” 

These short excursions into the domain of computer-supported production planning 

and scheduling were intended to provide a basic understanding of this Human Factors 

research domain. The next chapter is dedicated to the psychology behind planning and 

scheduling activities, as well as some critical observations related to cognitive engineering 

efforts within enterprise resource planning systems to support them. 
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3 Human Factors in planning and scheduling 

Much scientific research has in fact the same logical character as detection. In a piece of criminal 

detection, the detective knows that a crime has been committed and some facts about it but he 

does not know, or at least cannot yet prove, the identity of the criminal (Bhaskar, 1998a, p. 29). 

Computer-supported planning and  scheduling raises research questions in cognitive as well 

as organizational ergonomics as I have lined out in the last chapter. Given the importance of 

these problems for industrial organizations there has been a significant amount of scientific 

work done related to all theses aspects (reviews can be found in Crawford, 2001; Hoc, 

Mebarki & Cegarra, 2004; Sanderson, 1989). On an organizational level, the re-integration 

of a certain degree of planning and scheduling has been one of the goals of socio-technical 

design approaches since their beginnings in the 1940s (Trist & Bamforth, 1951), and with 

more vigor during the 1980s and 1990s in Scandinavia and Germany due to an increased 

interest in the ‘humanization of work’ (cf. Badham & Schallock, 1991).  

Sanderson (1989) provides an engaged and thorough review of research on human 

planning and scheduling. She discusses the general nature of the scheduling problem, 

different approaches to automation and laboratory as well as field studies that have been 

conducted in a period of 25 years. The laboratory studies she reviews have mainly focused 

on three aspects: (1) comparing unaided humans with normative scheduling rules, (2) 

studying interactive systems of humans and computers, and (3) studying the effect of 

predictive and graphical displays on scheduling performance. The review shows that 

generalizations are difficult, because the tasks that have been studied are only comparable 

to a certain extent. Moreover, due to the accelerated technological development many 

studies are outdated or not relevant any longer. Field studies mostly involved highly 

experienced schedulers with little decision support. Sanderson concludes that more 

coordinated research efforts within Human Factors is necessary to establish reliable 

knowledge about the interaction of humans and computers in the field of planning and 

scheduling. In a first stage, a thorough analysis of the scheduling task domain is needed. 

For example, some studies found that schedulers spent 80-90% of their time in identifying 

problem constraints rather than actually sequencing and dispatching job orders. In a 

second stage, features of the problem and the interface should be manipulated in a 

systematic way to gain insight into cognitive strategies of schedulers (Sanderson, 1989, p. 

663). 

Crawford and Wiers (2001) refer to the research that has been reviewed by Sanderson 

as ‘first generation’ work, motivated mainly through scientific interest in the task of 

scheduling, and limited through a somewhat restricted availability of computer systems to 

support the task. In their own review, they summarize seven theoretical and ten field 

studies that had been published between 1990 and 2001. They refer to these as the ‘second 
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generation’ of Human Factors research in scheduling, which - according to the authors - 

was mainly motivated by industrial needs that had developed by the end of the 1980s in the 

wake of flexible and lean manufacturing within globalized supply chains. Mass 

customization and delivery performance became a characteristic of the product itself and 

demanded more planning and scheduling. In parallel, computer technology became widely 

available to provide support for PPS tasks. However, there was a lack of applicable theory to 

be used in the design of software tools dedicated to PPS, which in turn led to the ‘second 

generation’ research efforts (Crawford, 2001, p. 26). McKay’s doctoral thesis can be regarded 

as a starting point for this type of research (McKay, 1992b). Wiers (1997) and Crawford 

(2000) took this approach further in their own doctoral research. According to them, a ‘third 

generation’ of research is beginning to emerge that is motivated by the perceived need for an 

integrative framework that allows for a more coherent Human Factors approach in both 

academia and industry. Crawford and Wiers (2001, p. 30) mention three shortcomings of 

previous research in generations one and two: The lack of coordination, the lack of focus, 

and the lack of building on previous research. They further identify eight topics for Human 

Factors research in PPS that have not been systematically investigated or addressed up to 

date (2001, pp. 31-38): 

(1) Cognitive issues: Planners’ mental representations, their situation awareness and 

the role of cue recognition are not well covered by research. 

(2) Decision making (as a separate cognitive issue): The role of context-specific 

heuristics, dynamic adaptation of decision strategy and the problem of delayed or 

unavailable feedback (cf. Wiers, 1996) are not well understood so far. 

(3) Environmental factors: Organizational culture and job specification affects 

scheduling behavior, mainly through the perceived function and use of plans and 

schedules. The role of the researcher within the complex structure of an organization is 

not well reflected upon in general. 

(4) Domain-free and context-based factors: Incompatible views that persist in the 

research community, i.e. the effort to formulate normative taxonomies of scheduling to 

make scheduling situations comparable (cf. Dessouky et al., 1995) and the 

acknowledgement that schedulers are only performing successfully when they have 

intimate knowledge of the work domain and context. 

(5) Instability and complexity of the environment: The inherent instability of production 

systems due to external and internal operational uncertainties leads to various 

problems of complexity reduction to cope with the dynamics of scheduling situations. 

Coping strategies in relation to various system states (uncertain vs. stable, overloaded 

vs. underloaded etc.) are not well researched since they require long-term field studies. 

(6) Temporal and production constraints: Some jobs might expire or become worthless 

over time, others might have a ‘procedural utility’ for the planner, i.e. to build trust. The 
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constraints are so diverse and embedded in a production facility that they tend to 

become harder for planners and schedulers to keep track and account for appropriately. 

(7) Information issues: The role of information is not straight forward in PPS. 

Information is widely distributed within an organization, some of it hard to access, and 

other incomplete or erroneous. Planners are using ‘information networks’ to acquire 

‘enriched data’ (e.g. historical, cultural or personal information relevant to their task). 

(8) Scheduling function or role in practice: There is no consensus about the main 

function of the scheduler working within a scheduling environment. Some found that 

the main function is to prepare for and deal with breakdowns of plans rather than the 

generation of plans. 

Hoc, Mebarki and Cegarra (2004) provide a more recent review that is concluding with four 

persistent major research areas for HF research in production planning: (a) The 

understanding of human strategies and representations in planning and scheduling, (b) 

development of efficient interfaces, (c) focussing on the problem of cooperation, and (d) be 

more aware to reactive scheduling in dynamic situations. The efforts made within a 

European-funded interdisciplinary network of experts3 from 2004 to 2008 can be seen as a 

further attempt to formulate a more general framework and common ground to address 

these issues (Cegarra & van Wezel, 2010b). 

The following subchapters are dedicated to the psychology of planning and scheduling, 

especially to two selected aspects, decision making and collaboration. I chose these two 

aspects due to their relevance for cognitive engineering efforts in the field. In a dedicated 

subchapter, I summarize research findings related to planning and scheduling as decision 

making. Then I discuss work related to collaborative aspects of planning and scheduling in 

another subchapter. The subsequent discussion of design efforts and failures will then lead 

to critical observations on human factors research in the domain of manufacturing control. 

3.1 Psychology of planning 

Psychological aspects of planning and scheduling have been a topic of scholarly work mainly 

in the fields of individual action regulation, especially in problem solving (Hoc, 1988; Morris 

& Ward, 2005). In addition to that, it became of interest for the Human Factors community 

through the development and propagation of advanced manufacturing systems, which used 

computers to develop plans but were still very much dependent on human input and 

judgment (cf. Sanderson, 1989). There is a fundamental difference between planning for 

oneself and planning for an organization. As Resch (1988) has defined, cognitive work takes 

place within a ‘factual action field’ (i.e. the planning of the planner’s own actions) and within 

a ‘reference action field’ (i.e. the planned or expected activities on the shop floor). In fact, 

both kinds of planning have their own tradition of scientific investigation and theorizing, as 

                                              
3 Human and Organizational Factors in Planning and Scheduling HOPS (EU-COST action A29) 
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van Wezel and Jorna (2001) have observed. The complexity of the resulting cognitive work 

related to planning in an industrial setting demands for a bottom-up, descriptive approach, 

and therefore it is subject to Human Factors, as well as Organizational Psychology (cf. 

Jorna, 2006; Strohm, 1996). Probably the most salient difference is the required 

communicable representation of the problem space as well as a feasible solution in the case 

of industrial planning. Opportunistic planning (Hayes-Roth & Hayes-Roth, 1979), which 

often takes place in everyday life, is usually not appropriate. Table 2 is showing these and 

other differences in an overview (van Wezel & Jorna, 2001). 

Table 3: Comparison of planning aspects (adapted from van Wezel & Jorna, 2001, p. 282) 

Aspect Dimension Human who plans for 

himself 

Human who plans in 

an organization 

Kind of entity Alone / group 

 

Alone Alone and group 

 Natural / artificial Natural Natural and artificial 

Process 

characteristics 

Information processing Internal Internal and external 

 Representation Internal: hidden and 

mental 

External: various and 

coded 

 Communication Internal: hidden and 

mental 

Internal and external: 

mental and coded 

 Modeling Artificial Intelligence 

(temporal, case-based 

reasoning) 

Operations Research 

 Relation planning, 

execution, and control 

Intertwined; flexible 

adaptation after 

unforeseen events 

Decoupled; inflexible 

with respect to 

adaptation 

Domain 

characteristics 

Problem space Ill-defined Strive towards well-

defined 

 Planned entities Sequence of own 

activities 

Alignment between 

other’s activities, 

capacity, orders 

 Constraints / goal 

functions 

Self-paced; self-

imposed; easily 

revisable 

Externally imposed, 

non-paced and difficult 

to change 

 

On a more theoretical level, the distinct cognitive characteristics of planning in complex 

work environments has been discussed by various scholars in the past decades (Cegarra, 

2004; Hoc, 1993; von der Weth, 2001). The main goal of these efforts has been to identify 

cognitive demands on a more abstract level. The discussions therefore are concerned with 
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issues of complexity, uncertainty, cycle synchronicity, process steadiness, multiple and 

contradictory objectives (Cegarra, 2008). Others have been developing more formal 

approaches to time-related issues in ergonomics, such as models of temporal reasoning and 

the notion of ‘temporal error’ - meaning an adjustment that is leading to an undesired 

evolution of the system (Hildebrandt & Harrison, 2004; De Keyser, 1995; De Keyser & 

Nyssen, 2001; Sougné, Nyssen & de Keyser, 1993; Vandierendonck & De Vooght, 1998). 

In the case of highly dynamic situations such as in supervisory control, planning 

further involves synchronization and de-synchronization between different time frames. The 

most obvious relevant time frames are the one related to the process that is supervised and 

the one related to the planning activities (Hoc, 2006, p. 73). In the case of supervisory 

control within other domains than process control, for example discrete parts 

manufacturing, anesthesia or food preparation in a restaurant kitchen, more interrelated 

temporal reference frames are involved (Akkerman & van Donk, 2009; Nyssen & Javaux, 

1996). Cognitive processes in pre-planning, real-time planning, adjustment of plans, and re-

planning are therefore of greatest interest for applied research in this domain (Hoc, 2006; 

Kontogiannis, 2010a). 

3.1.1 Planning and scheduling as decision making 

Planning and scheduling is to a substantial degree depending on decision making by 

experienced planners based on their extensive knowledge of the production facilities and 

processes (cf. Crawford, 2001; Fleig & Schneider, 1998; McKay et al., 1989). This knowledge 

is applicable only when a planner is constantly updating his or her mental model of the 

situation in the production system, as well as the planning and scheduling system that 

controls production. They are highly familiar with the dynamic processes and actors 

involved and are devoting a substantial amount of time to the gathering and analysis of 

information. Expertise, especially causal knowledge about the environment, hereby 

influences cue selection and therefore learning and decision making (Garcia-Retamero & 

Hoffrage, 2006). But, as I will elaborate further below, many production environments are 

lacking straight forward causal relationships, which in turn makes decision making 

difficult. 

As a consequence, during a workday, experienced planners are often deciding according 

to their ‘intuition’ within the general flow of action: “(...) actors are immersed in the work 

context for extended periods; they know by heart the normal flow of activities and the action 

alternatives available. During familiar situations, therefore, knowledge-based, analytical 

reasoning and planning is replaced by a simple skill- and rule-based choice among familiar 

action alternatives, that is, on practice and know-how. When, in such situations, 

operational decisions are taken, they will not be based on rational situation analysis, only 

on the information which, in the running context, is necessary to distinguish among the 

perceived alternatives for action. Separate ‘decisions’ therefore are difficult to identify and 
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the study of decision making cannot be separated from a simultaneous study of the social 

context and value system in which it takes place and the dynamic work process it is 

intended to control (Rasmussen, 1997, p. 187f).” One could add that these decisions are 

often influenced by organizational culture, constraints, beliefs, habits and so on (Yates & 

Tschirhart, 2006). 

Whether or not a decision maker is using a rational or intuitive strategy, depending on 

the situation, is therefore not well understood. Basically, a common typology that allows the 

description and comparative analysis of such situations is missing (cf. Cegarra, 2008). 

However, such a typology would be required in order to analyze and predict routine 

decision-making behavior in complex environments. Without it, it is only possible to 

describe the outcomes (i.e. the phenomenon of a distinguishable decision strategy), without 

being able to draw causal conclusions about contextual influences on strategy selection. The 

strategy selection as a mechanism should better be understood as part of the expert’s 

knowledge that he or she has acquired through an extended learning process (Betsch, 

Haberstroh & Höhle, 2002; Glöckner & Betsch, 2008; Mata, Schooler & Rieskamp, 2007; 

Rieskamp & Otto, 2006). 

Given the general repetitive, knowledge-intensive nature of decision making in PPS, it 

seems reasonable to turn to research on naturalistic decision making (NDM) to look for a 

theoretical base and empirical work. However, there are not many NDM studies to be found 

in the domain of PPS (Crawford, 2000; Gasser et al., 2007). One possible explanation for 

this could be that NDM, as well as classical decision making (CDM) research, is generally 

done in somewhat different task environments. Table 3 is summarizing some of the 

characteristic context and task features that distinguish between the three different kinds of 

decision making environments. The classical decision making environment typically involves 

well-defined tasks in a decoupled and controlled environment, i.e. a laboratory. The tasks 

can be accomplished with none or little training. As opposed to that, the typical 

environment of naturalistic decision making is dynamic, tasks are ill-defined and require 

expertise. There is a risk of highly adverse consequences, e.g. the loss of lives and/or 

expensive equipment.  

The case of decision making in planning and scheduling environments has 

characteristics that are somewhere between these two ‘extremes’. The environment is 

dynamic and coupled by definition, and a lot of expertise is required to make decisions. 

However, the stakes are not as high as in fire fighting or military combat. Some actions are 

reversible, others can lead to substantial losses in materials, customer satisfaction and 

therefore profits. In any case, the consequences are real. But what differentiates PPS 

decision making from the other two is the frequent absence of feedback that can be linked 

to the individual decision. This has been described as a ‘wicked’ type of environment 

(Hogarth, 2005) - leading to impaired learning. CDM and NDM study environments are 

generally ‘kind’ in terms of learning. There is a more or less immediate win or loss, a 
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mission success or failure. This is not the case in PPS. Some consequences are delayed in 

time, others are cumulative. It is very difficult for the individual planner to adjust his or her 

decision making according to single decisions and their outcomes. Therefore this kind of 

decision making is qualitatively different form the other two, and it requires great caution 

when applying theories or models to it that have been developed within CDM or NDM 

environments. 

Table 4: Comparison of context/situation and task features between classical decision making (CDM), 
naturalistic decision making (NDM), and production planning and scheduling (PPS) environments 

Study environment CDM (e.g. 

finance) 

NDM (e.g. fire 

fighting) 

PPS 

Context / situation features 

Routine / experience / discriminative learning 

(Betsch, 2005; Klein, 1998) 

No Yes Yes 

Other tasks (Klein, 1998) No Yes Yes 

Noise, heat, poor sight, disturbances, etc. Low High Medium 

‘Kind’ or ‘wicked’ learning environment 

(Hogarth, 2005) 

Kind Kind Wicked 

Supportive for mindful practice (Weick & 

Sutcliffe, 2001) 

Rarely Sometimes Mostly 

Accountability Low/Medium High Medium 

Internal and external dynamics  Low High Medium 

Social translucence, i.e. visibility of other actors 

and their actions (Erickson & Kellogg, 2000) 

(n.a.) Medium/High Low/Medium 

 

Task features 

Complexity, i.e. amount of elements, 

interrelatedness, dynamic effects, transparency 

Low to 

medium 

High High 

Higher order goals, badly defined goals and 

underspecified courses of action (Klein, 1998) 

No Yes Yes 

Significance (‘horizon of consequences’) Low High Medium to 

high 

Payoffs Low High Low 

Irreversibility of consequences High High Medium 

Time pressure or temporal restrictions High High Medium 

Insufficient information (incomplete, ambiguous 

and/or erroneous) 

Sometimes Yes Sometimes 

Inducement of intuition and analysis by task 

conditions (Hammond, 1988; Hogarth, 2005) 

Both More intuitive More 

analytical 

Negative affect (Betsch & Haberstroh, 2005, p. 

50f) 

No Yes (danger!) Sometimes 

Activation of deliberation goals (Betsch & 

Haberstroh, 2005) 

Yes (test 

situation!) 

Sometimes Yes (job!) 
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Although the presentation of decision problems in PPS is somewhat comparable, i.e. the 

production of a commodity under consideration of available resources, it remains difficult to 

generalize from one context to the other. The study of decision making in PPS therefore 

remains very context-bound, limited to a certain industry or even plant (Crawford, 2001, p. 

32). 

There are only few studies where NDM methods have been applied to PPS decision 

making (Crawford, MacCarthy, Wilson & Vernon, 1999; Gasser et al., 2007; McKay & 

Buzacott, 1995). These studies have shown that decision making in PPS is difficult to 

investigate. Decision processes are knowledge-intensive, distributed, mutually dependent, 

hidden, and stretched over long time periods (cf. also Wiers, 1996). Furthermore, as 

MacCarthy, Wilson and Crawford state, the scheduling task “contains elements of both 

predictable, sequential behavior and also unpredictable, dynamic and context dependent 

behavior (MacCarthy & Wilson, 2001, p. 13).”  

Facing such difficulties, field study results always have to be considered with caution 

and one has to bear in mind that these findings are somewhat preliminary. Our own work 

has shown that planners and schedulers use a variety of decision making strategies, but it 

is almost impossible to identify influencing factors that would predict the choice of a specific 

strategy (Gasser, 2010; Gasser et al., 2011). Tacit (‘intuitive’) and deliberate (‘analytical’) 

decision strategies seem to be used in parallel, or at times sequentially. Rule-based decision 

making seems to be the default strategy, however this also depends on the definition of a 

‘decision situation’: Do we only consider situations with at least two explicitly mentioned 

and feasible action paths or do we allow for decision situations that are more of type ‘do 

something or do nothing’. Another problem is that of the start and end of a decision episode. 

Without a valid method for process tracing that is feasible in ‘real world’ environments, field 

studies always have to rely on observation and post-hoc interviews (‘decision probes’). This 

leads to various methodological problems, for example the instruction to document and 

describe a decision (e.g. through interviewing or thinking aloud) is biasing the result in 

terms of a tendency to report deliberate decision making strategies when asked to verbalize 

cognitive behavior. 

Even when we assume that we have a method at hand to track and document decision 

behavior in PPS, the problem of performance would remain. How can we measure 

performance? And what would be the normative benchmark that defines a ‘correct’ decision 

in terms of the technique that has been applied to solve the decision problem? - Both issues 

remain open in the domain of PPS (Dessouky et al., 1995; MacCarthy & Wilson, 2001). They 

are further complicated through the absence of a single representation of what is ‘real’. 

There are several representations present in any PPS situation: The material reality of the 

shop floor, its digitized representation in the ERP system and the planner’s mental model of 

the situation (both the on shop floor and in the ERP system). All of them are hard to assess 

and use as a base for scientific work. 
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Theoretical frameworks that can deal with these difficulties and therefore might guide 

field research in PPS are not available up to date. Even worse, it remains unresolved within 

psychological theorizing which are the conceptual relationships between decision making, 

problem solving and planning (cf. Jorna, 2006). In some theoretical perspectives, planning is 

a subset of problem solving (i.e. the search for an optimal solution), in another perspective, 

problem solving is a subset of planning (i.e. usually, several problems have to be solved to 

generate a plan). Decision making therefore is seen as an activity that sometimes resembles 

problem solving and sometimes it can be seen as a cognitive activity on its own. Some have 

argued that if setting a course of action is planning, then decision making and problem 

solving consist of many very small planning activities (e.g. prior to the selection and 

execution of a cognitive strategy). 

What furthermore complicates this situation is that decision making in PPS changes its 

nature due to the development of expertise, it is evolving with time. A novice faced with a 

scheduling problem will start to use ‘standard’ problem solving strategies to come to a 

solution (or decision). An expert that is confronted with the same situation will more likely 

decide between alternatives in a different way. As Norros (1995) describes, experts use 

conceptual as well as reflective orientations within their work domain. Orientations, in her 

perspective are contextual ways of organizing cognitive activities based on local experience. 

Expertise therefore always has a constructive character, and is geographically and socially 

embedded. 

Decision making by experts is hard to describe or model without referral to contextual 

influences and experience due to a considerate amount of work. If this is neglected, there is 

a risk of over-simplification and - eventually - destruction of the specific knowledge that the 

researcher wanted to preserve: “Practice has a logic which is not that of logic, and thus to 

apply practical logic to logical logic is to run the risk of destroying the logic one wants to 

describe with the instrument used to describe it (Bourdieu, 1998, p. 82).” In the case of 

planners’ work there is room for reasonable doubt that a rational problem-solving approach 

to decision making can be applied (Winograd & Flores, 1986, p. 146). In any work context 

that involves some degree of cooperation and competition, actors are considering other’s 

positions, their knowledge and tactics (an excellent description of expert Poker players’ 

considerations regarding their opponents can be found in Bina, Chen & Milgram, 2008), 

Planners are constantly considering this kind of ‘context’ when formulating problems and 

alternative solutions to them. For example, it is sometimes more important to do the ‘right 

thing’ than to ‘do it right’. Benz (2007) has termed this kind of utility ‘procedural utility’ - 

which is often neglected in managerial as well as psychological decision making research.  

In short, there seems to be an imminent ‘lack of rationality’ in PPS decision making (cf. 

Trentesaux, Moray & Tahon, 1998, p. 345f) and a characteristic ‘wickedness’ of flexible 

discrete manufacturing as a learning environment (cf. Hogarth, 2005; Trentesaux et al., 

1998, p. 350). These facts pose challenges for basic psychological assumptions about the 
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structure of work contexts and the adaptation to them by humans. Contrary to cognitive 

activities found in various domains with complex but ‘rational’ dynamics, such as fire 

fighting, a ‘lack of rationality’ cannot fully be compensated through expert learning (Horn & 

Masunaga, 2006). And in the absence of meaningful feedback short-term feedback in a 

‘wicked world’, such learning becomes almost impossible. Nevertheless, many psychologists 

and engineers are still assuming that decision makers are rational in their choice of well-

defined alternatives using - however biased - utility functions. But this view has long been 

contested, with mixed success (e.g. Gigerenzer, 2001; Hollnagel, 2007; Simon, 1956). 

Work systems which have an important social component, combined with a lack of 

transparency and delayed feedback could be called ‘wicked environments’. Such 

environments by definition have a high degree of complexity which makes learning difficult 

(Hogarth, 2001). Learning from experience and therefore any kind of pattern recognition is 

impaired. Furthermore, rational analysis is impossible to apply, except in some relatively 

isolated areas of the work domain. The development of heuristics is limited as well, since the 

environment - and therefore the decision problems - are constantly changing. If heuristics 

are ‘found’, they are functional in a local and relatively constant problem field such as 

described in the classic study of Dutton and Starbuck (Dutton & Starbuck, 1971). Clearly, a 

pattern-learning model of expertise is not considered to adequately describe expert 

knowledge in PPS, since learning in such environments is severely impaired (Hogarth, 2006, 

2008; Norros, 1995). 

From a systemic perspective every decision has a communicative aspect. Decisions must 

be communicated, otherwise they are not decisions in the narrow sense (Luhmann, 2000). 

The main function of decisions is their contribution to the reduction of uncertainty in 

organizations. But they also form, influence and control social structures in organizations, 

which could be called intentional structures as opposed to functional structures. Intentional 

structures provide the overall frame for decision making behavior. Therefore their detailed 

and formal description contributes to understanding individual and group decision making 

in organizations (Rasmussen et al., 1994). 

More and more, decisions are communicated through collaborative software systems. 

These formal structures are complemented with informal structures that evolve in parallel 

(Kleemann & Matuschek, 2008). Formal digitalized systems are a form of intentional 

structures that influence decision making behavior. Informal structures are often necessary 

to make the system work, but are they also highly problematic since they are ‘invisible 

efforts’ within the organization. Therefore, an insufficient understanding of social processes 

contributing to the implementation and use of technology often leads to significant and 

costly follow-up adjustments of enterprise software systems. This is especially the case if 

some decisions are communicated through the formal structure, whereas others - 

sometimes conflicting decisions - are communicated through informal paths. Under such 

circumstances, cooperation and communication can be problematic (cf. Böhle, Bolte, Pfeiffer 
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& Porschen, 2008). To understand these altered work contexts within computer-mediated 

collaborative systems and to formulate design principles and guidelines is a big challenge 

for cognitive engineering. It calls for a less ‘technicist’ and more ‘social-cognitive’ approach 

to develop information tools required by today’s flexible and distributed industries (Currie, 

2009; Orlikowski & Scott, 2008; Rowlands, 2009). 

Given the various methodological and theoretical issues in PPS decision making 

research that persisted over the last three to four decades, it is very unlikely that a 

commonly agreed upon universal ‘human model scheduler’ (Sanderson, 1991) can ever be 

developed and validated. Even a more modest endeavor towards a simple context-based 

model of human decision behavior in complex planning tasks is hard to accomplish. Except 

in some very local fields of application, PPS expert systems or algorithm-based decision 

support tools will be difficult to achieve. The increasingly collaborative nature of planning 

and scheduling activities - mediated through a software platform - is posing even more 

obstacles to such an ‘engineering approach’. 

3.1.2 Planning and scheduling as collaborative activity 

Besides the maintenance of a common framework of reference and real-time action 

coordination, planning and scheduling is an integral part of collaborative activities in 

general (Hoc, 2001). In an industrial setting, the planning function becomes a specialized 

task that is allocated to a distinguished team or hierarchical structure within the 

organization. Within this ‘secondary work system’ (Wäfler, 2001) planning in itself becomes 

a collaborative activity. 

There is a substantial amount of research on collaboration in planning and scheduling. 

For example, the Zürich school of sociotechnical analysis and design has addressed 

collaborative planning within organizations and in between manufacturers (cf. Günter, 

2007; Windischer, 2003; Windischer et al., 2009; Zölch, 2001). Others have been concerned 

with more general questions of routines and flexibility in collaboration within teams or 

organizations (Feldman & Pentland, 2003; Howard-Grenville, 2005; van Fenema, 2005a; 

2005b). Some researchers further address collaboration issues like human-computer 

function allocation, social visibility and communication of intentions within planning 

collectives (Rittenbruch, Viller & Mansfield, 2007; Rognin, Salembier & Zouinar, 2000).  

A production schedule is a collaboratively established artifact that represents intended 

future production activities (cf. Figure 6). Planners and schedulers are constantly updating 

the data on which the calculation of the plan or schedule is based. For example, a planner 

is interested to create more capacity in a high-demand situation through the reduction of 

stock replenishment orders that are not urgent. This is achieved through a reduction of 

safety stock levels. A scheduler might at the same time be interested in expediting orders 

because of management pressure. Using technical knowledge about production shortcuts he 

or she reduces the time needed for certain operations under normal circumstances. A 
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second scheduler prioritizes an order through setting the due date very ambitiously in the 

hope it will be completed on time. The built-in optimization algorithm is omitting all the 

intentions that lie behind these modifications. The result is an artifact which in many points 

incomprehensibly deviates from the previous version of the same artifact. In many 

organizations, the lack of meaning is filled with informal communications about the 

schedule. This sometimes leads to the situation where the schedule is ignored completely by 

the operational staff on the shop floor. 

 

Figure 6: Schematic representation of collaborative production planning 

 

Coming from a socio-technical and systemic perspective, Debitz (2005) studied 

characteristics of system design and collaboration structures and individual well-being at 

work. He found that the transparency of processes is related to perceived stress. A higher 

process transparency and better feedback reduces stress, but only if it is locally relevant. 

Furthermore, inter-departmental collaboration is found to profit from knowledge-sharing 

and learning across occupational boundaries (Bechky, 2003). In the absence of efforts to 

create shared meanings and interpretations through communication between communities 

of practice such as engineers, planners and shop floor supervisors, the software-based 

schedule becomes a more and more detached representation with little or no connection to 

the reality on the shop floor. 
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Collaboration is dynamic by nature. Unexpected events demand for negotiations of roles 

and responsibilities between all involved parties. These processes are necessary to remediate 

coordination and to institutionalize new structures of collaboration (Clases & Wehner, 2002; 

Wehner, Clases & Bachmann, 2000). In the domain of planning and scheduling, this is a 

constantly ongoing process. However, the inflexibility of ERP systems hinders the adaption 

of new forms of coordination and collaboration in the face of new operational uncertainties. 

Even worse, their ‘black box’ nature makes it very difficult to identify the cause of 

collaborative breakdowns. Accordingly, Christoffersen and Woods (2002) are attributing 

some problems in human-machine cooperation to a lack of observability and directability of 

technical systems. In their view, an increase in automation without a parallel increase in 

coordination structures is bound to create surprises in the form of incidents and accidents. 

A system which does not allow for the observation of other user’s actions, and which 

impairs knowledge acquisition of other user’s intentions is creating a work environment of 

fear and defensiveness rather than trustful collaboration. In conclusion, ERP systems are a 

likely source of many organizational problems related to collaboration. 

Euerby and Burns (2010) are listing opportunities for sociotechnical design to tackle 

some of these challenges. They are employing the concept of ‘communities of practice’ 

(Wenger, 1999) to describe how complex sociotechnical systems could be made more 

adaptive. But their support for a concentration on human capabilities, diversity, shared 

knowledge and participation certainly comes at a cost. However, it seems inevitable to 

ensure resilient functioning even in highly automated and opaque work environments 

(Fields, Amaldi & Tassi, 2005). Having said that, it is a far from evident how to establish this 

kind of ‘community of practice’ around an ‘off-the-shelf’ software that is implemented by 

outsiders of the company or even the industry. In many organizations users of collaborative 

software tools are lacking problem awareness, are disinterested or reluctant to participate in 

change processes related to the new technology. This situation could be characterized as 

‘cognitively ill-defined’, where “agents have (...) ill-founded, contradictory and incomplete 

beliefs about other agents, strategies and rationality (Foss & Lorenzen, 2009, p. 1202)”. 

To summarize I would like to point out three aspects: (1) Psychological models have so 

far failed to describe or predict planning and scheduling behavior in organizations. Planning 

for oneself and planning for others are two different pairs of shoes. Planning and scheduling 

in organizations demands a substantial amount of domain-specific expertise. (2) Decision 

making models do not well fit the reality of planners’ and schedulers’ cognitive work. Their 

activities are too complex to model in a mathematical sense and at the same time they do 

not seem to allow for pattern learning and recognition. (3) The collaborative nature of 

planning and scheduling in a technology-mediated environment creates problems that 

demand for an interdisciplinary approach that spans from organization science to work 

psychology and to cognitive engineering. 
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3.2 Cognitive engineering of enterprise resource planning systems 

Production planning software tools that are included in ERP products or installed as an 

add-on to them can be seen as a form of automation. They cyclically update a plan or 

schedule and are hereby including new or modified production orders. This process is 

automatic and does generally not allow for human intervention (van Wezel, Cegarra & Hoc, 

2011). Planning algorithms are indifferent to intentions and strategic goals of their users. 

They do not allow for an understanding of the modifications and compromises made by the 

algorithm compared to its past runs. This creates great difficulties for maintaining situation 

awareness in PPS. Moreover, despite some efforts to introduce graphical interfaces to PPS 

software tools (Trentesaux et al., 1998; Upton & Doherty, 2008), the user interfaces of most 

existing products are predominantly text- and list-based. Due to the enormous amounts of 

data available, patterns or emergent features are nearly impossible to identify or perceive. 

Planners are to a great extent depending on electronic communication, phone-calls, coffee-

table chats and walk-throughs in production to update and fine-tune their situational 

mental models (Berglund et al., 2011; Crawford et al., 1999; Karltun & Berglund, 2010). 

From a sociotechnical perspective, the fundamental problem of planning software tools 

in discrete manufacturing is related to the intentionality of such work systems as related to 

their functional integration. Unlike systems that have tightly coupled processes such as 

power generation or chemical process plants, discrete manufacturing is more loosely 

coupled or ‘intentional’ rather than ‘functional’ - to use Rasmussen and colleagues’ basic 

classification of work systems (Rasmussen et al., 1994). Nevertheless the developers of such 

tools are assuming smooth and disturbance-free processes that can be modeled within a 

software with sufficient accuracy. This simplification creates various problems in the actual 

use of such systems (cf. Trentesaux et al., 1998; Wiers, 1997). 

Trentesaux, Moray and Tahon (1998) are putting forward that there is a lack of human 

factors research in production control. It is generally not well understood how the human 

planner can be optimally integrated into a complex production management system. Their 

main focus is on the responsiveness of the overall sociotechnical system, since short-term 

adaptability has increasingly become a competitive advantage in the last decades. A complex 

management system is needed to control a highly complex manufacturing system. 

Complexity needs to be reduced locally, however without impeding the overall performance 

of the production system. Five characteristics of discrete manufacturing systems make this 

a very challenging endeavor: (1) Their high degree of intentionality, (2) their substantial 

stochasticity, (3) their reduced tractability, (4) their sometimes chaotic behavior, and (5) 

their opacity for decision makers (Trentesaux et al., 1998, p. 344f). These characteristics 

have severe consequences in decision making and cooperation between planners and their 

production management system, as already discussed further above. Among those, negative 

dynamics can occur when the management system does not allow for meaningful 

intervention by human planners and schedulers (cf. Udo & Ebiefung, 1999). Trentesaux 
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Moray and Tahon (1998) are therefore arguing for the development of ‘advanced displays’ 

using Ecological Interface Design strategies and methods. Furthermore, they discuss how 

distributed multi-agent architectures could contribute to the management of stochasticity 

and chaotic system behavior when combined with such advanced interfaces. However the 

authors are not very specific on how this approach can promote global coherence and 

compatibility of local decisions. The reason for this might be that it remains unclear how 

planning conflicts are resolved within such a distributed production management structure. 

Cognitive engineering modeling approaches have mostly been utilized for highly 

proceduralized domains such as chemical process plants. According to Rasmussen and 

colleagues, these work domains could be characterized as predominantly functional work 

domains (Rasmussen, 1986a), where human activity is regulated by the requirements of the 

system, mostly through standard operating procedures. As Bisantz and Ockerman (2002) 

describe, cognitive engineering efforts in such domains typically lead to approaches to 

specify operator information processing goals or quasi-sequential information processing 

stages which are depending on the actual state of the system. As opposed to that, in work 

systems that are more intentional than functional, like retail businesses, restaurants, or 

discrete manufacturing industries, activities are constrained through human and 

organizational intentions rather than laws of nature (like mass and energy conservation). In 

such systems, “tasks are dynamically assigned to personnel based on available skill level, 

operator preference and situational demands. The normative task models (...) are not as well 

suited to focus and analyze observations from field studies in these more flexible situations, 

in which well-defined, normative procedures are not used to manage tasks (Bisantz & 

Ockerman, 2002, p. 249).” 

Thus, from a Cognitive Engineering point of view, ERP systems and closely connected 

support structures like advanced planning systems (APS) are posing very challenging design 

problems. A normative approach seems to be difficult to pursue due to the lack of models 

and ‘norms’ (such as laws of nature like energy conservation). A formative approach relies 

on an incremental design process, which is complicated through the enormous complexity 

of the technologies involved. In addition to these adversities, the development of ERP 

systems is mostly technology-driven and users are considered as ‘external supporters’ that 

should not interfere except for data entry. However this is in stark contrast with the notion 

that the success of an artifact depends on the adequacy of the ‘user theories’ embedded in 

the artifact (Bisantz & Ockerman, 2002; Kirlik, 1995; Oborski, 2004). Any formative 

approach is therefore bound to end up in patchwork trying to fix work impairing 

consequences of a rigid and prescriptive technology (Franklin, 1990). 

Control capabilities in manufacturing are depending on various organizational and 

individual resources and structures. Highly standardized ‘off-the-shelf’ ERP solutions are a 

risk for overall control capability in a work system. From a control-theoretic point of view, 

control capability relies on control opportunities, control skills and control motivation 
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(Wäfler et al., 2011). The more prescriptive a technology is, the smaller is the fit to 

historically grown ways of doing, local expertise and context-specific operational 

uncertainties that have to be taken into account in daily business. The Contextual Control 

Model proposed by Hollnagel (2007) also provides an enlightening background for 

understanding the work-related dynamics in planning and scheduling. Ageing information, 

delays due to disturbances as well as closing windows of opportunities are demanding 

various coping strategies for planners. If these are not supported by their electronic 

planning tools, they risk being disregarded or subverted. Therefore some scholars are 

proposing context-based approaches to task and structure decomposition as a remedy in 

the design of PPS software tools (Akkerman & van Donk, 2009) or propose a hierarchical 

‘mixed initiative’ planning approach allowing for these dynamics (van Wezel & Jorna, 2009). 

Christoffersen and Woods (2002) are formulating the main problem not as design flaws 

or human failures, but as breakdowns in cooperation between the two sides. In their view, to 

achieve optimal cooperation between humans and their technology, it is necessary to make 

machines and algorithms observable and directable, just like another team player. The key 

to resolve the problem of observability is ‘shared representation’ - which includes two basic, 

but interdependent parts: (1) shared representation of the problem state, and (2) 

representations of the activities of other agents (Christoffersen & Woods, 2002, p. 4). Or, as 

Pettersson concludes: “The computer system must be a support to humans’ understanding 

of the environment, in which the computer system is also an integrated part. The goal is to 

facilitate a consistently shared functional situation awareness (...). This does not imply that 

both parts must have identical representations, but they must be consistent (Pettersson, 

2007, p. 40).” Apart from making an automated system observable it is crucial to provide 

opportunities for directing it in a desired direction. In many systems, it is by no means 

optimal to go for all-or-nothing approaches to automation. As Christoffersen and Woods put 

it: “... we need to preserve the ability of human agents to act in a strategic role, managing 

the activities of automation in ways that support the overall effectiveness of the joint system 

(2002, p. 8).”  

Within a cooperation-oriented design approach, context-specific, participatory and 

work-centered design efforts might further strengthen the human-machine cooperation in 

PPS (Riedel et al., 2011; van Wezel et al., 2011). One core issue hereby is the question of 

function allocation and related to that questions around the adaptability of automated 

functions. Function allocation principles have mostly been developed for process control 

applications. In the case of PPS, function allocation has to be reconsidered since the tasks 

and interactions are not comparable in a straight-forward fashion to process control: (1) 

Cost is an important factor in PPS. This might explain why interface design usually gets 

little attention and resources. (2) A complete system failure is unlikely, except for some 

tightly coupled manufacturing systems. (3) There is a time lapse between plan generation 

and execution. This allows for the sequencing of planning tasks, which might involve 
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recurrent steps of plan generation. Some errors can furthermore be corrected before they 

can translate into consequences in production. (4) The algorithm leads to a result which 

must be approved before it is executed. This requires time which is not available in process 

control. (5) Failure of automation is not a relevant scenario. Skill degradation is therefore 

not so much an issue in PPS. (6) Cycle duration from information acquisition to action 

implementation is generally longer in PPS than in process control. However, the problems 

that have to be dealt with in PPS can be significantly more complex, in the amount of 

information as well as the multitude of goals and constraints. The way to approach function 

allocation in PPS therefore is to decompose the planning and scheduling task into sub-

problems and then to look for (cheap, readily available) automated solutions for local 

problems which might be implemented and used in accordance with the human users’ 

needs and preferences (van Wezel et al., 2011). The question of adaptability is close related 

to the questions around observability and directability. It remains currently unresolved, 

since most planning and scheduling algorithms or software tools do not allow for the 

planner to observe or intervene in the process of plan generation. An adaptive automation 

would provide options to switch between automatic an manual mode for each of the steps or 

phases of plan generation (Parasuraman & Wickens, 2008). 

But, even with adjusted levels of automation and optimal human control over 

automated functions, the problems around shared representations and observability 

persists (Dumazeau & Karsenty, 2008). Transparency and social visibility become an 

evident need of human planners, and related to them are questions of trust and compliance. 

Making planning and scheduling more observable might even lead to work-related conflicts 

within the organization, since it would no longer be possible to ‘hide’ subversive actions 

within an intransparent and imponderable technology. As a consequence, hitherto 

unreflected relationships between power and technology might rise to the surface (cf. Clegg 

& Wilson, 1991). Large-scale information technologies implemented in organizations can be 

understood as a kind of institution, or a contribution towards further institutionalization of 

the organization. Any sociotechnical design or cognitive engineering practice that neglects 

this aspect of technology risks failure that might be avoided with a broader perspective 

(Pettersen, McDonald & Engen, 2010). Unfortunately, there is a lack of theoretical and 

empirical work on information technology and institutionalization (Currie, 2009). 

3.3 Some critical observations and intermediate conclusions 

Given the omnipresence of ERP systems in many industries today and the problems faced 

by many organizations in implementing and using them, this certainly seems like a relevant 

domain of application for Human Factors. Especially since there is a persistent lack of 

human factors considerations in the development of these systems. However, as already 

indicated in the chapters above, it remains uncertain if the theories and methods that were 
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developed for ‘functional’ domains like process control or air traffic control can be applied 

successfully in more ‘intentional’ domains like manufacturing or services4. 

Related to the question of the applicability of Human Factors to certain work practices 

are more fundamental issues related to the ontology and epistemology within Human 

Factors as a discipline. Specifically, the concept of human agency and intentionality is more 

implicitly than explicitly developed in Psychology and in Human Factors in particular. 

Moreover, the fundamental philosophical problem of causality is hardly discussed in 

relation to social structures and technology. Some exceptions are found only on the very 

edge of the academic community of cognitive engineers and work psychologists. These 

scholars are trying to overcome the modernist ‘concept of humans’ (in German: 

Menschenbild) within Human Factors.  

But, because these sub-disciplines are historically and culturally technology-oriented, 

humans are often perceived as organisms with limited capabilities which impair a 

successful adaption to environmental demands (such as those imposed on them by their 

tools, machines or vehicles). This deficit leads to a desire to intelligently shape and design 

tools and environments so that these limitations and constraints do not hamper the overall 

performance of the operator-machine system. It is due to the underlying essentialist concept 

of technology that one can deduce the Menschenbild employed by these disciplines. Humans 

are mainly understood (and modeled) as consumers/users of technologies, who are at the 

mercy of this technology, reacting to it without knowing the broader picture (human as 

animal rationale as opposed to a more conscious and knowing homo faber - cf. Schlick, 

Bruder & Luczak, 2010, p. 24f). 

Pettersen, McDonald and Engen (2010) are formulating another fundamental critique 

using Bhaskar’s work on social theory (Bhaskar, 1998b). According to them, mainstream 

Human Factors approaches fail to identify and describe social realities that shape the 

relationships between social structures and individual agency in organizations. The model 

building that predominates in Human Factors has a high validity in describing and 

predicting the “local relationships between people and technology, but support no 

independent criterion for explaining action outside individual (or small group) intentionality 

(Pettersen et al., 2010, p. 184, italics added).” Partially, this failure can be attributed to a 

‘modern’, ‘linear’ and positivist conception of technology, and a disciplinary ‘blindness’ 

towards dynamic historical-societal forces that are shaping work systems and technology 

(cf. Beck, 1992; Hill, 1981; Noble, 1984). 

Historically, Sociotechnical Theory (Trist & Murray, 1997; Trist & Bamforth, 1951) is 

one of the fundaments of Human Factors. It is based on a certain form of structural 

4 The distinction of ‘functional’ and ‘intentional’ work systems has been introduced by Rasmussen, 
Pejtersen and Goodstein (Rasmussen et al., 1994). In comparison, sociologists of technology have 
proposed the differentiation of ‘material technologies’ versus ‘social technologies’, for example, the 
classical Weberian bueraucracy is a social technology whereas the space shuttle is a material 
technology (Pinch, 2008). 



58  Agency and social structure in Human Factors 

 

functionalism, the notion that within a society, every entity has evolved through a process of 

evolution to fulfill a societal function. Through mutual evolution of the social and the 

technical, the system evolves towards an ideal or optimal design. In this way, Sociotechnical 

Theory is modernist in its essence, especially also in its optimist embrace of technology. 

However, especially in its beginnings, it is also critical towards social implications of design 

efforts. Its proponents believe that negative aspects can be moderated through 

sociotechnical design, i.e. a joint optimization approach to systems design. A more recent 

overview that reveals this ‘modernist’ essence of sociotechnical theory and design can be 

found for example in the Dutch Integral Organizational Renewal (IOR) approach (van 

Eijnatten & van der Zwaan, 1998).  

In order to overcome limitations due to a naïve modernist perspective on technology, 

Orlikowski and Gash (1994) have introduced the concept of technological frames as an 

approach to examining and explaining the development, use and change of information 

technology in organizations. By technological frames, they mean shared cognitive structures 

concerning technology held by different groups of stakeholders such as technologists, 

managers or users. Their main objective is to explain difficulties and unanticipated 

outcomes of technology implementations through incongruences in technological frames. 

The cognitive structures that they consider as relevant for this endeavor are assumptions, 

expectations and knowledge of technology collectively held by a group or community. In a 

comparable way, Ciborra and Hanseth (1998) observe information technology management 

agendas: They are obvious, sound and look pragmatic. But in reality, they are “deceivingly 

persuasive (Ciborra & Hanseth, 1998, p. 309)”. The believes and expectations held by 

important groups of stakeholders are of substantial relevance for any discussion of 

technology. These ‘framing’ effects also account for scientific work, since the formulation of 

research questions and the choice of empirical methods depends on them. 

Assuming that one could develop a somewhat neutral technological frame about ERP 

systems, there are still multiple difficulties in applying psychological models to PPS 

behavior, as shown above. Analytical simplification is leading not only to deception (e.g. 

planning = decision making), but also serious misunderstandings, be it on the side of the 

designer or on the side of the user of PPS technology. Reductionistic models lead to 

‘inscriptions’ of behavior that are poorly adapted to the realities of planners and schedulers. 

It is mainly the intentional and distributed character of PPS activities that challenge these 

abstract and ‘prescriptive’ solutions which are bound to be subverted and ‘worked around’ 

as a result. The general process of digital representation and technological inscription - in 

the case of ERP systems often following a period of applied Business Process Reengineering 

- can be assumed to be heavily influenced by various stakeholders (cf. Kallinikos, 1995; 

Zuboff, 1988). The interests of these stakeholders are translated into requirements and 

standards that are directly shaping ERP tailoring and implementation. In the end, 

information technology infrastructures are not just networks of data flows and work 
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procedures, they are sociomaterial embodiments of actual work practices and institutional 

arrangements (Ciborra & Hanseth, 1998; Ciborra & Lanzara, 1994; Hanseth & Monteiro, 

1997; Orlikowski & Barley, 2001; Orlikowski, 2007). 

Analyses and therefore solutions remain insufficient due to a subjectivity-free, uncritical 

approach and methodology: Naïve descriptions of ‘information ecologies’ or ‘distributed 

cognition’ that are ignoring power structures and ideologies which are shaping social 

discourses, individual cognitions and artifacts (Dery et al., 2006; Light & Wagner, 2006; 

Shepherd et al., 2009). They are also ignoring the fact that top-down approaches to 

technology management sometimes create paradoxical situations due to their lack of 

systemic ‘connectedness’ to the environment (Lemon, Craig & Cook, 2010). Or the fact that 

they tend to be blind to the implementation of political agendas through the use of 

technology (Córdoba, 2007; Koch & Buhl, 2001).  

In addition to these problems regarding representation of real world processes in a 

networked computer system and their implications for organizations, Ignatiadis and 

Nandhakumar (2006) have described a even more fundamental dimension of work with 

enterprise information systems like ERP: The managerial practice or nature of work that is 

afforded by or inscribed within the ERP system. The ERP system’s ability to shape user’s 

activities could be theorized as a kind of agency. Whereas human agency is based on 

intentionality, non-human agency is based on affordance. Referring to a particular software 

product, SAP, Hanseth, Ciborra and Braa state that it “is more than a pure software 

package to be tailored to specific needs. It also embeds established ways of using it as well 

as organizing the implementation project which are further embedded or inscribed into the 

documentation, existing installations, experience, competence and practices established in 

and shared by the SAP ‘development community’, etc. The SAP implementation has been a 

guiding tool for selecting activities to address, and in which sequence they should be 

addressed. It has also been a tool and a medium for representing, ‘designing’, and 

implementing new work processes (2001, p. 60).” 

In a detailed case study, Nandhakumar, Rossi and Talvinen (2005) have been able to 

show how the process of ERP implementation is shaped both through the members or the 

organization as well as the technology. They list process shaping influences based on 

intentionality (human agency), affordance and political/cultural forces. In support of these 

findings, Rose, Jones and Truex (2005) provide findings from three case studies to discuss 

the theoretical implications of the notion of distinguishable human and material agencies or 

influences. In their analysis, neither Structuration Theory nor Actor Network Theory can 

fully account for the complex interplay of these forces when investigating real technology 

implementations. Kallinikos (2009) points out that we might even need a more historic 

perspective to fully understand the scope of the revolution in work practices that comes with 

the enormous increase in informatization during the past decades. In his view, the 
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ubiquitous digitalization and rendition of reality in today’s work environment deserves much 

more scholarly attention. 

These basic assumptions and related problems briefly mentioned above are providing a 

useful background to understand and formulate existing research issues in PPS. It is critical 

to attribute the difficulties in PPS research not only to the domain or subject matter, but 

also to the fundamental shortcomings of a restrictive ‘modernist’ perspective in Human 

Factors. More specifically, the interrelatedness of technological structures and individual 

agency has to be clarified on a theoretical level in order to tackle design problems. To 

achieve this, it is necessary to discuss the general modernist outlook of Human Factors and 

attempts to overcome its limitations. 

The case of production planning and scheduling reveals fundamental issues related to 

Human Factors theories and methodology. These issues can be traced back to two main 

problematic aspects of Human Factors as a scientific discipline: An inherent modernist 

Menschenbild and, related to that, an understanding of technology that could be called 

‘technological essentialism’. Both aspects lead to the same question: How can Human 

Factors as a discipline renew itself and become more open towards critical and 

constructivist ideas and approaches?  

Sharple and colleagues’ approach of ‘socio-cognitive engineering’ (Sharples et al., 2002) 

can be used here as an example of a methodology that tries to achieve exactly that. 

However, it implies that there is one correct or ideal way of working and that design has to 

optimize the work setting as a whole. In this it is not any different than the sociotechnical 

thinking of the 1950s: “Socio-cognitive engineering draws on the knowledge of potential 

users and involves them in the design process. But it is critical of the reliability of user 

reports and it extends beyond individual users to give an analytic account of the cognitive 

processes and social interactions, the styles and strategies of working, and the language 

and patterns of communication, so a to form a composite picture of the human knowledge 

and activity (Sharples et al., 2002, p. 311)”. And further: “Our aim is to define human-

centered systems that are based a sound understanding of how people think, learn, 

perceive, work and interact (Sharples et al., 2002, p. 311)”. These quotes show the 

modernist undertone that this work carries along also a positivist notion of scientific 

inquiry. I believe this will not be sufficient if Human Factors really wants to become fit for 

the challenges that are ahead. 

In the following chapters I will sketch out a pragmatic attempt to solve some of these 

issues within Human Factors as a discipline. It is my intention to develop a theory-

conscious methodology or theory/methods package to allow for the analysis of work systems 

that involve complex and powerful technological tools or agents as well as knowledgeable 

human agents. Hereby I would like to make some restrictions: I do not intend to come 

forward with a new theory of technology or a new philosophical foundation of Psychology. 

My perspective is limited, and my propositions are based on my research as a work 
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psychologist in the field of ERP systems. Drawing from this application-oriented focus in my 

own work I attempt to extend and elaborate the theoretical and methodological base of 

Human Factors to embrace some of these new technologies, but possibly not all of them (cf. 

Rammert, 2007, p. 81). 
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4 A critical theory/methods package for Human Factors 

Analyses, syntheses, insights and intellectual creativity: this is how philosophy as conceptual 

engineering can help us to design a world in which (...) the marriage of physis and techne may be 

successful and bear fruit. We need to be stubbornly intellectual (Floridi, 2011, p. 2). 

As I have attempted to show in the previous chapters, many problems within the scientific 

investigation of human factors in production planning and scheduling are related to a 

modernist/positivist conception of research in the disciplines that are conducting such 

studies. In order to avoid an unfruitful deadlock between reductionistic modeling 

approaches and purely hermeneutic efforts to explain reasoning, it is necessary to reflect 

the theoretical fundaments of both approaches. In order to do so, we have to look into the 

philosophical assumptions that are implicitly involved, mainly the ontological and 

epistemological foundations.  

As others have argued, both the objective-deductive as well as the hermeneutic-

constructive approach are sharing an essentially positivist notion of science in general. And 

it is precisely this categorical distinction of two separate realms of science - often referred to 

as ‘natural’ and ‘social’ science - that can be criticized on philosophical grounds (Archer, 

1998). A pragmatic approach would “judge theoretical concepts by their consequences 

(Rammert, 2003a, p. 291, translation by author)” instead of a judgment based on 

disciplinary or ideological categorization.  

It will no longer be sufficient to let engineers develop technological systems that are 

then adapted to humans and social structures. Vice versa, it is no longer acceptable that 

social scientists restrict themselves to the questioning of technological systems. Yet, in order 

to change these practices, we need to review not only theoretical concepts that are 

constitutional to these core disciplines, but also their philosophical foundations. Only 

through this excursion into the ontological and epistemological depth of the respective 

scientific approach it will be possible to come forward with a new, self-critical and 

constructivist theory/methods package5. 

The fundamental philosophical problem seems to be related to the kind of realism that 

stands behind specific research positions (Archer, 1998; Bhaskar, 1998b). A classical realist 

position (usually occupied by positivists) employs an objectivist/empiricist epistemology and 

is advocating quantitative, confirmatory, deductive, laboratory-focused and nomothetic 

methods. A hermeneutic or social constructivist position employs a radically relativist 

epistemology and is advocating qualitative, explanatory, inductive and context-sensitive 

methods. Both approaches can be inconsistent in their practice, since they both frequently 

revert to a causal realist theoretical position (Smith, Bennett & Stone, 2006). A way to 

                                              
5 Clarke (2005) has called for ‘theory/methods packages’ – a concept first used by Leigh Star – to be 
developed and used by the social sciences to make theory-building more transparent. 
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reduce inconsistencies in social science research is to overcome the duality of (classical) 

realist versus (classical) constructivist and to restore a critical but also realist philosophical 

fundament. 

The accelerated development of new technologies in the past two decades has facilitated 

and enriched the theoretical discussion around critical as well as social constructivist 

perspectives on technology. These highly networked technologies have particularly made 

evident that a causal-realist, functional and hierarchical segmentation - for example as 

described by Hutchins (1995) is no longer the standard of socio-technological systems. 

Instead, more and more “fragmented and interactive distribution (Rammert, 2007, p. 88, 

translation by author)” can be found in today’s complex sociotechnical ensembles. Moreover, 

the increased agency of technological systems directly leads to new ways of theorizing about 

technology (e.g. Bloomfield, Latham & Vurdubakis, 2010; Feenberg, 1999; Latour, 2005; 

Orlikowski, 2007; Rammert, 2007). 

In my understanding, critical or emancipatory thinking essentially requires self-critical 

reflection on the ontological/epistemological fundaments of science in general and of a 

specific scientific discipline. It reveals the relativity or historicity of findings within a social, 

historical and geographical context. It may involve feminist, post-colonial, or other traditions 

of critical thought. In other words, critical thinking, as somewhat opposed modern science, 

is not blind towards the socially constructed and thus interest-driven nature of scientific 

thought and practice. It tries to overcome potentially harmful limitations and biases of 

modernist conceptions of humans, science and technology by making the socially 

constructed nature of any scientific theory explicit and debatable. 

Within this framework of critical thought, I am considering a post-essentialist or social 

constructivist perspective on technology (cf. Grint & Woolgar, 1997): More specifically a 

culturally and historically embedded critical realist view of technology (cf. Mutch, 2002; 

2010). It encompasses the importance of discursive negotiations of technology within social 

structures. Further, it acknowledges “hybrid situations of action (hybride 

Aktionszusammenhänge; Rammert, 2007, p. 79, translation by author)” and the role of local 

rationalities/knowledge. Such a perspective puts agency and discourse dynamics into the 

center of the study of technology design, implementation and use.  

In the following, I will summarize some of the existing social constructivist and critical 

realist work that can be found in the literature on technology-oriented sciences. This will 

prepare the following discussion - in the second sub-chapter - on philosophical issues and 

the necessity for a re-orientation in Human Factors when addressing issues of highly 

distributed and networked systems. I will discuss three aspects: Firstly, possible 

reconfigurations from a critical realist perspective within Human Factors as a discipline. 

Secondly, philosophical assumptions behind some of the analytical approaches in Cognitive 

Engineering, namely Cognitive Work Analysis. Thirdly, I will conclude with a discussion on 

ontological and epistemological consequences for Human Factors. 
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4.1 Critical theoretical perspectives in technology-related sciences 

Critical theoretical perspectives understand all knowledge as situated knowledge, produced 

and consumed by particular groups of people, historically and geographically locatable. 

Claims of universality are considered naive at best and much more commonly as hegemonic 

strategies seeking to silence or erase other perspectives. The core of critical thought is the 

suspicion that all truth claims are masking or serving particular interests in local, cultural 

and political struggles (cf. Clarke, 2005, p. xxv). In critical theory there is no such thing as a 

ideologically ‘neutral’ place (Knoblauch, 2005, p. 216). In my understanding, a scientific 

approach can be categorized as critical when it (1) employs a (self-)critical approach to the 

analysis of its field, (2) has developed a methodology that takes into account power relations 

and struggles, and (3) is engaging in an interdisciplinary exchange about science with 

sociology, historical and cultural studies or other neighboring disciplines. 

When applied to technology-related sciences this would mean that at least a dual 

approach to technology needs to be taken. The analysis needs to encompass the material 

elements of technology as structures with causal tendencies whose activations are dependent 

upon actions of social actors within a given geo-historical and cultural context (Smith et al., 

2006). But, it is not sufficient to merely uncover the distinctive forms through which 

technology constrains and enables human behavior. In order to follow the critical or 

emancipatory program, it is necessary to also embed these findings in the discursive 

network of who is claiming which truth in whose interest. 

Having said all this, the question is: Which critical theoretical positions already exist in 

technology- or work-related studies? How does or should a critical approach to Human 

Factors look like?  

Human Factors Psychology as well as Cognitive Systems Engineering predominantly 

understand technology as essence, as an independent, purposefully designed tool, with 

human users as constrained or incapable of adapting to it. Therefore the underlying 

research program has been set to study limitations of humans and change the design 

accordingly. Critical or alternative perspectives of humans and technology have not been 

very influential in Human Factors as a science, but were well received by other design-

oriented communities (e.g. Landauer, 1995; Luff, Hindmarsh & Heath, 2000; Suchman, 

1987; Theureau, 1992; Winograd & Flores, 1986). Unlike in other interdisciplinary research 

fields (like Gender Studies or Information Sciences), there is not much discussion or 

controversy within the scientific community of Human Factors and Ergonomics about what 

is human, and what is technology in its essence (cf. Grint & Woolgar, 1997). 

Post-essentialist views of technology require a perspective on technology as discursively 

negotiated text (Grint & Woolgar, 1997) or hybrid actor-networks including humans and 

artifacts as agents (Latour, 2005). As a consequence, human behavior within such systems 

is interpretatively dependent on discourse or interaction. In other words, the focus has to be 
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on agency, the habitat in which agency operates and which it produces in the course of 

operation (Baumann, 1992). In many typical Human Factors domains of application, the 

technological material or the ‘work environment’ of the individual actor becomes more and 

more adaptive, personalizable or modifiable due to an increasing computerization and 

flexibilization of the workplace. Therefore, to keep in pace with technological developments, 

it is no longer sufficient to solely base research on relatively stable instances of technology 

(like plane cockpits or power plant control rooms).  

Consequently, there is a need for a thorough discussion of what is technology, and how 

does this conception influence Human Factors as a discipline. The fundamental question 

hereby is, do we understand technology rather as a given structure that has an essence (i.e. 

it does what it has been designed for)? Or do we understand technology as something rather 

historical, interpretative and socially constructed/transformed? 

4.2 Contributions to the development of a critical perspective in Human Factors 

Drawing on the seminal works of Berger and Luckmann about the social construction of 

reality (Berger & Luckmann, 1967), several groups of scholars in different countries have 

began to investigate the social construction of technology (cf. Bijker et al., 1987; Dahlbom & 

Mathiassen, 1993). Hereby the focus was on the interrelatedness of different actors within 

technological change, for example scientists, engineers, politicians, consumers and 

corporations. What unifies these attempts is an effort to avoid ahistorical sociologistic or 

psychologistic explanations (Berger & Luckmann, 1967, p. 187). Mainly using case studies, 

these authors have shown that inventions are hardly ever purely scientific, but almost 

always also driven by considerations related to societal change and commercialization. The 

research program linking these efforts has also been called Social Construction of 

Technology (SCOT). Going even further, Latour, Callon and Law proposed to drop the 

distinction between human and non-human actors and consequently started to use the 

term ‘actor-network’ to describe what is happening inside the ‘black box’ of technology 

development and diffusion (Actor-Network Theory; e.g. Latour, 1993; Law, 1991). 

More recently, in her study on ‘centers of coordination’, Suchman aptly argues for the 

inseparability of technology and practice. She finds that there is an “inseparability of 

technologies and the activities of their use. This includes locating the functionality of 

technological artifacts not in particular devices, but in densely structured courses of action 

involving the assembly of heterogeneous devices into a working information system 

(Suchman, 1997, pp. 44-45)”. As opposed to modernist approaches to the evolvement of 

humans and their technologies, Suchman’s approach does not imply an ideal that can be 

achieved through evolution or conscious design. Rather, this perspective allows for the 

emergence of certain practices and embraces a much more chaotic and less deliberative 

view on development. In her studies she found that “people are engaged in a continuous 

process of making the environment work for the activities at hand. In doing so, they leave 
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the mark of their activities on the environment in ways that set up the conditions for 

subsequent actions. Along the way, the workspaces, furnishings, technologies, and artifacts 

are experienced as more and less focal or contextual, negotiable or resistant, enabling or 

constraining of the work that needs to be done (Suchman, 1997, p. 46)”. 

Suchman, since the publication of her seminal work on ‘Plans and Situated Actions’ 

(Suchman, 1987), emphasizes a perspective on purposeful human action as situated in the 

context of particular circumstances. Her position is a strong and forceful critique of the 

modernist user modeling and ‘planning-based’ design approaches widely used in 

engineering disciplines. In doing so, she draws upon ethnomethodological concepts and 

theories that have since been very influential in the HCI community (Dourish & Button, 

1998). Her contribution could be understood as social constructivist in the sense that she 

acknowledges the dynamic nature of behavior and technology use in practice. The fact that 

computers are more and more ubiquitous has put some importance in these theoretical 

considerations, even though they are not entirely new in Psychology and Social 

Anthropology (cf. Barker, 1968; Boesch, 1991; Hacker, 1995; Hacker, Volpert & Cranach, 

1982; Leontjew, 1982; Lewin, 1930). 

In parallel, this understanding of the dynamic nature of individual behavior, the social 

and physical environment has led scholars and practitioners of Socio-Technical Design 

(STD) to develop new models and concepts of how humans, organizations and technologies 

interact in the ‘real world’, i.e. when they have to deal with uncertainty and complex 

interactions (e.g. Clegg, 2000; Frese, 1988; Grote, 2004). Challenges herby are mainly 

related to the complexity of work systems, in terms of their distributedness, the number of 

elements involved, the lack of transparency and environmental uncertainty. 

One of the main questions in Socio-Technical Design is: How to ensure a healthy 

amount of (local) self-organization within distributed, technologically mediated and tightly 

coupled systems? Systems theory demands a sufficient amount of autonomy - also called 

‘requisite variety’ - to ensure an adequate answer to or elimination of uncertainty (Ashby, 

1957; Luhmann, 2000; Vicente, 1999). This has implications not only in the ‘primary work 

system’ concerned with production, but also the ‘secondary work system’ that is planning, 

scheduling and controlling the production process (Wäfler, 2001).  

In all traditions, SCOT, HCI as well as STD, a static view of knowledge is dysfunctional 

when shaping and designing technology since knowledge is dynamic within ‘communities of 

practice’ (Wenger, 1999). It cannot be separated from the knower (Euerby & Burns, 2010). 

Therefore ‘praxis’ cannot be described objectively, it has to be analyzed in relation to social 

roles, individual understanding and the situatedness of acts within a network of social 

actors. In order to understand subjective acts, it is crucial to uncover the relations between 

social structure, technology and praxis (Axel, 2003, p. 39).  

Accordingly, in Cognitive Systems Engineering and Information Sciences, two directions 

have been taken by different streams of research: The first one is committed to a more 
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detailed description of ecological niches formed by technologies and their co-evolution with 

cognitive strategies and abilities by humans at work in such niches. The second one is 

aiming at the broader picture of organizational change, work cultures, power relations and 

local rationalities that govern human behavior and technology use in a particular setting. 

4.2.1 Technology as ‘ecological niche’ 

In the past three decades, psychologists have shown that cognition is highly adaptive to 

problem domains and social contexts. Humans behave ‘boundedly’ rational, that is adequate 

to the situation and the resources at hand - in a ‘fast and frugal’ but efficient way so to 

speak (e.g. Gigerenzer, 2000, 2002; Gigerenzer & Goldstein, 1996; Gillespie, 1992; March, 

1978; Payne, Bettman & Johnson, 1993; Simon, 1956). However, such heuristic behaviors 

are not sufficient for novel situations that demand creative ‘work around’ solutions in 

complex work domains. Such situations require an understanding of the work system as a 

whole, with the individual machine or process in the center. Through a thorough analysis of 

the ecological niche in question, information requirements for the design of ‘smart 

instruments’ can be identified (Vicente & Rasmussen, 1990). Instruments that relate to the 

human understanding and representation of the problem domain are as such intended to 

form an ‘information ecology’ to facilitate problem solution and system control (e.g. Nardi & 

O’Day, 2000; Vicente, 2002). 

More fundamentally, there has been some criticism towards experimental approaches in 

Cognitive Engineering from a Ecological Psychology point of view that refers to the works of 

Brunswik and also Gibson. In its essence, it is an engaged discussion about the ecological 

validity of experimental settings and the generalizability of experimental findings. An 

example is the debate between Vicente and Payne (Payne & Blackwell, 1997; Vicente, 1997). 

Such debates on methodology are missing a point in my view, since they merely 

problematize the methodology of their discipline, hereby only taking into account one aspect 

of critical thought, the dialectical interdependence of thinking and the contexts of action, 

but not at all reflecting upon the interrelatedness of their own discipline, its methods, its 

fields and the societal/political environment around them.  

Another example showing some of these shortcomings in Human Factors is the 

discussion of Cognitive Engineering practice by Marmaras and Nathanael (2005). They state 

that from the very beginning, Cognitive Engineering was meant to be ecological and that the 

main goal of the discipline is to change behavior, in order to improve overall system 

performance, i.e. to avoid errors and accidents. But, interestingly, their description of a 

cognitive engineer’s work is almost completely ahistorical and apolitical. The authors 

mention one type of ‘world-to-study’, using a categorization initially proposed by Rasmussen 

and colleagues, where “the historical memory (...) takes the role of the constraining 

structure in the form of conventions or norms (if a structure can be considered at all) 
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(Marmaras & Nathanael, 2005, p. 121, italics added)”. Whilst there is nothing wrong with 

this observation as such, it is still very telling in the light of my present discussion.  

Even more intriguing, none of these mainstream Cognitive Engineering works refers to 

the basic dialectical and dynamic nature of human technology use: Technology-mediated 

human activity is forming subjects and formed by subjects (e.g. Holzkamp, 1992; Pinch, 

2008; Tolman, 2009; Zahavi, 2005). If one considers ‘smart instruments’ in a power plant 

control room, this might not be at the core of the engineer’s interest. But when we consider 

a word processor or a specific tool to work with numbers, it becomes evident that these 

technologies have changed and are still changing the way humans work and think. 

Cognitive engineers, I believe can be concluded, merely adapt strategically to the 

uncertainty and dialectical nature of their field. What they miss out is a critical look at their 

own discipline in terms of ontological assumptions and epistemological consequences. 

Cognitive Engineering is modernist in its approach, there is a widespread belief that with 

better analytical tools and refined research approaches the discipline will reach a better 

understanding of the worlds-to-study and improve its impact on reality. There is only little 

awareness of the more fundamental problems of Cognitive Engineering that would be 

formulated from a critical, emancipatory perspective on science and technology. 

4.2.2 Organizational change and technology 

Whereas Engineering as a discipline always used to be closer to the technological artifact 

than the human using it, other disciplines in the domain of work and technological change 

should have a broader view that includes the social context. There are some examples from 

Industrial Sociology and Information Science that I would like to mention here. 

In his seminal work on the introduction of numerical lathe work stations in American 

manufacturing companies after the Second World War, Noble (1984) describes how the 

agenda of managerial politics greatly influenced the development and introduction of this 

technology and how resistance by workers’ unions, and their striving towards decent 

workplaces was without much success. In his edited book on a ‘Sociology of Monsters’, Law 

has collected a range of contributions that address the interplay of technology and power in 

organizations (Law, 1991). One of these contributions, Webster (1991a) analyses the 

introduction of computer-aided production management software in industrial 

organizations. She concludes that when industries implement technologies, they are 

essentially implementing manufacturing programs. These are overlaid with local structures 

and manufacturing practices which in turn are articulations of local power relations, 

patterns of expertise and skill, and managerial prerogatives to organize production. 

Technologies are “both an expression of practices already in use in industry and a plea for 

future ones (Webster, 1991b, p. 217)”. This is reflected in a more recent collection of case 

studies by Sumner (2009), where the strategies leading to a successful integration of a new 
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technology, more specifically an ERP system, consist exclusively of measures to ensure the 

alignment of both the new and the old structures and practices. 

However, there might also be a lack of theoretical fundaments to account for social 

dimensions when explaining individual behavior. Pettersen, McDonald and Engen are 

arguing “that when viewed in relation to theoretical antecedents the social theorizing of 

safety in socio-technical systems is dominated by cognitive and constructivist based 

approaches not capable of capturing the relationship between social structures and 

individual agency (Pettersen et al., 2010, p. 184, italics added).” Concerning the underlying 

reasons for this shortcoming they state: “There seems to be a reluctance to describe social 

processes as social processes - they have to be reduced to mental processes (Pettersen et al., 

2010, p. 185)”. In stark contrast to the observed omittance of the ‘social’ in engineering 

practice, Grint and Woolgar (1997) are describing how the design process of a software 

involves a two-way process of mutual configuration. In their view, “what counts as an effect 

(or even a machine) is taken to be a social process involving the persuasive interpretation of 

information and the convincing attribution of capacities (Grint & Woolgar, 1997, p. 33)”. 

This radically different perspective puts much more emphasis on communication and 

persuasion. But here, too, the ‘middle layer’ of power relations and social influence on 

technology use is lacking. 

Based on traditions of usability-oriented design approaches, Sharples and colleagues 

(2002) are proposing ‘Socio-Cognitive Engineering’ as a solution for the systematic inclusion 

of the social dimension in the development process. However, their notion of what the 

‘social’ is remains very vague. On one hand, it seems that these authors understand the 

social as ‘users’ or ‘informants’ and on the other hand the social seems to refer to the 

‘organization’ as the overall structure or work environment (Sharples et al., 2002, p. 4). In 

their paper, there is no reference to theories of social structures. 

Technological settings can be seen as structures that have certain specific ways of 

behavior inscribed in them. In this sense, they are ‘Gestell’, in Heidegger’s terminology, 

meaning that they are framing nature - including humans - to turn it into a resource that 

can be disposed of. These inscribed behaviors have been called ‘action programs’. A 

technology is acting in imposing inscribed action programs on human users (cf. Ciborra & 

Hanseth, 1998, p. 313). If these action programs are dysfunctional, users sometimes 

develop anti-programs, leading to a dynamic negotiation process concerning the design and 

use of a technology. 

This partially explains why Human Factors methodology is facing difficulties in 

environments like the planning and scheduling of industrial production. The CTA method 

(Crandall, Klein & Hoffman, 2006) for example neglects not only political and socio-cognitive 

processes in technology design, but also other important ‘silenced’ aspects like awareness 

in cooperative systems (Paay, Sterling, Vetere, Howard & Boettcher, 2009; Rittenbruch et 
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al., 2007; Viller & Sommerville, 1999). Such short-sighted analytical approaches often 

endanger technological innovation in organizations.  

Within the Human Factors and Engineering Psychology community in general, there are 

only limited attempts to broaden the perspective beyond Task Analysis (Jamieson & Miller, 

2000; Strauch, 2010). Even the more holistic Cognitive Work Analysis approach (Naikar, 

2006; Rasmussen et al., 1994; Vicente, 1999) - by the way criticized by Crandall and 

colleagues (2006, p. 250) for studying workplace dynamics rather than cognition - does not 

overcome the technicist bias that comes with a neglect of cultural-historical and social-

constructive aspects regarding technology. In an overview of ERP studies by Shepherd 

(2009), including a classification of the studies by theoretical approach, ontological 

perspective, form of explanation, treatment of power, politics and conflict, key assumptions, 

benefits, and limitations, only half of the studies were addressing the issue of structure and 

agency. Those who did so employed either SCOT, ANT or Gidden’s structuration theory as a 

theoretical-philosophical background.  

While this is just a partial and very limited summary of what has been written and said 

in terms of organizational change and technological developments, the conclusion that these 

efforts can hardly be labeled as critical and emancipatory is probably not entirely wrong. 

Crucially, all these attempts to bridge the gap between the social reality of organizations and 

the dynamics of technology implementation have their strengths and weaknesses. Some of 

them are including self-critical reflection and some of them acknowledge the role of power 

relations. But there is no coherent ontology of the social, nor hardly any reference to 

sociological postmodern thought about technology. Although, for example, Noble (1984) 

provides evidence for the primacy of managerial control interests over economical logic and 

Grint and Woolgar explain how to critically ‘read’ technologies (1997), there is little at hand 

for orientation in Human Factors in terms of concepts or theories that could clarify more in 

detail the actual mechanics of discourse, power, intentions and politics in technology 

development and implementation.  

4.3 Technology in the light of Critical Thought 

Drawing on the works of Latour (2005), Grint and Woolgar (1997) describe how powerful 

societal players are in some cases able to inscribe meaning to technology and even to users. 

Technology in this perspective is a ‘text’ that consists of inscribed meanings that are 

deciphered, interpreted and performed by ‘readers’. A technology that is understood as a 

‘text’ can be described like a web of relationships between subjects and objects, with 

distinguishable but dynamic borders. This encompasses ‘knowing’ rather than ‘knowledge’ 

(Orlikowski, 2002), ‘distributedness of activities’ and ‘collective intentionality’ rather than 

‘tasks’ (Engeström, 2004), and ‘hybrid activity networks’ rather than the ‘social’ and the 

‘technical’ (Rammert, 2003b). Such a post-essentialist perspective on technology puts 

human and technical agency in relations to each other. As Rammert (2007, pp. 55-64) 
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proposes, the distinctive characteristics of human agents should hereby not be thrown 

overboard in an attempt to create symmetry between humans and artifacts, such as in 

Actor-Network Theory. Furthermore, he argues that besides describing the ‘enrolments’ of 

actors in technological systems or networks, the analysis should include the interactions 

and relations that lead to these enrolments and how they are changed over time (Rammert, 

2007, p. 87). 

4.3.1 Critical perspectives in Organization Sciences and Information Systems Research 

As Luhmann (2000) has observed and very aptly described, organizations are oscillating 

systems that owe their stability more to a loosely coupled network than to a strictly binding 

‘technology’. A constant historical flow of organizational decisions that build one on each 

other, inside or outside formal structures, documented or not is keeping the organization 

alive in a more or less uncertain environment. The resolution of conflicts and uncertainties 

within organizational networks has also been described as ‘invisible work’ within activity 

networks and information ecologies (Nardi, 1996; Sawchuk, Duarte & Elhammoumi, 2006).  

Orlikowski has used Gidden’s structuration theory to come up with a theory of 

technology that takes into account this double nature of technological systems (Orlikowski, 

1992). In her paper she develops a ‘structuration model of technology’ that explains how a 

dual perspective on technology can be fruitfully put to use in organization studies. She 

states that: “Technology is the product of human action, while it also assumes structural 

properties. That is, technology is physically constructed by actors working in a given social 

context, and technology is socially constructed by actors through the different meanings 

they attach to it and the various features they emphasize and use. However, it is also the 

case that once developed and deployed, technology tends to become reified and 

institutionalized, losing its connection with the human agents that constructed it or gave it 

meaning, and it appears to be part of the objective, structural properties of the organization 

(Orlikowski, 1992, p. 408).” 

Her model of technology (cf. Figure 7) takes human action as a starting point for 

technology design and development (a). Vice versa, technology is facilitating and 

constraining human actions (b). Institutional properties and conditions influence humans in 

their interaction with technology (c), mainly through professional norms, standards and 

resource restrictions. But also, the interactions with technology have an influence on 

institutional properties of the organization (d) through reinforcement or transformation of 

structures of signification, domination and legitimation (Orlikowski, 1992, p. 415). 
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The structuration approach to technology has been further developed by Orlikowski in the 

past two decades. To account for the widely discussed role of emergence and improvisation 

in technology-oriented scientific disciplines, she proposed a ‘practice lens’ for studying 

technology in organizations (2000). In doing so she is at the same time criticizing the notion 

of ‘embodiment’ of social structures in technology, which had been advocated by some 

proponents of the SCOT tradition. Orlikowski firmly sticks to Giddens’ formulation that 

social structures only have a virtual existence, and that they are instantiated in practice. 

Consequently, she reformulates her theory of technology: “Seen through a practice lens, 

technology structures are emergent, not embodied (Orlikowski, 2000, p. 407).” In the 

practice lens perspective, humans are constitutional for technology through their recurrent 

use of it. Orlikowski calls these enacted structures of technology use ‘technologies-in-

practice’ and defines them as “the sets of rules and resources that are (re)constituted in 

peoples’ recurrent engagement with the technologies at hand (Orlikowski, 2000, p. 407)”. In 

organizations, technology-in-practice serves essentially as a behavioral and interpretive 

template for people’s situated use of the technology. By means of case studies she is 

providing evidence that in a given organization various technologies-in-practice may exist for 

the same technology. 

Nevertheless it seems that there is still a lot of work to do in order to understand 

technology use and to be able to use this knowledge productively. Orlikowski is calling for a 

more intense collaboration between organization sciences, information sciences and 

engineering: “Our intent in this essay has been to suggest what might be gained by fostering 

more interplay between the fields of organization studies and information technology. Our 

agenda is not to bring about a complete fusion of the two fields, but rather to encourage 

hybrid research and theory at those points where the two fields intersect. We imagine the 

hybrid as being different from the mainstream of both fields, possibly in terms of content 

but certainly in terms of epistemology. In particular, we advocate for research that requires 

substantive expertise in both technology and the social dynamics of organizing and that 

Institutional properties 

    (d) 

     Technology 

  (c) 

    (a)  (b) 

  Human Agents 

Figure 7: Structurational Model of Technology (adapted from Orlikowski, 
1992, p. 415) 
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embraces the importance of simultaneously understanding the role of human agency as 

embedded in institutional contexts as well as the constraints and affordances of 

technologies as material systems (Orlikowski & Barley, 2001, p. 158).” 

Following this call, Rose and Jones (2005) have criticized not only the structuration 

approach with its focus on human agency, but also ANT as a relatively static or descriptive 

approach to technology. In their theory they propose that both humans and machines have 

agency (hence the title of their paper ‘The Double Dance of Agency: A Socio-Theoretic 

Account of How Machines and Humans Interact’), but are nevertheless to be distinguished: 

“(...) humans and machines can both be understood to demonstrate agency, in the sense of 

performing actions that have consequences, but the character of that agency should not be 

understood as equivalent. Human agents have purposes and forms of awareness and that 

machines do not. The two kinds of agency are not separate, but intertwined, and their 

consequences emergent. Those consequences are also the subject of human interpretations 

which provide part of the context for future actions (Rose & Jones, 2005, p. 27).” Their main 

criticism is about the structuration theorist’s denial of any agency or causal power 

embodied in technology. But they also criticize ANT for its symmetry principle. They 

conclude that a compromise between the two approaches is needed. “The metaphor of the 

‘double dance’ attempts to encapsulate both the intertwined nature of the interaction of 

human and machine agency, and its part structured, part improvised emergent character 

(Rose & Jones, 2005, p. 33).”  

Interestingly for my own discussion, the empirical background of Rose and Jones is in 

ERP systems, whereas Orlikowski’s field work mainly has been with group collaboration 

systems like Lotus Notes. There is a big difference in the potential for ‘accommodation’ or 

even ‘improvisation’ of these systems by their users, and this might explain partially why 

Orlikowski favors structuration theory, whereas Rose and Jones are very sceptical about the 

amount of agency that can be attributed to users alone. 

In Orlikowski’s (2005) answer to Rose and Jones she acknowledges that some if not 

most of their critique - mainly towards ANT notably - is useful and thought-provoking. But 

instead of using ‘agency’ when speaking of the causal powers of material things or 

technologies, she prefers to use the term ‘material performativity’ (Orlikowski, 2005, p. 185). 

In a more recent paper she even revised her position on the issue of agency, without 

mentioning structuration theory nor Giddens one single time. Instead, she advocates the 

use of the term ‘constitutive entanglement’ or also ‘sociomaterial assemblage’ (nota bene: 

Giddens used the term ‘mutually constitutive’ to describe the relationship between social 

structures and human subjects). I quote: “A position of constitutive entanglement does not 

privilege either humans or technology (in one-way interactions), nor does it link them 

through a form of mutual reciprocation (in two-way interactions). Instead, the social and the 

material are considered to be inextricably related — there is no social that is not also 

material, and no material that is not also social (Orlikowski, 2007, p. 1437).” In a report on 
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studies of organizations that involve technology, Orlikowski and Scott (2008) found that 

there still is very little research around that tackles this ‘entanglement’ of social practice 

and technology. Consequently, they promote a research program on ‘sociomateriality’. 

Orlikowski’s call for a stronger integration of social theory and information sciences has 

not yet found many adherents. I believe that this is due to the missing theoretical link 

between social theory and individual behavior, i.e. technology use. Some fundamental 

questions around social structures, mainly concerning their causal power, are yet to be 

solved. On the other side, quite contrary to Orlikowski’s assumptions, there is not much 

knowledge about social theories, especially also critical theories, on the side of the engineers 

and designers of technology. Furthermore, there are very few references to critical thought 

or emancipatory theories to be heard in organization sciences. In one of these rare 

exceptions, Kannabiran and Graves Petersen (2010) advocate to consider the ‘politics at the 

interface’: The need for an integrated view on design and politics, i.e. “to call to attention the 

need for a new set of methods, attitudes and approaches, along with the existing, to discuss, 

analyze and reflect upon the politics at the interface (Kannabiran & Graves Petersen, 2010, 

p. 695).” Such a set of methods would indeed add a critical edge to ‘sociomateriality’, which

is mainly based on structuration theory. But to achieve that, more theoretical groundwork 

needs to be done. 

4.3.2 Critical Psychology, Activity Theory and Workplace Studies 

The specific characteristics of human agency in a technicized and mediatized society have 

been a concern to some contemporary psychologists (Gergen, 1992; Kvale, 1992; Parker, 

2005b; 2007), especially also in the school of Critical Psychology (Fox et al., 2009; Teo, 

2008; Tolman, 1994a). The goal of these efforts is to “put that subjective component back 

into the equation (Parker, 2007, p. 208)”. This requires a different approach to psychological 

research, involving the subject as a genuine co-investigator instead of excluding it through 

statistical methods (Tolman, 1994b, pp. 127-144). Such an approach has potential 

implications for Human Factors and Cognitive Engineering that go beyond attempts of 

specifying ‘joint cognitive systems’, and employing ‘user-centered’ or ‘ecological interface 

design’ (Burns & Hajdukiewicz, 2004; Endsley, Bolté & Jones, 2003; Woods & Hollnagel, 

2006). 

Relationships with technology have been explored in Activity Theory and Interaction 

Design (Kaptelinin & Nardi, 2006). These theoretical approaches subscribe to a historical 

and systemic perspective of human agents in organizations, but they strongly focus on a 

pragmatic and ‘apolitical’ description of the processes that are evolving or emerging. As 

Jones (2009) has criticized, there is a lack of political-economical analysis in activity 

theoretical work about and within organizations. From a purely systemic point of view, the 

features and characteristics embedded in technologies become less important, and the 

conditions and forces involved in their design are left out of the equation. 
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In a more general overview of Psychology as Wissenschaft, Valsiner (2009) argues that 

postmodern deconstructivism has failed to renew Psychology as a discipline. But there is 

hope, since there are many (international) initiatives and ideas on how to overcome the 

major oversights in Psychology: The re-introduction of dynamic flow, hierarchical order and 

context through adapted scientific methods. Overall, this could be understood as a program 

to - theoretically and epistemologically - develop a kind of critical Psychology. However, 

Valsiner does not mention one important ontological gap that still needs to be addressed by 

psychologists as well as sociologists: The missing link between social structures and 

individual behavior. In other words, how do social structures become causally effective when 

it comes to individual behavior? 

The social and material embeddedness of human action have been simplified and de-

contextualized in the name of science by mainstream psychologists. Through the 

‘elimination’ of the subject and its replacement by the ‘research participant’, mainly the 

historical dimension, or the ‘dialectic’ between the individual as agent and the social as 

structure, was lost out of sight. This has led to a situation where applied psychology such 

as Human Factors finds itself in a difficult position. As soon as the field of study gets 

complex, an ontological void makes analysis almost impossible. The researcher or analyst 

suddenly stands in front of a half-built bridge into nowhere land. Or, as Pettersen, 

McDonald and Engen put it “to bridge the gap between available social theory and applied 

analysis of socio-technical systems (...) we need to apply social theory that address more 

explicitly the social dependencies and constraints operating in socio-technical system inde-

pendently of any one actor’s conceptions of that system (Pettersen et al., 2010, p. 186).” 

However, this cannot be achieved within a socio-cognitivist perspective, since the challenges 

are identified “not as problems of just fact or empirical methodology but problems of 

engaging in ontological formulations and critique (Pettersen et al., 2010, p. 190).” -  

One approach that has attempted to shed light into this unknown territory has formed 

under the label of ‘workplace studies’ (Button & Sharrock, 2009; Heath, Luff & Knoblauch, 

2004; Knoblauch & Heath, 1999; Luff et al., 2000; Rawls, 2008; Theureau, 2000). The 

scholars using this approach have different backgrounds but share their conviction that a 

close look into the everyday work practice using mainly ethnological methods (ethnography, 

ethnomethodology and conversation analysis) is providing rich material. The collection of 

studies by Luff, Hindmarsh and Heath (2000) show the broad spectrum of approaches and 

goals within workplace studies. What seems common to these studies is a descriptive 

approach without any reference to a social ontology or a theory of technology. Technology, in 

these studies, appears as a condition for human activity, something that is always already 

in place. Such a position could be interpreted as some kind of technological determinism. 

This ‘static’ approach that is focussing on ‘thick descriptions’ of work practices at a given 

point in time with a given technological environment is criticized by Engeström in the same 

book. Engeström stresses the need for a developmental perspective and proposes more 
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interventionist methods to account for the dynamics of change in work environments. But 

Engeström’s approach as such has been criticized in turn as being apolitical. Alvis (2007), 

while acknowledging Engeström’s theoretical contributions to the field, criticizes his 

empirical approach. He finds that “although contradiction is a central category for 

Engeström, in its application, notions of social antagonism, exploitation and oppression 

become side-lined; this in part derives from an interest in the development of the collective 

worker in the activity system. In addition, contradiction is accented towards tensions or, in 

his terms, disturbance(s), within an activity system that lead to transformation or some sort 

of adaptive change (Avis, 2007, p. 165)”. 

In sum, descriptive studies of technology, such as SCOT or ANT, as well as empirical 

work using Critical Psychology, Activity Theory or Ethnography cannot account for the local 

political forces and subtle influences during technology development and use, but they can 

provide evidence for the existence of such forces in actual technologies-in-use. Their 

weakness is a non-existent coherent theory of technology as well as analytical tools that are 

sensitive to power-inflicted contradictions and potentials for resistance in technology 

implementations. 

As I have already mentioned in chapter 3.3 it is not my intention to reinvent the 

philosophical grounds of Psychology or come up with a new theory of technology. Both 

projects would by far exceed my possibilities. My interest is in the particular case of ERP 

systems, their characteristics, their consequences and implications for Human Factors as a 

discipline. I conclude, referring to the literature cited above, that there is a need to step 

back one or two steps and to reconsider the modernist base of our discipline, in order to 

advance into more complex fields such as ERP. Especially, two theoretical building sites 

seem to be essential to achieve that: 

1. The ontological base of social structures as influential entities for technology 

development and use. 

2. The epistemological base of a critical, self-reflective methodology that includes all 

aspects of technology-in-use without omitting historical or political dimensions. 

4.4 Philosophical re-orientation 

So what are social structures? Do they exist and if so, in what forms? For example, in their 

book on humans and technology (‘Acting with Technology’), Kaptelinin and Nardi (Kaptelinin 

& Nardi, 2006) are proposing a modification to ANT, namely a typology of agencies to 

distinguish between human and non-human actors. Their proposition could also be 

understood as a kind of ontology of agency. However, the philosophical base of their 

classification scheme (Kaptelinin & Nardi, 2006, p. 244) remains weak: What exactly are 

‘social entities’ and what is their common characteristic? What role are discourses and 

ideologies playing? How would they argue against the notion that ‘social entities’ (or 

structures) do not exist independently (for example by Giddens)? 
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Starting from descriptive or pragmatic approaches to technology and human agency it is 

hard to counter the argument that both are ‘mutually constitutive’ (Orlikowski, 2007), and 

such a thing as social structures do not exist. But if we subscribe to the insight that there is 

no such thing as ideology-free science, we need to come up with a position that unveils the 

political background (consciously or unconsciously) promoted by such a stance. In my 

understanding, to say that technology and humans are ‘mutually constitutive’ is telling only 

half the story. It remains a ‘modern’ approach in the sense that there is a hidden 

technological determinism behind it. The implicit assumption is that there will be some kind 

of negotiation and resolution, but value-free. After some rounds of structuration, the best-

functioning, fittest systems will survive. This might work for some kind of software 

applications or gadgets, but can this really be the last word when it comes to technology of 

all kinds? If science is political, then technology is also political. Thus, from the point of 

view of a critical academic, the second part of the story must be told as well (for more 

elaborate reflections on the ‘missings’ of social constructivism and ANT see Radder, 1992). 

The only way to overcome the Structuration Theory approach is to tackle its 

assumptions. To start with, we can argue that humans always find themselves thrown into 

a society that pre-exists. Social structures are already in place, enacted or not. Therefore, 

what is needed is some kind of realism, a philosophical position that assumes the existence 

of things beyond the ‘actual’. According to Collier (1994, p. 6) a realist theory makes the 

following knowledge claims: 

- A claim of objectivity, i.e. what is known would be real whether or not it were known; 

- A claim of faillability, i.e. claims can always be refuted by new information; 

- A claim of transphenomenality, i.e. knowledge can relate to phenomena beyond 

appearances, to underlying structures that make appearances possible. Social 

systems and DNA are two examples of transphenomenal knowledge; 

- A claim of counter-phenomenality, i.e. knowledge can also contradict appearances. 

Critical Realism (CR), as a realist philosophy of science, claims that the social world cannot 

be theorized or explained successfully without paying explicit attention to its ontological 

foundations (Elder-Vass, 2010, p. 69). Critical realism (Archer, 1998; Bhaskar, 1975; 

1998b; Lopéz & Potter, 2001; Mutch, 2002) is based on an ontological realism, in the sense 

that it assumes a reality of being that is intransitive, transfactual and stratified. It 

encompasses an epistemological relativism that asserts the relativity of all knowledge, which 

it considers as transitive in nature. Nevertheless it argues for a judgmental rationality that 

is able to distinguish between more or less accurate theories about the real (Archer, 1998).  

The difference between Critical Realism and Structuration Theory, apart from the 

ontological orientation, is that Bhaskar’s transformational model of social activity (cf. Figure 

8, Bhaskar, 1979, p. 36) allows for a temporal order of structural conditioning, social 

interaction and structural elaboration, without the ‘confluence’ of social structure and 

agency. Social reality therefore can be differentiated into analytically discrete moments. This 
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provides social realism with a method that can be used to generate practical social theories 

within a particular domain. The separability of structure and agency is the predicate for 

examining the interface between them, upon which practical social theorizing depends 

(Archer, 1998, p. 202). Nevertheless, it is a fact that social structures only exist in a 

collective of agents who possess knowledge about their activities. This knowledge itself is a 

social product and as such object to transformation. Social structures can be said to be real 

but only relatively enduring and autonomous (Bhaskar, 1979, p. 38). 

 

 

 

 

 

 

 

 

Bhaskar also speaks of the ‘duality of praxis’ to describe this ongoing process of 

socialization and transformation. He proposes to use a set of mediating concepts to 

designate the ‘points of contact’ between social structures and individuals: “... social 

structures (a) be continually reproduced (or transformed) and (b) exist only in virtue of, and 

are exercised only in, human agency (in short, that they require active ‘functionaries’). 

Combining these desiderata, it is evident that we need a system of mediating concepts, 

encompassing both aspects of he duality of praxis, designating the ‘slots’, as it were, in the 

social structure into which active subjects must slip in order to reproduce it; that is, a 

system of concepts designating the ‘point of contact’ between human agency and social 

structures. Such a point, linking action to structure, must both endure and be immediately 

occupied by individuals. It is clear that the mediating system we need is that of the 

positions (places, functions, rules, tasks, duties, rights, etc.) occupied (filled, assumed, 

enacted, etc.) by individuals, and of the practices (activities, etc.) in which, in virtue of their 

occupancy of these positions (and vice versa), they engage. I shall call this mediating system 

the position-practice system. Now such positions and practices, if they are to be 

individuated at all, can only be done so relationally (Bhaskar, 1979, p. 40).” 

In order to analyze position-practice systems, as ‘mediating systems’, we need to 

address mainly the relationships between such position-practices, since they are the 

fundament for ‘generative mechanisms’ that produce actual social events. Relations can 

differ in nature: “In social life only relations endure. Note also that such relations include 

relationships between people and nature and social products (such as machines and firms), 

as well as interpersonal ones. And such relations include, but do not all consist in, 

reproduction / 

transformation 

socialization 

Society 

Individuals 

Figure 8: The Transformational Model of the Society/Person Connection (adapted 
from Bhaskar, 1979) 
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‘interactions’. Thus contrast the relationship between speaker and hearer in dialogue with 

the deontic relationship between citizen and state.” And further: “Finally, it is important to 

stress that... (...) the relations one is concerned with here must be conceptualized as holding 

between the positions and practices (or better, positioned-practices), not between the 

individuals who occupy/engage in them (Bhaskar, 1979, p. 41).” 

An important aspect of critical realist thought is the stratification of reality (Table 5). 

There are methodological implications for the analysis of position-practices and their 

relationships related to this differentiation.  

Table 5: Overlapping domains of the real (Bhaskar, 1975, p. 56) 

 Domain of Real Domain of Actual Domain of Empirical 

Mechanisms  - - 

Events   - 

Experiences    

 

Behind the observable empirical world are mechanisms that contribute to the actualization 

of certain events, but not necessarily. Social structures as position-practices within a 

network of relations are a kind of such ‘generative mechanisms’. Such mechanisms combine 

to generate the flux of phenomena that constitute the actual states and happenings of the 

world. They may be said to be real, though it is rarely that they are actually manifest and 

rarer still that they are empirically identified by humans. Bhaskar distinguishes very 

decidedly between “the genesis of human actions, lying in the reasons, intentions and plans 

of people, (...) and the structures governing the reproduction and transformation of social 

activities (...) hence between the domains of the psychological and the social sciences. (...). It 

should be noted that engagement in a social activity is itself a conscious human action 

which may, in general, be described either in terms of the agent’s reason for engaging in it 

or in terms of its social function or role (Bhaskar, 1979, p. 35)”.  

In terms of scientific work within such a philosophical framework, one has to part with 

most of the existing research practices and employ a combined approach between 

descriptive and hermeneutic analysis. Bhaskar and Archer prefer not to speak of ‘induction’, 

they use the term ‘retrodiction’ for their methodology: “Thus theoretical explanation 

proceeds by description of significant features, retroduction of possible causes, elimination 

of alternatives and identification of the generative mechanism or causal structure at work 

(which now becomes the new phenomenon to explain); applied explanation by resolution of 

a complex event into its components, theoretical redescription of these components, 

retrodiction to possible antecedents of the components and elimination of alternative causes 

(Archer, 1998, p. xvii).” 



80  Agency and social structure in Human Factors 

 

The difficulties of the identification of generative mechanisms within social structures 

(position-practices) are manifold: The inherent openness of social systems, the transitivity of 

social structures that may or may not be actualized, the diversity of structures and 

mechanisms. Where to begin?  

Hedström and Swedberg (Hedström & Swedberg, 1998) propose three basic types of 

generative mechanisms: 

1. Situational mechanisms (structures influencing agency) 

2. Action-formation mechanisms (actual events influencing behavior) 

3. Transformational mechanisms (behavior influencing structures) 

Elder-Vass (2010) is advocating that social structure should be understood as the causal 

powers of social groups. In doing so, he focuses on a special type of social groups, which he 

calls ‘norm circles’. These norm circles are forming a type of social structure that could also 

be called ‘normative social institutions’. His theoretical analysis of such institutions is 

intended as an ontological building block that may be combined with others to construct 

explanations of actual social events. 

What does all this have to do with Human Factors? - I believe that there are a lot of 

benefits for our discipline in this philosophical discussion. Most importantly, it provides a 

sound theoretical base for the development of an explanatory methodology for our field. It 

allows us to formulate a perspective on technology as a kind of social structure that entails 

certain powers (generative mechanisms or tendencies). Further, it clearly separates the 

‘social’ from the ‘psychological’ but without omitting the dynamic influences between them. 

It clarifies which kind of explanatory statements can be formulated within practical social 

theories of technology development and use. And - most importantly - it helps us to specify 

the requirements for the selection of analytical tools. Our methods should not contradict the 

following statements based on Critical Realist thought: 

1. Reality is deep and stratified: The real actualizes itself, therefore becoming the 

actual, which in turn may or may not be perceivable or measurable as the empirical 

aspect of reality.  

2. Reality exists independently of our knowledge of it. Laws of nature (or transfactual 

mechanisms) can - but not necessarily have to - operate in actual situations. 

Theoretical explanations are applied for practical explanations of phenomena that 

they produce in open systems (Archer, 1998, p. xii). 

3. Laws cannot be interpreted as conjunctions of events but must be analyzed as 

tendencies of things (Bhaskar, 1975, p. 184). 

4. Real structures and forces actualize themselves through tendencies to produce 

certain effects. 

5. The generative mechanisms that are responsible for this actualization are sometimes 

interfering with each other, making it difficult to detect causality. 
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6. Knowledge about the actual (when inferred from the empirical) or the real 

(hypothesized from the actual) is transitory, since truth cannot be proven beyond 

doubt, only falsified. Critical realist science therefore has to be epistemologically 

relativist.  

7. Technology is a socially constructed artifact that has characteristics of a text, but 

also represents a choice of real forces and mechanisms that determine the 

tendencies inscribed into a technology. 

8. Analytically, the geo-historical context of a phenomenon as well as the specific design 

of a technology have to be distinguished from the potential that lies behind the 

actual instantiation, or - in other words - the real that is negated, excluded or 

submitted in the process of actualization. 

9. Empirically, the morphogenetic process of institutionalization has to be ‘reverse 

engineered’ to understand the actual phenomenon and to frame behavioral data. 

10. Theories are exclusively explanatory when developed for open social systems 

(Bhaskar, 1998b, p. 21). Such explanations have to be practically adequate, as 

knowledge they are by definition practice-dependent. 

In fulfilling these criteria, a Critical Realist method goes beyond a mere functional analysis: 

“Critical realist evaluation moves from the basic evaluative question - what works - to what 

is it about this implementation that works for whom in what circumstances (Dobson, Myles & 

Jackson, 2007, p. 142).” Such a research approach should be theory-driven, aiming at the 

modeling of causes as explanations rather than hypothesis testing for generalizations. The 

results of such efforts are always fallible and subject to subsequent modification (Pearce & 

Woodiwiss, 2001, p. 52). 

In this way, Critical Realism helps to identify potentials for resistance and social 

transformation that would otherwise go unnoticed. For our discussion of the case of ERP 

implementations this has far-reaching implications, and a potential to overcome analytical 

weaknesses of conventional approaches to the study of such technological systems. 

4.4.1 Critical Realism, organizations and technology 

Critical Realism is not entirely alien to technology- nor to organization-oriented sciences. 

Dobson introduced Critical Realism to the information systems field and calls for empirical 

work (Dobson, 2001). Some years later Dobson, Myles and Jackson (2007) published an 

article with their research findings on an enterprise information system to measure 

performance. Their conclusion is that “perhaps the greatest benefit of adopting a critical 

realist underlabouring is the emphasis on deep understandings and context (Dobson et al., 

2007, p. 150)”. Smith (2006) applied critical realist thought to information systems 

research. He argues that a critical realist perspective, especially the notion of tendencies, 

can dissolve inconsistencies between theoretical and practical findings in technological 

determinism and social construction of technology. In his perspective, both approaches 
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contribute substantially to an understanding of technology and human agency. However, a-

contextual causal theories of technology are needed to uncover how and why generative 

mechanisms are triggered (Smith et al., 2006, p. 206). 

Volkoff, Strong and Elmes (2007) use critical realism to build up a model of 

organizational change. In a long-term case study they have used grounded theory 

methodology to document and analyze organizational change and technology 

implementation. They found that critical realist ontology helped them to explain the 

processes that they had observed, something which according to them neither ANT nor 

Structuration Theory were able to deliver.  

In an application of a critical realist methodology (Archer’s morphogenetic approach) to 

the use of information and communication technology in organization, Mutch (2010) sees 

three gains: (1) Greater clarity about the material properties of technology, (2) links to 

broader structural conditions arising from the conceptualization of the relationship between 

agency and structure, and (3) the potential to explore the importance of reflexivity in 

contemporary organizations, especially in conditions of the widespread use of information 

and communication technology.  

As briefly mentioned in this sub-chapter, there have been some applications of critical 

realist thought in information and organization sciences. To my knowledge, there has not 

been any application in the Human Factors domain up to date. Although, in my 

understanding of Critical Realism fits quite well to some analytical frameworks of Human 

Factors, especially Cognitive Work Analysis (CWA) with it’s ‘formative’ approach to analysis 

and design (Rasmussen et al., 1994, p. 6ff; Vicente, 1999, p. 110). At a glance, its 

underlying ontology and epistemology do not seem to contradict critical realist assumptions. 

But since cognitive engineers are rarely explicit in their philosophical background, this issue 

deserves a closer look. 

4.4.2 Cognitive Work Analysis: A realist framework? 

Does Cognitive Work Analysis – philosophically speaking - follow a critical realist approach? 

What are the basic or general ontological assumptions of CWA? Could the framework or its 

theoretical backing be modified or adapted to fit to a critical realist philosophy? Is there a 

potential of such a modification for the analysis of ‘intentional work domains’ like ERP 

systems? 

The initial idea behind the CWA framework was to develop a classification scheme for 

the description of complex, flexible and highly adaptable work environments. As 

Rasmussen, Pejtersen and Schmidt argued, “no one exclusive, hierarchical and ‘objective’ 

classification scheme will serve to unravel this complexity. What we need is a kind of 

teleological taxonomy (i.e. a pragmatic, goal directed taxonomy useful for the analyst), 

derived from our need for a framework which can serve prediction of changes in behavior in 

response to introduction of new information systems. What we can hope to develop is a 
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theoretical framework for description, which can also be useful for prediction; a framework 

which necessarily will have the nature of a multi-dimensional, multi-facetted network of 

interrelated concepts (1990, p. 17, italics in original text)”. 

In its taxonomy that implicitly includes some ontological assumptions, CWA postulates 

‘causal structures’ that are constraining human action in work systems. These fundamental 

structures that are identified through the method of work domain analysis (Rasmussen et 

al., 1994; Vicente, 1999). At the same time it also assumes ‘intentional structures’ 

(identified trough ‘organizational modeling’) that are also constraining individual action. 

These structures exist, they are preconditions for human action. In this sense, CWA is 

indeed a realist approach. However, CWA does not formally define the nature of intentional 

structures nor does it refer to any theoretical work in the domain of structure and agency. 

What do the developers of CWA mean by ‘intentional structures’ or ‘intentionality of work 

systems’? Are they referring to agency or social structures? 

Rather obviously, an actor, an operator or supervisor, has (conscious) intentions 

concerning his immediate field of activity, depending on the goals he or she has in mind in a 

given moment of time. That mostly applies for situations in which a ready-made solution or 

action path is not available (i.e. in knowledge-based behavior). In such cases, intentions are 

the result of an analytic and anticipatory thought process: 

“Supervisory control decisions based on functional analysis, i.e., control decisions in 

unfamiliar situations for which ‘know-how’ short cuts are not feasible, depend on a 

prediction of the responses of the system to the intended control action (Rasmussen, 

1986b, p. 13).”  

In other words, in unfamiliar situations, a human operator is required to perceive the 

system state, diagnose and interpret that state on the background of his knowledge, then 

develop a control action (plan) that is in accordance with the goals and objectives of the 

system (value creation, safety, sustainability), under consideration of the projected 

responses of the system (it MUST stay within the boundaries of acceptable system states). 

As Rasmussen, Pejtersen and Goodstein put it: 

“(...) we consider a work system as a functionally coupled entity that adapts to the 

opportunities and requirements posed by its environment under the control of its human 

actors (Rasmussen et al., 1994, p. 35).”  

The exploitation of opportunities requires a flexible work system. Requirements posed by the 

environment very often work in the opposite way, leading to higher rigidity of a work system 

(e.g. regulations, environmental standards, social contracts). Rigid goals and constraints 

could be formulated as ‘functional’ in a hierarchical means-end structures. Such ‘functional 

objectives’ are implemented in the form of contracts, policies, standards, or technology. 
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Intentions - as the human activity to exploit or use the remaining degrees of freedom - on 

the other hand are implicit, situational, and require communication6. 

In the example of the city as a work domain, Rasmussen, Pejtersen and Goodstein 

separate functionality from intentionality in a means-ends abstraction hierarchy (Table 6).  

“It shows how the functional and material features of the work system dominate the 

representation at the lower levels, while the intentional features, that is, the objectives 

that govern the control of the system functions, dominate at the higher levels 

(Rasmussen et al., 1994, p. 37).” 

This is a very interesting approach, but the authors are not further exploring the 

implications of such a differentiation, except for the classification of work domains7 on the 

‘sources of regularity’ dimension (Rasmussen 1994@49-54}. Questions regarding the 

terminology used for the top level arise: Are functional goals and objectives explicit (policies, 

standards) or implicit (norms, culture)? How do they relate to intentionality on the top level? 

How do they establish intentionality on this level? Who communicates that and how? 

Intriguingly, these two sides of the coin remain somewhat without connection. What is 

the nature of mediating processes that ‘translate’ intentions to functions and vice versa? 

What are the functional aspects that change intentions over time? What or who has agency 

in their system? 

Rasmussen et al. point to the interaction of the two sides only in terms of the 

importance of the intentional part as a coordinative ‘force’ on all levels of the material world: 

“The intentional component becomes increasingly influential at the higher levels and also 

more complex as global functions come into play. It can also be seen [in the example of 

the city] that the intentional part of the domain representation constitutes a hierarchical 

control function that serves to coordinate the behavior of the material world at all levels 

(Rasmussen et al., 1994, p. 44).” 

According to Rasmussen and colleagues, the analysis of the ‘hierarchical control function’ - 

as they also call the intentional part of a work system - becomes more important in systems 

with sources of regularity other than physical processes (e.g. in manufacturing that involves 

manual work, companies that provide services, or design) to understand the work domain. 

But they do not make explicit the relationship between the hierarchical/intentional control 

function and operational control (as a mostly technology-driven process). 

                                              
6 Rasmussen, Pejtersen and Goodstein (1994) are not systematical in this point. They use the 

term ‘objectives’ both to denominate functional goals and intentions. They further use the terms 
‘intention’, ‘intentional’, ‘intentionality’ (p. 43), ‘intentional activity’ (p. 48), ‘purposive acts’ (p. 49) 
somewhat synonymous. In my opinion, the term ‘purposive act’ does not make sense, since we should 
assume that there are no ‘unpurposive acts’ in a work system. Furthermore, the use of ‘intentional’ 
should be limited to the description of activities or structures rather than systems. 
7 "The weight of the intentional constraints compared with the functional, causal constraints can be 
used to characterize the regularity of different work domains (Rasmussen et al., 1994, p. 49)."  
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“Decision making at each level will deal with discrepancies between the functional state 

of affairs and the intentions derived from the ultimate goals. Therefore, it is necessary 

that the representations of the functional implications match the presentation of the 

intentional explications at each level (Rasmussen et al., 1994, p. 44).”  

Table 6: Functionality and intentionality of a city (Rasmussen et al., 1994, p. 43) 

Means-ends 

relations 

Functionality Intentionality 

Purposes and 

constraints 

Goals and objectives Explore opportunities and 

constraints 

Abstract functions Implications of the functions in 

terms of values and resources 

absorbed 

Setting priorities and directing flow 

of money, people, goods to serve the 

higher level goals. 

General functions Functions of a city: transport, trade 

health care, administration, public 

education 

Coordinate lower level processes to 

serve the various functions 

Physical processes 

and activities 

Processes of a city: moving goods and 

people, sleeping feeding, shaping and 

assembling products, chemical and 

physical production processes 

Control of the configuration and 

boundary conditions 

Physical form and 

configuration 

Material objects: people and houses, 

furniture and tools, cars and 

streetlights 

Selection of objects 

 

In the quotation above, the interaction of the control functions is ‘locked away’ in the black 

box of human decision making. Here, the missing conceptual definition of ‘intentionality’ 

becomes obvious. Two interrelated cognitive activities are mentioned, ‘functional 

implications’ and ‘intentional explications’. Functional implications could be understood as 

the result of a cognitive process comparing the actual state of affairs with intended 

outcomes on different levels of the abstraction hierarchy, thus linking the ‘functional 

domain’ to the ‘intentional domain’. Intentional explications on the other side are the result 

of a cognitive process that dynamically updates intentional states (derived from ‘ultimate 

goals’) in order to lead or guide activities on within the ‘functional domain’ - an therefore 

requiring explicit communication of intentions (e.g. through encouragement, tactical orders, 

job sequences or schedules). Or, as Rasmussen and colleagues put it - referring to the black 

box of decision making - intentional explication (as performed through organizational 

routines and practices) is shaping individual decision making at work: 
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“For the individual decision maker, the intentional element is a very real part of the 

domain. It is embedded as behavior-shaping constraints in the institutional practice and 

the accepted rules of conduct of the (...) [work] system (Rasmussen et al., 1994, p. 44).” 

Interestingly, these intentional elements, and thus the decision-making behaviors, are - 

according to the authors - being shaped through two features of the intentional structure of 

a work system: 

“(...) the actual, individual goals of the smaller units are not found by a decomposition of 

the overall goal but are developed independently from subjective preferences. Basically, 

this is a consequence of some of the intentional structure of a work system being 

embedded in the rules of conduct of the social system and some of it being brought to 

bear by the individual actors in order to resolve the remaining degrees of freedom 

(Rasmussen et al., 1994, pp. 45-46).”  

Firstly, this has implications for the collection of data: To describe a work domain - 

including its intentional side - it is necessary to conduct interviews at all levels, to cover 

both structural aspects, (a) the ‘rules of conduct’ and (b) the ‘individual preferences’. But 

then, to operationalize and clarify the theoretical concepts, the terminology is used in a 

somewhat vague way. What is meant by ‘rules of conduct’? And, are the ‘individual 

preferences’ really due to personality traits (like risk aversion) or rather a local and 

experience-based perception and interpretation of the state of affairs? - The clarification is 

important, since neither role identities nor personality traits are within the scope of a work 

domain analysis in Rasmussen’s framework. 

Clearly, it seems that these considerations are compatible with critical realist thought, 

although the differentiation of social structures and individual goals and preferences should 

be made clearer. However, assuming that both features of the ‘intentional structure’ can be 

formulated in a ‘de-personalized’ way, a Cognitive Engineering approach to support these 

decision-making activities must consider an ‘adequate level’ of representation in both 

aspects of the work domain: 

“(...) the representation of the productive, functional features at each level should be 

comparable to that of the intentional aspects in order to facilitate decision making and 

choosing among options (Rasmussen et al., 1994, p. 48).” 

Does that imply that the intentional aspects should be represented on all levels in order to 

make intentions transparent for co-workers and other actors in the system? - Not all of 

them, since that would be overwhelming for individual actors. But: 

“It is important that the work domain representation captures the basic features of a 

work system that shape the intentional activity of its staff (Rasmussen et al., 1994, p. 

48).” 

How are these ‘intentional activities’ related to activities involving strategic and tactical 

decisions as well as planning and scheduling activities? - It seems rather obvious that these 
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activities depend on an accurate feedback of system states. But then, there is a twist to that 

due to the historical perspective of all intentional activities within a work system. What can 

be expected from the other actors at a specific point in time? 

“(...), regular patterns of response by a work system to work activities are a prerequisite 

for human actors acting purposefully. Thus actors’ opportunities to plan depend on their 

possessing knowledge about the sources of such regularity or, in other words, the 

internal constrains shaping the system’s behavior (Rasmussen et al., 1994, p. 49).” 

Are ‘regular patterns of response’ the missing link between intentionality and functionality? 

It could be assumed that this is the case, since control involves both the use and the 

shaping of these patterns - or the intentional structures that support them. 

“Control of the state of affairs within a work system involves operations on and through 

its internal constraints and can take place via the causal constraints of the physical part 

of a system or the intentional structure of the people involved (Rasmussen et al., 1994, p. 

49).” 

Causal constraints or intentional structures both seem to be ‘generative mechanisms’ in CR 

terms. The actors in a work system have to be aware of them, to a certain extent. 

Intentionality therefore also includes social structures, such as norms set by groups of 

people, associations and organizations.  

For example, there could be a shared belief within the city staff that their city should be 

as safe as possible for all of its inhabitants. This would shape the intentional structure of 

the work system in a certain way. Or, a manager could exploit on the historical fact that a 

‘pattern of response’ exists in a company by promising a bonus payment by the end of the 

year if a certain service level is achieved. In doing so, the intentional structure is shaped to 

evoke a desired behavior of the work system. 

It seems that CWA uses a set of related concepts that are compatible but not necessarily 

adapted to a critical realist ontology: 

- Intentions are the conscious results of a cognitive process that involves analytical as 

well as anticipatory activities. 

- Intentional activities consist of the evaluation, modification, or communication of 

intentions. 

- Intentional constraints are individually known or commonly shared restrictions to 

action based on intentions. 

- Intentional structure is the sum of all intentional constraints imposed on a work 

system at a given moment in time. 

- Intentionality means all activities within a work system that are related to intentions, 

including their ‘materialization’ in technology and other artifacts, their codification in 

written form (standard operating procedures, instructions), their cultural influences 
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(moral standards, social norms), and their dynamics in time, i.e. their historical 

development. 

Some of these facets of intentionality can be further examined when looking at two different 

classes of work systems, (a) “mechanized systems governed by instructed rules of conduct 

(Rasmussen et al., 1994, p. 51)” and (b) “loosely coupled systems governed by actors’ 

intentions (Rasmussen et al., 1994, pp. 51-52)”. The following quote shows the interaction 

of the concepts through an alternative terminology added by myself in box brackets: 

“When such systems are organized according to the ‘scientific management’ paradigm, 

operations are centrally planned and the intentionality, that is, the objectives of activities 

[the intentional structure], are [is] embedded in operating instructions propagating top-

down through the levels of the organization. In more modern ‘just-in-time’ type plants, 

this central planning with its top-down directive flow is replaced to a large degree by on-

the-floor improvisations and adaptations to the immediate situation so that the 

intentionality [intentional activities] becomes more decentralized. In a way, the high level 

goals [intentional structure] form[s] an umbrella under which the daily operational 

decisions can be made (Rasmussen et al., 1994, p. 51).” 

Note that according to Rasmussen and colleagues, the intentional structure can be almost 

fully explicitly formalized in the form of standard procedures and instructions when the 

nature of the work system allows for it. In such an environment, intentional activities are 

concentrated in central engineering and production planning departments. Increasingly 

though, in modern manufacturing environments - due to external demands for flexibility - 

intentional activities become more and more decentralized, leaving room for local decision 

making as required in the work process. This in turn is more demanding for local actors: 

“Thus the individual decision makers confronting their part of the work domain will have 

to shape their activities under the influence of different sources of regularity. First of 

course, are the laws of nature governing the technical side. Then, depending on the 

application, the intentional direction will come from some kind of combination of 

preplanned schedules and formal or informal rules of conduct that shape our own 

behavior as well as the behavior of the other actors (Rasmussen et al., 1994, p. 51).”  

Note that here, in a ‘mechanized’ context, the authors are not talking about individual 

influences. They are only referring to informal or formal rules of conduct, introducing the 

distinction of the two on the fly. Formal rules could be understood to consist of 

communicated standards or procedures, and even routines. Informal rules of conduct might 

be non-documented routines or behavioral repertories that have emerged within a 

‘community of practice’ over time (cf. Wenger, 1999). 
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The second class of work systems8 - the ones that are more loosely coupled - require 

more active explication, communication and interpretation of intentional information, i.e. 

more intentional activities on all levels. 

“Coordination and control of activities [in loosely coupled systems] depend on the 

communication of company-institutional objectives. The intentionality originating from 

the interpretation of environmental conditions and constraints by the management (...) 

propagates dynamically downward and becomes implemented in more detailed policies 

and practices by members of the staff. Making intentions operational and explicit during 

this process requires an interpretation considering a multitude of details dictated by the 

local context (Rasmussen et al., 1994, pp. 51-52).”  

This imposes a very challenging cognitive demand on the members of an organization 

situated somewhere in the middle of the hierarchy (i.e. the so-called ‘middle management’). 

“Therefore, many degrees of freedom remain to be resolved (...) at intermediate levels of 

an organization. This in turn implies that the individual actor faces a work environment 

in which the regularity to a considerable degree depends on the intentionality brought to 

bear by colleagues (Rasmussen et al., 1994, p. 52).” 

Considering the (known/believed) intentions of the other actors in the system adds 

considerable complexity to the problem solving and decision making tasks of these 

managers9. But these members of a work organization also have various possibilities to 

change the intentional structure throughout the organization. 

“To an actor, coping with a complex system, the properties to consider for controlling its 

state of affairs will be a varying combination of functional and intentional relations. 

Sometimes, actions will be aimed directly at its functional state. However, control often 

requires an influencing of other actors’ intentional states or, in technical systems, entails 

modifications of the intentional structure embedded in the control system (Rasmussen et 

al., 1994, p. 52).” 

In an environment with predominantly direct face-to-face interaction, intentions can be 

made explicit and aligned through a process of negotiation or mediation as conflicting 

intentions become evident. Such reproductions and transformations of social structures fit 

well with Bhaskar’s model of social activity (see above). But, in a highly distributed work 

environment involving computers as collaborative tools, these dynamics within the 

‘intentional domain’ are hindered substantially, according to Rasmussen and colleagues. 

“Therefore, (...), when the interaction with a work system is mediated through an 

information system, constraints originating in the intentional structures, as well as those 

8 e.g. Hospitals, service businesses, manufacturing plants based on manual work and/or ‘just-in-time’ 
production concepts 
9 In a study involving expert poker players, Bina, Chen & Milgram (2008) have been able to show the 
influence of this kind of considerations on the decision making process. 
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based on functional, causal relations, must be represented (Rasmussen et al., 1994, p. 

53).”  

But how can such constraints be represented? How can we formalize intentions on various 

levels of organizations? And, who needs to know about them? Accordingly, at the end of 

their book, Rasmussen and colleagues ad an outlook to future considerations to their 

conceptual elaborations above. 

“We have not been able to find ‘ecological’ displays for analysis and evaluation of work 

system states for autonomous system users in a constrained environment (...), that is, for 

work domains in which the source of regularity is related to intentional structures, such 

as laws, regulations, and company strategies. The reason for this situation is that 

symbolic representations of intentional structures have not as yet been developed. 

Activities, such as production flow control in just-in-time production systems, patient 

treatment planning in hospitals, or case handling in public service institutions, are 

handled by autonomous actors within the constraints posed by regulations, by the 

intended product-case flow, and by the intentions of colleagues handling the state of 

affairs up- and down-stream of the flow of work items. For the design of ecological 

interfaces, we need to formalize a description of the different forms of intentional 

structures and to find suitable symbolic representations. This is an area for further 

development (Rasmussen et al., 1994, p. 330, italics added).” 

What then would be the requirements for the formulation of a more formal description of 

intentional work domains (without trying to come up with a means-ends-hierarchy)? How 

can we talk about social ‘mechanisms’ and structures that form and constrain the work 

domain? Is it possible to come up with a similarly formal way of describing social realities 

that are restricting individual agency in a comparable way to causal structures? Is the 

reality of functional structures (as described in abstraction hierarchies) equally or more 

justifiable than the reality of social/intentional structures (as described with other methods 

that need to be developed)? 

It’s quite obvious that a critical realist ontology will help us to clarify some of these 

issues (cf. Reed, 1997).  

4.4.3 Implications for a critical approach in Human Factors 

What are the implications from a critical realist perspective for a critical approach in Human 

Factors? - Considering the elaborations above, I see the following potential for modification 

and adaptation of the CWA framework: 

- The classification or typology of work domains should no longer be used. It was 

developed historically but has a limited value in todays work domains.  

- The dichotomy of intentionality vs. functionality is ontologically confusing and should 

be replaced. 
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- The term ‘intentional structure’ should be replaced by ‘social structure’ (position-

practice) and ‘individual goals’ or intentions (i.e. cognitions based on experience). 

- Individual behavior is shaped by social structures in every work domain, with no 

exceptions. Professional associations, unions, teams, units, departments, etc. are all 

forms of social structures with specific powers and tendencies to influence individual 

and group activities. 

- Work domain analysis needs to be extended, since social structures and technology 

are a substantial part of the work domain. The difficult part hereby is how to analyze 

and describe the tendencies that are inscribed / materialized in technology based on 

position-practices or norms of the social groups that have contributed to its 

development. 

- The analysis of events becomes more important: What kind of generative mechanisms 

could have contributed to them? - A framework and formal language is needed to 

describe and possibly visualize contributing tendencies. 

- Three domains need to be covered: The individual (e.g. strategy analysis), the social 

and the technological-material. They are more and more overlapping, there is no 

‘hierarchy’ or structure (cf. Vicente, 1999, p. 115). All of them - as a totality - make up 

the ‘ecological environment’ of work. 

- Alternative causes that could have contributed to the event, or to the prevention of it, 

should be discussed. There could be tendencies that ‘neutralize’ each other. Or, there 

could be a tendency that ‘silences’ other, weaker tendencies. 

- The development of a self-critical element within CWA, an approach to open up for 

interdisciplinary debate about the approach and the methods that are applied. 

What are possible methodological candidates to achieve these modifications and extensions, 

i.e. primarily the formal description and explanation of tendencies (intentional/social 

structures), exist in literature? The next chapter introduces different approaches that have 

the potential to describe and formalize such structures in different work environments and 

finally leads to a selection of approaches and methods for the subsequent application in two 

case studies. 

4.5 Development of an analytical approach 

A very basic requirement for the analytical approach I have in mind is its correspondence to 

realist ontology. It must be able to shed light on causal powers, tendencies and liabilities, 

and the multiple determination of events. Furthermore, it should be supporting retroduction 

and retrodiction in modeling and theory building: “... real causal powers identified by 

retroduction become building blocks in the retrodictive construction of explanations of 

actual events (Elder-Vass, 2010, p. 48)”. Finally, there must be a basic openness for the 

identification of complementary contributions: “Bhaskar’s model of actual causation and 
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multiple determination provides a framework for constructing causal explanations that 

recognize the complementary contributions of emergent properties at a variety of different 

levels (Elder-Vass, 2010, p. 53).” Thus a laminated view of different levels of a ‘thing’ or 

organism should as well be supported. Any kind of ‘conflation’ or overtly restrictive ‘closure’ 

must be avoided. 

In sum, what is needed for our sought after theory/methods package is: 

1. A critical realist local / scientific ontology for Human Factors as a template or

background, covering both technological and social spheres,

2. a set of adapted / extended analytical methods to develop local theories with the help

of retroduction and retrodiction and

3. a self-critical, incremental research process that allows for validation and evaluation

of the explanations and theories that we develop.

One of the many questions that rise from these required features is: Which empirical 

methods could help us to ‘retroduct’ and ‘retrodict’ explanations within work domains of 

interest? - Such methods should be sufficiently powerful to address the problems I have 

identified in chapter 3. Several methods have been developed in the last three decades that 

take a more or less critical approach to the analysis of social and technical phenomenon. 

Some of these, such as Ethnomethodology, Actor-Network-Theory or post-structuralist 

theories have been widely criticized in organization or technology-oriented sciences in recent 

years, mostly because of their ‘flat’ ontology and confluence of structure and agency (cf. 

Elbanna, 2006; Mutch, 2002; Rammert, 2007; Reed, 1997; Rose & Jones, 2005; 

Vandenberghe, 2002). As a consequence, I will not consider these methods for my approach. 

However, there are two methods that could be feasible indeed, for that they afford more 

‘analytical dimensions’ and allow for a distinction of agency and structure. One is the 

analysis of discursive practices through socio-cognitive discourse analysis (Elder-Vass, 

2012b; Keller, 2007; Lacau & Mouffe, 2001; Parker, 2005a; van Dijk, 2008a; van Leeuwen, 

2008a). The second is Archer’s morphogenetic approach (Archer, 1995, 2002; Elder-Vass, 

2007; Mutch, 2010). In order to prepare the application of these two methods on the 

empirical material of two case studies, I first want to investigate the possibilities of a specific 

regional ontology for Human Factors, since the ontology will provide the most important 

theoretical fundament for the discussion of the utility of these analytical tools that comes 

later on. 

4.5.1 Development of a regional ontology for Human Factors 

Based on Elder-Vass’ method for the development of regional ontologies and his social 

ontology (Elder-Vass, 2010, 2012a), I intend to develop a regional/scientific ontology for 

Human Factors. This ontology must include not only technical-material structures but also 

social structures. Rasmussen, Pejtersen and Goodstein (Rasmussen et al., 1994, p. 26) 

might have had something similar in mind since they argue for a dual approach, hereby 
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combining the ‘identification of activities’ and the ‘identification of actors’. Both are 

essentially intended to serve the same goal, that is a description of the functionings of a 

work system that is not normative but an approximation to the ‘real’. Especially the 

proposed analytical categories of ‘role allocation’ (social structure) and ‘management style’ 

(an emerging property of a social structure) will most likely be part of that envisioned 

ontology. 

To develop a local ontology - according to Elder-Vass - we must identify the following 

aspects by mapping the theoretical knowledge of the discipline onto a realist ontology: 

- the particular types of entities that constitute the objects of the discipline, 

- the parts of each type of entity and the sets of relations between them that are 

required to constitute them into this type of entity, 

- the emergent properties or causal powers of each type of entity, 

- the mechanisms through which their parts and the characteristic relations between 

them produce the emergent properties of the wholes, 

- the morphogenetic causes that bring each type of entity into existence, 

- the morphostatic causes that sustain their existence, 

- and the ways that these sorts of entities, with these properties, interact to cause the 

events we seek to explain (Elder-Vass, 2010, p. 69). 

Regional/scientific theory is concerned with identifying the causal mechanisms underlying 

emergent properties (retroduction), and with explaining how these interact to produce events 

of interest (retrodiction) (Elder-Vass, 2010, p. 72, citing Lawson). Retroduction requires the 

use of established methods for empirical research, including both quantitative and 

qualitative techniques. 

The general framework approach of CWA (Vicente, 1999, p. 136) fits well into a critical 

realist research strategy. First of all, we need ‘conceptual distinctions’ (a local ontology) to 

realize ‘modeling tools’ (retroduction and retrodiction) that help us to develop ‘models of 

work constraints’ (local theories about emerging properties and causal mechanisms) which 

inform design interventions. CWA’s hierarchical abstraction and decomposition approach - 

known as ‘work domain analysis’ is a good starting point: The principle of decomposition of 

the work domain into its entities is certainly compatible with a realist ontology. The 

question of emergent properties needs to be resolved though. Instead of using the function 

(means-ends) abstraction hierarchy (Rasmussen et al., 1994, p. 36ff; Vicente, 1999, p. 149), 

a work domain analysis could be envisioned as a kind of local ontology. The kind of means-

ends abstraction hierarchy that works for technological systems might not be adequate for 

all kinds of work domains (Vicente, 1999, p. 164). 

The analytical decomposition of work domains that was originally proposed by 

Rasmussen and colleagues (Rasmussen et al., 1994, p. 36) was intended to explain 

problem-solving behavior by experienced technicians. Therefore it combines reasons and 
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ultimate goals with the physical components of a system at the other end. To talk about 

reasons is not compatible with a realist ontology though. There are emergent properties of 

entities and there is individual behavior with intentions, plans or goals. Reasons are things 

that reside within individuals, and there is a discussion going on whether or not reasons 

can have causal powers (Elder-Vass, 2010, p. 93ff). 

Critical realist work domain analysis would therefore consist of the formulation of a 

local theory based on a realist, laminated socio-technical ontology. When considering 

Rasmussen, Pejtersen and Goodstein’s ‘classes’ of representations within a work domain 

(Rasmussen et al., 1994, p. 38) it becomes clear what the differences would be. Their 

hierarchy is a fusion between a physical-logical decomposition and a goal hierarchy. This 

works well for predominantly technological systems, since distinct parts of a system were 

designed to fulfill a certain purpose, e.g. the cooling system of an engine. When it comes to 

more complex work domains, there might be various entities involved in producing an effect, 

such as a sales team and a Customer Relations Management system that achieves a certain 

quality of service to the customer.  

Therefore I propose to use the social ontology developed by Elder-Vass (2010) for work 

domain analysis. It focuses on groups as normative circles. Groups or normative circles are 

central to the social structures that make up organizations and society as a whole. In this 

social ontology, normative social institutions are emergent properties of normative circles 

(Elder-Vass, 2010, p. 122). Each member of a norm circle holds a normative belief or 

disposition endorsing a certain practice. They need to be aware - at some level - that they 

are expected to observe the norm, and that they face consequences when they do (positive) 

or do not (negative) comply with it. Normative institutions contribute to individual behavior, 

through the commitment to endorse and enforce a practice by the members of a norm circle. 

They share a collective intention to support the norm, although the do not necessarily share 

the norm in private. As Elder-Vass puts it: “This (...) leaves open two important possibilities: 

(a) that conformance with norms may sometimes be a consequence of prudential behavior in 

the face of unequal power relations rather than consensus over the value of the norm; and 

(b) that members of the norm group who disagree with its standards (even if they do actually 

conform with them) may take action directed towards changing those standards (Elder-

Vass, 2010, p. 126).” 

Organizations - according to Elder-Vass - are structured social groups with emergent 

causal powers. They depend on normative mechanisms to produce the role specialization 

upon which they depend, but role-coordinated interaction between their members (which 

may include non-human material things) provides a further class of mechanisms, a class 

that confers non-normative causal powers on the organizations concerned (Elder-Vass, 

2010, p. 167). Authority relations are a variety of role specialization, they confer some part 

of the power of the organization as a whole on certain persons (as role occupants). The 
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management role includes the development of role specifications in response to the goals, 

performance and circumstances of the organization. 

In addition, I propose to use an ontology of technological systems that takes into 

account their real powers as social structures, for example though the distribution of user 

roles and access rights to data or content. Technological systems are physical as well as 

‘institutional’ in the sense that they are social structures of a material kind. They embody 

norms of behavior, degrees of freedom or constraints to agency that have been inscribed to 

them by their designers, who in turn have been influenced by their own social environment. 

However, a simple “return to the material (Kallinikos, Leonardi & Nardi, 2012, p. 3)” will 

not be sufficient. As Kallinikos and colleagues are discussing, it is impossible to distinguish 

between the material and the non-material. For example, the mathematical and algorithms 

concepts behind production scheduling are not only inscribed into a software program 

(material) but serve also as psychological tools for the planner, who is using these concepts 

in his everyday work. The more the mental structures of the persons involved are adapted 

and aligned to the material and corporate world around them, the more entangled both 

worlds get, the more difficult it becomes to analyze and describe their individual nature. 

4.5.2 Socio-cognitive discourse analysis 

Next I will present and discuss socio-cognitive discourse analysis as a possible analytical 

tool that fits to a critical realist perspective. There is a variety of approaches and methods to 

discourse analysis available in literature to empirically study these ‘modes of rationality’ or 

discourses (cf. Keller, 2011). I chose critical or socio-cognitive discourse analysis (van Dijk, 

2001; 2002; 2008a; van Leeuwen, 2008a; Wodak, 2006) because of its explicit use of critical 

thought, its emancipatory objectives, its empirical fundament and its self-reflecting 

approach to scientific practice. Also, there seems to be a fit to our ontological template (cf. 

also Elder-Vass, 2012b): “Rather than merely describe discourse structures, it tries to 

explain them in terms of properties of social interaction and especially social structure (van 

Dijk, 2001, p. 353, italics added).” 

As Clegg and Wilson (1991) have observed, there is a plurality of ongoing discourses or - 

in their words - ‘modes of rationality’ within organizations. In their perspective, all agents in 

and around the organization are developing diverse and simultaneous rationalities that are 

in a constant flux. These modes of rationality “are built out of locally available conceptions 

which embed economic action (Clegg & Wilson, 1991, p. 247).” This particular knowledge 

may be derived from local custom or practice, both having been shaped by organizational 

culture and institutional framing. Not all agents share the same knowledge and rationality. 

This view relates to the notion of local group ideologies that not only reflect general 

streams of ideological discourse, but also are distinctive for a certain subset of 

organizational members with common interests. As van Dijk puts it: “(...), we need to attend 
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primarily to those properties of discourse that express or signal the opinions, perspective, 

position, interests or other properties of groups. This is specifically the case when there is a 

conflict of interest, that is, when events may be seen, interpreted or evaluated in different, 

possibly opposed ways (van Dijk, 1995, p. 22)”. Such representations of ideologies are often 

articulated along an us versus them dimension, and therefore any property of discourse that 

expresses, establishes, confirms or emphasizes a self-interested group opinion, perspective 

or position is deserving attention in our analysis.  

The elements of local rationalities as they are revealed through linguistic analysis are 

indicators of actual ways people are mentally representing their environments. This process 

could be described as the construction of mental models of the situation - also called context 

models - based on previous experience but also on influences of ongoing ideological control. 

It is through living discourses that are predominant in a certain social environment that 

such cognitions are formed. And on the other hand, these discourses are reproduced and 

modified through such social cognitions (van Dijk, 1995; 2008a; 2008b). 

According to van Dijk, discourse and context are interrelated. Contexts control the 

production of discourse and comprehension (van Dijk, 2008a, p. 16). In his theory of 

context, contexts are mental models representing communicative situations. As such, they 

are a special type of mental models of situations and everyday experiences, which he calls 

‘experience models’. Although contexts are individual and unique, as subjective definitions 

of communicative situations, they have a basis of shared social cognitions. Contexts are 

both personal and social at the same time. The fundamental function of context models is to 

make sure that participants are able to produce text or talk appropriate to the current 

communicative situation and understand the appropriateness of the text or talk of others 

(van Dijk, 2008a, p. 18). The methodological implications are as following: “... we try to 

explain, within a theoretical framework, why specific discourse structures are being used 

and not others. Thus, by some kind of psychological or methodological reverse-engineering, 

we may go back from discourse properties to probable context-model structures, event 

models, and their underlying belief systems, each related to the situational and social 

structures as known and perceived by the participants (van Dijk, 2008a, p. 224)”. Discourse 

is understood as a specific communicative event, an oral or written form of verbal 

interaction, or non-verbal expressions such as pictures and gestures (van Dijk, 2008b, p. 

104). These interactions can be described through structural analysis. 

In his approach to discourse analysis, van Leeuwen uses the discursive re-

contextualization of social practices as a starting point (van Leeuwen, 2008a). Social 

practices are socially regulated ways of doing things. The regulation can be achieved in 

various degrees and in different ways, for example through strict prescription, traditions, 

the influence of experts or charismatic role models. Social practices include a set of 

elements, which are not always represented in total: Participants, actions, performance 

modes, eligibility conditions, presentation styles, times, locations and resources. What is 
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providing the leverage point for analysis is the transformations that such social practices go 

through when re-contextualized in speech or written form. Van Leeuwen proposes 

substitutions (e.g. participants are particularized or generalized), deletions (e.g. actions or 

resources), rearrangements (e.g. reverse order of actions) and additions (e.g. repetitions, 

reactions, legitimations, evaluations). 

If we consider our field of research, such theoretical framing seems compatible with our 

objectives, that is, to ‘open the black box’ of technology and analyze the duality of 

technological and social structures in depth. In order to do their job, planners and 

schedulers need to mentally represent or model the entire manufacturing environment. This 

includes physical features like machine capacities and bottle-necks, but also social factors 

like motives or incentive structures. Combined, physical and social elements form social 

practices. Production planning and scheduling itself is such a social practice; it is a socially 

regulated way of doing the work of planning. ERP technology is enabling, constraining or 

restricting this particular social practice. Through deployment and implementation of off-

the-shelf technology social practices are formalized and incorporated into the system in 

more or less consistent ways. This process of configuration is subject to discursive re-

contextualization of social practices, which are effected through more or less transformed 

representations (van Leeuwen, 2008a). Increased dynamics of such transformations have 

been observed within ERP implementation projects (Hanseth et al., 2001). An analysis of 

discursively realized recontextualizations therefore offers further insight into the 

characteristics of context models that constitute local rationalities. 

In sum, the socio-cognitive approach to critical discourse analysis offers an analytical 

approach and some methods that are coherent with a realist ontology. It provides a 

theoretical framework to connect social interactions with social structures through a 

detailed analysis of communicative events. As such it will help us to fill some of the blank 

spots in our explanatory theories about the implementation and use of ERP systems. To 

achieve this, the interpretation and analysis of empirical material such as observation 

protocols, interviews and visual material such as advertisements will be necessary (cf. 

Keller, 2011, p. 276). 

In a very much related approach, Jian (2011) applied a discursive framework of 

organizational changing in an interesting analysis of discourses and ‘local rationalities’ in an 

insurance company. In his framework (cf. Figure 9}, organizational change is discursively 

constituted through a variety of articulations concerning organizational circumstances and 

identities. Interestingly, this framework allows for the conceptualization of the influence of 

normative circles such as ‘managers of a certain school’ or ‘most-competitive organizations’. 

According to Jian, one or more layers of articulation can be identified in a specific 

communicative act. He also stresses the preliminary nature of any fixation of meaning that 

is achieved through the ‘struggle’ of discursive articulations within an organization. This 

framework underpins the dynamic nature of organizational discourse and by doing so 
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points to a weakness of socio-cognitive approaches to discourse analysis: Their failure to 

deal with intersectionality (for a critical realist account of intersectionality see Elder-Vass, 

2010, p. 131). I will pick up this interesting approach later in chapter 5.4 to analyze an 

advertisement by a vendor of an ERP system. 

A very similar critique and extension or addition to critical realist thought is made by 

Willmott (2005): Critical realist perspectives on control in organizations should avoid to 

simplify relations of subordination within organizations. It is not sufficient to put capitalist 

interests as the only ‘causal power’ that defines work organizations or economic spheres. 

Interests should be seen as socially organized and identified rather than imposed as an 

external force.  

 

Figure 9: A discursive framework for organizational change (adapted from Jian, 2011, p. 47) 

 

Jones (2007) criticizes discourse analysis that aspires to be critical but embraces a 

predominantly linguistic approach without further political engagement. In his view, 

substantial critique is impossible when sticking to linguistic categories that are incapable of 

grasping the fine grained practical and political implications of what is said. What is needed 

according to Jones is engagement in moral and political terms: “As with any form of 

behavior, our critical appraisals of and reactions to communicative practices spring from 

our sense of the personal, institutional, or political rights and wrongs of particular 

engagements and our feelings about how such engagements should be conducted. That is 

why we can also, at least in principle, be held to account for the treatment we are dishing 

out when we speak up or remain silent, when we interpret or mis-interpret what others say, 
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when we ask questions and give answers, when we make requests or give orders, and when 

we comply or defy (Jones, 2007, p. 343).” 

Van Dijk answers to such criticism by stressing that his aim is to combine both, 

sociological (macro) analysis and linguistic (micro) analysis: “It is precisely in these macro-

micro links that we encounter the crux for a critical discourse analysis. Merely observing 

and analyzing social inequality at high levels of abstraction is an exercise for the social 

sciences - and a mere study of discourse grammar, semantics, speech acts or conversational 

moves, the general task of linguists, and discourse and conversational analysts. Social and 

political discourse analysis is specifically geared towards the detailed explanation of the 

relationship between the two along the lines sketched above (van Dijk, 2002, p. 83).” 

When positioning socio-cognitive discourse analysis, therefore, we would chose a place 

somewhere in the middle between macro- and micro-levels of sociology. This fits well with 

our local ontology since it potentially supports the detection and description of role 

specifications and role-coordinated interactions within organizations. An important aspect 

that is missing form this kind of analytical framework is that of material ‘things’, since it is 

predominantly used to analyze all kinds of text. In addition to that, “… the existing critical 

social science work on information systems both downplays the influence of technology 

supply and often overlooks the influence of the broader historical setting on the unfolding of 

the [ERP] technology (Pollock & Williams, 2009, p. 276)”. Therefore I would like to consider a 

second analytical approach, based on the theoretical body developed by Archer (1995). 

4.5.3 Morphogenetic approach to organization and technology 

The morphogenetic approach to realist social theory building was initially developed by 

Archer (Archer, 1995, 2002). It builds upon Bhaskar’s critique of the social (and 

psychological) sciences (Archer, 1998; Bhaskar, 1979). Archer’s approach could be called 

emergentist, in contrast to what critical realists call methodological individualism (Elder-

Vass, 2007). The focus on morphogenesis and emergence in the interplay between (human) 

agency and (social) structure allows for a distinction of the two domains – in opposition to or 

distinction from Gidden’s structuration theory and its derivates (cf. Mutch, 2013). 

Emergence is the key to the fundamental ontological claim of social realism: That social 

structures, although the product of human individuals, have causal powers of their own, 

which cannot be reduced to the powers of those individuals (Elder-Vass, 2007; 2010; 

2012a). 

Besides the use of emergence as a principle for explanatory theories in critical realism, 

there is another principle, historicity. According to Archer (1995), confluence of agency and 

structure can only be avoided through a historical lens. This encompasses the notion of 

three temporally distinct phases that are analytically relevant: (1) Structural conditioning 

that is essentially constraining performance, (2) social interaction and actualization of 

causal mechanisms at the moment of enactment and (3) structural elaboration or 
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modification and thus the reproduction of social structures through these activities (Figure 

10). 

 

Figure 10: The morphogenesis of structure (adapted from Archer, 1995, p. 193) 

 

In order to comply with critical realist or morphogenetic theory, “... a complete causal 

analysis of the real powers or emergent properties of any emergent entity would include five 

elements: (a) a list of its characteristic parts; (b) an explanation of how these must be 

structured (i.e. related to each other ) to form the whole; (c) a morphogenetic account of how 

this comes about; (d) a morphostatic account of how it is sustained; and (e) an explanatory 

reduction showing how the powers or properties of the whole are produced as a result of it 

having the parts it does, organized as they are – in other words, an explanation of the 

generative mechanisms underlying each causal power (Elder-Vass, 2007, p. 31).“ 

Vokoff and colleagues (2007) found that critical realism provides an appropriate lens for 

examining the actions and interactions of stakeholders in their appropriation and use of 

technology. It also incorporates a temporal aspect, which fits well with change processes 

related to the implementation of large-scale information technologies in organizations. They 

argue that critical realist thought fits well to a grounded theory approach to empirical study, 

since both lead to explanatory process theories that explain events not by predicting what 

will happen nor describing what did happen. Such theories are focussing on identifying the 

mechanisms that generate what is observed in the empirical domain. Doing so, they avoid 

neglecting the role of technology: “By using a critical realist lens instead [of a 

structurationalist lens], we are better able to address the inherent materiality of technology 

(Volkoff et al., 2007, p. 833)“. 

To understand the importance of an ontology-driven approach to technology in 

organizations it is helpful to consider organizational routines as one of the main 

characteristics of organizations. During the past decades, a vast amount of scholarly work 

has been conducted on this topic (for an overview, cf. Becker, 2004). Ontologically, Feldman 

and Pentland (2003) propose a distinction between an ostensive (or structural) aspect of 

routines and a performative (or agential) aspect. Although their proposition is strongly 

informed by Gidden’s structuration theory, they insist that the specific nature of 
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organizational routines justifies a specialized terminology. Besides the double nature of 

organizational routines, they define them as repetitive, recognizable patterns of action with 

multiple participants and interdependent actions (Feldman & Pentland, 2003, p. 104; 

Pentland & Feldman, 2005, p. 795). They understand organizational routines as ‘generative 

systems’ (cf. Figure 11). 

 

Figure 11: Organizational routines are generative systems (adapted from Pentland & Feldman, 2005, 
p. 795) 

 

Using the example of organizational routines, it becomes evident that these collective 

enactments are emergent properties or powers of specific ensembles of persons (role 

incumbents) and material (buildings, computer systems, tools etc.). In order to be 

performed, organizational routines depend on social interactions of humans with specific 

knowledge and roles as well as structurally elaborated environments. The performance itself 

is inherently improvisational. There is a certain flexibility that allows for the transformation 

of the routine (its ostensive aspect), but within limits (mostly due to its material aspect, cf. 

Volkoff et al., 2007, p. 845). This could be termed potential for endogenous change 

(Feldman & Pentland, 2003, p. 113). Whilst being flexible in principle, organizational 

routines are heavily involved in the reproduction of social structures within the 

organization. Members of the organization are generally not allowed to deviate substantially 

from the routines, there might even be sanctions in place to make sure that employees are 

compliant with the prescribed pattern of actions (e.g. standard operating procedures). In 

terms of the morphogenetic approach, organizational routines are contributing to the 

morphostasis of an organization. 

Extending this view on organizational routines and information technology, Mutch 

(2010) proposes to focus on the architecture of ensembles as they are defining the scope of a 

technology. Specifically, he argues that students of organizations and technology have to 

put more emphasis on the features of technology, especially the emergence of data 
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structures from particular combinations of hardware and software. According to Mutch, 

these structures are relatively enduring and are shaping the position-practices of agents 

within the organization. As opposed to groupware or other more customizable software 

products, datawarehousing systems – Mutch’s example – are requiring substantial expertise 

and financial resources to establish and operate. 

The notion of technology as inscribed structure is looking at a long history, especially in 

the tradition of socio-technical systems (Mutch, 2013). In recent times, inscription processes 

have received a lot of attention, mainly in social constructivist schools, i.e. through the 

social construction of technology approach. However, not enough attention has been 

allocated towards the relationships between inscribed structure and the performance of 

organizational routines as ‘sociocultural action’, followed by elaborations and modifications 

of the structure (Mutch, 2010, p. 511). In order to achieve a more comprehensive 

understanding of technology, it is necessary to look closer at the ostensive aspect of what 

people think about an organizational routines, and the ways the ‘best practice’ is 

implemented in a technological structure. Pentland and Feldman are distinguishing between 

two analytical aspects (cf. Figure 11): “While the relationship between artifact and 

performance is about the control of behavior, the relationship between artifact and ostensive 

aspect is about an alignment of documents and other objects with what we understand 

about what we are doing (2005, p. 807).“ What is crucial here is that there might be 

different views on how to do things within the company. The ‘best practice’ – possibly 

already inscribed in the technology (Volkoff et al., 2007) – might be in line with the view of 

some managers, but not others. As Pentland and Feldman put it, “...it is not uncommon for 

there to be no consensual understanding or for the consensual understanding to be different 

from the artifact (2005, p. 807, italics added)“. Differences in understanding of work 

practices might also reflect cultural backgrounds or shared social norms within certain 

groups. 

4.6 Discussion of proposed theory/methods package 

It is my intention, as described above, to propose a kind of theory/methods package for a 

critical Human Factors approach. How far have I come in this endeavor? 

On the theoretical side, I have identified Critical Realism as a potential source of 

orientation and inspiration. The formulation of a sound theoretical fundament in the form of 

a local/scientific ontology for Human Factors provides a starting point for further 

epistemological and methodological considerations, elaborations and discussions. 

In the following, I have proposed to reformulate some of the principles of Cognitive Work 

Analysis as an Human Factors framework in order to open up for additions to the CWA 

toolset. In particular, work domain analysis needed some attention in its capacity to handle 

‘intentionality’ and ‘social structures’. It seems that both the framework and the toolset 

could be updated or extended to be ready for a test on empirical material.  
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Further, I have identified two methodologies that seem to provide a compatibility with 

critical realist thought as well as with employability for a mixed social and technical 

research topic such as ERP systems. The more limited but also more feasible approach is 

socio-cognitive discourse analysis, the more demanding but also more powerful explanatory 

route is the morphogenetic approach. Both allow for a self-reflexive, iterative research 

process that acknowledges the preliminary nature of explanatory process theories. 

What follows in chapters 5 and 6 are two case studies on computer-supported planning 

and scheduling in manufacturing as illustrative examples on how the selected 

theory/methods package(s) can be put to work. Both chapters consist of a description of the 

study approach and design, followed by an analysis of the empirical material using the two 

selected methodologies described above. 
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5 Study one 

Though scarcely recognized, sense and reference are central questions of contemporary work and 

life. Their significance in future systems of production, consumption and administration will 

certainly rise as the world is increasingly transformed into a vast electronic landscape (Kallinikos, 

1995, p. 139). 

The case study has been conducted in a Swiss manufacturing company using a set of 

qualitative methods to investigate and model the structure and behavior of the planning and 

scheduling work system and discuss issues of the actual socio-technical system in place. 

The approach was derived from an established human-technology-organization perspective, 

called M-T-O analysis, that had been developed at the Swiss Federal Institute of Technology 

in Zürich in the 1990s (Grote et al., 1999; Strohm & Ulich, 1997; Wäfler, Windischer, Ryser, 

Weik & Grote, 1999). The general intention of this methodology is to analyze an organization 

as a whole, from organizational to technical and to psychological aspects of the work 

environment. At the core, it serves the establishment of meaningful, comprehensive work 

mandates10 for individuals and groups - coming form a tradition of humanist work 

psychology and a substantial body of research providing evidence for organizational and 

psychological benefits stemming from this way of organizing (cf. Hacker, 1995; Trist & 

Bamforth, 1951; Ulich, 2005). As a methodological framework, M-T-O analysis makes use of 

several established psychological research instruments, such as VERA (Oesterreich, 1991), 

KABA (Dunckel et al., 1993), SALSA (Rimann & Udris, 1997) or KOMPASS (Grote et al., 

1999). 

M-T-O analysis consists of eight steps. The first step is an analysis of the products and 

the general production environment of the company. The second step involves the following-

through of prototypical orders, to assess functional integration, planning quality, number of 

interfaces, quality of interfaces and unnecessary redundancies. In a third step, all 

departments are rated according to their independence, their coherence of mandates, the 

correspondence of product and organization, the polyvalence of employees and the 

technological-organizational convergence. The fourth step involves the analysis of groups 

(work mandate, temporal resources, work conditions, qualifications, quality, internal and 

external coordination, decision latitude) and the fifth is focussing on key tasks. The sixth is 

targeting the individual worker and his or her subjective assessment of the work situation. 

The last two steps are devoted to a historical analysis of the sociotechnical design. After a 

general historical overview, one or two milestones of the socio-technical development are 

analyzed, for example the introduction of a PPS or CAD system. This socio-technical 

                                              
10 As a translation of ‘Arbeitsaufgabe’, I prefer to use ‘work mandate’ instead of the more general, but 
also unspecific ‘task’. The reason for this is that a task, like in task analysis, is generally more related 
to single work steps (‘Handlungen’ or ‘Operationen’, cf. Hacker, 1995).  
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analysis can be complemented with a individual/psychological analysis of work mandates 

(Dunckel et al., 1992; Hacker, 1995; Matern, 1984; Volpert, 1987). 

5.1 Access and data collection 

The company that provided the environment for this case study is a mid-size Swiss 

manufacturing company, employing roughly 8000 persons, mainly in Switzerland. The 

investigation took place at a time when the company was preparing to implement a new 

enterprise resource planning system. Just before the year 2000, a previous system had been 

installed under great time pressure - for there was a fear that the old computer system 

would not work after ‘Y2K’. However, the company was never fully satisfied with that ERP 

system. Therefore the management had decided to replace it with a more widely used and 

highly customizable new system. A project team was at the time of the study establishing 

the requirements for the new system, and proposing possible solutions to existing problems. 

The project manager was an information systems engineer from the IT department. We as 

researchers were not directly involved in the project but were invited to do our study and 

finally present the results of our analysis to a selection of interested parties and 

stakeholders within the company.  

The company had introduced an enterprise resource planning system in 1999. At the 

time of the field work it was in the process of replacing this system with a new one from a 

different vendor. Discussions about features of the new system and the exact modalities of 

its implementation were under way, and therefore the company provided an excellent 

environment for the study of pre-implementation discourse concerning enterprise resource 

planning systems. We contacted the company because we were interested in a case study of 

ERP implementation. The initial contact was established through the quality manager as 

well as the chief financial officer of the company. Our affiliation with the University of 

Applied Sciences Northwestern Switzerland allowed us to enter the company without 

conflicting interests. The only implicit motive on our side was an interest in a sustainable 

relationship with the company to provide more opportunities for research. The senior 

management agreed to our research approach because it was convinced that our results 

would complement to the ongoing IT requirements engineering process. At the time of our 

study, the central IT department was analyzing requirements using its own resources. 

The company’s production of high-precision parts for the watch industry involves a large 

amount of different products and a substantial variety within products (variations). The 

production planning involves up to nine levels of parts, sub-assembly and assembly groups. 

The planning process is distributed across a central product-oriented planning department, 

a local planning and logistics department in the factory, and among production unit leaders 

on the shop floor. Planners and schedulers from all levels were involved in the study, plus 

members of management and the IT department. The methods we used were based on an 

extension of the human-technology-organizations framework, as described in an internal 
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report by Gasser, Gärtner and Wäfler (2008) as well as in a recent book chapter by Wäfler, 

von der Weth, Karltun, Starker, Gärtner, Gasser and Bruch (2011). 

After an initial analysis - together with the central IT department - of the situation and 

the production planning process, the following levels of the organization were identified for a 

more detailed analysis: Centralized planning, decentralized planning and scheduling, and 

shop floor dispatching/supervision. An additional interview with the factory manager of the 

chosen production unit was scheduled to better understand the general situation of the 

factory within the overall company. The field work for this study was therefore mostly done 

in one particular manufacturing unit. The focus hereby was on operational uncertainties 

and control capabilities to cope with them on different levels of the planning hierarchy. 

A series of ten semi-structured interviews was then conducted over a period of six weeks 

with seven interviewees in total. The interviews covered standard topics around socio-

technical issues of production planning. They typically lasted between one and two hours 

and were recorded and transcribed (cf. Table 7). A tailored guideline served as a reference 

for the interviewer. For that purpose, a set of guidelines was developed following the 

principles of M-T-O analysis (Gasser et al., 2008). Table 8 is showing one of these 

guidelines, used in observation interviews with persons that are predominantly doing 

planning type of work. 

Table 7: Interviews and observations in case study one (more details in appendix A) 

Nr. Department / role Duration of 

Interview 

Topic Duration of 

observation 

1 Information Technology 1:51 Work systems - 

2 Centralized Planning 2:10 Operational uncertainties - 

3 Centralized Planning 0:30 Operational uncertainties - 

4 Factory management 0:53 Work systems - 

5 Shop floor supervisor 0:49 Work systems - 

6 Decentralized planning 2:42 Operational uncertainties and 

control tasks 

- 

7 Centralized Planning 0:42 Operational decisions 3:15 

8 Decentralized planning 1:02 Operational decisions 3:45 

9 Centralized Planning 1:58 Operational decisions 3:45 

10 Centralized Planning 1:52 Operational decisions 3:45 
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Table 8: Observation interview guideline for persons with planning tasks (Gasser et al., 2008) 

Questions to ask persons with planning tasks 

When is a new production order issued (event / trigger)? 

Which parameters are set in doing so (e.g. amount, deadlines, resources, operations)? 

Identify for each parameter: Uncertainties, support, interferences etc. - possible questions: 

- Which objectives are considered when setting the parameter? 

- Which decisions do you have to take? 

- Which is your decision latitude? What are the alternatives? How (with which rules) are you 

choosing between the alternatives? 

- What is relevant information for the decision? 

- Where (from which source) does that information come from (e.g. ERP system, meetings, 

discussions)? 

- Which information is available? Which needs to be actively acquired? How can you do that? 

- Which information is missing? 

- Which tool is useful, which not so? 

- What are the problems that can occur when setting the parameter? 

Do you take these decisions on your own or with others? With whom? 

What are the most complicated decisions that you have to take in your position? 

What happens with the production order, once it is issued? 

- Who gets it next? And after that? 

- What do these persons do with it? 

- What are the problems that they are facing? 

- How do your decisions affect these problems? 

When do you deal with the production order again? Are you informed about the further activities 

related to your order? 

How can you evaluate if your decisions concerning a certain production order were good? 

What are - from your perspective - the biggest weaknesses in the production planning process? How 

could the production planning process be optimized with consideration of the goals set by 

management? 

 

Qualitative research in industry can be very difficult to conduct in a collaborative manner. 

Since there have usually been some business process redesign projects in the past, often led 

by consultancy firms, and resulting in job losses due to rationalization, outsourcing or 

automation, the personnel can be very suspicious towards any kind of external consultants, 

operations analysts etc. Knowing that, we provided all the involved personnel with a 

presentation of our institution, an introduction to our project and the objectives of our 

actual research before commencing the field work. We openly told them that we are 

interested in how ERP systems are affecting and modifying control on different levels of the 
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organization, also on the shop floor, and how the company could possibly optimize its 

overall control capacity. Nevertheless, and despite of these preventive measures, our position 

as external investigators might have influenced the responses of the interviewees 

accordingly. 

Now I have arrived at a very critical point of my report. It is not only the people I have 

been working with that have certain preconditions towards this work, it is also myself that 

brings certain expectations into the account. For a start, there is my discipline, psychology, 

and a specific school of thought in work psychology. There is my personal preference for 

critical and qualitative work. There is a sympathy with ordinary workers and an expectation 

to find evidence for their everyday contribution to the success of a company, that is usually 

blinded out. All this certainly has had some influence on my work and needs consideration 

in the following sections of my report (cf. Parker, 2005b, p. 33f).  

Generally, what can be said about my own approach to research and reporting, is that I 

am very much interested in a ‘radical’ way of scientific work, including reflection about my 

own role and limitations. Key issues when writing reports, in my perspective, are also to 

challenge normative views through reflection of one’s own perspective and position, to avoid 

reductionism and to carefully ‘situating’ interpretations while also considering those who 

are affected by the results of my research work (Clarke, 2005, p. xxviiif; Hofkirchner, 2010, 

p. 14; Parker, 2005b, p. 147f, 2007; Potter, 1996).

5.2 Analysis of planning and scheduling structures and functions 

After the first interviews and discussions with senior management we decided to use one of 

the three business units as our case, hereby delimiting the scope of our study to a part of 

the company that is of bigger concern than the others and is considerably more complex.  

5.2.1 Business unit characteristics 

The unit produces 5 million mechanical clock units (movements) per year, which equals 

16’000 per day. There are 650 actual variants of the standard products that can be 

produced. A central sales unit is responsible for customer orders. The planning and 

scheduling of the production is done centrally in coordination with the sales unit. Six 

factories are involved in the production process. 

Around 35 planners are responsible for the production planning and scheduling, plus a 

handful more in the factories as local coordinators and shop floor schedulers. The planners 

used to be organized according to production technologies, but nowadays are responsible for 

a specific product family and are therefore working across all technologies in the production 

process. This results in more complexity for the planners that are on-site in the factories 

(production schedulers and dispatchers). The planners’ performance is measured according 

to delivery timeliness and stock capital.  
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5.2.2 Orders and planning workflow 

The factories and production units do not have their own production planning, but only do 

work order dispatching. Purchasing of raw materials is done centrally. External production 

orders and other purchasing is done by the central planners. There are three types of 

orders: Work orders, purchase orders and subcontractor orders (e.g. for assembly). 

In the largest and most important of the factories involved, there is a local dispatcher 

(called ‘Disponent’), two shop floor supervisors (‘Meister’), and 5 to 10 workers per 

supervisor. These persons control and manage 200 machines (lathes) on one shop floor. 

Planners are in contact with several sales persons and also several dispatchers on the other 

hand. A dispatcher has to deal with different planners, as well as with different departments 

within the factory. 

The ERP system is planning without consideration of the capacities of single machines. 

In general, the capacity is based on groups of machines, with the exception of some bottle-

necks in the production process. It is the job of the dispatcher to plan which work order will 

be fulfilled on which individual machine. Until quite recently, some parts would leave a 

factory unfinished, only to be finished in another factory. The planners were referring to this 

as ‘parts tourism’. This is no longer the case, all parts that are leaving a factory are ready for 

assembly. Some factories can produce the same parts, as a result. 

The volume of work orders has increased substantially in the past three years. 

Investments have only been made with a lot of delay. Management encourages flexibility, 

but on-time-delivery has declined from 80% to only 40% of all work orders. 

Production time of the overall supply chain is approximately 9 months. Sales orders are 

fulfilled within 10-12 weeks, even tailored variants according to customer needs. The sales 

department communicates a fixed delivery date, which creates a lot of pressure on the 

production side. In order to be able to meet customer demands in this short time frame, 

production managers need to statistically predict the demand of basic parts and sub-

assembly groups (‘fournitures’). There are so called annual forecasts (‘prévisions’) which are 

updated monthly for a time frame of 18 months. These are specifying which standard 

assembly groups will probably be needed. 

From the sales forecast to the actual confirmation of the delivery date to the customer, 

the workflow of order processing is shown in table 9, as a ‘swim lane’ diagram. 
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Table 9: Swim lane diagram for order workflow in business unit 

 Forecast Program 

planning 

Order planning, 

dispatching 

Production 

scheduling 

Assembly and 

delivery plan 

Sales 1. Sales forecast 3. Entry of 

customer orders, 

correction of 

forecasts in ERP 

  12. Confirmation 

of delivery date 

Central 

planning 

department 

(order 

preparation) 

2. Estimation of 

model variants 

and data entry in 

ERP system  

[creation of new 

variants in ERP, 

identification, 

parameters etc.] 

   

Central 

planning 

department 

(product family 

planner) 

 4. Release of 

production 

orders on 

assembly-group 

level (monthly) 

  11. Monitoring of 

work progress, 

scheduling of 

assembly, 

communication 

of assembly 

dates to sales  

Production unit 

planning 

 5. Release of 

production 

orders on part 

level (planning 

for 6 months on 

average) 

   

Dispatching   6. Confirmation 

of production 

order, 

sequencing and 

set-up planning 

10. Decision on 

production stop 

or prolongation 

of production 

order (follow-up 

order) 

 

Worker    9. Feedback on 

work progress 

 

Shop floor 

supervisor 

  7. Set-up orders 

to individual 

workers 

(qualifications 

matter) 

  

Technical 

assistant 

   8. Realization of 

set-up plan 
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5.2.3 Problem areas and potential conflicts 

There is a classical conflict for the planners concerning stock capital and cost of machine 

set-up. In some cases it can take one week to set up a machine. Little stock levels require 

smaller batches and therefore more set-ups. As opposed to that, high productivity is 

depending on bigger batches to save costs for labor intensive set-up procedures. 

Due to the above mentioned low delivery reliability of only about 40% of all work orders, a 

working group had been established, lead by the CEO of the company, which also served as 

the business unit leader at the time. They were meeting three times a week, coordinating 

and improving the efforts to solve the problems that were involved. In the group were three 

factory managers, the chief financial officer and the head of the engineering department. 

The chief quality manager of the company as well as the leader of the central production 

planning department were invited whenever needed.  

Our initial discussions and the subsequent interviews revealed a quite large gap between 

the realities of planners in the central planning department, the engineers in the IT 

department and the shop floor dispatchers and supervisors. Their belief in the capabilities 

and limitations of the technologies and planning algorithms involved were diverging to some 

extent. An analysis of the decision processes at the various levels in the planning hierarchy 

made clear that informal solutions were chosen under specific circumstances, and the 

motivations that stood behind that choice were masked using the information system as an 

organizational façade (cf. Abrahamson & Baumard, 2008).  

But, neither the theoretical fundament of the M-T-O approach taken nor the available 

analysis methodology would allow for an in-depth consideration of these forces that would 

potentially help to explain and possibly also predict planning and scheduling behavior in 

specific situations. However, an explanation is needed to improve socio-technical design and 

change management in organizations who are struggling with the implementation of new, 

and highly networked, information technologies. What is lacking is a powerful and 

compatible approach to the description of the social ‘sub-system’ (cf. Keating, Fernandez, 

Jacobs & Kauffmann, 2001). 

5.3 Socio-cognitive discourse analysis and social modeling with i* 

Following these observations in the field, a social modeling approach was used in order to 

visualize intentional structures held by various groups of actors. This analysis of local 

rationalities or group discourses using socio-cognitive discourse analysis provided useful in 

the description of underlying motivations and goals (Gasser, Shepherd & Gärtner, 2010).  

In order to achieve that, we developed a methodology based on van Dijk’s theoretical 

perspective on discourse and society that is generally described as critical discourse studies, 

and that could be further specified as socio-cognitive discourse analysis in its conceptual 

orientation (van Dijk, 2001; 2008a, 2008b). The cognitive aspect is necessary to explain 
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how global and local discourses are formed, transformed and reproduced through language 

and practice. Furthermore, we focus on the particular modes of representation of social 

practices (Potter, 1996), especially recontextualizations and transformations of these 

practices (van Leeuwen, 2008a). The method we employed for our data analysis is deriving 

directly from these methodological traditions. 

In our approach we have further employed a pluralistic and heterogeneous view of 

organizations as complex socio-technical networks. We understand local rationalities and 

social practices as culturally and historically configured ‘mental models’ that constitute 

ways of knowing and doing. The intentionality behind these social cognitions is inscribed in 

context models that are relevant for the particular social practice. In an attempt to provide a 

more formal representation of locally enacted intentionality, I propose to use the i* modeling 

framework (Yu, 1997; 2009). 

According to Yu, all actors (as autonomous entities) should be appreciated in their 

intentionality when attempting to introduce new technology into an organization. He builds 

his framework around the concept of intentional actors that are therefore “(...) viewed as 

having intentional properties such as goals, beliefs, abilities, and commitments (1997, p. 

227)”. Actors hereby can be human or non-human, or mixed. This approach fits nicely to 

the analysis of local rationalities I have been advocating so far. Furthermore, according to 

Yu, “actors depend on each other for goals to be achieved, tasks to be performed, and 

resources to be furnished. By depending on others, an actor may be able to achieve goals 

that are difficult or impossible to achieve on its own (1997, p. 227)”. We propose the analysis 

of organizational discourse to identify such local intentionalities and dependencies, which 

then can be formally described using the i* modeling framework.  

Figure 12: Overview of analytic steps in study one 

The data analysis consisted of a set of discourse-analytic steps (cf. Figure 12), which were 

effected with the support of an open-source qualitative research software tool (TAMS 

Analyzer11 version 4.45). In a first step, an abstract sequence of topics (the text’s 

‘superstructure’) was established. Then linguistic markers related to discourses were 

identified. In a third step, the focus was laid on transformations of social practices. The 

11 http://tamsys.sourceforge.net/ 
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analysis of the material provided evidence for three distinct local rationalities or discourses 

and connected mental models, including distinctive intentional properties such as goals, 

beliefs, abilities and commitments which were put together in a fourth step. 

5.3.1 Description of analytical method 

In the following subchapters I will provide a detailed description of the method that we 

applied to the interview data gathered in this study. A description of the raw data is 

appended to this thesis, as well as some reports generated using the TAMS Analyzer 

software to document the coding process and its intermediate results. 

5.3.1.1 Sequence of topics / superstructure 

To mark and codify the sequential structure of topics that were mentioned during the 

interviews, and to facilitate orientation within the texts, a set of codes was used. Table 10 is 

providing an overview of these codes. 

Table 10: Codes used to establish topical superstructure 

Code name Description 

politisch Political processes, e.g. allusions to influence and power within the 

organization, decisions without consent and the like.  

strategisch Strategic vision or outlook, strategic decisions by management or other 

measures related to the organizations development. 

administrativ Administrative processes, e.g. description of order flow or other kind of 

business process.  

praktisch_konkret Problem or event that has been observed or experienced, description of 

actual work practice etc.  

technisch Description of technical processes. 

sozial 

 

Social processes, including conflicts and diverging thoughts or attitudes. 

 

5.3.1.2 Identification of linguistic markers for discourse 

According to van Dijk (1995; 1997; 2008a), there is a number of linguistic markers for 

discourse that can be identified. In his conceptualization of discourse analysis, there is a 

strong focus on ideology and how ideological meanings are expressed and communicated. 

Therefore, among the countless characteristics of language and other communications, 

there is a choice of ‘preferential’ discourse structures that are used for the analysis. 

According to van Dijk, “we need to attend primarily to those properties of discourse that 

express or signal the opinions, perspective, position, interests or other properties of groups. 

This is especially the case when there is a conflict of interest, that is, when events may be 

seen, interpreted or evaluated in different, possibly opposed ways (1995, p. 22)”. These 
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selected linguistic features – as ‘markers’ for discourse – are listed and described in Table 11 

below. 

Table 11: Codes for linguistic markers of discourse (cf. van Dijk, 1995, pp. 22-32) 

Code name Description 

oberfl Surface structures: For example special stress or volume to emphasize or 

attract attention, the use of irony, of (or lack of) politeness, of accent or dialect. 

syntax Syntactic sentence structures: Active or passive ‘voice’, word order, agency, 

complexity of sentences etc. 

lex Lexical choice (‘lexicalization’), for example the use of discriminative, racist or 

sexist expressions, of euphemisms (‘surgical strike’) or suggestive 

categorization (‘illegal alien’ instead of ‘undocumented immigrant’).  

semantik>lokal Ideologically controlled representation of situations: e.g. biased or distorted 

attributions to others, positive self-representation of in-groups, use of implicit 

knowledge assumed to be available by listeners, generality and specificity, 

impression management (‘apparent denial’ or ‘blame transfer’), de-emphasizing 

of social inequality. 

semantik>global Topical choice of information: E.g. focusing on one particular theory or 

explanation for an event, talking of crimes committed by one group 

(immigrants, minorities) but not others (managers or politicians). 

struktur Schematic structures, topics and their relation to each other: ‘Upgrading’ or 

‘downgrading’ of information through variation of relevance and importance. 

Strategic argumentation that leaves by making self-serving arguments more 

prominent and explicit. 

rhetorik Specific rhetorical structures such as metaphors, understatement, litotes 

(double negation), exaggeration (hyperbole), euphemisms and mitigation 

(‘collateral damage’ instead of ‘civil casualties’) and repetitions.  

pragmatik Speech acts such as threats and commands, giving advice (without being 

asked), assertions, impression management, lack of respect, rudeness and 

other forms of impoliteness. 

interaktion Discursive interaction in conversations: Opening and closing dialogues, turn-

management and interruptions, initiation, change and closure of topics, style 

selection and variation (‘breaches’ of etiquette) etc. 

5.3.1.3 Coding of transformations of social practice 

According to van Leeuwen “all texts, all representations of the world and what is going on in 

it, however abstract, should be interpreted as representations of social practices (2008a, p. 

5)“. Social practices are socially regulated ways of doing things. They can be regulated or 

controlled in various ways, through strict prescription, through traditions, through the 

influence of charismatic role models or experts, through the constraints of technological 

resources that are used etc. (van Leeuwen, 2008a, p. 6f). In this context it is interesting to 

recall that Grint and Woolgar consider all technology as ‘text’ (Grint & Woolgar, 1997). This 

is in accordance with Rammert, who states that besides describing the ‘enrolments’ of 

actors in technological systems or networks, the analysis should include the interactions 
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and relations that lead to these enrolments and how they are changed over time (Rammert, 

2007, p. 87). 

Texts in various forms, including technology, are representations of social practices. But 

these social practices are transformed and recontextualized. The recontextualization (in 

itself a social practice) always takes place in linguistic and/or other semiotic activities, 

which could be called a ‘genre’ (van Leeuwen, 2008a, p. 12). It makes the recontextualized 

social practice explicit to a greater or lesser degree, and it also makes it pass through the 

filter of the practices in which it is inserted. This process is rarely transparent for the 

participants since it is usually embedded in common sense thinking, habitual conduct and 

other tacit know-how. Recontextualization is recursive, it can happen over and over again 

and thus removing more and more features of the original social practice (van Leeuwen, 

2008a, p. 13f).  

Van Leeuwen proposes basic transformation mechanisms that can be identified and 

analyzed in his approach to discourse analysis. The most basic mechanism is substitution. 

Participants and actions can be either particularized or nominated, herby made more 

specific, or they can be generalized and aggregated, making them more abstract, vague and 

‘obscure’. Another mechanism is deletion. Through deletion, some elements of a social 

practice are omitted. Rearrangements are changes in temporal order or the scattering of 

elements during the recontextualizing practice, e.g. in a journalistic article. Additions can be 

formed through repetition, subjective reactions, underlying purposes, justification or 

legitimations as well as evaluations of actions. All of these mechanisms of transformation 

are taken to be indicators for discursive practice embedded in the process of 

recontextualization (van Leeuwen, 2008b). Table 12 is listing the codes we used in the third 

step of the analysis of our interview material.  

 

Table 12: Codes for transformations of social practice (van Leeuwen, 2008a) 

Code name Description 

substitution Substitutions: The substitution of elements of the actual social practice with 

semiotic elements (particularization, nomination, generalization, aggregation, 

objectification, spatialization). 

deletion Deletions: Deletion of elements of social practice. 

rearrangement Rearrangements: Elements of social practice may be rearranged in sequence or 

scattered through the text. 

addition Additions (repetitions, subjective reactions, purposes, legitimization, evaluation). 
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5.3.1.4 Recombination of discourse elements as local rationalities 

Table 13 is showing the coding statistics that resulted from the coding process.  

Table 13: Coding statistics according to code groups 

Code group Code Number of passages 

with this code 

Number of sources 

with passages having 

this code 

Superstructure politisch 23 9 

strategisch 96 8 

administrativ 33 9 

praktisch_konkret 35 7 

technisch 79 6 

sozial 87 9 

Linguistic 

markers for 

discourse 

oberfl 0 0 

syntax 0 0 

lex 26 7 

semantik>lokal 10 5 

semantik>global 0 0 

struktur 0 0 

rhetorik 5 3 

pragmatik 4 3 

interaktion 0 0 

Transformations 
of social practice 

substitution 2 1 

deletion 3 3 

rearrangement 0 0 

addition 0 0 

 

Table 14 is showing an overview of the coding in relation to the work area of the participant 

in the study. In total, 403 passages were coded in the 10 interviews that were analyzed (for 

an overview of interview partners and duration see Table 7 above). 

Using the software tool for qualitative analysis, reports were generated to compile sets of 

quotes related to a work domain and which reveal relevant passages, mainly those with 

linguistic markers for discourse and transformations of social practices. These reports, one 

for each work domain, can be found in the annex. 

 



Study one  117 

Table 14: Coding statistics according to work area and code group (not occuring codes omitted) 

Work domain Superstructure (353) Linguistic markers (45) Transformations (5) 

Management  politisch (1) 

strategisch (13) 

administrativ (4) 

praktisch_konkret (3) 

technisch (9) 

sozial (12) 

lex (7) 

pragmatik (1) 

 

deletion (1) 

 

Central 

production 

planning 

politisch (9) 

strategisch (20) 

administrativ (16) 

praktisch_konkret (9) 

technisch (17) 

sozial (24) 

lex (4) 

semantik>lokal (3) 

rhetorik (2) 

 

substitution (2) 

 

Shop floor 

scheduling 

politisch (13) 

strategisch (63) 

administrativ (13) 

praktisch_konkret (23) 

technisch (53) 

sozial (51) 

lex (15) 

semantik>lokal (7) 

rhetorik (3) 

pragmatik (3) 

 

deletion (2) 

 

 

In the following three sub-chapters I am describing the local rationalities that were distilled 

in our discourse analysis. Quotes from the interviews are within quotation marks, they were 

translated to English by the author. The interview number is indicated in square brackets 

for reference. The fourth sub-chapter is then dedicated to an i* representation of these 

findings. 

5.3.2 Management: ERP as an instrument for flexible manufacturing 

The material on this level of the organization reflects a general discourse on flexible 

manufacturing. The goals are to achieve more flexibility in terms of product customization 

because of market demand as well as a ‘lean’ production structure with low stocks and little 

‘waste’. To reach these goals, efforts are under way to further reduce technology-oriented 

manufacturing in favor of product-oriented “verticalized production [3]”. In the interviews, 

managers are using terms like “rules of the game [1]”, “legislative function [1]”, or 

“standardization of processes [1]” that indicate a rather essentialist or technicist perspective 

on technology. According to them, there are many “wishes [1]” within the organization, and 

someone has to use the “competence [1]” to impose a certain design. But according to one 
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manager, it should not be enforced without consent: “I usually try to persuade people [1].” 

Overall, the management revealed an instrumental perspective on the ERP issue. 

Concerning intended functionalities regarding production planning, the IT manager 

responsible for the ERP implementation project stated that he wants to include a “detail 

planning module [1]” for the shop floor. Hereby he was indicating that he believes it will be 

possible to implement the system in a way that reflects the realities and contingencies on 

the shop floor in sufficient detail and quality to allow for such ‘detail planning’. He stresses 

that on the shop floor, there is “currently no support [1]” at all, hereby omitting that the 

shop floor planners have self-made tools for production planning that seem to be sufficiently 

functional for them. This omission (deletion) of an existing social practice again indicates an 

instrumental managerial perspective: The right technology will solve all problems - 

regardless of current practices - under the implicit commitment to substantial 

organizational change. 

5.3.3 Central production planning: ERP as an administrative tool 

The planners in the central planning department would like to have reliable partners in the 

production centers to facilitate their work of coordinating the production and assembly of 

ordered products. They would like to further establish a “pull principle [9]”, which means 

that the delivery of ordered parts should happen without further intervention on their side. 

In their perspective, the factories are more or less like “individual companies [9]” that take 

orders from them and have to make sure that the delivery follows on time. They are arguing 

for a further “verticalization [10]” of production, mainly because of the lack of transparency 

(the backlog list is like a incomprehensible “book [9]”). They also mistrust the production 

units in terms of their estimated production capacity. One of them is ridiculing a factory 

manager by quoting him as saying “oh, I think we need a new automaton [10]”, meaning 

that he thinks that maybe there is not enough capacity, but without actually knowing that 

for sure.  

There is some criticism of internal product development and marketing practices: 

“Marketing already done, that is deadly. Such things [new product development] must be 

clear from the beginning and realistic. Not because someone wants to be satisfied in short 

term and then the whole chain gets problems [2].” But when it comes to sales and 

customers, the criticism is rather weak: “When the customer is counting on the parts, has 

already ordered everything for his market, and maybe he has already been marketing the 

product, then there is big trouble [2].” Instead, the planners are using strategies to keep a 

clean record by getting things “in written form [2]”, and therefore are indicating that they 

prefer to stay neutral in this power play. Others decide when it gets critical: “Marketing does 

that, that is very political [2]”. And they avoid blaming from this side by making sure their 

part is done: “Not that they come and tell me I did not order the parts [2].” The customer is 

the ultimate justification for prioritizing: “The customer wants the first piece immediately, so 
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that he can start to work [with it] [2].” The shop floor scheduler is hereby seen as a 

subordinate instance that “has to take care for the data [2]”. At the same time, the planner 

is complaining about the lack of feedback from the factory, saying that “they are just eating 

everything, they have almost capitulated [2]”. Interestingly, he compares the ‘capitulation’ of 

the shop floor planners with the ‘capitulation’ of the central planners vis-à-vis marketing: 

“...then I call [the marketing], and ask them why, and they tell me, yes, that is political, we 

can’t do it differently [2].” 

For the central planning department, the ERP system is mainly an administrative tool to 

track (mostly unquestioned) marketing demands, to justify own planning activities in case of 

trouble and to check on production progress. Its failures are attributed to an insufficient 

production structure, i.e. incomplete “verticalization [9]”, and a lack of responsibility on the 

lower levels of the planning hierarchy. As a planner frames his discontent with the shop 

floor schedulers: “They do not know what the consequences [for the assembly plant and the 

customers] are [9]”. The planners’ general perspective on ERP as a technology could be 

described as purely technicist. 

5.3.4 Shop floor scheduling: ERP as a reality-ignoring system of justification 

From a shop floor perspective, the ERP system is perceived very critically. According to the 

schedulers, it does not represent “reality [6]”. Central product planners are using it to 

“safeguard [6]” themselves against management, and everybody is practicing “system 

cosmetics [6]” to mask failures: “It is all a lie [6]”. No one in the planning levels above wants 

to “put his head on the block [6]” for making a decision between equally urgent orders. Due 

to this unwillingness, the scheduling decisions are made locally, since it is impossible to 

work according to the due dates, because “we have to work with priorities, with capacities 

[6]”. When they fail to deliver in time, the system is used to blame it on them mostly. But 

the shop floor schedulers are questioning such argumentation: “The question is, is it our 

backlog or the backlog of the whole company? (...) we knew that we couldn’t make it from 

the beginning [6].” They double check system contents like orders and stock levels 

constantly, to establish a “truth [6]” concerning the most pressing needs: “It is believing, 

disbelieving, trust, distrust [6].”  

The ERP system does not play a role in the most pressing planning problems of the shop 

floor, unexpected urgent customer orders and technical changes that lead to rework. But 

these often lead to further delays and backlogs not represented in the system. The 

upcoming implementation of a new ERP system is seen in the context of general 

management pressure towards smaller batch sizes and a more flexible production, because 

“they would like to tune that [10]”. There is also a fear of an incomplete further 

“verticalization [8]”, leaving shop floor schedulers responsible for certain product groups, 

but without dedicated production resources. One of the schedulers believes the result will 

be that “we will seize each other by the neck [6]”.  
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Without being able to suggest alternatives, the local schedulers remain skeptical 

towards these management initiatives. In their view, operational uncertainties, “technical 

problems of feasibility [4]” as well as a necessary “base load [5]” to retain and develop 

technical know-how within the factory delimit such efforts substantially. As one scheduler 

stated, “[the central planners] have to adapt to the production [6]”. They utilize a local 

rationality based on a notion what is “reasonable [10]” in terms of resource allocation 

depending on job difficulty, set-up times, stock levels and batch sizes. Too little batch sizes 

are considered as ”indecent [10]” to work with since they lead to less satisfaction and more 

stress on the side of the operators. As one of the shop floor schedulers put it: “This is no 

way of working [10]”. Generally there is a strong affirmation of social coherence in the 

factory. In sum, the shop floor schedulers formulate a critical view of enterprise information 

systems that are detached from production realities and an intuitive awareness of social 

implications of ERP deployment and configuration strategies. 

5.3.5 Distributed intentionality and strategic dependencies 

The description of local rationalities as elaborated above subsequently allowed for a 

formulation of strategic dependencies as proposed by the i* framework (Yu, 1995, 2009). 

Yu’s Strategic Dependency (SD) model describes a process in terms of intentional 

dependency relationships among agents. Agents depend on each other for goals to be 

achieved, tasks to be performed, and resources to be furnished. Agents are intentional in 

that they have desires and objectives, and strategic in that they are concerned about 

opportunities and vulnerabilities (cf. Yu, 1995, p. ii).  

In the Strategic Dependency model, we assume that participants in software processes are 

organizational actors who need to cope with problems cooperatively and on an on-going 

basis. How actors make use of, and constrain, each others’ problem solving activity is 

therefore an important aspect of a software process that needs to be modeled and reasoned 

about (cf. Yu, 1995, p. 97).  

The strategic dependencies we have identified from the analysis of work domain 

specific discursive elements are shown in Table 15. These results can be made more 

accessible using a graphical notation proposed by Yu (Yu, 1995). The resulting model is 

shown in Figure 13.  
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Table 15: Strategic dependencies distilled from discursive elements 

Actor Discursive elements Goal, task, resource 

dependencies 

Manager Lean; waste; verticalized production; rules of the game; 

legislative function; standardization of processes; wishes; 

competence; I usually try to persuade people; fine planning 

module; fine planning; currently no support. 

Wants to achieve flexibility 

(goal), wants to set rules and 

standards (resource), wants 

to be assured (soft goal), 

wants to get consent (soft 

goal). 

Product 

Planner 

Pull principle; individual companies; verticalization; book; 

oh, I think we need a new automaton; marketing already 

done, that is deadly. Such things [new product 

development] must be clear from the beginning and 

realistic. Not because someone wants to be satisfied in 

short term and then the whole chain gets problems; When 

the customer is counting on the parts, has already ordered 

everything for his market, and maybe he has already been 

marketing the product, then there is big trouble; in written 

form; Marketing does that, that is very political; Not that 

they come and tell me I did not order the parts; The 

customer wants the first piece immediately, so that he can 

start to work [with it]; has to take care for the data; they 

are just eating everything, they have almost capitulated; 

capitulation; ...then I call [the marketing], and ask them 

why, and they tell me, yes, that is political, we can’t do it 

differently; Verticalization; They do not know what the 

consequences [for the assembly plant and the customers] 

are. 

Wants to keep ‘clean’ (goal), 

wants to justify activities 

(resource), wants to check 

progress (resource), needs 

information from marketing 

(resource), wants processes 

to be managed (resource), 

wants to provide feedback 

(resource), wants to avoid 

prioritization (soft goal), 

wants to delegate 

responsibility (soft goal) 

Shop 

floor 

scheduler 

Reality; safeguard; system cosmetics; It is all a lie; put his 

head on the block; we have to work with priorities, with 

capacities; The question is, is it our backlog or the backlog 

of the whole company? (...) we knew that we couldn’t 

make it from the beginning; truth; It is believing, 

disbelieving, trust, distrust; they would like to tune that; 

verticalization; we will seize each other by the neck; 

technical problems of feasibility; [the central planners] 

have to adapt to the production; reasonable; indecent; This 

is no way of working. 

Wants a fairly reasonable 

schedule (goal), wants to 

check the ‘truth’ about 

orders (resource), wants 

others to acknowledge 

‘reality’ in production (soft 

goal), wants decent work 

(soft goal), wants to protect 

social coherence in the 

factory (soft goal) 

ERP 

software  

[dependencies inferred from the above findings] Depends on order releases 

(task) and progress reports 

(task) 



122  Agency and social structure in Human Factors 

 

 

 

Actors are represented in circular containers. Four different types of dependencies are 

shown, namely resource, task, goal and soft goal dependencies between actors. To keep the 

model manageable, marketing and sales as well as shop floor personnel have been left out. 

Of course there are some dependencies as well. Product planning depends very much on 

reliable forecasts and timely order placement. On the other hand, scheduling is depending 

on compliance and on time dispatching and execution on the shop floor. Although it only 

represents a small part of the overall organization or even the planning hierarchy, we believe 

that the model does not substantially suffer in its descriptive power from these omissions. 

The model shows the principle of delegation between planning and scheduling. The ERP 

software is depending on tasks fulfillment on both sides. Orders need to be released, and 

progress needs to be reported. In the other direction, the product planner seems to be much 

more dependent on the ERP software than the shop floor scheduler. In addition to that, he 

is also dependent on feedback from the scheduler. He would therefore like to make the 

scheduler more responsible, whereas in the opposite direction, the scheduler would like the 

planner to acknowledge the realities of the shop floor. Most strikingly, the scheduler does 

Figure 13: Strategic dependency model for production planning and scheduling 
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not depend on the ERP software at all to achieve his goal to produce a reasonable schedule. 

And in addition to that, instead of focusing on avoiding backlogs, our analysis revealed that 

the product planners try to avoid accusations. The management is relying very much on the 

ERP software and the product planners. It is willing to invest in participatory, consent-

building activities, but only to a certain extent. The schedulers - being close to the shop 

floor - are addressing the management implicitly to ensure a decent work environment in 

the factory. 

5.4 Discourse analysis of an ERP product advertisement 

To contrast the above findings on intentionality in a manufacturing environment with actual 

persons that need to cope with problems cooperatively and on an on-going basis, I chose to 

discuss an advertisement of an ERP vendor. This comparison will allow for a more stringent 

evaluation of the approach and methodology of this case study. 

In this example of an advertisement for an ERP software system, we see a man, middle 

aged, lean and sportive, wearing expensive clothes that are well tailored (Figure 14). The 

jacket is missing, the sleeves are rolled up half way. He seems to relax after some 

substantial work, but he still looks fresh, there are no wrinkles in his shirt or trousers, and 

no sign of sweat. He is looking down from an immaculately clean and empty office space 

into a production facility. There, too, everything is very clean and bright. We don’t see any 

humans in the production hall, only high-tech machinery. The man is in a resting position, 

leaning slightly against the window frame with one arm, one hand in the pocket of this 

trousers. There is not much weight on his arm, the fist is clenched. He rests solidly on his 

left foot. The clenched fist looks almost like a sign of victory. He is either observing 

something in the distant, or he is just looking into the void, thinking. He seems to be very 

pleased with his work, his perfect creation that is under total control, immaculate and 

potent like himself. 

The text underneath the image states the following: “In a clear new world you can see 

far into the present. Hindsight is rarely profitable. That’s why today’s best run businesses 

are turning to business software from SAPTM. It’s helping them achieve real-time, enterprise-

wide visibility and decision-making clarity. More importantly, they’re focussing more clearly 

on the present to help secure their place in the future. It’s how business gets done in a clear 

new world. Start the journey.” 
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Figure 14: Advertisement for an ERP software system (The Economist, June 13th 2009) 

 

A social discourse analysis reveals that the textual elements underneath the picture are 

carefully aligned with the message the picture is trying to transport to the reader (Table 16). 

Most strikingly, both elements of the advertisement are completely substituting or deleting 

vast areas of the social practice of manufacturing. There is only one person, the (top) 

manager and decision maker. There is only technology - no skill, experience, know-how, 
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motivation, incentive etc. The right technology and the clever ‘master mind’ make everything 

possible and will lead to an invincible company that is highly profitable. This justifies any 

effort necessary to get ‘there’. 

Table 16: Social discourse analysis of text elements in an ERP product advertisement 

Text Discursive elements / transformations of social practice 

In a clear new world 

you can see far into 

the present. 

Hindsight is rarely 

profitable.  

The term ‘clear new world’ is a allusion to Huxley’s ‘brave new 

world’ – a book describing a worring future society that is purely 

‘Fordist’, and where everything personal or individual has been 

eliminated. Hindsight is rarely profitable: Like in Huxley’s 

distopia, history is neither necessary nor ‘profitable’ in any sense. 

That’s why today’s 

best run businesses 

are turning to 

business software 

from SAP. It’s helping 

them achieve real-

time, enterprise-wide 

visibility and 

decision-making 

clarity.  

‘Today’s best run businesses’: Since the advertisement is 

targeting top managers, this element is evoking competition and 

the illusion that the peer group is agreeing on the right way to 

proceed. It is not only exaggerating (all businesses, i.e. all top 

managers), but also deleting critical voices or other possible 

solutions. ‘Decision-making clarity’: What else would a top 

manager want? It is his purpose to make decisions after all. But 

in itself this term is contradictory, since decisions on this level of 

organizations usually involve trade-offs with a certain amount of 

uncertainty. 

More importantly, 

they’re focussing 

more clearly on the 

present to help 

secure their place in 

the future.  

The best run businesses (and their top managers) are ‘focussing 

more clearly on the present’: This is implying that the reader is 

not doing so or not capable of achieving this, since he or she is 

using the wrong tools. ‘To help secure their place in the future’ is 

a double substitution: On one hand, it means ‘having a 

competitive advantage’ over other companies. On the other, the 

reader might unconsciously understand this phrase personally: If 

you don’t act now, you will lose your job. 

It’s how business 

gets done in a clear 

new world. Start the 

journey. 

The fourth repetition of the word ‘clear’ is revealing a suggestive 

use of this concept: What you are lacking is transparency of what 

is going on in your company. But there is a solution ready, you 

just have to act and ‘start the journey’. Interestingly, the word 

‘journey’ – as a metaphor – is alluding to a time- and resource 

consuming process. But the picture above does everything to 

stress that it is worth it and the reward will be a feeling of ‘being 

there’ (like presumably all the other successfull top managers). 
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In sum, the buyer of this product is seeking a kind of clarity. He or she is not only 

buying a software product as a solution to a certain problem, e.g. accounting or supply 

chain management. He or she is striving to establish a ‘virtual panopticon’ to see clearly into 

the very distant corners of the company. Why would a manager be interested in these 

‘places’? In its essence, this communication is transporting a purely Fordist world view.  

The substantial amount of resources needed to implement such a software must be 

justified through massive gains in productivity and therefore profit. It seems that managers 

willing to buy this product share a belief that they can achieve a reduction of ‘waste’ (in 

terms of lean management), if only they see clearly what is going on in their company. There 

is an element of totalitarianism in this: With detailed and actual information, I can eliminate 

all ‘slack’ and inefficiency single handed. This is in perfect correspondence to what 

Streatfield has described as the mainstream perspective on management practice: “(...) 

managerial action forms the organization and its movement. This movement requires the 

human agents of the system to act in conformity and sustain consensus. The goal and the 

path are largely known and they are formed by management intention so that the movement 

of the organization is stable, regular, predictable and in principle certain. The movement 

expresses the identity of the organization as continuity, which implies the habitual 

movement of culturally determined behavior in which people share the same values. The 

resulting clarity [sic!] is secured by conscious managerial decisions having the 

characteristics of formality and legitimacy (2001, p. 126)“.  

According to Streatfield, mainstream managerial thinking focuses its attention on the 

movement of the whole system, hereby aiming at ‘unfolding’ the future in a continuous 

process that is informed more by the past than the present. It requires an individual 

objective observer with a lot of hierarchical power (Streatfield, 2001, p. 131). However, this 

perspective and related managerial practices have far reaching consequences on 

organizations as work environments. It requires the other human agents to ‘act in 

conformity’ and to share culture and values. Here, the gap between mainstream managerial 

thinking and the reality in most of today’s work places becomes obvious: There are very few 

globalized organizations that fulfill these preconditions. 

5.5 Intermediate discussion 

In case study one, we have analyzed planning and scheduling structures, their intentional 

and discursive context as well as strategic dependencies between the actors involved. We 

have finally contrasted our empirical findings with a discourse analysis of an advertisement 

for an ERP software product. 

In Chapter 4.5, we have identified that there are three things needed for our 

theory/methods package: 
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1. A critical realist local / scientific ontology for Human Factors as a template or

background, covering both technological and social spheres,

2. a set of adapted / extended analytical methods to develop local theories with the help

of retroduction and retrodiction and

3. a self-critical, incremental research process that allows for validation and evaluation

of the explanations and theories that we develop.

5.5.1 Social discourse analysis, ontology and retroduction 

It almost seems that - when we think of mutual strategic dependencies such as in our 

analysis of distributed intentionality - power relations do not exist within the organization. 

The world seems very ‘flat’ indeed (cf. Reed, 1997). But of course this is not the case: It is 

generally agreed that there is a power distribution within organizations that in most 

instances allocates much more power on the side of management. Nevertheless it is true 

that every single manager is very much dependent on delegation of tasks, the consent and 

the authorization of others. Clegg and Wilson thus formulate the paradoxical nature of 

power: “The power of an agency is increased (...) by delegating authority; the delegation of 

authority can only proceed by rules; rules necessarily entail discretion and discretion 

potentially empowers delegates (1991, p. 245).” Yu is well aware of some of the implications 

of mutual dependencies without referring to theoretical approaches to power. But he makes 

a point that is very relevant to our discussion of information technology in organizations by 

saying that “an actor becomes vulnerable if the depended-on actors do not deliver. Actors 

are strategic in the sense that they are concerned about opportunities and vulnerabilities, 

and seek rearrangements of their environments that would better serve their interests (Yu, 

1997, p. 227)”. Therefore we could assume that - given the power relations in organizations - 

more powerful but dependent actors might be inclined to seek such ‘rearrangements’ when 

implementing new technology. More explicitly, management might promote ERP in its own 

interest as an instrument of control. 

Although this seems compelling, one should avoid simplistic and one-dimensional 

perspectives on organizational power relations, especially when thinking about technological 

change such as the implementation of an ERP system. I believe that it is helpful to let go of 

a zero-sum concept of power relations - i.e. management rules, workforce resists - and to 

adopt a dynamic, multi-centered and heterogeneous view on discursively established 

structures that are empowering organizations. Or, as Clegg and Wilson put it, “it is with (...) 

the institutional frameworks of available knowledge in and around organizations that the 

multiplicity of potential centers of power within organizations might seek to enhance their 

strategicality and thus their power. Within the organizational arena agents with varying 

strategies are seen to struggle to constitute the capacities of the organization in policy terms 

which represent their conceptions of their interests (1991, p. 246)”.  
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In any larger corporation or organization, managers are working in networks. They are 

forced to engage in mutual negotiations of dependencies and alliances. From such a 

perspective, management skills and competencies lie in how effectively managers participate 

in those processes. It is asking what competent managers actually do to live effectively in 

the paradox of organizing. According to Streatfield (2001, p. 128), what they actually do is 

continue to interact communicatively, especially through the means of conversation, in spite 

of not knowing and not being simply ‘in control’. 

But one has to be cautious about ideological influences when reflecting upon 

managerial practices. Mainstream Fordist thinking about what managers do and should do 

is not only affecting managers themselves. External influences on organizations, for example 

in the from of technology itself, or through its vendors or affiliated consultants, might also 

be at work that affect organizational politics (Benders et al., 2006; Koch & Buhl, 2001). The 

believe that the right technology will allow a manager to ‘be in control’ at any time stands in 

conflict to the inherent necessities and uncertainties of the actual work process that 

involves people with a wide variety of cultural and personal backgrounds. 

These tensions have been described by other authors as well. For example, it is found 

that management often uses game metaphors to legitimate possible sanctions (van Dijk, 

2008b, p. 52). The main interest seems to be the establishment of a rule-based 

institutionalized structure12 that constrains different actors in the organization (Gosain, 

2004). Very often, the main driving forces behind management initiatives to implement ERP 

systems are integration and dis-embedding of work practices through a wide-ranging 

standardization of processes (Hanseth et al., 2001).  

5.5.2 Retrodiction, model building and critique 

The identification of explicit and implicit goals of normative circles (groups) or centers of 

power within the organization as well as their tensions, potentials, mutual dependencies 

and means of influence now must lead to retrodiction and model building to explain actual 

events.  

In our study, we have achieved to come close to a more ‘in-depth’ analysis why ERP 

implementation projects fail completely or are generating very high costs and enormous 

delays. Nandhakumar, Rossi and Talvinen are providing an example case study on a 

company called EURMOBIL that produced comparable results with a different methodology 

(2005). In their study, they found that “both affordance of the system and social structure 

allowed or restricted the managers’ intentions with respect to ERP implementation. When 

there were restrictions they often resorted to revising development plans or rescheduled 

events; changing existing or new technological components; changing organizational 

processes; or abandoning their plans. At EURMOBIL managers therefore tried hard to 

configure the ERP system to gain control over its functioning. The Corporate ERP however 

12 These structures can also be conceptualized as discursive norm circles (Elder-Vass, 2012a) 
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never emerged; instead a fragmented, new Corporate ERP emerged out of these new 

components. (…) The planned global ‘unifying model’ of the ERP solution never materialised 

along with several planned components but many of the realized ERP components were 

unintended and emergent. A consequence of these emerging projects is the technological 

drift (Nandhakumar et al., 2005, p. 237)”. Nandhakumar and his colleagues are proposing 

an exploratory model to show how drift and control in ERP implementation projects are 

emerging (cf. Figure 15). The model illustrates how the process of implementation was 

triggered by designers’ and users’ intentions (intentionality) in response to internal and 

external contextual conditions. The perception of what action is possible with the technology 

(affordance) and the power and cultural settings (social structure) in turn shaped the 

implementation process through cycles of interaction of intentionality, affordance and social 

structure. On one hand managers attempted to configure the system in ways to achieve 

control over material phenomena. On the other hand the affordance of the system and the 

social structure allowed or restricted managers’ actions and intentions with respect to ERP 

implementation. The ERP system implementation therefore ‘drifted’ as a result of the 

matching between situated human interventions and the ERP system’s properties and 

functionalities (Nandhakumar et al., 2005, p. 237). 

 

Figure 15: Model of drift and control in ERP implementation (adapted from Nandhakumar et al., 2005, 
p. 238) 

 

What Nandhakumar and colleagues are lacking is an ontology to allocate and embed their 

findings in. They stop their analysis at the very moment where retrodiction should begin. In 

the following, I will try to go at least one step further by referring to a critical realist ontology 

as sketched out in chapter 4.5 further above: Organizations are structured social groups 

with emergent causal powers. They depend on normative mechanisms to produce the role 

specialization upon which they depend, but role-coordinated interaction between their 

members (which may include non-human material things) provides a further class of 

mechanisms, a class that confers non-normative causal powers on the organizations 

concerned. Authority relations are a variety of role specialization, they confer some part of 
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the power of the organization as a whole on certain persons (as role occupants). The 

management role includes the development of the role specifications in response to the 

goals, performance and circumstances of the organization. Technological systems are social 

structures, too. They embody norms of behavior, degrees of freedom or constraints to 

agency that have been inscribed to them by their designers on behalf of their customers. 

The fundamental issue at hand seems to be what Streatfield has called ‘the paradox of 

control’ (Streatfield, 2001). Managers often favor a Neo-Fordist perspective in terms of 

control of production which becomes evident through their belief in the ERP-supported 

increase of product innovation and process variability, but without real increase in worker 

responsibilities (Clegg & Wilson, 1991). In our case, without critically reflecting its own 

moderating role in the area of tension between marketing and production, central planning 

takes a neutral brokering perspective within the organization. Standards are in place, 

processes streamlined. Opposed to that, shop floor scheduling predominantly relates to the 

community of practice within the factory and local rationalities connected to them. These 

diverging discourses lead to inconsistencies of intentionality that are harmful for the overall 

efficiency of the organization. Nauta and Sanders (2001) have found in their study on 

perceived goal differences between departments that the consequences of goal differences 

are an increased number of conflicts between departments. An interpretation of our study 

results also suggests that ERP technology implementation following a predominantly 

technicist discourse is leading to less inter-departmental communication and coordination 

which in turn causes an increase in goal differences and conflicts. 

In addition to Nandhakumar and colleagues’ general findings about ERP 

implementation, we have been able to differentiate not only the notion of intentionality, but 

also of social structure. We have described three local rationalities that encompass 

normative beliefs and dispositions related to a certain practice. These ‘position-practices’ 

(Bhaskar, 1979, p. 40; Mutch, 2010, p. 551) or role specializations are (re-)produced by 

normative mechanisms. At least in the case of (Fordist) mainstream management we have 

been able to describe one of these mechanisms in more detail. There are possibly others, but 

our empirical material – stemming from a project that was predominantly focussing at 

planning and scheduling functions – is not providing any evidence of a special ‘workers 

culture’ or related social norms. Nevertheless, such influences probably exist. As in 

Nandhakumar and colleagues’ findings, we would assume a potential for conflict or drift 

when incompatible cultures of the relevant social groups in an organization meet each other 

in a complex change project.  

Furthermore, the aspect of technological affordance has not received its due attention in 

our study (cf. Hutchby, 2001). There is a possibility that the explanatory power of our 

methodological approach could profit from a more thorough analysis of the properties of the 

technology that is about to be implemented. What I have in mind here are not the purely 

technical aspects nor the functionalities of the software. What needs to be analyzed are the 
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sociomaterial fundaments or ‘social institutions’ that are built into technology and therefore 

have ‘causal power’ – possibly approaching what Orlikowski has called ‘sociomaterial 

configurations’ (Orlikowski & Scott, 2008), but with a critical realist ontology in mind. For 

example, user roles and rights or process work flows could be used by developers to 

implement social structures within a software product. 

A second thought is concerning the subversive nature of all kinds of ‘workarounds’, 

‘system-cosmetics’ and other local practices that can be observed in these work 

environments (cf. descriptions of technologies-in-practice in Orlikowski, 2000). Coming from 

our analysis, I admit that we have not been able to produce good explanations for these 

phenomena. What purpose exactly do they serve? – One preliminary hypothesis could be 

that they allow workers to sustain a minimal autonomy in the face of the mighty control 

regime that governs their time at work. Their fundamental concern is decency of work as 

well as social coherence in the team or department. A little episode from the factory we have 

studied might illustrate that: A skilled worker was mandated to set up a lathe for the 

production of very difficult parts. The parts were so small that the process came very close 

to the technologically feasible. He managed to set up the machine in a week’s time. When he 

finished, the orders had changed so that he had to set up the machine once more, but for 

another part, without having produced a single item so far. After the second week, the 

scheduler came up with yet another schedule. This time, the shop floor supervisors ordered 

the scheduler to personally explain this to the worker that had already been working two 

full weeks ‘in vain’. The scheduler, who was telling me this story, told me that this was a 

very troubling moment in his career as a planner – something he certainly is going to avoid 

by all means in the future. 

Both considerations, the ‘implicit’ features of the technology as well as the ‘subversive 

adaptations’ to them need our attention as researchers, if we want to explain all aspects of 

how and why ERP implementations falter or thrive.  

5.5.3 Lessons learned 

From case study one, what can be learned for the project of a critical theory/methods 

package for Human Factors? Our approach has shown that socio-cognitive discourse 

analysis can be used to describe local rationalities that are at work in the organizational 

arena, using the pre-implementation stage of an ERP system as an example. We have 

identified and addressed inconsistencies and tendencies concerning technology 

implementation by applying early-phase requirements analysis done from a critical, post-

essentialist point of view.  

Our analysis shows fields of tension that could potentially - at this stage - be modified 

and/or considered in system design. A moderated participatory pre-implementation 

dialogue on the meaning and purpose of the technology might then lead to a different 

deployment strategy and design of the overall ERP system and its functionalities. Such an 
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approach still requires an organizational change process, but it will not be solely driven by 

technical or other demands created by the ERP software itself. The change process would 

possibly profit from a more comprehensive analysis and reduce change-related effort and 

cost (e.g. through a more structured approach to user participation). In this way, I have 

already reached some practical value with my research. I have been doing so with 

considerable but – given the size of ERP implementation projects – still reasonable effort. 

However, the identified fields of tensions between position-practices and various social 

and organizational phenomena emerging from them are not yet fully understood and 

explained. The methodology is stepping short to reveal the full scope of causal powers 

employed by the different social structures in place. Especially, the question of how ERP 

systems are dynamically supported and undermined at the same time remains to be 

addressed. A more dialectical perspective might be of use for this endeavor. But, are we 

really allowed to ask why users do not accept certain socio-technical design propositions (as, 

for example Liu & Yu, 2004, p. 6, does)? And if so, do we always get valid answers given 

that, as researchers, system designers and management consultants, we are possibly not 

perceived as ‘neutral’ participants in the process? And what if users are not fully aware of 

the underlying reasons of their resistance? 

What Nandhakumar and colleagues (2005) are not explaining is why the intended ERP 

system was not successfully implemented. In the end, there was a plethora of systems in 

place at EURMOBIL. Who was opposing the system, and why? In his book on the ‘Forces of 

Production’, Noble (1984) analyzed in detail how workers opposed to the implementation of 

computer-controlled mechanical lathes in their workshops. One of their reasons was that 

these machines would completely change their work, and thus for them the question of 

technology became an existential issue of quality of working life (cf. also Rasmussen et al., 

1994, p. 96). In their view, automated lathes would make them dependent on an engineer to 

do the programming and would reduce their duties to refilling the machines with raw 

materials and other ‘caretaking’ chores. This would then lead to a decrease in skills and 

competencies on the shop floor level and consequently also lead to a smaller salary. 

Therefore, the conflicts around automation and new technologies in these factories were as 

much about control and autonomy as they were about decent work and pay.  

From a critical or dialectical point of view, every analysis must ask “of every ‘thing’ or 

‘event’ that we encounter by what process was it constituted and how is it sustained 

(Harvey, 2004, p. 126)”? One of the questions we must address therefore is how ERP 

systems have been constituted and how they are sustained. It is only in this way that we 

can later identify possibilities to transform their biases and side-effects into something of 

greater value for all participants in a production process. In its essence, this endeavor is 

what others have termed critical information systems research. As Howcroft summarizes, “it 

questions and deconstructs the taken-for-granted assumptions inherent in the status quo, 

and interprets the development and adoption of information systems by recourse to a wider 



Study one 133 

social, political, historical, economic, and ideological context. In this respect it takes issue 

with how information systems can be used to enhance forms of control and domination. It is 

intended that this process of analysis may help uncover systems of institutional repression 

and human resistance in order to initiate social change and reform (2009, pp. 392-393)”. 

However, critical accounts of local rationalities or intentionalities as well as specific 

practices are not to be reduced to culture or class struggles. Doing so would not do justice 

to the agency and power of the groups of professionals involved. Neither would a simplistic 

or reductionistic consideration of the technologies at hand reach the goals of our analytical 

approach. As Bhaskar aptly formulated some time ago, we need a mediating system, a 

system that could be called the position-practice system (Bhaskar, 1979, p. 40f). 

These considerations are showing the need to address the more fundamental question 

related to the organizational ‘regime of control’ that is shaping and controlling ERP system 

design. I would like to tackle this in the second case study of this thesis by using a different 

method, based on Archer’s morphogenetic approach (Archer, 1995). In doing so, I will 

reconsider our own ideas about structural and operational control capacities (Wäfler et al., 

2008). Besides that, I will also relate my discussion to critical realist studies of 

organizations that explore different forms of power and the longer-term institutional 

consequences flowing from the generative mechanisms that emerge from them (Reed, 2009). 

Related to this is theoretical and empirical work on human agency in ERP implementation 

and use, for example the ‘double agency’ perspective (Ignatiadis & Nandhakumar, 2006), or 

the concept of ‘enactment’ of ERPs (Boudreau & Robey, 2005). Study two is thus aiming at a 

deeper understanding of these dynamics that form and sustain agents and structures in 

organizations using ICT for control purposes. 
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6 Study two 

Technocracy need not impose a specific value-based ideology vulnerable to critique on factual 

grounds. Rather, it relies on the consensus that emerges spontaneously out of the technical roles 

and tasks in modern organizations. Controversies are routinely settled by reference to that 

consensus. Meanwhile, the underlying technical framework is sheltered from challenge 

(Feenberg, 1999, p. 103). 

To explore the complex interplay of various organizational actors to plan and control 

production processes in manufacturing, a case study approach was used by a team of 

interdisciplinary researchers coming from Business Management, Information Sciences and 

Human Factors backgrounds. The unifying concept was that of complexity and the human 

capability to deal with it when empowered to do so. 

6.1 Approach and methods 

The study has been conducted in a Swiss manufacturing company using a set of qualitative 

methods to investigate the planning and scheduling work domain as well as critical control 

tasks from a Cognitive Work Analysis perspective (cf. Naikar, 2006; Rasmussen, 1986b; 

Rasmussen et al., 1994; Vicente, 1999). The investigation took place in an interdisciplinary 

project and was motivated through the need to improve the overall planning performance in 

the company.  

In our case study, we generally followed the five maxims that were defined by Button 

and Sharrock (2009, pp. 61-68): (1) Keep close to the work, (2) examine the correspondence 

between the work and the scheme of work, (3) look for troubles great and small, (4) take the 

lead from those who know the work, and (5) where – in which context – is the work done? 

6.1.1 Research hypotheses and topics of interest 

Our interdisciplinary approach was inspired by previous projects and case studies that we 

had done together (cf. Gasser et al., 2007). Our questions and hypotheses were derived from 

these studies and discussions: 

- What are the consequences of operational uncertainties, disruptions and fluctuations 

(e.g. over- or underload, urgent orders) on the choice of planning strategies? 

- What are the ‘control modi’ that can be distinguished? 

- Which control tasks and strategies can be distinguished and to which extent do the 

software tools in place support them? 

- What are the consequences of various ‘control states’ and control strategies on the 

collaboration between departments? 

- What is the role of ICT hereby? 
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6.1.2 General objectives and intended outcomes 

The general objectives were related to the coping strategies of the planning network when 

dealing with complexity. Control tasks require access to distributed knowledge and 

adequately functional decision hierarchies within the organization. Our internal goal was to 

come closer to a proposition for an alternative planning method that would not be based on 

ever more sophisticated algorithms but on decision support for planners that takes their 

human capabilities in account. For our client, we were aiming at ‘quick wins’ out of the 

research process, mostly in the form of workshop results to enable internal creativity, inter-

departmental communication and solutions. 

We expected that the study would lead to various outcomes on different levels. Firstly, 

on the level of exploration and description, we wanted to establish a complete description of 

the planning and scheduling work domain (decomposition-abstraction matrix). Second, we 

were aiming at a catalogue of operational uncertainties that affect the planning process. 

Thirdly, we wanted to identify decision making processes in connection to operational 

uncertainties at different work places. Fourth, inter-departmental coordination to solve 

urgent problems would be described following decision making efforts. And fifth, we were 

looking for control strategies that fit to certain control situations. 

On the level of methodology, we planned to develop further an instrument to identify 

and describe operational uncertainties as well as a method to do decision probes (a form of 

semi-structured interviews). 

Theoretically, we were interested in more empirical evidence for our model of control 

capacity (Karltun, von der Weth & Gasser, 2006; Wäfler et al., 2008). The main question in 

this regard was if our distinction between structural and operational control capability was 

of practical value for organizational analysis and socio-technical design. 

6.1.3 Methods and research plan 

Our approach was adapted from Rasmussen and colleagues’ Cognitive Work Analysis 

framework (Rasmussen, 1994; Vicente, 1999). The reasons that lead us to this choice were 

(1) that the method was developed for complex socio-technical systems, (2) is aiming at an 

objective analysis of the boundary conditions for behavior, especially control tasks, (3) is 

hereby successfully avoiding a reductionistic information-processing perspective through its 

differentiation from normative task analysis. (4) CWA uses the notion of ‘strategies’ to 

describe control – or problem solving – behavior in various contexts and situations and it (5) 

does not restrict itself to one workplace. Finally, it (6) is open for selected additional 

elements and categories, for example operational uncertainties. 

In order to accommodate for our own goals in this case study, CWA was slightly 

modified and extended. There were two main additions that we developed, one aiming at 

operational uncertainties and the other at decision making processes within control tasks. 
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Theoretically and terminologically we oriented ourselves towards the traditions of work 

psychology based in Berlin, Dresden and Zürich. 

Our extended and modified version of CWA consisted of 7 steps instead of the original 5 

steps. Table 17 is showing an overview of these steps as compared to the original CWA 

method (Rasmussen et al., 1994; Vicente, 1999). Step one was modified, steps two and three 

were added and steps 4 to 7 were explicitly focused on planning and scheduling tasks. 

Table 17: Extended and modified Cognitive Work Analysis method for control tasks 

Cognitive Work Analysis Extended Cognitive Work Analysis for Control Tasks 

1. Work Domain Analysis  

(Abstraction Hierarchy)  
 

1. Hierarchical functions analysis (input-output)  

2. Goals and constraints for planning tasks (means-ends) 
3. Catalogue of operational uncertainties 

2. Control Task Analysis  
(Decision-Ladder) 

3. Strategies Analysis 
(Information flow) 

4. Task analysis of control tasks on the workplace level 
5. Decision analysis of control decisions 

4. Social Organization and 
Cooperation Analysis 

5. Worker Competencies 
Analysis 

6. Interdependencies of control tasks (information flow, 
feedback) 

7. Used vs. potential control possibilities and capabilities 
(competencies) 

 

6.1.3.1 Step 1: Hierarchical functions analysis 

A defined part of the work system, here the domain of production planning and scheduling, 

is analyzed according to its main functions. Hierarchically, the analyst asks, what function 

is executed by whom with which inputs and what output. In general, outputs are providing 

inputs for the next function(s). The function can include a multitude of inputs and can 

consist of several tasks. For example, the planning of the repair process needs various 

inputs (order details, assessment results, work plan, due date etc.). The function itself 

requires the modification of the standard work plan as well as the reservation of certain 

critical resources and the dispatching of individual work orders. The result of this analytical 

step is a set of hierarchically nested input-output diagrams with descriptions of the 

functions that form the sub-processes of the overall control network. 

6.1.3.2 Step 2: Goals and constraints for planning tasks 

The objective of the next analytical step is to identify constraints for planning tasks. To 

achieve this, the input-output diagrams elaborated in the first step are used to conduct 

structured interviews with the persons involved. The main question is targeting means-ends 

relations (what needs to be done to achieve which goal?). The second, related question is 

targeting the constraints that have to be accounted for. In the background, the researchers 

are constructing a work domain to allocate control tasks in a hierarchical matrix 

(decomposition-abstraction matrix). The related questions are: Which are the boundary 

conditions that need to be considered? What control tasks can be derived from them? Who 
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is responsible for the execution of these tasks? Like this, a hierarchy of goals, functions and 

a decomposition of the work system with the use of means-ends relations can be achieved. 

This composes the work domain for control activities in planning and scheduling.  

6.1.3.3 Step 3: Catalogue of operational uncertainties  

Next, the establishment of a catalogue of operational uncertainties allows for the 

identification of control tasks. Since it is not feasible to ask research participants about the 

control tasks they are responsible for, this is a way to come up with a list of ‘problems’ that 

need to be solved in the work domain – eventually leading to the formulation of control 

tasks. The methods are semi-structured interviews and diary recordings at the workplace 

(online questionnaire with daily reminder). The questions to ask are: 

 What are operational uncertainties and how often do they occur? 

 What is the impact of these uncertainties, i.e. on transparency, predictability, 

manageability, potential for disruption or damage? 

 How do you cope with them? 

 Who is informed or otherwise involved?  

The main result of this analytical step is a comprehensive list of operational uncertainties in 

the work domain with a rating of incidence and consequences, i.e. relevance and thus 

‘control need’ of each particular uncertainty. 

6.1.3.4 Step 4: Task analysis of control tasks on the workplace level 

Control tasks are derived from operational uncertainties that are in some way manageable 

or controllable. In theory, every uncertainty generates a need for control actions, which in 

turn is met by a control task that is allocated to a person or team. This step of the analysis 

is aiming at the description of these control tasks at the workplace level. Its objective is to 

describe decision latitudes and opportunities for control within these tasks. The method is 

semi-structured interviews. Questions to ask are: 

 What is your mandate? What goals have been set? 

 What are the boundary conditions and constraints for this task? 

 What is the decision and action latitude for this task (operational, structural)? 

 What are the decisions that need to be taken? How often? 

 What are control opportunities that are not exploited? What is desirable from the 

perspective of the worker? 

 Which role do ICT play in this? 

As a result, this analytical step produces a detailed description of the control tasks within 

the work domain. In addition, a list of control task related decisions as well as a list of 

control opportunities that are currently ‘used’ as well as ‘unused’ is compiled. This allows 

for a first estimation of the fit between control need and control capability or capacity on 

different levels of the work domain (cf. Karltun et al., 2006; Wäfler et al., 2008). 
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6.1.3.5 Step 5: Decision analysis of control decisions 

The previous step has produced a blueprint for more in-depth workplace observations. The 

focus hereby is on decision-making behavior. What are the control-related decisions that 

need to be taken? Under what circumstances? How often? With which tools / aids? Are they 

distributed or local? Does the decision-maker consciously use any cognitive strategies, 

rules, heuristics or the like? The method is systematic observation at the workplace, semi-

structured interviews and theory-guided analysis, based on the ‘decision probe’ method 

developed by Wilson and colleagues (Jackson et al., 2004; Wilson, Jackson & Nichols, 

2003). 

In order to apply this method, the research team has to choose which of the decision 

points that have been recorded in observation protocols to analyze in more detail. It is 

usually not feasible to analyze all decisions. The choice is made based on the relevance of 

the operational uncertainties that are addressed. Therefore the researchers need to map the 

decisions to the work domain an control tasks from the previous steps. 

The chosen decisions are then retrospectively discussed in off-line semi-structured 

interviews. The participants are asked to recall their decision and the processes involved. 

Questions are for example: 

 What information do you need to take this decision? 

 Was the information readily available? Where? 

 Did you contact any other person to make this decision? 

 Were there alternative options to choose from? 

 How did you choose between alternatives? 

 Do you decide differently in other circumstances? 

 Where do you have to communicate your decision? 

The results of these ‘decision probe interviews’ are process-oriented protocols of decision-

making episodes on the workplace level. They can be related to a general system state (e.g. 

overload) or typical ways of functioning within the organization (e.g. ‘last minute orders’). 

6.1.3.6 Step 6: Interdependencies of control tasks (information flow, feedback) 

Decisions made in specific situations usually become the background for future decisions. 

Decision making is the core function of organizations (Luhmann, 2000). Therefore, an 

information flow between control tasks is necessary and thus can be targeted in analysis. 

Control tasks are forming a network that generally also serves distributed decision making. 

A description of the inter-connectedness of control tasks and activities allows to reveal 

‘typical’ modes of functioning in control, e.g. what some planners call ‘fire-fighting’. These 

modes of control vary depending on the workload and other environmental factors leading to 

time constraints and other limitations in the general functioning of the control system (cf. 

Hollnagel & Woods, 2005, p. 157ff). 
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6.1.3.7 Step 7: Used vs. potential control possibilities and capabilities (competencies) 

Coming from the analysis of single control tasks and decisions, a network of control 

functions can be described that acts in a more or less adapted way to meet the control need 

or demand imposed by operational uncertainties. The control system (i.e. the network of 

control tasks and responsible actors) therefore exploits the control possibilities and 

capabilities available. The sum of these are forming the general competency of the system to 

control uncertainties.  

However, there might be control possibilities and capabilities that are not exploited. 

These are addressed in the final step of the analysis through interviews on the management 

level. Questions are concerning the reasons and limitations in the exploitation of control 

possibilities (i.e. technical) and capabilities (i.e. qualifications). This step is resulting in a 

final evaluation of the used and unused control opportunities including a list of potentially 

available control possibilities as well as capabilities that have a potential for development 

within the company. 

6.2 Data collection 

Three different types of organizational stakeholders were involved: Planning, engineering 

and production. All three departments provided a key informant for our study. A total of 10 

semi-structured interviews and 3 systematic observations on site were conducted. The data 

was recorded and transcribed, which resulted in 131 pages of raw material for our analysis. 

Table 18 is showing an overview of our data collection activities.  

Table 18: Interviews and observations in case study two (more details in appendix B) 

Nr. Department Duration of 

interview 

Topic Duration of 

observation 

11 Planning 1:39 Work domain - 

12 Production 0:58 Work domain - 

13 Engineering 1:02 Work domain - 

14 Planning 2:58 Operational uncertainties - 

15 Engineering 2:00 Operational uncertainties - 

16 Planning 2:38 Control tasks - 

17 Engineering 1:59 Control tasks - 

18 Production 0:40 Decisions 3:00 

19 Planning 0:11 Decisions 2:45 

20 Engineering 0:56 Decisions 3:00 

 

The following chapter will summarize the results of the seven analytical steps that were 

employed in our second case study. This case will then provide the material for a 

subsequent analysis and theoretical discussion within the perimeter of this thesis. 
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6.3 Results of (extended) Cognitive Work Analysis 

The company, which is embedded in a large international corporation, started 10 years prior 

to the study with a staff of 30 persons, at the time of the study they are operating with 150 

employees and a yearly turnover of 50 million Swiss francs. Their service offers consist in 

the refurbishment and reconditioning of rotating as well as casing parts of gas turbines that 

are used to produce electricity. The center of operations is in Switzerland, with several 

accessory workshops abroad, to save costs. Some orders are split between the various sites, 

which creates additional complexities for planning and scheduling. Planning tasks are 

concentrated in Switzerland, scheduling is done individually at the different sites, but not 

for all tasks. Between 40’000 and 50’000 parts are reconditioned every year. 

The process is divided in five sub-processes. First comes (1) a pre-assessment of the 

condition of the parts. After (2) cleaning, a detailed assessment follows, and the (3) repair 

process is triggered. After various steps of repair and refurbishment, the parts are (4) coated 

again and (7) quality is assured before shipping. 40-50% of value creation is in-house, the 

rest is done through suppliers, for example strip-cleaning or coating. The reconditioning of 

casing parts is done in a separate workshop since it usually consists of highly customized 

work that needs specialized engineering and craftsmanship. 

At the time of the study, delivery reliability was 90%. On average, delayed parts are 

shipped with 11 days of delay. In earlier years, the delays were much more of a problem. 

Three years prior to the study, 1.5 new posts were created for production planning. Prior to 

that, there was only a 0.5 post allocated for planning. Processing time is 4 to 6 months. 

Volumes have increased substantially during the past years. The company can handle 

about 60 new orders per month with average difficulty in terms of reconditioning. The 

amount of work varies enormously depending on the general condition and degree of 

damage of the parts that are delivered. 

The degree of damage is related to the modes of usage by the customer. If a turbine has 

been running on and on for some time, the parts are in a much worse shape that if the 

turbine has been used to support other power plants in times of increased electricity 

demand. Although the gas turbines in use are mostly known by the producer, who keeps 

records of all installations, forecasting is difficult. Also, there are competing companies that 

also offer reconditioning. Some customers have operational maintenance contracts. Market 

share is between 20-100%, depending on the type of turbine. It is generally lower with older, 

simpler and smaller turbines. 

According to the CEO of the company, the challenges remain, even with the new 

enterprise resource planning system fully implemented. Constant adaptations are 

necessary, only human cooperation and experience ensure timely delivery. The dependency 

on the system on one side (“everything is in there, with best data quality possible [personal 

notes, translation by author]”) and on human collaboration on the other side (“not true, 
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come see on the shop floor [personal notes]”) creates potential for conflict. Both ways of 

thinking have their strengths and weaknesses. A common and integrating approach to 

create a well-accepted socio-technical system is desirable according to the CEO. 

6.3.1 Work domain 

A workshop with key persons revealed five core processes in planning and scheduling: 

1. Intake of orders: Based on the pre-assessment of the parts a preliminary production 

schedule is established. A production order is issued and a delivery date is set. 

2. Planning of repair works: Based on the detailed assessment of the stripped (cleaned) 

parts, the production order is changed. The number and type of damage is heavily 

influencing repair time and scheduling. 

3. Re-planning of repair works: Due to non-conformance reports, repair works have to 

be rescheduled. This can be due to irreparable parts that need to be scrapped or due 

to a more complicated repair effort that is needed. 

4. Capacity planning: Every workshop within the factory (welding, grinding, sanding 

etc.) has its own capacity planning for a time frame of about four weeks. 

5. Daily scheduling: Based on the tasks, non-conformance reports, disruptions of 

production and skill-grade mix of the workers present during a shift, the foreman 

has to adapt the work plan on a daily basis. 

Production planning and scheduling is established collaboratively mainly through the 

planners and schedulers as well as the foremen, with the support of the engineering 

department. There are more than 30 external suppliers of parts and services involved. 

Customer care is done through the sales personnel, which is not within the company. Sales 

is allocated on the corporation level. Customers are sometimes allowed to visit ‘their parts’ 

in the factory during the reconditioning process. 

6.3.2 Operational uncertainties 

There are many operational uncertainties involved in the production process. First, the 

exact type and scope of damage is only revealed after stripping and cleaning of the parts. 

Some problems occur only during the repair process, e.g. if venting holes are closed due to 

welding and need to be redone later. Some parts are at the beginning believed to be 

reparable, but then need to be scrapped later on. Suppliers deliver not only raw materials 

(e.g. for welding) but are also service partners (e.g. machinery) and members of the supply 

chain (e.g. chemical stripping, coating). Quality assurance is a separate department within 

the company that takes care of quality questions and milestone testing during the 

production process. The uncertainties of the repair process itself as well as the multitude of 

supporting processes and partners creates a very high complexity for planning. 

When the enterprise resource planning system first was implemented, huge efforts were 

undertaken to map the actual production process. A standard procedure (called ‘normal 
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work plan’) was established where durations for every single step of the production process 

were recorded. This approach was subsequently modified and changed. One of the 

fundamental problems were the deviations from mean production time, especially in 

(manual) welding and grinding that require a lot of skilled labor. Therefore many production 

intervals were furnished with ‘dead times’ to ensure sufficient ‘slack’ in the standard 

procedure. In doing so, the frequency of re-planning was reduced. 

Today, there is a large decision latitude on the shop floor, with no binding job sequence 

any more. The foreman receives a list from the system with jobs that need to be done or 

started sometime soon. He then choses from the list what seems feasible to him given the 

actual circumstances on the shop floor. Every production procedure has to be ‘recorded’ 

using a bar code on the order papers. However, this is often done to satisfy the requirement, 

not to really start working on the job. Also, delays are often not reported, which creates 

planning problems later. 

Twice a week, production planners are meeting with purchasing agents. Once a week 

they are meeting the production manager as well as the foremen from the workshop. These 

meetings are held to ensure communication about delays and anticipated or already existing 

problems. There are certain bottlenecks in the production process that need to be 

proactively dealt with, for example the oven that is used for hardening. A detailed 

compilation of all aspects of the planning and scheduling work domain (decomposition-

abstraction matrix) can be found in the annex of this thesis (cf. Table 40). 

Since the corporation develops new and ever more elaborate kinds of gas turbines for 

power generation, there are also new kinds of parts to be reconditioned. The problem is that 

there is not much knowledge about feasibility and efficiency of the processes needed. The 

engineering department therefore is responsible for stop-and-go decision making in 

collaboration with production and quality assurance teams. This complication is a very big 

challenge for production planning and scheduling, since there are frequent stops to do tests 

or calculations for risk assessment. Reporting and documentation requires a lot of time as 

well. 

According to the shop floor supervisor, there are also problems due to “urgent orders 

[12]” and the splitting of batches to speed things up. This leads to logistics that are not 

‘standard procedures’ with the risk of mistakes and chaotic local management. I have even 

seen cardboard boxes with parts under the table of the supervisor. One more difficulty is the 

lack of visibility of most parts, since they are stacked in special wood boxes that need to be 

opened to inspect every part individually in case of identification problems. 

The task of the production planner was qualitatively different at times. Depending on 

whether the factory was running at full capacity or having too little work load, the planner 

needed to apply different strategies to achieve his goals. In the first case, he was constantly 

correcting and adapting the plan due to uncertainties in the production process. He was 

very actively planning the bottlenecks. In the second case, he was busy ‘shortening’ 
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production by removing slack in the ‘standard repair procedure’. In this way, he was able to 

artificially raise workload locally, e.g. in the welding shop. 

Some of the problems that the planners had to deal with were related due to a time 

delay in the actualization of the system. This lead to the phenomenon that jobs that were 

reported ‘done’ in one shop did not appear on the job list of the subsequent shop as ‘ready’. 

The planner then had to personally inform the shop floor supervisor or the foreman that his 

men can start to work on this job. In normal circumstances he would not do this but it 

became an important time gain in hectic situations.  

In general, the feedback system was designed in a particular way. It would only allow to 

report ‘used time’, not the actual fulfillment of the job. This regularly led to the situation 

that the time for the job had elapsed, but the job was not finished in reality. It therefore took 

careful consideration to interpret this date. It was possible that the workers did put much 

more effort in one order, but this was not visible in the system. There would just be a ‘zero’ 

for ‘time to job fulfillment’, and no ‘negative’ time even though the workers would continue 

to work on the job order. The planners had to inquire with the foreman or the shop floor 

supervisor to get an accurate picture of the actual situation. Very often, the shop floor 

supervisor would not proactively report such unfinished or overdue jobs. 

The dispatching of workers to specific jobs was done through the shop floor supervisor. 

It was not documented at all, since he did so ‘mentally’ and without any kind of tool. It 

seemed to be very common that on the work plan produced by the system were four or five 

jobs that need to be worked on at a particular day, but in reality all the workers were 

allocated to one single job.  

The workers register every work process with the computer using a bar code. It is 

allowed to register work on a job order that is still ‘active’ in a previous production process 

or shop. This is necessary for example when parts have to be welded and grinded over and 

over again to achieve the necessary standard in quality. However, this practice is leading to 

a lower transparency as to where exactly the work progress is at a given moment in time. 

The planners have to actively inquire about a specific job order. The shop floor supervisor 

has a certain pressure to make sure that every shift has enough work ‘ready’ and parts as 

well as raw material in place. This is achieved through a structure in the time recording 

system – whenever a worker is ‘idle’ the recorded time is booked on the ‘account’ of the shop 

floor supervisor. Therefore, some job orders might already be ‘started’ in the system, but in 

reality are only serving as “reserve [12]” to buffer for unwanted “management attention [12]” 

towards the shop floor manager. 

All the workers in the production were subject to a collective labor agreement, working 

in two shifts. There were defined annual working hours allowing for a certain flexibility on 

the side of the company. The planner was allowed to increase capacities if necessary within 

certain boundaries. In this way, working extra hours on Saturdays and even Sundays was 

possible. These extra hours were very attractive for workers since they paid higher. The 
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relatively low wage motivated many workers to willingly put in extra hours. It was suspected 

by management that work sometimes ‘took longer’ so that it became necessary to finish on 

Saturday morning. When the new manager had decided to scrap the supplement payments 

for Saturday and Sunday work hours (without raising the average wage), he had faced stiff 

resistance on the side of the workers. He had had to renounce from his plans. This meant 

that the salary structure of the company had direct consequences on production planning. 

Since for this case study, an evaluation of the control capacity was our main objective, a 

separate chapter will summarize and discuss the findings regarding this conceptual model. 

To ensure readability, I decided not to include details of the findings here in this chapter. 

The interested reader will find some examples in the annex, however in German language. 

Table 19: Resulting control capacity overview 

  System level Workplace level 

Control needs Coping with high uncertainty 

regarding the actual amount of repair 

work needed for a particular job; Large 

number of dependencies in the supply 

chain; Circular processes on shop 

floor (production and quality control). 

Allow for a big enough choice of job 

orders to account for available 

qualifications in the work force present 

in the shift; Avoid management 

attention due to ‘worker idle time’; 

Monitor delayed orders in production. 

Control 

possibilities 

Enterprise resource planning allows 

for control of interfaces (sales, 

purchasing, delivery); Standard work 

plan that is adaptable when 

knowledge is available (due to 

assessments or testing). 

Daily job lists with time frame of 

several weeks; Work activity 

registration allowed for multiple shops 

simultaneously; Splitting of orders; 

Overtime on Saturdays and Sundays; 

Modification of standard work plans. 

Control 

capabilities 

Trained planners; Use of planning 

module to schedule job orders; Control 

of job routing / sequencing depending 

on general workload. 

Massive allocation of resources to 

single jobs on the shop floor; Tracking 

and ‘chasing’ of individual job orders; 

Off-line optimization from one shift to 

the other. 

Unused 

control 

opportunities 

Structured, transparent job order-

related communication of operational 

uncertainties; Worker participation in 

structural decisions on control. 

Visibility of work progress; Distribution 

of job allocation decisions to enhance 

transparency on shop floor. 

 

6.3.3 Control capacity 

As we have laid out elsewhere in more detail (Karltun et al., 2006; Wäfler et al., 2008), the 

aim of our analysis was to measure and evaluate the potential for control or control capacity 

of a company using a structured empirical approach based on the framework of Cognitive 

Work Analysis – with some extensions.  

The final result of our analysis was an overview of the control needs, the control 

possibilities and capabilities that were in place on the system as well as on the workplace 
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levels of the company. Table 19 is showing these findings, including an evaluation of 

unused control opportunities, according to the research team.  

6.4 Morphogenetic analysis 

The fundamental question that has not been addressed in the first analysis of the material 

that had been collected in this case study is the question about why some control 

opportunities are exploited and others are not. Whilst it is certainly possible to further 

explore the constitutive entanglement of the social and the material, this approach will not 

reveal the underlying design principles or restrictions (Mutch, 2013). In order to do this, I 

will have to take another route, focussing on the characteristics and features of the control 

regime that is put in place using various technological, psychological and organizational 

means. This structure has a history, and it has emergent properties of its own. 

6.4.1 Questions to ask 

The morphogenetic approach requires that five basic questions are answered regarding the 

structure(s) of interest and its (their) causal power(s) (Elder-Vass, 2007, p. 31): 

1. What are its characteristic parts?  

2. How do they have to be structured (i.e. related to each other ) to form the whole? 

3. How does this come about (morphogenesis)?  

4. How is it sustained (morphostasis)?  

5. How are the powers or properties of the whole produced as a result of it having the 

parts it does, organised as they are (explanation of the generative mechanisms)? 

In the following, I am attempting to analyze our empirical material according to these 

questions. To structure my text I chose to use the temporal order proposed in the original 

approach by Archer (1995), shown in Figure 10 further above. 

6.4.2 Structural conditioning / inscription 

Volkoff and her colleagues (2007) have been able to show that the characteristic parts of 

ERP systems are embedded organizational elements, such as routines, roles and data as 

well as their relationships [cf. basic question number 1 by Elder-Vass, 2007, p. 31]. 

Relationships among routines form work flows or sequences, roles are based on their 

relationships to transactions (i.e. routines) and there are relationships between transactions 

and data (i.e. data requirements to execute a certain transaction). However, an organization 

is not completely free in implementing or embedding its routines and roles. As Volkoff, 

Strong and Elmes put it: “The routines enacted through social interaction during ES 

[Enterprise System] use do not construct the system – the system exists prior to its use, 

having been designed and built by a vendor, and configured by an implementation team. 

These design and construction and configuration activities create the prior structural 

conditions within which use eventually occurs (2007, p. 844).” 
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As Leonardi defines, “sociomateriality is the enactment of a particular set of activities 

that meld materiality with institutions, norms, discourses, and all other phenomena we 

typically define as ‘social’ (2012, p. 24)”. In critical realist terms, sociomateriality employs a 

‘flat’ ontology, because it is conflating agency and structure. The crucial question, however, 

is the one about temporal order: Who has established the ‘set of activities’ in the first place? 

Who decides what can be changed in a ‘sociomaterial’ system, and what not? Where do 

norms and discourses come from? Or, more in general, what are the preconditions and 

requirements that need to be met for sociomateriality to actually take place [cf. basic 

question number 2]? 

Thus, along the lines sketched out by Blumer (1990, p. 27f) in his very interesting 

discussion about the notion of industrialization, we could inquire more critically about the 

introduction of Enterprise Resource Planning in manufacturing and its conditioning effects 

[cf. basic question number 3]: 

1. Where has the ERP been developed, by whom, for whom and what are the 

consequences of this regarding the form and functionality of the system? 

2. How much tailoring is possible, what does it cost and who decides on these 

expenses? Is new hardware required? 

3. Who is training and motivating people that are supposed to work with the system? 

4. Does the ERP system work without any other adaptations, e.g. on the side of 

suppliers, subcontractors or transport partners? 

5. Is a company free in choosing the service partner or bound to use certified personnel 

by certain providers of services and support? 

The decision to implement an expensive and all-including software system such as an ERP 

is not taken lightly and usually involving the top management if not the shareholders or 

owners of a company. In any case, it requires high-level structural powers that allow for the 

subsequent change of rules and standards related to the most important processes in the 

organization. This – at least potentially – might also create resistance and conflicts, since 

“the power to do something (…) is always the power to do something against someone, or 

against the values and interests of this ‘someone’ that are enshrined in the apparatuses that 

rule and organize social life (Castells, 2009, p. 13).” Another question to ask therefore would 

be, who is profiting and who is loosing in ERP implementations? 

Origins. The term ERP was coined by the Gartner Group, a consultancy firm, in the 

early 1990s. Another name, CAPM (Computer Assisted Production Management) was in use 

at the time, but eventually was dismissed (cf. Webster, 1991a). Gartner’s consultants 

described a software architecture – which they called ERP – that they considered the next 

generation of MRP-II in April 1990 (Pollock & Williams, 2009, p. 24). The architecture is 

based on a vision of enterprise integration with a three-level client-server architecture 

(Pollock & Williams, 2009, p. 25). Today’s ERP systems are still based on the MRP-II 

framework (cf. Figure 5 above). In our case, the corporation had decided to use one of the 
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most common large-scale ERP systems on the market. We did not inquire into this specific 

topic but can assume that the most important aspect was integration of all divisions of the 

corporation. 

Segment. Advertisements, supplier literature, demonstrations on trade fairs, reports in 

trade papers all play a role in the acquisition process. Once the vendor and the customer 

have decided to work together, a tight contractual relationship is formed. There might be 

suppliers of associated products involved, i.e. hardware. There often are external knowledge 

providers that offer training and consultancy services. There might be implementers, 

suppliers of complementary or interoperable products, system integrators, change 

management experts etc. involved as well. The customers might participate in user clubs, 

usually based on contacts within a certain industry (Clausen & Koch, 1999; Koch, 2005; 

Pollock & Williams, 2009). Clausen and Koch (1999) have introduced the term ‘segment’ to 

designate such conglomerates of IT suppliers and customers. They suggest that knowledge 

flows within these segments – and is forming the evolution of ERP systems through 

implementation experiences, new demands and visions. In our case, the decisions 

concerning the ERP system were taken within the corporation as a whole, not the individual 

company. Support was available from the headquarters, but only on a limited scale. Our 

interviews did not cover these aspects of the IT infrastructure, but we can assume that most 

if not all of the above partners and participants were involved at some point in time. 

Features. The functions and features reach from analytics (financials, human capital, 

procurement, product development and manufacturing, sales and services) to strategic 

enterprise management (financial supply, supply chain management, financial accounting, 

talent management, workforce process management, inventory and warehouse 

management, production planning and manufacturing execution, sales order management, 

aftermarket sales and management, real estate management, enterprise asset management, 

travel management, environment) and to operations and workforce analytics (management 

accounting, corporate governance, workforce deployment, logistics, transportation 

management, product development, lifecycle data management, health and safety, quality 

management). In addition to that, providers are offering industry-specific packages and 

‘business maps’ (e.g. for financial services and banking, manufacturing or service 

industries, hospitals and higher education). 

Historical context. Four main factors contributed to the expansion of ERP use: (1) 

technical development, i.e. the availability of faster, cheaper computing capacity and 

shortage of IT professionals, (2) managerial, i.e. BPR and lean manufacturing ideas, ‘best 

practice’, (3) desire to share information across the whole company in combination with 

more financial control, i.e. an integrated system approach, (4) marketing, fear of Y2K 

problems in older systems. In addition to that, “ERP offerings with their libraries of ‘best 

practice’ industry business processes could be presented as a vehicle for BPR, mainly by 

consultants and vendors (Pollock & Williams, 2009, p. 28f)”. 
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Acquisition. Procurement of ERP systems involves top managers and IT specialists, and 

the process is generally lengthy and usually not straight forward. There is a considerable 

amount of ‘drama’ involved. Not only the status and provenance of the software, but also the 

credibility of the vendor, the judgments of experts, the availability of successful cases of the 

same industry as well as convincing demonstrations are contributing to the decision-making 

process (Pollock & Williams, 2009, pp. 60f and 176ff). None of these factors or processes is 

known in our case, since we got in contact with the company some time after 

implementation. 

Change. Any particular moment in the history of an organization can bee seen as 

simultaneously involving the unfolding of: (a) a task, (b) an individual project, (c) an 

occupational project, (d) an organizational project, and (d) the production or reproduction of 

an institution (Pollock & Williams, 2009, p. 279). All these simultaneous processes that 

might or might not unfold at the moment of the implementation of a new technology are 

affected in some way or the other. ERP systems support certain ways of organizing and 

inhibit others (cf. Koch, 2005; Webster, 1991a). In our case, there were substantial changes 

on the level of the shop floor when the system was first implemented. The shop floor 

supervisor lost almost all of his decision latitude. He now received detailed daily work plans, 

generated by the algorithms of the ERP system, that had to be executed without further 

delay. There was very limited flexibility in terms of allocating qualifications and personnel 

present in a specific shift to specific order demands. 

6.4.3 Social interaction / agential reflexivity 

Other research teams using the case study approach have been able to show that already 

during implementation the participants were forced to ‘work around the plan’ to obtain 

solutions to emerging issues. In using a different but comparable example, Elbanna 

demonstrates that improvisation, bricolage and drift took place on both the technology and 

organizational side at the company they studied (Elbanna, 2006). These findings indicate 

that the negotiations between organizational actors begin at a very early stage of interaction 

with the system [cf. basic question number 3]. As a matter of fact, through the inscription 

and subsequent empowered or impaired modes of interaction, the various interests within 

an organization are mobilized. In other words, as Castells argued “… power is not located in 

one particular social sphere or institution, but it is distributed throughout the entire realm 

of human action. Yet, there are concentrated expressions of power relationships in certain 

social forms that condition and frame the practice of power in society at large by enforcing 

domination. Power is relational, domination is institutional (Castells, 2009, p. 15).” 

When it comes to social interaction in and around ERP systems, power and domination 

are important underlying processes. In our case study we were primarily interested in the 

thoughts and concepts about the workings and failures of the planning system held by the 

participants. In order to elicit these understandings, we conducted three subsequent 
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workshops following the method that initially was described by Vester (2005). 20 variables 

were discussed and described by the interdisciplinary participants of these workshops 

These factors or variables are thought to have causal effects on the degree of coordination of 

job order dispatching and control (a detailed list including corresponding indicators can be 

found in the annex). They included for example incorrect planning parameters, degree of 

collaboration in production (among shops), degree of collaboration between production and 

engineering, proximity (physical, organizational), worker qualification, work execution, 

independence from key persons, common understanding of process definitions, capability 

and capacity to execute urgent orders, technical and quality problems, undue management 

interventions, and others more. 

There are three categories of powers at work that shape – but not determine – social 

events: Social structures, individuals and other material objects such as technological 

artifacts (cf. Elder-Vass, 2010). Table 20 is showing the findings of our case study according 

to these three sources of powers. 

Table 20: Variables influencing coordination of job orders 

Powers of social 

structures 

 

Collaboration in production (among shops), collaboration between 

production and engineering, proximity (organizational), common 

understanding of process definitions, independence from key persons, 

capability and capacity to execute urgent orders 

Powers of 

individuals 

Qualification, work execution, management interventions 

Powers of other 

material objects 

Planning parameters, technical and quality problems, proximity (physical) 

 

Through the lens of organizational routines (Feldman & Pentland, 2003), some of these 

elements or influences clearly have ‘ostensive’, and others predominantly ‘performative’ 

aspects. Common understanding and capability to execute urgent orders are based on 

ostensive knowledge within the workforce of the company. As opposed to that, proximity 

and management interventions are performative in nature. 

In our case, the consensual identification of influencing factors and variables had 

immediate consequences within the company. The management decided to divide the 

engineering department into a development group and a production support group. The 

production support engineers were then relocated into a newly created office space right 

above the shop floor (not in the office building next to the factory). This allowed for proximity 

and a much more coordinated collaboration between the production and engineering 

departments. The aim of these measures was to reduce answer latency when questions 

arose during the assessment or repair process. Most importantly, the higher availability of 

engineers was intended to help speeding up decision processes in regard to new products 

that had never been repaired and reconditioned before. There was some resistance from 

engineers, but eventually they agreed to the change in their responsibilities and duties. No 
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major change in the ERP system was needed to establish this new production support team. 

However, the overall ERP functioning possibly improved through the production engineer’s 

correction of missing or incorrect parameters within the production plan. 

One of the identified problems persisted over some time. Due to a very limiting daily job 

list, the shop floor supervisor was frequently not able to allocate the sufficiently qualified 

man to a job, something which is especially important in welding. Welders have very 

different levels of skill and expertise and some are qualified to do specific repair work 

whereas others are not. With a daily job list but shifting personnel, the supervisor and his 

foremen were put into a very difficult position. This arrangement would only work with a 

homogenous team of welders, for instance. This is not feasible at all, since there is a 

shortage of experienced welders on the market. 

The erosion of competencies on the level of the shop floor supervisor (in German 

‘Meister’) has been described by Kleinau (2005). He found that the role of the shop floor 

supervisor has been undergoing substantial changes through four main influencing factors: 

(1) Lean management and process-based responsibilities, (2) further automation and 

introduction of planning algorithms, (3) further division of labor, e.g. quality assurance or 

maintenance, and (4) introduction of group work and thus less hierarchy on the shop floor. 

In our case, the ERP implementation was following a rather ‘weak’ concept of team 

work, with very limited autonomy and decision latitude on the shop floor level (Koch & Buhl, 

2001). This certainly is the management approach that is requiring the least amount of 

adaptions within the ERP system [cf. basic question number 4]. 

6.4.4 Structural / sociocultural elaboration 

The problems related to the dispatching of jobs to sufficiently qualified personnel through 

the shop floor supervisor was eventually solved through the extension of the ‘normal work 

plan’ and the introduction of a much greater flexibility of work plans. Essentially, the work 

plans were extended to a weekly timeframe, although they could still be actualized on a 

daily basis. The enhanced decision latitude on the shop floor corresponded to the 

requirements for the management of critical repair processes but it also decreased 

transparency on the side of the planner. In the newly defined mode of job allocation, it was 

much more difficult for the planners to actually establish a sufficiently detailed overview of 

the daily ‘state of affairs’ on the shop floor. However, the higher degree of autonomy on the 

shop floor level was not awarded to empowered teams (‘strong’ mode of team work, cf. Koch 

& Buhl, 2001), but remained with the shop floor supervisor, who would allocate jobs to 

persons ‘in his head’. In this way, the work-around found by the planners and the 

production manager was increasing the communication requirements between the planners 

and the shop floor as well as increasing the dependence on the shop floor supervisor himself 

[cf. basic question number 5]. 
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As Martín-Baró has aptly pointed out, the domain of work, including services and 

industrial production is per se political. He wrote: “Few would deny that the underlying 

power structure of a society comes into being through economic relations that dictate the 

social division of labor. If, then, power is rooted in the resources available to groups and 

people as they carry on in the diverse realms of social life, it is obvious that the world of 

work constitutes the political sphere par excellence (…). As people act to get their human 

needs met, social lasses take shape, through mutual interrelation with the boundaries 

defined by the modes of production. In this same process, individuals flourish in their 

development, or they stagnate; they achieve their hopes, or retreat into alienation: they are 

humanized, or dehumanized (Martín-Baró, 1994, p. 97).” 

In the company we studied, there was a sort of ‘cultural divide’ between the ‘white collar’ 

workers and the ‘blue collar’ workers. Managers, planners, engineers were predominantly 

Swiss or German. On the shop floor the majority was from other – mostly southern – 

European countries as well as Turkey. The shop floor supervisor (himself from Germany) 

mentioned that they were from 15 different nations, and that there had only been one 

violent conflict so far (!). Clearly, with this divide in place, there was not much resistance 

nor demand for participation in the structuring of the company. In other contexts, with a 

higher degree of union memberships and less cultural differences, there might also be more 

critical voices. These interest groups could demand more autonomy and a more ‘human’ 

mode of collaboration, but this was not the case, at least not during the time of our inquiry 

at the company (cf. Koch & Buhl, 2001). 

Implementation studies that end too soon may underestimate the eventual 

organizational consequences of an innovation (Pollock & Williams, 2009, p. 85). The same 

could be said of our own study. Following our report to the top management, we were 

invited to participate in a meeting concerning a new add-on for the ERP system. This add-on 

was promoted by the CIO of the mother corporation, who was present at the meeting. A 

sales representative of the vendor of the tool was presenting the features and capabilities of 

the software. The CEO of the company wanted to have our opinion on the tool, and whether 

we thought it was of any use for the solution of their own problems in planning and 

scheduling. We made some critical remarks and questioned the tool, basically because of its 

‘data-driven’ approach (which requires exact data). Although everybody at the company 

knew that the usefulness of the add-on was very limited, the tool was purchased and 

installed.  

What became obvious in these discussions on ERP related issues with production 

planning and scheduling was that the influences were not only within the company itself. As 

Koch states, „in parallel (...) user groups, consultancies and others develop interpretations 

and political programs on what is now needed (2005, p. 53).“ These networks, or segments, 

may come to the conclusion that more of the same is needed. More data, more algorithms, 
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more graphical user interfaces. In a similar way, ERP systems get extended with internet 

portals, supply chain tools, and more (Pollock & Williams, 2009, p. 125f). 

There are three possible strategies for influencing the further development of mass-

customized ERP systems ‘from below’: (1) create success stories and exchange templates of 

ERP-configurations that support users, (2) assure continual improvement of ERP-

configuration, (3) create a multinational actor that can influence the generic part of the 

system, especially also in new sectors that need to be developed (cf. Koch, 2005; Locke & 

Lowe, 2007). 

6.5 Intermediate discussion 

The data collection for study two was conducted using a ‘modernist’ perspective. Its 

objective was to contribute to the solution of a problem that is underspecified and allocated 

in a highly ‘intentional’ work domain, namely production control of discrete manufacturing. 

The related – mostly cognitive – work that is performed by the organizational actors 

involved, i.e. the execution of control tasks to cope with operational uncertainties, is 

partially invisible and disembedded (cf. Star & Strauss, 1999). Such work is subject to 

constant negotiations between the demands and requirements of different interest groups as 

well as the control demands of the actual work system. A purely modernist or normative-

descriptive approach (cf. Vicente, 1999, p. 61ff) will struggle to produce a sufficiently 

adequate representation of such a work domain with all its human, social, cultural and 

material subtexts. 

In terms of methodology, it was therefore not feasible to follow the original CWA 

approach that was developed mainly for ‘functional’ work domains, albeit from a ‘formative’ 

perspective which we considered suitable in principle. To start with, the formal description of 

the work domain provided a challenge in the case of the intentional and widely distributed, 

hybrid domain of planning and scheduling in manufacturing. Even more so in this 

particular company with very complex processes (job shop with very high operational 

uncertainty due to repair work with unclear scope). The initial analysis of our data therefore 

had to remain partial and was not fully satisfactory. It provided some insights in the 

ongoing process of organizing, but did not help to clarify other aspects, like negotiations 

about control within the company. For the purpose of this thesis, however, I believe the 

study provides invaluable material. It allows for a reconsideration of the fundamental 

theoretical assumptions connected to such ‘application-oriented’ psychological studies of 

work contexts that are conducted with an intention to develop or improve technologies such 

as decision support or virtual team collaboration systems.  

The focus of the subsequent analysis that I conducted for this thesis was on additional 

explanatory capabilities (cf. discussion of study one). Based on a realist ontology, the 

morphogenetic approach allows for the description and understanding of power-relations 

related to technology development, implementation and use (Elder-Vass, 2012b; Mutch, 
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2010). Indeed, as students of work and industrial production, we do have to account for the 

role of power as a major context influence at play. Not doing so would mean that we do not 

fully understand human agency and behavior in this kind of context. Our findings would be 

very limited, or restricted to areas where humans are consciously subscribing to a certain 

power regime, such as in military contexts or in other high-risk, high-stakes environments 

(e.g. aviation or nuclear industry). 

Therefore I suggest that a morphogenetic analysis of the major structural elements of a 

work system, such as a ERP system, is an undertaking that is paying off. In our example, 

case study two, the mechanisms generating opportunities and threats for socio-technical 

design became more visible and understandable.  

As I have attempted to illuminate above, ‘packaged’ ERP systems are emerging from 

large and widely distributed networks of producers, vendors and consultants. These 

networks can be conceived as forming ‘sectors’, especially for specific countries, industries 

and/or (work) cultures. The ‘packaged’ software can evolve to a certain extent. Whereas the 

producer has interest in offering a standardized and customizable tool, the vendors and 

consultants (as ‘value-adding resellers’) are interested in providing guidance and know-how 

in terms of tailoring the standardized product. Thus, they are not necessarily interested in 

too many modules and features offered by the producer but instead are offering their own 

industry-specific solutions as add-ons to the standard software. The customer as well as the 

end users working for that company generally have little influence on the product itself. 

They are highly dependent on the other players of the network to provide upgrades, 

solutions and new features.  

The standard software allows for some kinds of organizing and collaboration whereas it 

hinders or inhibits others. In our case, the core concepts of the company regarding 

organization were in line with the ERP that had been chosen. Besides a hierarchical 

organization with distinct departments, it was using a rather ‘weak’ approach to team work, 

with little autonomy on the group level. Other organizations might face difficulties or 

substantial problems in the roll-out process if there is no ‘fit’ between the general approach 

to organizing and the ERP product. Under certain circumstances, one of the solution 

providers that specialize in add-ons might help to establish the necessary modifications 

during implementation. 

There remain many questions as to how the structural elaboration is taking place after 

‘going live’. It might be interesting to look at various ways of feedback generation, 

participation, community building and ‘clusters’, ‘segments’ or network alliances within an 

industry.  

ERP projects often stretch across long time-spans, from the initial idea to the final steps 

of the implementation, sometimes 10 years or more, and frequently with a kind of trial and 

error approach (e.g. Wagner et al., 2010). In our case study one, the company had chosen 

an ERP system under considerable time pressure because of the Y2K problem. They then 
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realized that this product was not well supported and did not satisfy the needs of the 

company in terms of flexibility and adaptability. The long time frames and dynamic 

relationship between different actors pose some problems to apply the morphogenetic 

approach. For most research teams it is not possible to conduct research in multiple places 

and across many years. This would demand a dedicated research program with subsequent 

projects and sufficient funding. 

Even if such a research endeavor could be envisioned, not all data might be available or 

accessible that a thorough morphogenetic approach requires. Especially value-adding 

resellers are in a position where their product- and industry-specific knowledge is their 

competitive advantage. They might not be ready to contribute to such an undertaking. The 

same of course is true for many companies in the industry – ERP system implementation 

and production planning and scheduling is affecting them in their organizational core. It is 

not likely that they allow for outsiders to take part in every decision process. The time span, 

the distributedness of the processes involved and the general accessibility to the sites that 

are crucial for morphogenesis of such systems are limiting factors for research in this field. 

Despite these difficulties, my project of developing a critical theory/methods package for 

Human Factors, I believe, is a step closer to the intended outcome. Using this case study, I 

have been able to show that the CWA methodology can be extended to be used in 

‘intentional’ work domains as well. The fundamental ontological position, Critical Realism, is 

in line with both CWA as well as the morphogenetic approach. In combining the two, I have 

been able to identify emergent properties, powers and generating mechanisms that help to 

explain social events and individual behavior in the production planning and scheduling 

work domain that is full of ‘soft factors’ and conditioning contexts that reach far beyond the 

immediate work environment. 

In the final chapters of this thesis, I will review the results of the case studies in the 

light of the intended general framework or theory/methods package. And finally I will 

discuss practical consequences of these findings for Human Factors. 
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7 Overall discussion and conclusions 

Insofar as we continue to see the technical and the social as separate domains, important 

aspects of these dimensions of our existence will remain beyond our reach as a democratic 

society. The fate of democracy is therefore bound up with our understanding of technology 

(Feenberg, 1999, p. vii). 

What can be said about the development of psychological research in production planning 

and scheduling after these two exemplary case studies? Do we know more about the 

shortcomings of a ‘modernist’ approach in describing and analyzing ERP systems or similar 

socio-technical assemblages? What are – in the light of my findings – the most crucial 

characteristics of this particular constellation of ‘distributed action’, seen from a critical-

emancipatory angle? These and more questions will be addressed in this chapter. 

In their overview of Engineering Psychology and Human Performance, Wickens and 

Hollands (2000) refer to social structure only in two aspects, without any further 

elaborations. The first passage is concerned with communication issues in teams with 

heterogenous authority (‘crew resource management’) and the second with errors in 

organizational contexts (‘resident pathogens’ or latent conditions for errors). In another 

reference book edited by Hendrick and Kleiner, titled Macroergonomics (2002), social 

structures are mentioned in terms of professionalism, value systems, cultural diversity, 

gender, cognitive complexity, participation and organizational culture. However, there is a 

lack of theoretical embedding of these concepts. They are mentioned as influences, but it 

remains very vague through which mechanisms they affect individual behavior at the 

workplace. In a more recent German overview on Human Factors, there is substantially 

more emphasis on group dynamics and cultural aspects of safety (Badke-Schaub et al., 

2008). But here, too, the enormous challenges of distributed and complex socio-technical 

systems is mentioned only briefly in a chapter on new forms of collaboration (Lauche, 2008). 

I suspect that one of the underlying reasons for the rather reluctant way of handling issues 

of social influence in our discipline is that Psychology in general does not consider social 

structures as causal powers in their own right, but merely as ‘independent variables’. 

7.1 Social structure in Human Factors 

One could conclude that the of consideration of social structures in mainstream Human 

Factors is not seen as having the potential for important contributions to the discipline. For 

many fields of application, this may be the case, especially work domains with highly 

structured hierarchical organization, clear-cut role definitions and a predominantly 

‘functional’ technological environment (e.g. air traffic control, train scheduling or chemical 

plant management). However, in work domains with a less structured workforce, flexible 

and dynamic social relationships and roles as well as a predominantly ‘intentional’ 
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character of the system, the lack of theoretical fundaments in the area of social structures 

becomes a deficiency for Human Factors. My overview of HF research in production 

planning and scheduling in discrete manufacturing has illustrated these shortcomings in a 

specific field of application. 

The challenge, then, was to identify exiting methodologies that would allow for an 

extension and theoretical reformulation to create a critical theory/methods package that 

could serve as an research approach for exactly those domains that are not well covered 

with standard Human Factors methodology. After reviewing various contributions that have 

employed critical and emancipatory thought in relevant fields of technology studies, and 

some subsequent philosophical elaborations of the fundamental questions raised by this 

review, I chose a critical realist perspective to develop further one of the existing approaches 

to work analysis, namely the Cognitive Work Analysis framework. 

In his initial formulation of this framework, Rasmussen did not mention the social 

aspects of work domains at all (Rasmussen, 1986b). A few years later, though, social 

organization and cultural aspects appeared prominently in the analytical framework that his 

group proposed (Rasmussen et al., 1994). They consider “the work organization (…) as a 

distributed, self-organizing control system”. Thus, the aim of the analysis is “to identify 

mechanisms that shape this organization and govern the allocation of functions to 

individuals (Rasmussen et al., 1994, p. 93)”. Their analytical approach is based on an open 

systems perspective on organizations (Rasmussen et al., 1994, p. 94). Accordingly, they 

understand organization as the relational structure that is necessary to coordinate the work 

activities of individuals. In their view, these dynamic structures have to be distinguished 

from the formal organization which reflects the – more stable – allocation of authority and 

legal responsibility. 

In both Rasmussen’s as well as Vicente’s concepts of social organization and 

cooperation analysis (cf. Vicente, 1999, p. 249ff), the focus is on function allocation, division 

of labor and cooperation. Vicente is putting more emphasis on the emergent and self-

organizing nature of systems of collaboration, providing examples and some references to 

literature. As Vicente states “… there can be little doubt that complex sociotechnical 

systems are largely open and thereby require distributed, adaptive organizational 

structures”. The question, then is: “How do we deliberately design for adaptive self-

organization (Vicente, 1999, p. 253)?” – The solution, they propose, is to distinguish 

between the content and the form of cooperation. The content meaning the division and 

coordination of work according to control requirements, and the form meaning its social 

organization. The first aspect seems well covered with CWA, it follows the logic of the work 

domain and control task analysis. However, the second aspect remains somewhat unclear. 

Although the authors agree on the point that social organization (e.g. through management 

style) can have a major influence on the resulting output, their tools for the analysis of this 

aspect are rather weak, if not non-existing (cf. Vicente, 1999, p. 271). 
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I used two case studies from the domain of discrete manufacturing to illustrate possible 

ways of extending CWA with regard to social structure. Socio-cognitive discourse analysis, 

on one hand, allowed for the description of local rationalities and intentionalities that 

potentially moderate behavior of individual agents beyond the actual functional division of 

work and allocation of control. The morphogenetic approach, on the other hand, allows for 

the identification of conditioning structures that are embedded or inscribed into 

(informational) artifacts, their influence on social or sociocultural interaction with these 

systems as well as the subsequent modification or redefinition of those structures. 

My propositions fit well with the ‘mission’ behind CWA. All three approaches are in line 

with a critical realist philosophy of science. CWA is based on a systemic understanding of 

the world, therefore proposing an ecological approach to work analysis, starting with the 

physical and social environment in which work is taking place. Vicente is explicitly referring 

to both aspects as “realities (Vicente, 1999, p. 48)”. A complex and stratified reality with 

multiple determination of natural as well as social events requires a „formative approach to 

work analysis (Vicente, 1999, p. 109ff)”. In consequence, CWA is about modeling behavior-

shaping constraints. Discourses and other forms of social institutions or structures by 

definition are such behavior-shaping constraints (Elder-Vass, 2012b). Whilst this was not 

an objective of this thesis, the re-consideration of some of CWA’s underlying theoretical 

assumptions as well as methodological approaches in the light of a critical realist 

conception of science could be worthwhile. The main benefit could be that both the 

‘functional’ as well as the ‘intentional’ aspects of complex sociotechnical systems could be 

analyzed in a more consistent and truly interdisciplinary way. 

The application of the two selected methodological approaches in the field of production 

planning and scheduling has shown advantages, but also potential pitfalls. My approach 

has shown that socio-cognitive discourse analysis can be used to describe local rationalities 

that are at work in the organizational arena, using the pre-implementation stage of an ERP 

system as an example. In particular, the identified fields of tensions between position-

practices and various social and organizational phenomena emerging from them are not yet 

fully understood and explained. The methodology is stepping short to reveal the full scope of 

causal powers employed by the different social structures in place. In the second case 

study, I have been able to show that the CWA methodology can be extended to be used in 

‘intentional’ work domains. In combining CWA with Archer’s morphological approach, I have 

been able to identify a range of emergent properties, powers and generating mechanisms 

that help to explain social events and individual behavior in the production planning and 

scheduling work domain. 

But still, the question of how individual agents support and undermine ERP systems at 

the same time remains to be addressed. A complementary, dialectical perspective might be 

of use in clarifying these issues. 
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7.2 Agency in Human Factors 

What is agency and who can have agency? In literature, a vast amount of contributions to 

these questions can be found, going back to the ancient Greek philosophers. It is not my 

intention to reproduce or summarize those manifold strands of philosophical thinking. But, 

for the purpose of my discussion of agency within Human Factors as a discipline, I have to 

make some preliminary declarations. As a bystander of this major debate within Philosophy 

and Sociology, I can only reflect on my own scientific work and chose my own standpoint 

accordingly. 

Psychologists in general do not invest too much time to think and reason about the 

philosophical assumptions of their discipline (cf. Teo, 2009; Tolman, 1994b). They subscribe 

to the ‘modern’ project of psychological research to explain the ‘mechanics of the mind’. The 

object of their scientific work is the behavior of human individuals that are a-historical and 

de-contextualized. The preferred mode of working is through controlled experiments and 

observations. In doing so, scientists are following a reductionist, empiricist mode of 

knowledge production. The underlying mechanistic world view has been criticized by many 

thinkers during the past three or four decades, especially also because of the persisting 

reluctance of mainstream psychologists to reflect upon the socio-historical context as well 

as political-economic consequences of their science (Fox et al., 2009; Gillespie, 1992; 

Holzkamp, 1985; Kvale, 1992; Parker, 2007; Riegel, 1978; Teo, 1998; Tolman, 1994b; 

Tolman & Maiers, 1991). A mechanistic world view leaves an individual’s subjectivity in a 

degraded status, as an irrational interference in the development of ‘objective’ knowledge. 

The scientific methodology becomes more important than the adequacy of that approach 

with regard to the subject matter (Teo, 2009). Critique of such an approach to Psychology 

has not only been raised from the advocates of subjectivity, but also on purely philosophical 

grounds (e.g. lack of social ontology, disregard of Popper’s falsification theory). 

When it comes to ontology, mainstream psychologists follow a positivist understanding 

of science. After the turn towards more critical and dialectic thought in the social sciences, 

that theoretical standpoint has become ‘outdated’ in many disciplines, but not in 

Psychology. Some of the other disciplines, or their proponents, have turned to a radical 

constructivist position, denying any kind of reality outside human thought and language. 

Between these two poles, positivism on one side and radical (or ‘hard’) constructivism on the 

other, there have been many attempts to revise and elaborate their philosophical 

fundaments. One approach to the revision of fundamental assumptions, without retreating 

towards radical constructivism, was a shift towards an ecological approach to cognition 

(Barker, 1968; Bateson, 1972; Gibson, 1979). Another important approach is based on the 

phenomenological tradition of philosophy, focussing on the structural analysis of 

experience. According to the proponents of this school, the irreducibility of the first person, 

or subject, must be acknowledged (cf. Zahavi 2005).  
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This view consists of an understanding of the self as a center of intentionality that is 

relating to a world that is independent and to a large extent unknown. Such a 

conceptualization of humans as subjects has far-reaching consequences on the notion of 

agency, and thus for Psychology as a discipline. As Tolman puts it: “Seen in this way, reality 

becomes for each of us a possibility-space within which we experience and act, and 

intentionality becomes a possibility-relation to our world and ourselves (Tolman, 1994b, p. 

33).“ As a consequence, reality, for critical psychologists, does not predominantly consist of 

decontextualized stimuli, but of meanings. These meanings are the structures responsible 

for human behavior. „This reflects the fact that the dimensions and extent of individual 

actions (…) are societally determined, but in such a way that individuals can consciously 

orient themselves towards the situation as a ‘possibility’, that is, they always have the 

alternative of acting otherwise or not at all (Holzkamp, 1992, p. 198).“ 

Within Human Factors, a substantial part of scholarly work is concerned with 

predicting human performance within its ‘natural limitations’, i.e. in processes of perception 

and cognition. It is therefore based on psychological theories of signal detection, vigilance, 

attention, information processing, memory, decision-making that are applied to work 

settings involving technological artifacts and studied under controlled conditions (cf. 

Wickens & Hollands, 2000). It is not difficult to see that these efforts are based on a similar 

mechanistic empiricist approach. The main tool for Human Factors is modeling, based on 

variables that are related to each other. The model building that predominates Human 

Factors has a high validity in describing and predicting the “local relationships between 

people and technology, but support no independent criterion for explaining action outside 

individual (or small group) intentionality (Pettersen et al., 2010, p. 184).” In the domain of 

production planning and scheduling, specifically, there were efforts to formulate a ‘human 

model scheduler’ (Sanderson, 1991). Interestingly, this endeavor has never come to an end 

and was eventually dismissed. 

Interestingly, there are some domains of Human Factors that have elaborated 

alternative approaches, mostly driven through practical problems. The researchers involved 

have taken distance from the goal of exact modeling and prediction of human behavior in 

complex systems. Instead, they employ various methods to establish analytical accounts of 

work domains that are populated with knowing and empowered individuals. They 

acknowledge the degrees of freedom that professionals have in their highly complex tasks 

and strive to uncover regularities and characteristics in their work. While many research 

programs stay close to the philosophical ground of mainstream Psychology, others have 

started to explore more ecological, phenomenological or constructivist scientific approaches 

that employ quite different ontologies and epistemologies. 

Pettersen, McDonald and Engen, for example, are arguing “that when viewed in relation 

to theoretical antecedents the social theorising of safety in socio-technical systems is 

dominated by cognitive and constructivist based approaches not capable of capturing the 
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relationship between social structures and individual agency (Pettersen et al., 2010, p. 

184).” To my knowledge, there is at least one framework in Human Factors that has 

attempted to bridge the gap between the various perspectives, Cognitive Work Analysis 

(Rasmussen et al., 1994; Vicente, 1999). It has achieved that through the combination of an 

ecological understanding of complex sociotechnical work environments and 

phenomenological descriptions of actual practice in such contexts. The main proponents of 

that approach have implicitly created a quite unique stance when it comes to theorizing 

agency in our discipline. 

Using the example of the city as a work domain, Rasmussen, Pejtersen and Goodstein 

distinguish between functionality and intentionality in a means-ends abstraction hierarchy 

(1994, p. 43). In their understanding, the functional and material features of the work 

system dominate the representation at the lower levels, while the intentional features, that 

is, the objectives that govern the control of the system functions, dominate at the higher 

levels. They underline the importance of the intentional part as a coordinative force on all 

levels of the material world: “The intentional component becomes increasingly influential at 

the higher levels and also more complex as global functions come into play. It can also be 

seen [in the example of the city] that the intentional part of the domain representation 

constitutes a hierarchical control function that serves to coordinate the behavior of the 

material world at all levels (Rasmussen et al., 1994, p. 44).” 

Intentions require agency that is exerted by an individual or group. Intentions are based 

on choice and they can (at least potentially) be communicated. That mostly applies for 

situations in which a predefined solution, routine or action path is not available. Intentions 

are the result of an analytic and anticipatory thought process about the control 

opportunities at hand. According to Rasmussen, Pejtersen and Goodstein, the analysis of 

the hierarchical control function or intentional part of a work system - becomes more 

important in systems with sources of regularity other than physical processes (e.g. in 

manufacturing that involves manual work, companies that provide services, or design) to 

understand the work domain.  

However, when attempting to analyze the cognitive strategies that are involved, the 

missing conceptual definition of ‘intentionality’ becomes obvious. Two conceptually 

interrelated cognitive activities are mentioned by Rasmussen and colleagues, ‘functional 

implications’ and ‘intentional explications’. Functional implications could be understood as 

the result of a cognitive process comparing the actual state of affairs with required (or 

intended) outcomes on different levels of the abstraction hierarchy, providing a link between 

the ‘functional domain’ and the ‘intentional domain’. Intentional explications on the other 

side are the result of a cognitive process that dynamically updates intentional states 

(derived from ‘ultimate goals’) in order to lead or guide activities on within the ‘functional 

domain’ - an therefore requiring explicit communication of corresponding intentions (e.g. 

through tactical orders, job sequences or schedules). 
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Intentional explication is shaping individual decision making. But the ontological status 

of the intentional structure of a work system remains somewhat underspecified: “(...) the 

actual, individual goals of the smaller units are not found by a decomposition of the overall 

goal but are developed independently from subjective preferences. Basically, this is a 

consequence of some of the intentional structure of a work system being embedded in the 

rules of conduct of the social system and some of it being brought to bear by the individual 

actors in order to resolve the remaining degrees of freedom (Rasmussen et al., 1994, pp. 45-

46).” 

To describe a work domain - including its intentional side - it is therefore necessary to 

chose a set of suitable methods in order to cover both structural aspects, (a) rules of 

conduct and (b) individual preferences. But then, to operationalize and clarify the theoretical 

concepts, the terminology is used in a somewhat vague way. What is meant by ‘rules of 

conduct’? And, are the individual preferences really due to personality traits (like risk 

aversion) or rather an expression of professional knowledge and experience-based 

interpretations of the state of affairs? - The clarification of these issues is important, since 

neither role identities nor personality traits are within the scope of a work domain analysis 

in Rasmussen and colleague’s framework. Assuming that both features of the intentional 

structure can be formulated in a de-personalized way, a cognitive engineering approach to 

support control decision-making activities must consider the adequate level of 

representation in both aspects of work domains (cf. Rasmussen et al., 1994, p. 48ff). 

My analysis of local rationalities and their modeling using the i* method in case study 

one can serve as an example of how these intentional structures could be elicitated and 

made explicit, without referring to individual persons. The intentionality of groups or roles 

in the organization becomes more visible through the description of soft goals and strategic 

dependencies. Despite these achievements, there remain some open questions. One of them 

is how intentional structures translate to actual strategic and tactical decisions within day-

to-day planning and scheduling activities? Another question targets the complications 

stemming from historical factors, such as trust and alliances. What can be expected from 

the other actors at a specific point in time? Reliability or suspicion could be strong 

constraints for decision-making in an organization. 

Control in organizations is distributed among many actors. Some of them do have the 

powers to change intentional structures – for example by advocating their ‘materialization’ 

in defined rules, standards, or in the form of technological artifacts. Case study two has 

provided some insights into the workings and dynamics of conditioning and inscription as 

well as interaction and modification of social structures. These structures, material as well 

as non-material, are forming the overall constraints for agency in organizations. Their 

heterogeneity complicates things further: Some rules are explicit, others are not. Some 

persons have access to information and guidance, others have not. And some members of 

the organization are in positions that support networking, whereas others are isolated. 
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Rasmussen and colleagues are referring to informal as well as formal rules of conduct. 

Formal rules could be understood to consist of communicated standards or procedures, and 

even routines. Informal rules of conduct might be non-documented routines or behavioral 

repertories that have emerged within a community of practice over time (Wenger, 1999), or 

they might be rooted in discursive norm circles (Elder-Vass, 2012a). In general, work 

systems that are relatively loosely coupled require more active explication, communication 

and interpretation of intentional information, i.e. more intentional activities on all levels. As 

Rasmussen and colleagues summarize, “coordination and control of activities [in loosely 

coupled systems] depend on the communication of company-institutional objectives. The 

intentionality originating from the interpretation of environmental conditions and 

constraints by the management (...) propagates dynamically downward and becomes 

implemented in more detailed policies and practices by members of the staff. Making 

intentions operational and explicit during this process requires an interpretation 

considering a multitude of details dictated by the local context (Rasmussen et al., 1994, pp. 

51-52).” 

As a consequence, some members of an organization are charged with the ‘translation’ 

of management intentionality (as ‘interpretations of environmental conditions’) into policies 

and practical directions for workers further below in the hierarchy. They need to resolve 

many degrees of freedom not only for themselves, but for many others as well. This in turn 

implies that the individual actor faces a work environment in which the regularity to a 

considerable degree depends on the intentionality brought to bear by colleagues. The 

question of how others might react adds considerable complexity to the problem solving and 

decision making tasks of these persons. But they – due to their somewhat privileged 

position and usually also access to higher levels of the hierarchy – also have various 

possibilities to actively change the intentional structure throughout the organization. 

Agency in organization therefore is unevenly distributed. Some members have more 

access to information and higher level ‘intentionality’ such as interpretations of external 

events, directives or strategies. These persons are directing their control behavior not only at 

the functional state of the production process, but also on other actors’ intentions. Thirdly, 

they might even consider to modify the intentional structure embedded in the control 

system of the organization (cf. Rasmussen et al., 1994, p. 52f). In an environment with 

predominantly direct face-to-face interaction, intentions can be made explicit and aligned 

through a process of negotiation or mediation as conflicting intentions become evident. 

Within a distributed work environment involving computers as collaborative tools, these 

dynamics within the ‘intentional domain’ are hindered or obscured substantially. 

Technology therefore plays an important role both in restricting and enhancing agency. 

Depending on the details of the implementation, intentions become more or less explicitly 

‘readable’ by the users of the system. Potentially, strategies and tactical decisions might 

even be made transparent and documented for other actors. Usually this is not the case – 
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but experienced users are able to ‘read the game’ of their colleagues within the different 

layers above and below them. Yet, some of the intentional aspects that affect their 

collaboration might never become evident, and are constraining the overall performance of 

the system without being addressed in the organization. But how can such constraints be 

represented? How can we formalize intentions on various levels of organizations? And, who 

needs to know about them? Accordingly, at the end of their book, Rasmussen and 

colleagues add an outlook to their conceptual elaborations on intentionality: “We have not 

been able to find ‘ecological’ displays for analysis and evaluation of work system states for 

autonomous system users in a constrained environment (...), that is, for work domains in 

which the source of regularity is related to intentional structures, such as laws, regulations, 

and company strategies. The reason for this situation is that symbolic representations of 

intentional structures have not as yet been developed. Activities, such as production flow 

control in just-in-time production systems, patient treatment planning in hospitals, or case 

handling in public service institutions, are handled by autonomous actors within the 

constraints posed by regulations, by the intended product-case flow, and by the intentions 

of colleagues handling the state of affairs up- and down-stream of the flow of work items. 

For design of ecological interfaces, we need to formalize a description of the different forms 

of intentional structures and to find suitable symbolic representations. This is an area for 

further development (Rasmussen et al., 1994, p. 330).” 

When relating to today’s ERP systems, these – more or less autonomous – actors are not 

necessarily privileged users of an open and friendly system. They are assigned predefined 

roles and rights, and they get trained as how to use the system in the prescribed way. As a 

necessary but also restraining condition of their professional existence, is hardly possible 

for them to use it ‘with heart’ (Nardi & O’Day, 2000). The ERP environment with its 

overwhelming dimensions resembles more to what Ellul (1988) has called a ‘technique’ (a 

kind of technological network or complex). The ‘raison d’être’ (right or reason to exist) for 

this interconnected ‘technique’ is to formalize and structure the production process 

according to certain principles, mainly productivity. Or, as Webster formulated: “If 

technological development has a logic, it is not autonomous logic, but one which arises from 

attempts by corporate managements to organize production to meet their particular 

objectives (Webster, 1991a, p. 199).” When analyzing technology use in organizations, we as 

psychologists and engineers should not forget these fundamental preconditions. 

It is an important step for Human Factors to understand and theoretically frame agency 

in a more comprehensive way. Agency is directed towards possibilities, it thus requires 

information about the state of affairs as well as degrees of freedom to act upon them. Agency 

is always already restricted in organizations, it is a property of a position or role. Technology 

acts as an opportunity or constraint for individuals and groups to enact their agential 

powers in specific situations. Implementing a technology usually brings new opportunities 

as well as risks for the intentional structure of an organization. Some agents loose agency, 
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others are gaining in the process. In general, agency is unevenly distributed and agents that 

are striving to attain their goals are inclined to come up with way to boost their agential 

powers. That could for example be achieved through informal relationships, professional 

networks or even ‘hacking’ of the IT system. 

Agency seen from a systems perspective has – to my knowledge of literature – not 

received sufficient scholarly attention in Human Factors. This is partly due to a lack of 

ontological clarity as to what exactly agency is and how it is embedded in social structures 

of organizations. A critical theory/methods package for Human Factors must address these 

issues in one way or the other. 

7.3 Critical realist theory/methods package 

The theory/methods package I have developed in this thesis using the work domain of 

production planning and scheduling as a practical background is built upon a realist social 

ontology. More specifically, a local ontology for a discipline like Human Factors must 

account for the particular types of entities that constitute the objects of the discipline, the 

parts of each type of entity and the sets of relations between them that are required to 

constitute them into this type of entity, the emergent properties or causal powers of each 

type of entity,  the mechanisms through which their parts and the characteristic relations 

between them produce the emergent properties of the wholes, the morphogenetic causes that 

bring each type of entity into existence, the morphostatic causes that sustain their existence, 

and the ways that these sorts of entities, with these properties, interact to cause the events 

we seek to explain (Elder-Vass, 2010, p. 69). 

The crucial types of entities for Human Factors are professional individuals, working in 

organizations with a certain division of labor, routines, internal systems of regulation and 

control and a technological infrastructure (artifacts).  

Organizations are structured social groups with emergent causal powers. They depend 

on normative mechanisms to produce the role specialization upon which they depend, but 

role-coordinated interaction between their members (which may include non-human material 

things) provides a further class of mechanisms, a class that confers non-normative causal 

powers on the organizations concerned (Elder-Vass, 2010, p. 167). Authority relations are a 

variety of role specialization, they confer some part of the power of the organization as a 

whole on certain persons (as role occupants). The management role includes the 

development of the role specifications in response to the goals, performance and 

circumstances of the organization. 

Infrastructure consists of technological systems that have properties and powers analog 

to social structures, for example though the distribution of user roles and access rights to 

locations, functions, data or content. Technological systems are physical as well as 

‘institutional’ in the sense that they are social structures of a material kind. They embody 
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norms of behavior, degrees of freedom or constraints to agency that have been inscribed to 

them by their designers, who in turn have been influenced by their own social environment. 

Their emergent powers stem from a combination or constellation of embedded resources like 

algorithms that access large databases with layers of data presentation and inscribed access 

and manipulation potentials. 

A regional theory of a technological system must therefore be concerned with identifying 

the causal mechanisms underlying emergent properties, and with explaining how these 

interact to produce events of interest (cf. Elder-Vass, 2010). The identification of causal 

mechanisms (retroduction) requires the use of established methods for empirical research, 

including both quantitative and qualitative techniques. Therefore I have proposed to use 

constructivist social theory (in the ‘weak’ sense of constructivism, cf. Elder-Vass, 2012a) 

and a set of qualitative methods to approach and elicit social structures like discursive 

norm circles and other underlying properties of organizational actors. 

In realist social ontology, agency and structure are depending on each other, but are 

analytically treated as separate entities or aspects. On a philosophical ground, given their 

co-constitutive nature, the dualism can be contested with good reasons, as do proponents of 

Gidden’s structuration theory or its modern derivatives like the sociomateriality framework 

(e.g. Caldwell, 2007; Leonardi, 2013; Orlikowski & Scott, 2008). But, on an analytical 

ground, there are strong arguments for such an analytical dualism (e.g. Archer, 1995; 

Mutch, 2013). Mainly for the reason of its potential for critique, I chose the second approach 

for my proposed theory/methods package. In separating agency and structure, the analysis 

of work processes becomes not only more intelligible, but also creates more points of 

leverage for design and resistance. 

Further, a dual approach allows for the detailed description of hybrid socio-

technological constellations of action and the role of local rationalities/knowledge in the 

production of actual events. It avoids treating heterogeneous actors and actants as ‘equal’ 

participants and it makes a historical or morphogenetic explanation of interactions and 

subsequent modifications possible through acknowledging the role of temporal order. In 

doing so, agency embedded in non-human structures and artifacts can be theoretically 

conceived and become practical relevance in system design (cf. Rammert, 2007). 

In taking this approach, we can develop ‘mid-range’ theories about technology. An 

example of a mid-range theory hat is possible on such philosophical assumptions is 

Normalization Process Theory. This theory provides a propositional framework about 

processes of implementation of ‘material practices’, and the work that actors do to achieve it 

(May & Finch, 2009). According to May and Finch, “Normalization Process Theory provides a 

robust and replicable ecological framework for analyzing the dynamic collective work and 

relationships involved in the implementation and social shaping of practices. It is a theory 

for empirical application rather than abstract critique. It focuses attention on organized and 



166  Agency and social structure in Human Factors 

 

organizing agency in the production and reproduction of the implementation, embedding (or 

not), and continuing integration of material practices (May & Finch, 2009, p. 549)”. 

It has not been the objective of this thesis to come up with new theories about 

production planning and scheduling as a practice. My goal was to propose a coherent and 

useful theory/methods package for a critical approach to Human Factors. The package 

should be capable of critique in the sense of sensitivity to workings and embedded 

structures of power as well as self-reflexivity about scientific practice. Ideally, it should allow 

for ‘two-sided’ psychological categories, as Holzkamp has claimed for a Critical Psychology: 

“… if critical psychologists want to avoid becoming hopelessly mired in semantic debate, 

they will first of all have to have at their disposal an empirical method for the critique and 

development of categories, since only by such a means can the categories be rescued from 

the total indeterminancy of semantical arrangements, and, further, they will have to be able 

to demonstrate with such a method that their ‘two-sided’ psychological categories have a 

greater adequacy with regard to the object than the ‘one-sided’ categories (Holzkamp, 1992, 

p. 194).” 

In order to come up with the final conclusions of this thesis, I will attempt to reflect on 

the chosen path and material in a self-critical way. Then I will discuss possible remedies for 

the weaknesses or problem zones that I have been able to come up with. This should allow 

for concluding remarks about the applicability, validity, usefulness and general scientific 

value of my contribution. 

The first critical self-reflection is about language, since it seems crucial in getting away 

from essentialist perspectives on technical artifacts and systems. As Grint and Woolgar put 

it: “As prisoners of the conventions of language and representation, we display, reaffirm and 

sustain the basic premises of essentialism that entities of all kinds, but most visibly and 

consequentially technical artifacts and technological systems, possess characteristics and 

capacities, and are capable of effects. (...) It follows that a radical move away from 

essentialism (...) requires nothing short of a major reworking of the categories and 

conventions of language use (1997, p. 114)“. 

Based on the substantial ground work done by Rasmussen and colleagues (Rasmussen 

et al., 1994; Rasmussen et al., 1990) as well as Vicente (1999) on a taxonomy for cognitive 

work analysis, I have proposed a realist social ontology to guide further explorations in that 

direction. This has allowed for some theoretical and methodological extensions – mainly in 

the analysis of organizational structures – and the integration of the terminology that comes 

with them. Through the proposed use of socio-cognitive discourse analysis and the 

morphogenetic approach within the framework of Cognitive Work Analysis, I have 

introduced categories and language conventions that come from a tradition of scholarly 

critique and historical-political awareness and sensitivity. In doing so I realized that there is 

a general compatibility of these concepts with the already existing framework. 
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While ontology and taxonomy are important if not essential fundaments for research in 

complex systems, they do not provide answers for all methodological questions. How can we, 

as psychologists or engineers, address issues of agency, social structure, positioning and 

discourse to explain success or failure of technical systems? Either we chose not to address 

these issues at all and restrict ourselves to work domains where agency and social structure 

are restricted through highly formalized organizational structures (e.g. aviation, specialized 

control rooms). Or we have to open up for a truly interdisciplinary approach in order to 

investigate work domains where agency and social structure have a major influence on the 

overall functioning. 

Interdisciplinarity, however, can be understood in at least two ways. The first concept of 

interdisciplinarity is aiming at a unification of theories and concepts as well as methods. 

The second concept of interdisciplinarity is aiming at an integration of results without the 

goal of unification (Danermark, 2002). This approach acknowledges the fact that reality is 

stratified and that methods have to be chosen according to the strata of interest (e.g. 

experimental research for biological strata). For the second approach, it is necessary to 

discuss ontological questions, since it will not suffice to discuss methods alone. All 

participants in this kind of interdisciplinary research will have to subscribe to the same 

ontology, otherwise the integration of the results will be impossible. I am suggesting that 

this is the right way to proceed for developing a critical Human Factors approach that 

inherently must be interdisciplinary. 

 According to Danermark, “interdisciplinary research is the study of a common complex 

phenomenon and how that phenomenon is manifested at different levels of reality. This is 

done by using specific theories and methods developed for each level. The results are then 

integrated in an attempt to reach a more holistic perspective on the phenomenon (2002, p. 

61)”. And further, “interdisciplinary research has to be characterized by methodological 

pluralism and not by methodological imperialism or methodological relativism. Even so, true 

interdisciplinary research demands respect for the methodology of the different disciplines 

(2002, p. 63).” 

The theory/methods package that I have proposed above not only allows for an 

interdisciplinary investigation of complex and distributed sociotechnical work settings but 

also for a self-reflexive research mode that has the potential to avoid ‘single-sided’ blind 

spots and pitfalls. Pollock and Williams have taken a comparable route which they call the 

Biography of Artefacts Framework: “The project was inspired by our unhappiness with the 

way that most existing research into packaged software and ERP in particular was framed. 

As we noted (…) there is a huge literature addressing ERP and the development and 

adoption of workplace technologies more generally. This research is often weaker in 

theoretical and conceptual terms than STS (which only constitutes a small share of this 

literature), particularly in its understanding of innovation, and is less concerned to consider 

issues of methodology and epistemology. The bulk of these studies are framed, somewhat 
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unreflexively, within particular well-established modes of research, constrained within 

particular loci, timeframes, disciplinary perspectives and concerns (Pollock & Williams, 

2009, p. 81).” 

Specifically the combination of a critical realist social ontology with the multimodal 

framework of Cognitive Work Analysis has shown the potential to lead towards a critical and 

emancipatory approach to work analysis in Human Factors. Therefore, it is necessary to 

create an openness to multiple perspectives without losing the common ground of a shared 

ontology. It is only in this way that we can overcome the weaknesses and the limitation of 

methodologically rigid but scientifically limited modes of research. The opening that is 

achieved like this makes a broader perspective possible, and Pollock and Williams argue 

accordingly: “By adopting multiple locales and differing scales of analysis, we aim to address 

both the fine structures and the broader structures at play in the emergence and evolution 

of technological fields, combining the respective advantages of local and larger-scale 

analysis, and in so doing overcoming local-global and action-structure dichotomies (2009, p. 

278).”  

The general Human Factors problems and issues I have described in chapter 3.3 for the 

field of production planning and scheduling seem to be addressable with such an approach. 

Table 21 is providing a schematic comparison of the two approaches discussed here, the 

conventional Human Factors approaches and the proposed approach that could be roughly 

described as critical-emancipatory. 

Table 21: Characteristics of conventional Human Factors approaches and the proposed critical 
theory/methods package 

 Conventional approaches  Critical theory/methods package  

Ontology Positivist / empiricist Critical realist / constructivist 

Preferred 

methods 

Task analysis, controlled 

experiments, modeling 

Work analysis, discourse analysis, 

morphogenetic analysis, action research 

Domain 

descriptions 

Procedural Declarative 

Subjectivity / 

intentionality 

Rational operator isolated from social 

context 

Self-reflexive actors embedded in layered 

social reality 

Agency Cognitivist perspective (decision 

models, heuristics) 

Emergentist perspective (human and 

non-human agents) 

Social structure Mostly outside research focus (some 

exceptions, e.g. organizational 

culture) 

Highly influential on behavior through 

norms, discourses and local practices 

(practice-positions) 

 

Conventional Human Factors approaches to highly intentional work domains remain 

insufficient due to a subjectivity-free, positivist ontology and methodology that is ignoring 

power structures and ideologies which are shaping social discourses, individual cognitions 

and artifacts (Dery et al., 2006; Light & Wagner, 2006; Shepherd et al., 2009). They tend to 

be blind to the implementation of political agendas through the use of technology (Córdoba, 
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2007; Koch & Buhl, 2001). Besides conceptualizing and modeling human agents as subjects 

that are subjected to multi-faceted social environments, a critical-emancipatory approach 

also addresses the specific managerial practice that is inscribed within the ERP system. In 

such an approach, the ERP system’s ability to shape user’s activities is theorized as a kind 

of agency. Whereas human agency is based on intentionality, such non-human agency is 

based on affordance (Ignatiadis & Nandhakumar, 2006). 

The central contribution of this thesis, the proposition and discussion of a realist-

constructivist theory/methods package for Human Factors as an interdisciplinary 

discipline, leads to new questions. For instance, should we invest more effort into a 

formalized set of methods or framework for our research? Could Cognitive Work Analysis 

serve as a vehicle for this, thus becoming more than a collection of complementary methods 

to analyze work in complex sociotechnical systems, i.e. a pragmatic combination of task and 

system based approaches (Ernst, Jamieson & Mylopoulos, 2006; Jamieson, 2003) for 

cognitive engineering and software design? Could this new, comprehensive package be 

formulated as a truly interdisciplinary framework that has the potential to address future 

research and development problems in Human Factors domains? Does this approach 

eventually contribute to a stronger influence of Human Factors in societal change in general 

(cf. Vicente, 2008)? 

Although I have attempted to put the proposed theory/methods package to work in two 

case studies from industry, its usefulness for research and development still needs to be 

demonstrated in future contributions. I will dedicate the last chapter of my thesis to discuss 

some practical implications of my preliminary and in many aspects unfinished work. In 

doing so, I am particularly interested in questions revolving around ethical issues related to 

Human Factors, around democratization of technology governance, around participative or 

action research as a mode of engagement with those real world problems that do not award 

us to take a neutral stance as investigators. 
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8 Implications and outlook 

Real change will come not when we turn away from technology toward meaning, but when we 

recognize the nature of our subordinate position in the technical systems that enroll us, and 

begin to intervene in the design process in the defense of the conditions of a meaningful life and a 

livable environment (Feenberg, 1999, p. xiv). 

The contribution of this thesis has implications on at least three aspects of Human Factors 

research and development efforts related to large-scale enterprise IT systems. Firstly, on the 

theoretical level, it proposes an explicit philosophical orientation based on an critical realist 

social ontology. Secondly, on the level of socio-technological development projects, it is 

showing ways to improve stakeholder involvement at early stages of the process. Thirdly, it 

provides a framework for teaching and training by setting the stage for case studies or other 

forms of interdisciplinary learning.  

In the final chapter I will try to provide an brief evaluation of these implications as well 

as a set of possible future directions for research on the ‘politics of the artifact’ (Winner, 

1980), general principles of sociotechnical design and the application of the above 

propositions to the field of ERP and possibly other, comparable fields. 

8.1 Theoretical implications 

One of the ethical issues linked to my reflections in this thesis is: In whose interest are we - 

as Human Factors engineers and psychologists - doing our work? Are we committed to 

contributing towards more humane, decent workplaces (as we prefer to see ourselves)? Or 

are we trouble shooters working in the interest of those in power to fix whatever the flaws 

are within their control structure that has been developed to serve there (exploitative) 

interests, regardless the well-being of the workforce they employ? Are we conscious of our 

societal role in general? How do we account for ethical and moral principles in our work as 

public-funded scientists and scholars (Vicente, 2008)? 

Scott (1987) is referring to the concept of dominant coalitions to answer the question 

about who is setting organizational goals. To me, the notion of coalitions within 

organizations, with more or less power, makes perfect sense. It is compatible with the 

critical realist understanding of the causal powers of social structure, e.g. through 

discursive norm circles, professional guilds or other forms of social structures. Through the 

recognition of dominant coalitions, it becomes clear that although single individuals and 

groups may impose goals in organizations, but they hardly ever are able to do so on their 

own. Organizational goals are therefore always something else, distinct from individual and 

group goals. There are differences in interests among participants that may or may not be 

resolved through negotiation. There may be conflicting goals – leading to dynamic shifts in 

the size and composition of the dominant coalition (cf. Scott, 1987, p. 271). Dominant 
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coalitions could be understood as situationally aligned position-practices that generate 

power through their mutual commitment to work towards a common goal. These position-

practices may under certain circumstances also be those of managers and researchers. 

Thus, when we as researchers ‘enter the stage’ in an organization, regardless of the level 

within the hierarchy, we become part of the coalition struggle around organizational powers. 

We do so by defining, interpreting, formalizing and categorizing aspects of organizational 

reality. As Law puts it: “There is no innocence. But to the extent social science conceals its 

performativity from itself it is pretending to an innocence that it cannot have. And to the 

extent that it enacts methods that look for or assume certain structural stabilities, it enacts 

those stabilities while interfering with other realities (…). We have suggested that the issue 

is one of ‘ontological politics’  . If methods are not innocent then they are also political. They 

help to make realities. But the question is: which realities? Which do we want to help to 

make more real, and which less real? How do we want to interfere (because interfere we will, 

one way or another) (Law & Urry, 2004, p. 405)?“ 

As a consequence, we have to ask ourselves, which are the realities we help to create? 

According to Winter (2009) the ultimate objective of research should be the empowerment of 

not only the researcher but also the participants within the research process. The process 

should lead to a democratization of power and knowledge. In Feenberg’s terms, this is only 

possible through a critical perspective refraining from technological determinism (Feenberg, 

1999). The process of technological development is essentially a social process that – in 

principle – has the potential to be conducted or mediated in a democratic way. Feenberg 

describes this mode of development as “democratic rationalization (1999, p. 74ff)“. In an 

analogue vein, Flores and colleagues argue that such processes can be conducted with 

awareness of the implications that are connected with technological change: “(...) all 

innovative technology leads to new practices, which cause social and organizational changes 

whether anticipated or not. Some of these will be effective and others may be 

counterproductive. Our firm belief is that this process can be done with awareness. 

Although we can never fully anticipate the changes a technology will trigger, we can make 

conscious choices in the directions of change we facilitate (Flores, Graves, Hartfield & 

Winograd, 1988, p. 169).“ However, this rather optimist perspective of the creative powers of 

designers has also been criticized, for example by Suchman, for not accounting for 

resistance and subversion as legitimate modes of action for certain participants in 

organizations or societies (cf. Suchman, 1994). 

One way of theoretically framing the processes of power and knowledge in technological 

design is to postulate the communicative nature of any kind of artifact. Technology, 

especially today’s networked ICT infrastructures can be understood as communicative 

ensembles, involving specific codes, forms, discourses and cultures. They are creating 

rooms or spaces of shared intentionality through communicative acts, and thus 

communication power (Castells, 2009; Knoblauch, 2013). Coming from this theoretical 



172  Agency and social structure in Human Factors 

 

perspective, any design process could be navigated into two directions. Either, it could be 

directed towards greater transparency and translucence to enhance shared intentionality, 

or, it could be directed towards more obscure and mysterious mechanisms hidden in some 

kind of ‘black box’. Most likely, the decision which direction is most appropriate is taken by 

management. Depending on the goals and purposes of an organization, the decision makers 

may chose one way or the other, with more or less awareness of the (social) consequences of 

their decision. 

A hypothetical case could be that an organization, for example a university or a staff-

owned not-for-profit service provider, is intending to develop a technological design that 

leads to the highest possible transparency when it comes to intentionality. One way to 

achieve this could be through the application of methods of participatory (action) research 

(cf. Bergold & Thomas, 2012). During the field work conducted to collect the data for our 

case studies described further above, I have experienced several occasions where we were 

involved in a process that could be described as a mutual learning experience. At least once 

we were surprised about the consequences of our own questioning. In a truly participatory 

research approach, not only the goals of the research but also the methods and samples are 

defined by both the researchers as well as the participants. As a result, not only the 

researcher learns about what kind of questions could be asked, but also the participants are 

introduced into the use of previously unknown methods and instruments. 

8.2 Practical implications for research and development 

A future elaboration of the ideas and concepts that I developed in my thesis might thus be 

the participatory reformulation or extension of this approach to complex sociotechnical 

systems (cf. Bergold & Thomas, 2012). This might be especially useful for example in 

academia, public administration, non-profit sectors or community-owned Internet 

platforms. When it comes to ERP implementations, many of these organizations or 

institutions are struggling with the standardized offers that come with substantial tailoring 

efforts. These efforts are costly and – because of most IT partners being trained and 

accustomed to industrial business process modeling and the like – are often not leading to 

the desired outcomes.  

But even when an organization or its management is willing to do its utmost to create 

an open, democratic process that involves participatory design methods, there still might be 

resistance, or even sabotage. The health and prosperity, or even the existence of the 

organization is at stake. So for us as Human Factors experts, the question is: What are our 

concerns and strategies when designing systems that are used in an organizational 

environment including users that follow different, and possibly opposed objectives or 

policies? 

Some critical psychologists would make these voices or needs the starting point of their 

work. While this certainly makes sense from an ethical and social perspective, it might also 
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make sense for an organization in economical dimensions, especially on the long run. One 

example are training efforts. It makes a big difference if training participants think or believe 

the technology is degrading or harmful, or if they believe it will improve their quality of 

work-life. As Martín-Baró argues, “the political impact that can result from the 

psychologist’s work in the company, whether direct or indirect, deserves special emphasis. 

To take one example, the psychologist cannot define jobs according to the internal logic of 

the institution and the particular characteristics of individuals, while ignoring contributing 

criteria in a country’s social, political, and cultural spheres; for if these are neglected, what 

functions as adaptation to the business risks becoming a variety of political submission, 

and what appears on the surface as nothing more than technical training bears within it the 

seed of political and social alienation. Thus, when labor psychology fails to make 

empowerment one of its goals, or the active and organized participation of workers one of its 

principles, it runs the danger of falling into psychologizing and promoting alienation even in 

the act of disguising it (Martín-Baró, 1994, p. 98).” 

In following a more pragmatic approach, but one compatible with the considerations 

laid out above, Marmaras and Nathanael (2005) are proposing to systematize the reality of 

cognitive engineering practice and put this framework to use in concrete design processes. 

In their view, it is especially important to (1) explicitly consider the demand for intervention 

and the analysts preconceptions during the framing of the world-to-study, to (2) adopt 

multiple views for a sufficient understanding of the world-of-practice, to (3) continuously 

reframe the world-to-study (i.e., topological boundaries as well as timeframes) as the 

understanding of reality unfolds, and to (4) accept and exploit the dialectic process between 

analysis/understanding and design/prediction (Marmaras & Nathanael, 2005, p. 125). 

But doing so leads us away from our conventional design strategies: “Admitting that we 

can only hint at how the future work ecology (artifacts included) will behave, brings us both 

closer to reality and to a highly disadvantageous position. The cognitive engineer must 

accept this reality and alter his design strategy accordingly: rather than fully optimising for 

a partially predicted world, he should consciously expect the turbulence of reality. 

Therefore, he/she should concentrate not on accuracy or pure optimisation, but on 

ensuring against undesirable outcomes and specify features of the artefact in a way that it 

will be better suited for adaptation (Marmaras & Nathanael, 2005, p. 124).” 

In following this path, system design becomes more critical towards promises of perfect 

optimization, more oriented towards adaptability and resilience, to shifts and 

transformations in intentionalities and organizational politics. It becomes of crucial 

importance, for example, who defines the process by which requirements are established (cf. 

Ernst et al., 2006). Only through a careful consideration of all aspects of the world-of-

practice, we can come up with a more complete analysis as a base for successful design. 

This requires, among other things, that we refrain from conceptualizing an organization as a 

system in a narrow sense. Feenberg therefore proposes to use the term network instead of 
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system. As he puts it, “the intentions of managers are no more fundamental than the 

vagaries of people (and things) enrolled unintentionally in the network of which the ‘system’ 

is a subset. A network theory of the technical politics in which these unofficial actors engage 

needs new categories that do not depend on the self-understanding of managers (Feenberg, 

1999, p. 119).” 

In following Feenberg, the design of artifacts turns into an aspect of technical politics 

within the organizational network. That system design is involving political processes is 

nothing new, but is not widely discussed in the design nor in the Human Factors 

community. In his comprehensive paper on sociotechnical principles for system design, 

Clegg (2000) theorizes the design process not only as an extended social process, but also as 

inherently political. According to Clegg, “there need to be mechanisms in place to handle 

these political debates and discussions in ways acceptable to those affected by the designs 

(Clegg, 2000, p. 474)”. Clegg furthermore stresses the importance of evaluation, hereby 

including social, technical, operational and financial aspects. Accordingly, it would make 

sense to promote project structures involving managers, users, technology providers as well 

as independent evaluators. The evaluation process itself should be designed by all relevant 

stakeholders involved. 

Political negotiations and formative as well as summative evaluations within 

sociotechnical design processes could be understood as a form of organizational learning. 

Learning only becomes possible through established feedback mechanisms. Besides the 

evaluation of technological change and its organizational impacts in specific projects, there 

is a need for the creation of more general learning spaces that are more independent of 

producers and their associated vendors and consultancies. To establish such spaces, the 

support of research agencies might be necessary: “Governmental technology policy could (…) 

promote a more experimental learning oriented approach by funding a more systematic 

collection of experiences and in this way support the development of understandings and 

concepts, facilitating the exchange of experiences and the social shaping of socio-technical 

ensembles of CAPM and ERP (cf. Clausen & Koch, 1999, p. 481)”. 

8.3 Implications for teaching and training 

Within Organization Sciences, the calls for a more interdisciplinary approach on a 

comprehensive theoretical base are getting stronger as well. Volkoff and colleagues are 

proposing a theory of technology-mediated organizational change because understanding 

technology-mediated organizational change is becoming a required skill for successful 

managers. They suggest that managers need to consider more than just the planned 

changes to data and functionality. Through a systemic understanding of large-scale 

enterprise IT systems organizational decision makers are getting more competent in guiding 

the change processes involved. Arguing for their own theoretical approach, Volkoff and 

colleagues state: “Such systems are likely to affect a broader range of organizational 
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elements, such as roles, relations between data and routines or routines and roles, forms of 

control and mindset. In addition, our theory helps managers understand how organizational 

elements differ in their changeability and their time cycle for changing (Volkoff et al., 2007, 

p. 846).” 

This view is in correspondence with what Ciborra and Hanseth have observed and 

described some years earlier. They wrote: “Technology becomes hard to change as 

successful changes need to be compatible with the installed base. As the number of users 

grows, reaching agreement about new features as well as coordinating transitions becomes 

increasingly difficult. Vendors develop products implementing a standard, new technologies 

are built on top of it. As the installed base grows, institutions like standardization bodies 

are established, and the interests vested in the technology expand. It follows that designing 

and governing an infrastructure differs from designing an MIS, due to the far-reaching 

influence of the installed base and the self-reinforcing mechanisms pointed out by the 

economists. The very scope of the management agenda should change. Infrastructure is not 

just a complex, shared tool that management are free to align according to their strategy. 

The economic perspective highlights a much more limited and opportunistic agenda 

involving trade-offs and dilemmas, and a number of tactics (Ciborra & Hanseth, 1998, p. 

311).” 

According to Dahlbom and Mathiassen (1997), one can distinguish three different types 

of information professionals, depending on their understanding of their role, focus and 

approach when working on IT projects (engineer/programmer, facilitator/supporter, 

emancipator/consultant). In their view, it is essential for the future of the profession that 

these three perspectives become more interlinked, and that information professionals and 

systems developers are educated with a more coordinated approach to different types of 

knowledge, including the philosophical dimension of technology and information.  

Wenger, White and Smith (2009) have proposed to use the term technology stewardship 

to designate a novel kind of professional role related to (information) technologies. According 

to them, technology stewardship is both a perspective and a practice that can be considered 

as a collection of activities carried out by individuals within a community. They write: 

“Technology stewards are people with enough experience of the workings of a community to 

understand its technology needs, and enough experience with or interest in technology to 

take leadership in addressing those needs. Stewarding typically includes selecting and 

configuring technology, as well as supporting its use in the practice of a community (Wenger 

et al., 2009, p. 25).” 

Discussing theoretical and practical aspects of agency and social structures in relation 

to large-scale information infrastructures might help to educate and coach managers, IT 

professionals as well as others who are concerned with the implementation and use of such 

systems in a dynamic and networked environment. 
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8.4 Possible future directions 

Where could we go from here? Since Human Factors is about the improvement of human-

technology relations, the most obvious path would be to continue working on better analytic 

methods and design concepts. This could for example be achieved by extending and 

reformulating parts of the Cognitive Work Analysis framework. While this certainly provides 

an interesting road which is worthwhile exploring, I will focus my discussion on future 

directions on less obvious pathways to travel. 

In an edited book about virtual social interaction and navigation, Chalmers is linking 

the design of ‘information spaces’ to architecture theory. This allows for interesting parallels, 

not only theoretical but also practical in nature. While Chalmer’s focus is on semiotics and 

the related discussion of theories of information and architecture, his discussion could well 

be taken as a starting point of a more dialectical approach to information systems design. 

For instance, the notion of city and its continuous appropriation by the citizens who live 

and work in this architectural space can be used as a kind of metaphor for large-scale 

networked information spaces such as collaborative software or enterprise systems. Users 

are creating shortcuts where designers did not think of providing direct access. Others are 

meeting in places that were not designed for social happenings. Just as public space 

becomes more and more contested between private (corporate) interests and the inhabitants 

and visitors of a city, information spaces might also be understood as ‘contested’ areas or 

spheres, where users are voicing their concerns and needs to shape these places in favor of 

their interests (Chalmers, 2003). 

An interesting but mostly unknown Human Factors design approach is Community 

Ergonomics (an overview can be found in: Smith et al., 2002). While this approach initially 

was developed for distressed community settings characterized by poverty, social isolation, 

dependency, and low levels of self-regulation, it could possibly be translated and adapted to 

virtual communities using large-scale information systems. Interestingly, transparency 

about other user’s actions is an important topic in Community Ergonomics. A very similar 

demand was formulated elsewhere, calling for ‘social translucence’ of social media and 

collaboration platforms (Höök, Benyon & Munro, 2003). Participative design, control and 

self-regulation are important aspects identified by Community Ergonomics. Consequently, 

the principles that drive Community Ergonomics are (1) an action-oriented approach, (2) 

participation by everyone, (3) diversity and conflict management, (4) encouraging learning, 

(5) building self-regulation, (6) feedback triad, and (7) continuous improvement and 

innovation. 

Seen through the lens of the community, technological change is a cultural process that 

can be potentially be influenced and controlled by the members of the community. A 

technology needs to be cultivated in a sense, put into a context and embedded into a 

practice that is always pre-dating the technology. Vice versa, the technology is sending out 

its own cultural influence and is therefore acting as a catalyzer for change within the 
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community. Both aspects need to be considered and have not yet been thoroughly discussed 

within Human Factors. One of the problems of ‘traditional’ Socio-Technical Design and 

Macroergonomics is their inherent top-down approach (cf. Hendrick & Kleiner, 2002). 

Members of an organization, as a community, do not just have to be organized in a specific 

way to fit to the (technological) environment to solve problems related to safety and 

reliability. They also need to be taken seriously as a cultivated, civilized collective of groups 

and individuals. Much like becoming a member of an organization is a process of 

enculturation, embedding a technology into a community is a process of enculturation and 

assimilation.  

Some very important and not well researched aspects of human behavior in complex 

systems are mindfulness, organizational citizenship and democratization of information 

technology. The question of mindfulness is especially relevant in large-scale technical 

systems or high reliability organizations: “Simplifications produce blind spots (Weick & 

Sutcliffe, 2001, p. 62)”. To achieve high levels of mindfulness, it is necessary that people 

know and respect each other. Trustful relationships facilitate not only open discussions of 

known issues and potential problems, they also enhance what has been called 

organizational citizenship behavior (Boiral, 2008; Lievens & Anseel, 2004). Valorinta (2009) 

analyses how information technology impacts mindfulness in organizations. He finds that 

IT-intensive businesses share many features of High Reliability Organizations like nuclear 

power plants or air traffic control systems. Failure is never an option, and even small errors 

can lead to catastrophic consequences. Therefore mindfulness, i.e. being constantly 

attentive and open to unfamiliar interpretations of the environment and responding quickly 

to early signs of trouble, becomes an important capacity of such organizations. However, the 

behaviors and processes described by Valorinta are focussing on an organizational or 

project management level. Apart from the ‘unifying language’ of ERP systems that facilitates 

cross-departmental interactions, the users of the system are – so it seems – not ‘in the loop’. 

Valorinta’s study concentrates mostly on IT professionals and management and their 

respective contributions to mindfulness.  

Therefore, an interesting applied research question could be if it is possible to design, 

tailor and implement ERP systems in a way to support and enhance mindfulness in a 

specific organization on all levels. As Pinch puts it, “to understand how technologies enable 

and constrain social interaction, it is important not to take either their constraining or 

enabling features for granted and study both how technologies could be different and how 

social interaction built around technologies could be different (Pinch, 2008, p. 469)”. To 

achieve that, the research design would need to work in parallel on the social structures 

that ‘govern’ the technology as well as on features of the technology to allow for the desired 

mindful practices or work cultures. In this regard, Feenberg’s ideas about democratization 

of technology might provide innovative guidelines to come up with new design and 

development methods (Feenberg, 1999). 
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To intensify work in this area it is necessary to apply a methodology backed by an 

ontology linking individuals with social structures, including technologies, and building on 

an epistemological framework that serves as a point of departure for empirical studies. The 

realist-constructivist theory/methods package sketched out in my thesis could possibly 

serve as an entry or passageway to more theoretical and practical work related to processes 

of culture and technology in organizations.  

One technology that certainly deserves more attention is ERP systems. As Koch (2005) 

has proposed, research on ERP systems hereby needs to broaden its horizon. It should not 

only be focused on the implementation or redesign phase, and not only on the micro-level of 

the IT department struggling with the project. Table 22 is showing the different levels and 

temporal horizons such research endeavors may cover in the future. Following the above 

discussion on mindfulness, I have added one more layer to Koch’s proposed three layers. 

The nano layer is targeting changes in the workplace, the tasks and the interactions of the 

users of the system. On the long term, the changes on this level might lead to a different 

work culture or changes in local rationalities. One of these changes might be enhanced or 

impaired mindfulness. 

Table 22: Spatiality and temporal spanning of ERP studies (adapted from Koch, 2005, p. 53) 

 Short term Long term 

Nano Workplace, task, interaction Work culture, mindfulness, local rationality 

Micro Purchasing, implementation Life cycle ‘after going live’, modifications 

Meso Professional associations, network 

constellations 

Institutions of technology, biography of 

system elements 

Macro Technology policy, promotion Global technological and company change, 

communities 

 

Other large-scale, distributed information systems that are of almost existential importance 

to organizations can be found in banks and finance organizations, insurance companies, 

retail industry, transport and telecommunication operators (cf. Valorinta, 2009). However, 

doing comprehensive research in these contexts probably involves the general rethinking the 

role of social theory in socio-technical analysis. Pettersen, McDonald and Engen argue that 

“today social science tends only to play a role in evaluation, training, investigation and is 

not central to design and development new technologies or new operational concepts. (…) 

this is caused by a fundamental lack of theoretical basis in current approaches for both 

developing new and intervening in current socio-technical systems in transport and other 

industries (Pettersen et al., 2010, p. 190)”. The theory/methods package proposed in this 

thesis might help to open up analytical paths and critical inquiries about the consequences 

of such technologies as well as ways to improve their design, implementation and 

governance.  
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A critical Human Factors perspective might not only help to solve issues in 

organizations, it also has the potential to tackle technology-related problems on a more 

global scale. There are many of these problems still waiting for interdisciplinary solutions, 

mainly in the area of sustainability and the protection of the environment (cf. Flemming, 

Hilliard & Jamieson, 2008). Social structures have a strong influence on policies and 

societal change or resistance to it. To understand technology in relation to human agency 

and social structures will help to find ways to better deal with the powerful tools and 

systems that are available today. From a critical realist perspective, “Human Factors 

researchers and practitioners will be better able to see how societal problems can rarely be 

solved by purely technical solutions alone; knowledge of organizational, social, and political 

forces is essential to understanding and fostering change (Vicente, 2008, p. 22).” 
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Appendix A – Study one 

In total, there are 143 pages of interview transcript and some more additional material 

available for this case study (cf. Table 23). I do not append all of the data, but selected bits 

and pieces that - in my opinion - are of interest for the theoretical / methodological 

discussion above. All data can be made available on request by e-mail to 

roland.gasser_at_psychologie.ch. 

Table 23: Overview of interview transcripts (study one) 

Number Date Role Pages Duration 

1 13.8.2008 IT manager 17 1:51 

2 2.10.2008 Production planning and scheduling 14 2:10 

3 2.10.2008 Production planning and scheduling 6 0:30 

4 7.10.2008 Factory manager 12 0:53 

5 7.10.2008 Department manager 11 0:49 

6 8.10.2008 Workshop planning and scheduling 13 2:42 

7 13.10.2008 Production planning and scheduling 11 0:42 

8 15.10.2008 Workshop planning and scheduling 15 1:02 

9 23.10.2008 Production planning and scheduling 19 1:58 

10 24.11.2008 Production planning and scheduling 25 1:52 

Total   143 14:29 

 

Interview guidelines 

Observation interview 1: Persons with planning tasks 

Please note: Table 24 is containing a translated version of the interview guidelines that were 

used. Our research was entirely conducted in German. The original version of the guidelines 

is shown in Table 25. 

Table 24: Interview guidelines, planning tasks (Englisch translation) 

When is a new production order issued (event / trigger)? 

Which parameters are set in doing so (e.g. amount, deadlines, resources, operations)? 

Identify for each parameter: Uncertainties, support, interferences etc. - possible questions: 

 Which objectives are considered when setting the parameter? 

 Which decisions do you have to take? 

 Which is your decision lattitude? What are the alternatives? How (with which rules) are you 
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choosing between the alternatives? 

 What is relevant information for the decision? 

 Where (from which source) does that information come from (e.g. ERP system, meetings, 

discussions)? 

 Which information is available? Which needs to be actively aquired? How can you do that? 

 Which information is missing? 

 Which tool is useful, which not so? 

 - What are the problems that can occur when setting the parameter? 

Do you take these decisions on your own or with others? With whom? 

What are the most complicated decisions that you have to take in your position? 

What happens with the production order, once it is issued? 

 Who gets it next? And after that? 

 What do these persons do with it? 

 What are the problems that they are facing? 

 - How do your decisions affect these problems? 

When do you deal with the production order again? Are you informed about the further activities 

related to your order? 

How can you evaluate if your decisions concerning a certain production order were good? 

What are - from your perspective - the biggest weaknesses in the production planning process? How 

could the production planning process be optimized with consideration of the goals set by 

management? 

 

Table 25: Interview guidelines, planning tasks (German original) 

Wann wird ein neuer Fertigungsauftrag generiert (was ist Anlass / Auslöser)? 

Welche Parameter werden dabei festgelegt (z.B. Menge, Termine, Ressourcen, Operationen, etc.)? 

Pro festgelegtem Parameter angetroffene Unsicherheiten, Unterstützungen, Behinderungen 

identifizieren; mögliche Fragen: 

 Welche Ziele verfolgen Sie bei der Festlegung des Parameters? 

 Welche Entscheidungen müssen Sie dabei treffen? 

 Wie gross ist ihr Entscheidungsspielraum? Welche Alternativen gäbe es? Wie / nach 

welchen Regeln wählen Sie zwischen den möglichen Alternativen? 

 Welches sind die entscheidungsrelevanten Informationen? 

 Aus welchen Quellen kommen diese Informationen (z.B. ERP-System / periodischen 

Sitzungen / ad hoc Sitzungen / persönlichen Gesprächen)? 

 Welche Informationen sind vorhanden? Welche muss man sich aktiv verschaffen? Wie kann 

man sich diese aktiv verschaffen? 

 Welche Informationen fehlen? 
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 Welche Entscheidungshilfen sind nützlich, welche nicht? 

 Welche Probleme können bei der Festlegung des Parameters auftreten? 

Treffen Sie Entscheidungen alleine oder zusammen mit anderen Personen? Mit wem? 

Welches sind die kompliziertesten Entscheidungen, die Sie im Rahmen Ihrer Tätigkeit fällen 

müssen? 

Was geschieht mit dem Fertigungsauftrag nachdem er festgelegt ist? 

 Wer nimmt ihn als nächster / übernächster in die Hand? 

 Was machen diese Personen damit? 

 Mit was für Problemen sind diese Personen konfrontiert? 

 Wie wirken sich Ihre Entscheidungen auf diese Probleme aus? 

Wann sehen Sie den Fertigungsauftrag wieder? Wie werden Sie über den weiteren Weg des 

Fertigungsauftrags informiert? 

Wie kann man abschätzen, ob die fertigungsauftragsspezifischen Entscheidungen gut waren? 

Welches sind aus Ihrer Sicht die grössten Schwächen im PPS-Prozess? 

Wie könnte man den PPS-Prozess bezüglich der verfolgten Zielstellung optimieren? 

 

 

Observation interview 2: Persons with operational tasks 

Please note: Table 26 is containing a translated version of the interview guidelines that were 

used. Our research was entirely conducted in German. The original version of the guidelines 

is shown in Table 27. 

Table 26: Interview guidelines, operational tasks (English translation) 

From where / how does a production order reach you? 

How are you involved in the fulfillment of this production order? 

Which pieces of information on this production order are of special importance for you?  

Which are the decisions that you have to take when fulfilling this production order (e.g. concerning 

timing, personell, technological resources)?  

 What are the objectives that you are trying to reach when making a decision? 

 How big is your decision latitude? What are possible alternatives? What rules do you 

consider to chose between alternatives?  

 What are the most relevant pieces of information for your decisions? 

 Where does the information come from (e.g. ERP system, periodic meetings, ad hoc 

meetings, personal contacts)?  

 What information is available? What needs to actively be researched? How can you get 

information? 

 What information is missing? 

 Which decision support tools are useful, which are not?  
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 What problems do you have to solve to make this decision? 

Do you make this decision on your own or together with other persons? Which whom?  

How can one assess if your decisions concerning this production order were good? 

What are the most complicated decisions that you have to make in your position? 

What are the problems that occur during the fulfillment of the production order? 

 How do you react, when such problems occur? 

 Are you able to prevent such problems? How?  

Who has generated the order? What were the decisions that needed to be taken when generating 

this order? 

 What were the reasons? What were the objectives?  

 Are you agreeing to these decisions? 

 What should be different in your perspective, to improve the quality of these decisions? 

What happens with the production order, once it is fulfilled? 

 Who gets it next? And after that? 

 What do these persons do with it? 

 What are the problems that they are facing? 

 - How do your decisions affect these problems? 

When do you deal with the production order again? Are you informed about the further activities 

related to your order? 

How could the production planning process be optimized with consideration of the goals set by 

management? 

 

Table 27: Interview guidelines, operational tasks (German original) 

Woher / wie kommt dieser Fertigungsauftrag zu ihnen? 

Wie sind Sie an der Realisierung dieses Fertigungsauftrags beteiligt? 

Welche Informationen auf dem Fertigungsauftrag sind für Sie besonders wichtig? 

Welche Entscheidungen müssen Sie bezüglich der Realisierung dieses Fertigungsauftrags 

treffen (z.B. bezgl. Zeitpunkt, personeller und technischer Ressourcen)? 

 Welche Ziele verfolgen Sie bei Ihren Entscheidungen? 

 Wie gross ist ihr Entscheidungsspielraum? Welche Alternativen gäbe es? Wie / nach welchen Regeln 

wählen Sie zwischen den möglichen Alternativen? 

 Welches sind die entscheidungsrelevanten Informationen? 

 Aus welchen Quellen kommen diese Informationen (z.B. ERP-System / periodischen Sitzungen / ad 

hoc Sitzungen / persönlichen Gesprächen)? 

 Welche Informationen sind vorhanden? Welche muss man sich aktiv verschaffen? Wie kann man sich 

diese aktiv verschaffen? 

 Welche Informationen fehlen? 
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 Welche Entscheidungshilfen sind nützlich, welche nicht? 

 Welche Probleme müssen Sie lösen, wenn Sie diese Entscheidungen treffen? 

Treffen Sie diese Entscheidungen alleine oder zusammen mit anderen Personen? Mit wem? 

Wie kann man abschätzen, ob Ihre fertigungsauftragsspezifischen Entscheidungen gut waren? 

Welches sind die kompliziertesten Entscheidungen, die Sie im Rahmen Ihrer Tätigkeit fällen müssen? 

Welche Probleme treten bei der Realisierung der Fertigungsauftrags auf? 

 Wie reagieren Sie, wenn solche Probleme auftreten? 

 Können Sie das Auftreten solcher Probleme präventiv verhindern? Wie?  

Wer hat den Fertigungsauftrag generiert? Welche Entscheidungen mussten bei der Generierung dieses 

Fertigungsauftrags getroffen werden? 

 Was hat man sich dabei gedacht? Welche Ziele hat man dabei verfolgt? 

 Sind Sie mit diesen Entscheidungen einverstanden? 

 Was müssten ihrer Meinung nach anders gemacht werden, damit diese Entscheidungen besser 

werden? 

Was geschieht mit dem Fertigungsauftrag nachdem sie ihn realisiert haben? 

 Wer nimmt ihn als nächster / übernächster in die Hand? 

 Was machen diese Personen damit? 

 Welche Probleme haben diese Personen? 

 Wie wirken sich Ihre Entscheidungen auf diese Probleme aus? 

Wann sehen Sie den Fertigungsauftrag wieder? Wie werden Sie über den weiteren Weg des Fertigungsauftrags 

informiert? 

Wie könnte man den PPS-Prozess bezüglich der verfolgten Zielstellung optimieren? 

 

Other material 

The following tables were generated using the report function of TAMS analyser, a 

qualitative research software tool (opensource). They are providing an overview of all 

passages with coding13 related to discursive markers as well as transformations of social 

practice. 

Table 28: Passages with coding related to discursive markers (management work domain; in German) 

 discursiv>lex 

WatchFirm 

Arbeitssysteme 
IT zentral.rtf 

...zusammen machen, wir haben zu wenig klare 

(discursiv>lex]Spielregeln(/discursiv>lex] mit welchem Horizont man Aufträge 
überhaupt frei gibt, das gibt uns zusätzliche Probleme, also, ist eine Art eine 
(discursiv>lex]Legislative(/discursiv>lex], mein Job, und nicht eine Exekutive. 
Aber ich habe die (discursiv>lex]Kompetenz(/discursiv>lex], das 
durchzusetzen.(/politisch] (sozial](diskursiv>pragmatik]Wobei ich es eigentlich 
immer mit der Sozialkompetenz... 

 

                                              
13 Codes are described on page 114f 
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...Horizont man Aufträge überhaupt frei gibt, das gibt uns zusätzliche 
Probleme, also, ist eine Art eine (discursiv>lex]Legislative(/discursiv>lex], mein 
Job, und nicht eine Exekutive. Aber ich habe die 
[discursiv>lex]Kompetenz[/discursiv>lex], das durchzusetzen.[/politisch] 
[sozial][diskursiv>pragmatik]Wobei ich es eigentlich immer mit der 
Sozialkompetenz versuche, weil es nichts nützt, wenn ich zum obersten Chef 
gehe und sage, sie machen es nicht, ... 

 
..., aber nur bis zu einer bestimmten Stufe, weil nachher haben sie die 

Technologie nicht, und nachher kommt es wieder hier hin zurück. Das heisst, die 
Engpässe führen dann wieder dazu, dass der 
[discursiv>lex]Teiletourismus[/discursiv>lex] grösser wird. [strategisch]Obwohl 
wir es rein vom Konzept her nicht möchten.[/strategisch][/technisch] 

 
K: [politisch]Ich bin eigentlich nicht operativ tätig, sondern ich bin eigentlich 
Planungsprozess-verantwortlich. Das geht soweit, dass wir sagen, alle diese 
Abteilungen kommen ja immer mit [discursiv>lex]Wünschen[/discursiv>lex]. Und 

ich habe die Aufgabe, zu [discursiv>lex]standardisieren[/discursiv>lex], was 
heisst das eigentlich bei der Umsetzung im System mit der Informatik 
zusammen, aber auch zu sagen, methodisch als Beispiel, ... 

 
... ich bin eigentlich Planungsprozess-verantwortlich. Das geht soweit, dass 

wir sagen, alle diese Abteilungen kommen ja immer mit 
[discursiv>lex]Wünschen[/discursiv>lex]. Und ich habe die Aufgabe, zu 
[discursiv>lex]standardisieren[/discursiv>lex], was heisst das eigentlich bei der 
Umsetzung im System mit der Informatik zusammen, aber auch zu sagen, 
methodisch als Beispiel, planen wir richtig, wo ich dann mit dem Logistik-Leiter 
zusammen schaue...  

 
...zu sagen, methodisch als Beispiel, planen wir richtig, wo ich dann mit dem 

Logistik-Leiter zusammen schaue... und dann gibt es das Projekt, das wir jetzt 
zusammen machen, wir haben zu wenig klare 
[discursiv>lex]Spielregeln[/discursiv>lex] mit welchem Horizont man Aufträge 
überhaupt frei gibt, das gibt uns zusätzliche Probleme, also, ist eine Art eine 
[discursiv>lex]Legislative[/discursiv>lex], mein Job, und nicht eine Exekutive. 
Aber ich habe... 

 
...Planungs-Tools, das heisst, je nach Werk gibt es Leute, die machen das 

mit Excel, Access oder im Kopf. [strategisch]Das ist ein Punkt, wenn wir den 
Bereich mit SAP ersetzen, sage ich, will ich auch einen [discursiv>lex]Feinplan-
Bereich[/discursiv>lex][/strategisch], der eigentlich Vorgaben da [von der 
Planung] erhält und dann der [Disponent] unterstützt wird. 
[transformation>deletion]Da hat er heute keine 
Unterstützung.[/transformation>deletion][/technisch] 
 

 

Table 29: Passages with coding related to discursive markers (central planning work domain; in 

German) 

 discursiv>lex diskursiv>rhetori

k 

diskursiv>semantik>lokal 

Watch
Firm 
Planu
ng 
Decisi
on 
Probe
s.rtf 

... die anderen 
plane ich selber. Sie 
machen nichts. Das ist 
nur im Werk 2, wo die 
eigenen Teile geplant 
werden. Die anderen 
plane ich selber. Ich 
weiss, dass ich das 
bestellt habe. 
[politisch]Wenn das 
[discursiv>lex]vertikalisi
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ert[/discursiv>lex] ist, 
im selben Werk, dann 
ist es nicht mein 
Problem. Hier der 
Rückstand, schaut, dass 
ich die fertigen [Teile] 
bekomme. Und das wäre 
dasselbe Prinzip. Ich 
sehe, wie die anderen 

arbeiten. [/politisch]... 

 
C: 

[strategisch]Jawohl, 
Planung, Disposition, 
Décolletage und 
Montage. Im Endeffekt 
brauche ich die 

montierten Teile. Ich will 
50’000 Teile. Da muss 
man dort ziehen. Ich 
sage immer, es ist das 
[discursiv>lex]Zieh-
Prinzip[/discursiv>lex]. 
Ich will 50’000 dort. 
Dann kann ich es mit 
ihm anschauen, man 
kommt an den Tisch 
und schaut. Wenn ich 
vier verschiedenen 
Personen anrufen muss, 
es ist so: Dann rufe ich 
bei der Montage an, er 
sagt mir es fehlt ... 

 
... Da sehen Sie, 

man kann sagen, da ist 

das Problem und da ist 
das Problem. Man kann 
dann wirklich auf die 
wichtigen Sachen gehen. 
– Weil jetzt, jetzt gibt es 
diese Fehlteile-Liste, das 
ist so ein 
[discursiv>lex]Buch[/dis
cursiv>lex]. Man weiss 
nicht, was wichtig ist 
darin. Ob die 
Durchlaufzeiten nicht 
stimmen, ob da ein 
Sicherheitsbestand drin 

ist auf der oberen Stufe, 
es gibt vier Stufen. Sie 
haben eine Ahnung. Bis 
dort…  

Watch
Firm 
Planu
ng 
zentra
l 
Aufga
ben 
und 

OU.rtf 

  ... das weiss ich noch nicht, aber ich 
gebe dann einfach etwas an. 
 
I: Haben Sie gemeinsame Regeln 
vereinbart? 
 
S: Ja, wir haben Regeln, was Priorität 
hat. [politisch]Und dann verlangen ich 
ein Mail, 

[diskursiv>semantik>lokal]damit ich es 
schriftlich 
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habe[/diskursiv>semantik>lokal], dann 
kann ich sagen, ich habe das Möglichste 
gemacht.[/politisch] 
 
I: Andere Möglichkeiten haben Sie nicht, 
sie können es nicht anderswo fertigen 
lassen. 
 
S: Nein, nein.  

 
I: Wenn Sie etwas planen, und dann ... 

Watch
Firm 
zentra
le 
Planu
ng 

Aufga
ben 
und 
OU.rtf 

... dem Argument, 
wir hätten zu wenig Teile 
intern. Aber intern 
haben wir Probleme. 
Warum machen wir das 
dann nicht 

extern?[/strategisch] 
Dort ist das Problem 
gelöst… das ist… 
[politisch]Werk 2 ist eine 
[discursiv>lex]eigene 
Firma[/discursiv>lex]. 
Sie wollen das behalten, 
sie wollen so wenig wie 
möglich extern 
geben.[/politisch] 
I: Versuchen Sie auch 
die Perspektive des Werk 
2 zu berücksichtigen, 
wenn Sie planen? 
C: Ja, ein bisschen 
schon. Ich weiss, ... 

I: Man kann 
dann nicht viel 
ändern, man 
müsste vorne 
ansetzen. 
C: [politisch]Wenn 

der Kunde damit 
rechnet und alles 
bestellt hat für 
seinen Markt und 
vielleicht schon 
Werbung gemacht 
hat, 
[diskursiv>rhetorik
]dann 
knallts[/diskursiv>
rhetorik], aber 
richtig.[/politisch] 
Und er erhält kein 
Werk. Das ist 
wahnsinnig. – 
[praktisch_konkret
]Wir haben ein 
Werk für die 
olympischen Spiele 

gemacht. Es gab 
tonnenweise 
Probleme damit. 
Man hatte auch 
fast ein Jahr ... 

 
[politisch]Man 

schaut sich jede 
Operation an. Man 
schaut sich das 
Teil an, hier Werk 
2 “roue 
intermédiaire 
montée”. Im 2009 

brauchen wir 
200’000 Stück pro 
Monat. Könnt ihr 
das machen. 
[diskursiv>rhetorik
]Oh, wir brauchen 
einen neuen 
Automaten.[/disku
rsiv>rhetorik] 
Dann muss das 
zur Direktion, es 
gibt einen 
Entscheid aus 

Biel, das geht 
vielleicht bis zu 

..., dass jeder Kunde nur eine 
bestimmte Menge bestellen kann. Zum 
Beispiel haben sie letztes Jahr 10’000 
bestellt, dann sagen wir, ok, sie können 
dieses Jahr 11’000 haben. Das macht 
das Marketing. 

[diskursiv>semantik>lokal]Das ist sehr 
politisch.[/diskursiv>semantik>lokal][/po
litisch] Wenn jemand mit einem neuen 
Produkt kommt und dann plötzlich 
doppelt so viel will, das kommt vor, 
vielleicht einmal pro Quartal. 
C: Für uns ist es im Moment ideal für die 
Planung, wir haben ein Jahr ... 



Appendix A – Study one  207 

Herrn X. 
[Konzernchef und 
Besitzer 
WATCHGROUP].[/
politisch] 
I: Das wird einmal 
im Jahr gemacht. 
C: Je nach 
Situation.  

Watch
Firm 
zentra
le 
Planu
ng 
Decisi
on 

Probe
s.rtf 

  ... haben wir nicht... was soll ich 
sagen, 95% Liefertreue. 
S: Ja, genau. 
I: Da kommt es vor, dass Sie sich 
absichern, wie wir gesehen haben [am 
Vormittag], dass Sie die 24’000 drin 
lassen. 
S: Ganz genau. 

[diskursiv>semantik>lokal]Nicht dass sie 
kommen und sagen, ja, aber ich habe 
nichts 
bestellt.[/diskursiv>semantik>lokal][/poli
tisch] 

 

Table 30: Passages with coding related to lexical markers (local planning; in German) 

 discursiv>lex 
 

WatchFirm 
Disposition 
Aufgaben und 
OU.rtf 

... davon aus, dass das stimmt.[/sozial] Aber es fängt dort an. 
[politisch]Man weiss ja grundsätzlich, Produkt XX, so viel pro Woche müssen 
wir machen, das ist fix. Alles darüber ist noch nicht wirklich 
[discursiv>lex]wahr[/discursiv>lex]. Es ist ein Abschätzen, es ist ein 
[discursiv>lex]Glauben, Nicht-Glauben, Vertrauen, Nicht-
Vertrauen[/discursiv>lex]. Wir mischen uns eigentlich für Disponenten schon 
tief ein in ihre Arbeit eigentlich, was ... 

 
… es hat alles Grenzen. Also wir sind momentan nicht… wir können 

Schwankungen und so Sachen momentan schlecht aufnehmen. [strategisch]Wir 

hatten in der letzten Zeit so viel, es gab so viele 
[discursiv>lex]Problemfälle[/discursiv>lex], auch was die Konstruktion betrifft, 
immer wieder Änderungen, Änderungen, das Teil noch mal machen. 
[diskursiv>semantik>lokal]Das macht uns ein bisschen kaputt, das macht uns 
riesige Schwierigkeiten, weil ... 

 
viel weniger flexibel, ich kann nicht mehr als sechs Einrichtungen… das 

bringe ich fast nicht hin, und wenn, dann bleibt etwas anderes 
liegen.[/technisch] [politisch]Das ist auch so, wenn irgendeine 
[discursiv>lex]Feuerwehrübung[/discursiv>lex] kommt, irgendeine Änderung, 

ein Teil ans Lager, ein kompletter Rückzug, geht nicht, Werk geht nicht, es gibt 
eine Änderung, wir brauchen sofort neue Teile, richte ein. Dann wird das 
reingequetscht, dann ... 

 
... muss ich sagen, jetzt habe ich keine Maschinen mehr, für das alles 

reicht es nicht mehr. Dann sehe ich was genau fehlt.[/strategisch] 
[politisch]Aber das kann einem da niemand sagen, das ist dann 
[discursiv>lex]Prioritätensteuerung[/discursiv>lex], oder. Es sagt mir keiner, 
289X, das hat erste Priorität, alles andere kommt danach, in welcher 
Reihenfolge auch immer. [diskursiv>semantik>lokal]Das sagt dir 
niemand.[/diskursiv>semantik>lokal] ...  

 
... sage ich, sag mir was ich liegen lassen kann, und dann wird mit den 

Planern geschaut, diese Teile müssten wir machen, eines davon fällt nach unten 
[auf der Liste], sag mir welches. [sozial]Und da [discursiv>lex]hält natürlich 
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keiner den Kopf hin[/discursiv>lex] und sagt, mein Teil fällt ins Minus.[/sozial] 
Schlussendlich haben wir die Rückstände doch, weil die Einrichtung gemacht 
ist.[/politisch] In der Décolletage wird fast jeden Samstag gearbeitet, wir können 
nicht mehr ... 

 
... [diskursiv>rhetorik]Es ist alles gelogen.[/diskursiv>rhetorik] Es ist nichts 

anderes als [discursiv>lex]Systemkosmetik[/discursiv>lex].[/strategisch] 
[sozial]Es ist für viele auch eine [discursiv>lex]Absicherung[/discursiv>lex], der 
Planer kann sagen, ja, ich habe den Auftrag frei 

gegeben.[diskursiv>semantik>lokal] Jetzt sollen sie schauen, geht mich nichts 
an.[/diskursiv>semantik>lokal][/sozial] Und hier schwimmen wir, sagen wir ... 

 
... Rückstand der WATCHFIRM, oder ist das… es wird einfach 

schwierig.[/diskursiv>rhetorik] Also wir haben von mir aus gesehen, oder nicht 
nur von mir aus, sondern von der Logistik her, jetzt nicht die 
[discursiv>lex]Realität[/discursiv>lex] abgebildet.[/politisch] Man weiss schon, 
das hätten wir machen sollen, das mit den Kapazitäten ist jetzt aufgekommen, 

aber, ich kann Ihnen nicht genau sagen, wie viel Kapazität wir haben in der 
Décolletage. ... 

 
... sagen, das wäre sicher mal ein Ansatz, aber es funktioniert noch nicht. 

Du kannst es nicht umsetzen, das geht nicht. So lange verschiedene Leute auf 
dieselben Ressourcen zugreifen, das geht nicht, [discursiv>lex]da nehmen wir 
uns am “Gring” [Berndeutsch: Kopf][/discursiv>lex] und das wollen wir 
nicht.[/strategisch] [sozial]Das Werk 2 hält zusammen, wir sind ein Team, und 
nicht… das was unten [Planungsabteilung im Werk 1] passiert, ist etwas 
anderes, das merkt man. Sie haben zwar ein ... 

 
..., dass wir auch die Kapazitäten haben, um es zu machen, dann 

bescheissen wir uns, wir bescheissen das System. [diskursiv>rhetorik]Es ist 
alles gelogen.[/diskursiv>rhetorik] Es ist nichts anderes als 
[discursiv>lex]Systemkosmetik[/discursiv>lex].[/strategisch] [sozial]Es ist für 
viele auch eine [discursiv>lex]Absicherung[/discursiv>lex], der Planer kann 
sagen, ja, ich habe den Auftrag frei gegeben.[diskursiv>semantik>lokal] Jetzt 
sollen sie schauen, geht ... 

 
... Man weiss ja grundsätzlich, Produkt XX, so viel pro Woche müssen wir 

machen, das ist fix. Alles darüber ist noch nicht wirklich 
[discursiv>lex]wahr[/discursiv>lex]. Es ist ein Abschätzen, es ist ein 
[discursiv>lex]Glauben, Nicht-Glauben, Vertrauen, Nicht-
Vertrauen[/discursiv>lex]. Wir mischen uns eigentlich für Disponenten schon 
tief ein in ihre Arbeit eigentlich, was wir nicht sollten, nicht dürften. Sie sagen, 
arbeitet nach unseren Terminen, mehr habt ihr nicht zu tun. ... 

WatchFirm 
Planer im Werk 
Decision 
Probes.rtf 

... Dann hat man 14 Tage eingerichtet, und dann hat man 3 Tage Zeit zum 
Schaffen, also produktive Zeit, das ist einfach in keinem Verhältnis. Ich weiss, 
da wird sehr stark daran... möchten sie daran 
[discursiv>lex]rumschräubeln[/discursiv>lex], auch [technisch]im Hinblick auf 
das neue System, das SAP[/technisch], und...[/strategisch] 
I: Das ist natürlich der Traum von jedem... diese Flexibilität zu haben. Das 
hören sie nicht gern, dass die Teile 14 Tag ... 

WatchFirm 
Werksleiter 
Werk 2.rtf 

... den Ausstoss nicht mehr, der geplant war, und hätte dann weniger Geld 
zur Verfügung, Werkzeuge et cetera, et cetera. Von dem her darf es nicht sein, 
dass wir uns unterlasten, wir müssen immer eine 
[discursiv>lex]Grundlast[/discursiv>lex] haben, dann kostet mich das auswärts 
nichts. Dadurch, dass ich auch nur ein Lieferant bin, in dieser Sicht, oder. 
[/politisch] 
I: Dadurch werden die Werke vielleicht ein bisschen teurer, aber für Sie ist das 
... 

WatchFirm 
Werkstattplaung 
Decision 
Probes.rtf 

... Die Entwicklung läuft gleichzeitig wie schon die Produktion... 
S: Genau, und du hast noch nie ein Werk produziert, am Schluss merkst du, es 
läuft nicht. [politisch]Aber da versucht man mehr über die 
[discursiv>lex]Vernehmlassung[/discursiv>lex] bei neuen Teilen, was dann die 
AVOR macht, viel besser und genauer abzuklären.[/politisch] 

I: Es ist schwierig zu verstehen, was passiert, wenn das Marketing die 
Voraussagen verändert, über den Planer, und ...  
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[politisch]Und manchmal nimmt man sich da auch die Kompetenz, die man 

vielleicht klüger nicht würde. Weil es dann schon in Bereiche geht... ich sage, 
ein Disponent ist eigentlich immer noch eine [discursiv>lex]Hilfs-Stelle. 
[/discursiv>lex][/politisch]Die sollte eigentlich mehr oder weniger die Leitung 
informieren, du, hör zu, wir haben da ein Problem. Jetzt müsst ihr sagen, was 
wir machen müssen. Aber manchmal nimmt man sich die Kompetenz auch, 
weil man denkt ... 

 
... nur sagen, der Disponent hat gut geplant, oder eben nicht. 

I: Im Gesamten. 
S: Ja. Genau. 
I: [technisch]Darum die ganzen Listen, Zahlenreihen, die wir haben. Wobei die 
auch nicht wirklich die [discursiv>lex]Realität[/discursiv>lex] abbilden. Das 
heisst nicht, wenn da steht 21% Verzug, dass heisst nicht wir sind 21% 
hintendrein. Das ist rein vom System her. System, System, System. Vielleicht 
hat es nur die Hälfte gebraucht, und darum wurde ... 

 

Table 31: Passages related to pragmatic markers (local planning; in German) 

 diskursiv>pragmatik 

WatchFirm 
Disposition 
Aufgaben und 
OU.rtf 

... wenn ich meine Kapazitäten anschaue, was ich starten konnte, dann bin 
ich nur dort im Rückstand, wo ich, wenn ich die Teile gestartet habe, nach 
Durchlaufzeit, den Endtermin nicht gehalten habe. [diskursiv>pragmatik]Da bin 
ich im Rückstand, weil da bin ich selber schuld, weil ich die Durchlaufzeit nicht 
eingehalten habe, aus irgendwelchem Grund, Prozessprobleme, was auch immer. 
Aber bei allem anderen, da wussten wir ja schon, dass wir es nicht machen 
können.[/diskursiv>pragmatik] Oder, wir wussten es, wir konnten es nicht früher 
machen, von Anfang an. [diskursiv>rhetorik]Wir sind im Rückstand, jetzt ist die 
Frage, ist es unser Rückstand, oder ist es der Rückstand der WATCHFIRM, oder 
ist ... 

 
 (…). [politisch]Und je nach dem, wenn Sie ein Teil haben, für welches Sie - 

[diskursiv>semantik>lokal]und das gibt es[/diskursiv>semantik>lokal] - drei 
Wochen lang eine Maschine richten müssen, [diskursiv>pragmatik]wenn es drei 
Wochen geht, bis das Teil läuft, und dann produzieren Sie nur auf zwei Monate 
hinaus, das geht hinten und vorne nicht.[/diskursiv>pragmatik] [sozial]Das sind 

Sachen, das sehen die [Planer im Werk 1] nicht. Auch unser Planer nicht, das 
wissen wir. [/sozial]Aber er weiss wie weit er im voraus planen muss.[/politisch] 
 
I: Die Hauptaufgabe des Planers ... 

WatchFirm 
Werksleiter 
Werk 2.rtf 

... Dadurch, dass ich auch nur ein Lieferant bin, in dieser Sicht, oder. 
[/politisch] 
I: Dadurch werden die Werke vielleicht ein bisschen teurer, aber für Sie ist das 
nicht relevant. 
B: [politisch][diskursiv>pragmatik]Mir geht es nicht ums Geld, höchstens noch um 
das technische Wissen.[/diskursiv>pragmatik] [/politisch]Es könnte ja sein, dass 

ich dem Planer im Werk 1 sagen muss, wir können es nicht machen, er soll selber 
schauen. [technisch][sozial]Das wäre relativ sinnlos, weil wir natürlich die 
Lieferanten kenne ... 

 

Table 32: Passages related to rhetorical markers (local planning; in German) 

 diskursiv>rhetorik 
 

WatchFirm 
Disposition 
Aufgaben und 
OU.rtf 

... was auch immer. Aber bei allem anderen, da wussten wir ja schon, dass 
wir es nicht machen können.[/diskursiv>pragmatik] Oder, wir wussten es, wir 
konnten es nicht früher machen, von Anfang an. [diskursiv>rhetorik]Wir sind im 
Rückstand, jetzt ist die Frage, ist es unser Rückstand, oder ist es der Rückstand 
der WATCHFIRM, oder ist das… es wird einfach schwierig.[/diskursiv>rhetorik] 
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Also wir haben von mir aus gesehen, oder nicht nur von mir aus, sondern von 
der Logistik her, jetzt nicht die [discursiv>lex]Realität[/discursiv>lex] 
abgebildet.[/politisch] Man weiss schon, das hätten wir ... 

 
lacht) Ja, das ist der Grundkonflikt, oder… aber [strategisch]so lange wir 

nicht so planen, dass wir auch die Kapazitäten haben, um es zu machen, dann 
bescheissen wir uns, wir bescheissen das System. [diskursiv>rhetorik]Es ist alles 
gelogen.[/diskursiv>rhetorik] Es ist nichts anderes als 
[discursiv>lex]Systemkosmetik[/discursiv>lex].[/strategisch] [sozial]Es ist für 

viele auch eine [discursiv>lex]Absicherung[/discursiv>lex], der Planer kann 
sagen, ja, ich habe den Auftrag ... 

WatchFirm 
Werksleiter Werk 
2.rtf 

... Ausschuss, das ist eingespielt, [strategisch]der Planer sagt, nein, der 
Lagerbestand ist zu hoch.[/strategisch] Je mehr neue Produkte wir haben mit 
kleineren Mengen, desto näher kommen wir auch an 
[diskursiv>rhetorik]technische Probleme der Machbarkeit[/diskursiv>rhetorik]. 
Bei den älteren Aufträgen, wenn da mal bei der Montage etwas schief gelaufen 
ist, dann war das nicht so schlimm, weil der Auftrag ja noch lief. Dann hat man 

das einfach anhängen können.[/technisch] 
... 

 



Appendix A – Study one  211 

Table 33: Passages related to semantic markers (local planning; in German) 

 diskursiv>semantik>lokal 

WatchFirm 
Disposition 
Aufgaben und 
OU.rtf 

... [politisch]Was in 10 Wochen ist, muss jetzt freigegeben sein. Früher 
war es noch weniger. Und wir sind hier so weit, wir sagen, ein halbes Jahr. 
Sonst kann man nicht mehr planen. [diskursiv>semantik>lokal]Man kann so 
nicht seine Werkstatt planen.[/diskursiv>semantik>lokal] Weil 10 Wochen ist 
nichts, wenn man 12 Wochen Rückstand hat. Dann ist jedes Teil, welches 
rein kommt, im Rückstand. Das kann man nicht mehr koordinieren. Aber sie 

haben immer noch 10 Wochen.[/politisch] 

 
Wir hatten in der letzten Zeit so viel, es gab so viele 

[discursiv>lex]Problemfälle[/discursiv>lex], auch was die Konstruktion betrifft, 
immer wieder Änderungen, Änderungen, das Teil noch mal machen. 
[diskursiv>semantik>lokal]Das macht uns ein bisschen kaputt, das macht 
uns riesige Schwierigkeiten, weil das jede Planung über den Haufen 

wirft.[/diskursiv>semantik>lokal] Am Anfang hat es geheissen, wir sollen die 
Einrichtkapazität so machen, dass man immer eine Einrichtung „Spazig” 
[Schweizerdeutsch: Spielraum] hat, also nicht 100% Auslastung sondern 90% 
vielleicht. Dass man eine ... 

 
... [discursiv>lex]Systemkosmetik[/discursiv>lex].[/strategisch] [sozial]Es 

ist für viele auch eine [discursiv>lex]Absicherung[/discursiv>lex], der Planer 
kann sagen, ja, ich habe den Auftrag frei gegeben.[diskursiv>semantik>lokal] 
Jetzt sollen sie schauen, geht mich nichts 
an.[/diskursiv>semantik>lokal][/sozial] Und hier schwimmen wir, sagen wir 
können das nicht machen, die anderen sagen, ich schiebe ihn nicht, weil die 
System-Bedarfe wollen den Auftrag, dadurch sind auch unsere 
Rückstandszahlen…  

 
... Wir mischen uns eigentlich für Disponenten schon tief ein in ihre 

Arbeit eigentlich, was wir nicht sollten, nicht dürften. Sie sagen, arbeitet nach 
unseren Terminen, mehr habt ihr nicht zu tun. [diskursiv>semantik>lokal]In 
dem Sinn, oder, aber das können wir nicht, nach diesen Terminen arbeiten. 
Wir müssen mit Prioritäten, wir müssen mit unseren Kapazitäten 
arbeiten.[/diskursiv>semantik>lokal][/politisch] Und, die Planung gibt ja 

Aufträge frei… 
 
I: Das wäre nur in diesem Moment möglich, in dem die Kapazitäten vorhanden 
wären… 
 
S: (lacht) Ja, das ist dann kein Problem… 
 
I: Dann könnte man schön schauen ... 

 
... niemand sagen, das ist dann 

[discursiv>lex]Prioritätensteuerung[/discursiv>lex], oder. Es sagt mir keiner, 
289X, das hat erste Priorität, alles andere kommt danach, in welcher 
Reihenfolge auch immer. [diskursiv>semantik>lokal]Das sagt dir 

niemand.[/diskursiv>semantik>lokal] Ist auch klar, man kann nicht gegen 
aussen… wir ziehen Omega vor, wir ziehen das vor… aber es kann dir 
niemand heute sagen, dieses Produkt hat Vorrang. Und so lange das nicht 
gewährleistet ist, wir haben sehr ... 

 
... Lücken mit den Pensionierungen die kommen. Darum versucht man 

die Jungen jetzt zu holen, aber das ist schwierig.[/sozial] (…). [politisch]Und je 
nach dem, wenn Sie ein Teil haben, für welches Sie - 
[diskursiv>semantik>lokal]und das gibt es[/diskursiv>semantik>lokal] - drei 
Wochen lang eine Maschine richten müssen, [diskursiv>pragmatik]wenn es 
drei Wochen geht, bis das Teil läuft, und dann produzieren Sie nur auf zwei 
Monate hinaus, das geht hinten und vorne nicht.[/diskursiv>pragmatik] 
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WatchFirm Planer 

im Werk Decision 
Probes.rtf 

... nehme ich ihn grad ganz raus. Ist sicher gefährlich, ich weiss das, aber 
ich weiss, die Maschine läuft, wir kriegen etwas hin, aber es hat keinen Wert, 
da noch einen Sicherheitsbestand drin zu haben, 
[diskursiv>semantik>lokal]es plant mir dann nur Aufträge in der 
Vergangenheit rein, das hat keinen 
Wert.[/diskursiv>semantik>lokal][/strategisch][/technisch] 
I: Also, es kommt nich nur darauf an, was vernünftig wäre wegen den 
Schwankungen, die man hatte in der Vergangenheit, sondern auch... 
H: Nein, nicht nur. 

I: Was passiert, wenn Sie eine falsche ... 

 

Table 34: Passages with coding related to transformations of social practices (all departments; in 
German) 

 transformation>deletion 

WatchFirm 
Arbeitssyste
me IT 
zentral.rtf 

...machen das mit Excel, Access oder im Kopf. [strategisch]Das ist ein Punkt, 
wenn wir den Bereich mit SAP ersetzen, sage ich, will ich auch einen 
[discursiv>lex]Feinplan-Bereich[/discursiv>lex][/strategisch], der eigentlich 
Vorgaben da [von der Planung] erhält und dann der [Disponent] unterstützt wird. 
[transformation>deletion]Da hat er heute keine 
Unterstützung.[/transformation>deletion][/technisch] 
I: Kein Leitstand oder so etwas. 
K: Nein, wir hatten ein paar Piloten früher, wir haben jetzt wieder ein Projekt, das 
MDBD machen sollte, wo man nachher auch eine Feinplanung machen kann, aber 
da sind wir noch nicht soweit. Da wird seit... das ist eine der Schwächen, die wir 
heute haben, wir lassen ... 

WatchFirm 

Disposition 
Aufgaben 
und OU.rtf 

... 

S: Genau. Und sie wollen nicht schieben, weil sie sagen, ich will nicht der “Dubel” 
[Berndeutsch: Trottel] sein, weil ich falsch geplant habe. [politisch]Von mir aus 
gesehen müssen sie sich der Produktion anpassen, unsere Kapazitäten geben an, 
was machbar ist. Das ist meine Meinung. [transformation>deletion]Andernorts 
sagen sie[/transformation>deletion], das Marketing gibt an, was wir machen 
müssen.[/politisch] 
 
I: Das ist der Grundkonflikt. 
 
S: (lacht) Ja, das ist der Grundkonflikt, oder… aber [strategisch]so lange wir nicht 
so planen, dass wir auch die Kapazitäten haben, um es zu machen, dann 
bescheissen wir uns, wir bescheissen das System. ... 

WatchFirm 
Planer im 
Werk 
Decision 
Probes.rtf 

... Werk 2, der ist dann pensioniert worden, und an seine Stelle bin ich 
gekommen. [politisch]Und sie haben am Anfang immer wieder gesagt, du, komm 
hier runter, das ist besser. Und wir haben immer gesagt, nein, das ist nicht gut. Die 
Einzelteile vor Ort planen ist besser. Weil man dann auch besser in 
[transformation>deletion]die Sache[/transformation>deletion] rein sieht. 
[strategisch]Man sieht die Probleme besser, man kann gleich miteinander 
diskutieren, man ist vor Ort. Es hilft mehr so.[/strategisch] [/politisch] Und von der 

Planung her habe ich mir einfach gesagt, es kann noch niemand irgendwie in der 
Vergangenheit fertigen. Das gibt es einfach nicht, das geht ... 
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Appendix B - Study two 

In total, there are 131 pages of interview transcript and some more additional material 

available for this case study. I do not append all of them, but selected those bits and pieces 

that - in my opinion - are of interest for the theoretical / methodological discussion above. 

All data can be made available on request by e-mail to roland.gasser_at_psychologie.ch. 

Table 35: Overview of interview transcripts (study two) 

Number Date Role Pages Duration 

11 10.9.2007 Production planning and scheduling 14 1:39 

12 13.9.2007 Workshop planning and scheduling 10 0:58 

13 20.9.2007 Engineering 11 1:02 

14 24.9.2007 Production planning and scheduling 15 2:58 

15 24.9.2007 Engineering 28 2:00 

16 30.10.2007 Production planning and scheduling14 16 2:38 

17 8.11.2007 Engineering14 12 1:59 

18 14.11.2007 Workshop planning and scheduling 10 0:40 

19 20.11.2007 Production planning and scheduling 3 0:11 

20 22.11.2007 Engineering 12 0:56 

Total   131 15:01 

 

These interviews resulted in: 

 a list of decisions that need to be taken in connection with control tasks 

 a list of opportunities for action, limits and alternatives 

 issues with regard to communication and cooperation 

 a description of the role of ICT in these work processes 

Interview guidelines 

The following guidelines were developed in cooperation with my colleagues Kathrin Gärtner 

and Toni Wäfler at the University of Applied Sciences Northwestern Switzerland. Kathrin 

Gärtner has conducted two of the interviews. 

                                              
14 Interview conducted by Kathrin Gärtner 
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Table 36: Interview guidelines for disturbances and fluctuations in the work system (in German) 

Leitfaden Schwankungen und Störungen im Arbeitssystem 

In den folgenden Fragen möchten wir auf die Schwankungen und Störungen eingehen, die Ihnen bei 

der Arbeit begegnen. Unter Schwankungen und Störungen verstehen wir Situationen, die eine 

Abweichung vom normalen Arbeitsablauf darstellen ( innehalten) und von Ihnen eine 

Entscheidung erfordern. Damit meinen wir nicht nur technische Störungen oder Schwankungen der 

Auftragslage, sondern auch weitere Störungen z.B. im Umgang mit der Planungssoftware oder in der 

Zusammenarbeit mit Kollegen und Zulieferern. 

Schwankungen und Störungen können unerwartet auftreten und zunächst zu einer gewissen 

Unsicherheit bzw. Unklarheit führen. Die Unsicherheit kann darin bestehen, dass man nicht genau 

weiss: 

 wann bzw. warum die Störung/ Schwankung auftritt 

 was die derzeitige Situation ausmacht/ wodurch sie gekennzeichnet ist 

 welche Möglichkeiten man hat, um auf die Schwankung/ Störung zu reagieren 

 welche Konsequenzen aus dem Handeln entstehen können. 

Es geht uns also um Schwankungen und Störungen, die zu Unsicherheiten im Arbeitsprozess 

führen (nicht um „persönliche” Unsicherheit). 

Beispiel (für Planer): Sie erhalten unerwartet einen grösseren Auftrag (= Schwankung), der in sehr 

kurzer Zeit erledigt werden muss, obwohl die Kapazitäten eigentlich ausgeschöpft sind. Für Sie 

entsteht dadurch eine gewisse Unsicherheit, wie Sie den Auftrag in der zur Verfügung stehenden 

Zeit einplanen sollen. 

Beispiel (für Meister/ Ingenieur): Für die Durchführung bestimmter Produktionsschritte an 

Maschinenteilen wurde ein Subunternehmer beauftragt. Dieser kann den Auftrag wegen 

Überlastung jedoch erst vier Monate später ausführen als vorgesehen (= Schwankung). Dadurch 

verzögert sich die weitere Bearbeitung dieser Maschinenteile in Ihrem Unternehmen und es muss 

umgeplant werden.  

Im Folgenden finden Sie eine Liste mit möglichen Quellen von Schwankungen und Störungen. Ich 

möchte Sie bitten, für jede dieser Störungsquelle einzuschätzen, ob hieraus in den letzen 12 

Monaten Störungen bzw. Schwankungen entstanden sind. Wenn ja: Wie häufig diese Störung 

aufgetreten ist? Welche Auswirkungen die Störung auf Ihre Planungsarbeit gehabt haben 

(Planungsaufwand, Verzögerungen, Kosten)? 

Hilfsmittel: 

 Übersichtsblatt “Quellen von operationaler Unsicherheit” 

 Bewertungsraster “Schwankungen und Störungen” 
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Table 37: Interview guidelines for control tasks (in German) 

Leitfaden Kontrollaufgaben 

Ziele: 

 Bewertung der wichtigsten Schwankungen und Störungen im Hinblick auf ihre 

Kontrollierbarkeit 

 Erfassung der Kontrollaufgaben: Welcher Auftrag ergibt sich aus dem 

Regulationserfordernis? 

Erfassung der Handlungs- und Entscheidungsmöglichkeiten (Kontrollmöglichkeiten), mit 
zusätzlichem Blick auf Kooperation und Kommunikation (innerhalb und ausserhalb der 
Arbeitsgruppe) 

Auswahl von S/ S zur vertiefenden Analyse: 

Nach Relevanz (Häufigkeit und Auswirkungen) 

Zum Füllen des Beziehungsnetzes: Analyse derselben Schwankungen und Störungen bei allen 

Befragten hinsichtlich Wechselbeziehungen / Verbindungen, Kooperation, Kommunikation, 

Information. 

 Welche Zusammenarbeit/ Kooperation findet zwischen den beteiligten (Teil-) Systemen 

statt? 

 Wie sehen die Informationsflüsse aus: Wer hat welche Informationen? Gibt sie an wen 

weiter? Muss welche Informationen verifizieren? 

Rolle der IT, insbes. was Informationsaspekte angeht: Welche Informationen sind verfügbar? In 

welcher Qualität? Welche Informationen müssen noch verifiziert werden? 

Durchführung: 

Ausgehend von den aufgelisteten Schwankungen und Störungen möchten wir im Folgenden darauf 

zu sprechen kommen, welche konkreten Aufgaben sich daraus für Sie ergeben, um mit der Situation 

umzugehen bzw. die Schwankung oder Störung „beheben” zu können. Uns interessiert ausserdem, 

welche Möglichkeiten Sie haben, um die Situation zu beeinflussen bzw. durch Umplanen an die 

Situation anzupassen. Wir möchten erkennen, welcher Handlungsspielraum Ihnen zur Verfügung 

steht, um Ihre Ziele trotz der aufgetretenen Schwankung / Störung erreichen zu können und welche 

Grenzen Ihnen dabei gesetzt sind. 

Eingangsfragen: 

 In welcher Phase der Auftragsabwicklung trat die Schwankung/ Störung auf (Input, 

Transformation, Output)? Von wem verursacht? Von wem feststellbar? (KOMPASS) 

 Ist die Schwankung oder Störung vorhersehbar (Skala siehe Tabelle unten)?  

 Sind die Auswirkungen durchschaubar (Skala siehe Tabelle unten)? 

 Was geschieht, nachdem diese Schwankung/ Störung aufgetreten ist? Sind die 

Auswirkungen beeinflussbar? 

Hilfsmittel: Fragen und Skalen zur Einschätzungen der Schwankungen und Störungen (vgl. nächste 

Tabelle) 
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Table 38: Questions and scales for the assessment of disturbances and fluctuations (in German) 

Fragestellung: Antworten: 

Vorhersagbarkeit: 

Können Sie das Eintreten dieser Schwankung oder 

Störung rechtzeitig einschätzen/ vorhersagen? 

1 = vorhersehbar 

2 = annähernd vorhersehbar 

3 = bedingt/ eingeschränkt vorhersehbar 

4 = nicht vorhersehbar 

Durchschaubarkeit: 

Sind die Auswirkungen dieser Schwankung oder 

Störung auf Ihre weitere Arbeit gut durchschaubar? 

Wissen Sie, wie Sie handeln müssen, um Ihre Aufgaben 

trotz dieser Schwankung oder Störung erfolgreich zu 

erfüllen? 

Können Sie die Konsequenzen dieser Massnahmen für 

Ihre weitere Arbeit gut einschätzen? 

1 = ja, völlig durchschaubar 

2 = ja, eher durchschaubar 

3 = nein, eher nicht durchschaubar 

4 = nein, überhaupt nicht durchschaubar 

Beeinflussbarkeit: 

Haben Sie genügend Spielraum, um diese Massnahmen 

umzusetzen? 

1 = ja, völlig beeinflussbar 

2 = ja, eher beeinflussbar 

3 = nein, eher nicht beeinflussbar 

4 = nein, überhaupt nicht beeinflussbar 

 

Table 39: Additional questions for further exploration of the topics (in German) 

Vertiefende Fragen: 

 Wer ist für die Behebung der Schwankung/ Störung bzw. ihrer Folgen zuständig? 

o Wie lautet der Auftrag für diese Person konkret?  

o Welche Entscheidungen müssen getroffen werden? Wie oft? 

 Mit wem sprechen Sie sich ab? Mit wem arbeiten Sie zusammen, um die Situation wieder 
„ins Lot” zu bringen? Ab wann ist es erforderlich, andere Personen anzusprechen/ Hilfe zu 
suchen? 

 Wie sehen die Informationsflüsse aus: Wer hat welche Informationen? Gibt sie an wen 

weiter? Wer muss welche Informationen verifizieren? 

 Welche Rolle spielt die ICT bei der Behebung der Störung (Möglichkeiten & Grenzen): 

Welche Informationen sind verfügbar? In welcher Qualität? Welche Informationen müssen 
noch verifiziert werden 

 Welcher Handlungs- und Entscheidungsspielraum besteht operativ? 

 Welcher Handlungs- und Entscheidungsspielraum besteht bezüglich der Veränderung oder 
Anpassung von Arbeitsmitteln und Arbeitsbedingungen? 

 Welche Handlungsmöglichkeiten haben Sie bei geringer/ mittlerer/ hoher Belastung? D.h. 
welche Unterschiede existieren zwischen unterschiedlichen Belastungssituationen? Worin 
bestehen diese? Worauf sind diese zurückzuführen? 

o Wodurch entstehen Behinderungen bei der Behebung der Störung/ Schwankung 
bzw. deren Auswirkungen?  

o Entstehen Behinderungen auch durch fehlende/ geringe/ nicht zweckmässige 
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Kommunikation bzw. Kooperation? 

o Unter welchen Umständen gäbe es effektivere Möglichkeiten, die Schwankung/ 
Störung zu bewältigen (würde die Entscheidung anders ablaufen)? Wann sind 
Abkürzungen/ Vereinfachungen möglich? Wie kann man umfassender/ 
vorausschauender vorgehen? 

 Welche Alternativen zur Beeinflussung der Situation würden noch bestehen? Welche nicht 

genutzten Handlungsmöglichkeiten bestehen? Was wäre erwünscht? Welche effektiveren/ 
effizienteren Lösungen wären denkbar (und aus welchen Gründen nicht umsetzbar)? 

 „Generalisierbarkeit”: Gilt das beschriebene generell für jede Schwankung / Störung dieses 

Typs oder nur konkret für die Beschriebene (Z. B. NCR für bestimmtes Produkt, in 
bestimmter Bearbeitungsphase etc.) 

 

Other material 

An episode relating to control tasks and collaboration in the case of operational 

uncertainties was observed. It consisted in the following (in German):  

Bei einigen Teilen, die bereits verspätet sind, sind während der Rekonditionierung 

neue Risse sichtbar geworden, die im ursprünglichen Operationsplan der AVOR nicht 

eingeplant waren; diese Risse sind so tief, dass sie eigentlich vor dem Löten mit dem 

FIC-Verfahren vorbehandelt werden müssten, damit die Risse bis in die Tiefe gereinigt 

werden und das Lot bis ganz hinunter in den Spalt dringen kann; das FIC-Verfahren 

braucht als Vorbereitung aber ein Salzbad, das nur in Deutschland, in Schwerin, 

gemacht werden kann; d.h. die Teile müssten nochmals nach Schwerin geschickt 

werden, was eine weitere Zeitverzögerung von mindestens 2 Wochen bedeuten würde. 

 

The paths of communication in this example are shown in Figure 16. This figure contains 

the following abbreviations: OE = Order Execution, AVOR = Work preparation, PP = 

Production planning. 

In detail, the whole episode consisted of 14 communications.: 

1 Sales has set the deadline for order execution (OE) 
2 OE made assessment A 

3 AVOR has defined a plan of operations in function of the assessment 

4 PP has issued a production order and the new job sequencing  

5 Shop floor supervisors and team leaders have started to work on the parts 

6 A problem occurred, new hitherto unknown cracks have shown up in some of the 

parts 
7 PP is informed about the problem and possible consequences for order execution 

(delay due to repeated outsourced processing)  

8 PP orders engineering to check parts and evaluate problem  

9 Engineer informs shop floor supervisor about the results 

10 Shop floor supervisor informs PP 
11 PP informs AVOR, who has to adapt plan of operations 

12 AVOR delivers new plan of operations to PP 

13 PP is re-planning the production process 

14 Shop floor superisors and team leaders are adapting the ongoing repair process 

according to the updated plan of operations 
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In this process, several decisions were taken. These decisions are not documented in detail, 

but located within the overall process of cooperation. The following five decisions were 

taken: 

E1 Shop foor supervisor decides that the new problem is exceeding the possibilities of 

the department, the planner needs to be informed.  

E2 Planner has to decide how to proceeds, decides to order assessment through 

engineering. 

E3 Engineer decides that the parts should not be treated repeatedly but can be repaired 

inhouse as they are.  

E4 AVOR decides about the new plan of operations.  

E5 Planner decides to establish a new sequence of jobs. 

 

 

Figure 16: Paths of communication in exemplary episode (decisions related to production problem) 
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Table 40: Work domain (decomposition-abstraction matrix) of production planning and scheduling 

Decomposition 

/ Abstraction 

Matrix 

Planning 

network 

 

Scheduling 

network 

Working 

department 

 

Operational 

unit 

 

Workstation 

 

Functional 

purposes and 

constraints 

 

Mediation 

between 

(external) 

demands and 

production 

capacities of 

the work 

system 

Collective 

management of 

operational 

uncertainties 

Management 

of local 

operational 

uncertainties 

Optimization 

of trans-

formation 

process, 

coping with 

uncertainty 

Trans-

formation 

process 

Abstract 

functions and 

priority 

measures 

 

Boundary-

spanning 

planning of 

order flow 

Domain-

specific 

planning and 

control of order 

flow (e.g. 

product family) 

Planning and 

control of 

order 

fulfilment 

Organization 

of order 

fulfilment 

Planning and 

sequencing of 

operational 

steps 

Generalised 

function 

 

Coordination Cooperation Operational 

plan / 

schedule 

Operational 

control (feed 

forward) 

Operational 

control (feed 

back) 

Physical 

processes and 

activities 

 

Information 

distribution 

through 

network of 

relevant actors 

Information 

sharing and 

collective 

decision 

making on 

timeframes for 

work activities 

Information 

processing 

and decision 

making on 

optimal work 

distribution 

Reservation 

and 

provision of 

required 

workforce, 

tools, and 

materials 

Monitoring 

part 

transformation 

and / or 

assembly 

Physical form 

and 

configuration 

 

Overall socio-

technical 

system for 

planning and 

scheduling 

(infrastructures 

/ actors / 

artefacts) 

Location of 

work spaces 

and 

communication 

channels in 

between, 

shared 

artefacts (e.g. 

database with 

orders) 

Workspaces 

and 

planning-

related 

artefacts (e.g. 

list of 

released 

orders, list of 

available 

resources) 

Daily and 

weekly 

schedules, 

shift plans, 

resource use 

plans 

Work progress, 

consumption 

of designated 

resources 

 

 

Table 41: Variables identified with Vester method (Vester, 2005), in German 

Nr. Variable Indikatoren Skalierung 

1 Mittlere 

Produktionsauslastun

g 

 

-Kapazität angepasst an mittleren Bedarf 

-Benötigte Ressourcen vorhanden (Maschinen, 

Betriebsmittel, Material) 

[Mittlere = gemittelte, wobei der Zeitraum, über 

welchen gemittelt wird, noch nicht spezifiziert 

wurde.] 

Das Optimum 

liegt zwischen den 

Grenzwerten 

-oben 200% 

-Mitte 100% 

-unten 0% 

2 Auslastungs-

schwankungen pro 

-Überlast (Mittelwert aller Fertigungsstufen) Das Optimum 

liegt am unteren 
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Fertigungsstelle 

 

Unterlast (Mittelwert aller Fertigungsstufen) Grenzwert 

 

3 Wunsch nach 

Unterstützung durch 

IT-Systeme 

 

-Visualisierung des Systemzustandes 

-Effizienz des Planungsvorganges pro Auftrag 

-Mitplanung von Unschärfe in Sollzeiten 

-Automatische Anpassung von Planvorgaben 

Das Optimum 

liegt am unteren 

Grenzwert 

 

4 Plandatenabweichung 

 

-Abweichung zwischen Plan- und Ist-Zeiten: 

Beschädigungsabhängig 

Materialabhängig 

MA-abhängig 

Betriebsdatenabhängig 

Das Optimum 

liegt am unteren 

Grenzwert 

 

5 Zusammenarbeit 

operativ 

 

-guter Informationsaustausch (Skala 1-7) 

-poaktive Abstimmung (Skala 1-7) 

-Zwischenmenschliche Beziehungen werden 

gefördert (Skala 1-7) 

-Einhalten von Vereinbarungen (Skala 1-7) 

[Summe der Werte] 

Das Optimum 

liegt am oberen 

Grenzwert 

 

6 Zusammenarbeit 

Entwicklung / 

Produktion 

 

-Einhalten von Vereinbarungen (Skala 1-6) 

-proaktive Abstimmung (Skala 1-6) 

-guter Informationsfluss bezüglich Terminen, 

Freigaben, Entscheiden (Skala 1-6) 

-Verständnis für Produktionsbelange vom 

Entwickler (Skala 1-6) 

-Nutzung des Lieferanten Know-hows (Skala 1-6) 

[Summe] 

Das Optimum 

liegt am oberen 

Grenzwert 

 

7 Räumliche und 

organisatorische Nähe 

 

-Bevorzugung von direkten Gespräch gegenüber 

Telefon, Mail 

-Einheitliche Führungsvorgaben (durch 

gemeinsame Vorgesetzte?) 

räumliche Nähe 

 

Gewichtung 

-Platzierung A-

Planung (Gewicht 

35%) 

-Platzierung Avor-

Planung (Gewicht 

35%) 

-Platzierung B-

Planung (Gewicht 

20%) 

-Platzierung C-

Planung (Gewicht 

20%) 

Das Optimum 

liegt am oberen 

Grenzwert 

8 MA-Ausbildung 

 

-handwerkliche Fähigkeit 

-Kenntnisse der Arbeitsanweisungen 

-Erfahrung (Betriebsjahre) 

-Kenntnisse der vor- und nachgelagerten 

Schritte 

-Kenntnisse über Reko-Gesamtprozess 

-komponentenspezifische Kenntnisse 

Das Optimum 

liegt am oberen 

Grenzwert 
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-Basiswissen (Berufskenntnisse z.B. 

Zeichnungslesen 

-Sprachkenntnisse 

[Gemeint sind ALLE Mitarbeitenden, nicht nur 

diejenigen aus der Fertigung.] 

9 Arbeitsausführung -gemäss Rollenverständnis (liegt schriftlich vor) 

-Eigeninitiative bei Unklarheiten 

-Transparenz (“warum so und nicht anders”) 

Wenn 

Ausführung 

gemäss 

Rollenverständnis 

dann gibt das 20 

Punkte, 

Eigeninitiative 

und Transparenz 

kommen noch 

dazu mit maximal 

5 Punkten. 

Das Optimum 

liegt am oberen 

Grenzwert. 

10 Unabhängigkeit von 

Schlüsselpersonen 

-Verfügbarkeit von Entscheidungsträgern 

-Verfügbarkeit von Know-how Trägern 

Stellvertreterregelung 

Das Optimum 

liegt am oberen 

Grenzwert 

11 Fähigkeit Abwicklung 

Expressaufträge 

 

-”alle ziehen am selben Strick” 

-Absprache untereinander (Fertigungsstellen, 

Lieferanten) 

-flexible Arbeitszeiten (Überzeit, Wochenende) 

-grosszügige Handhabung optische 

Qualitätsanforderung 

Das Optimum 

liegt am oberen 

Grenzwert 

 

12 Anzahl 

Expressaufträge 

 

-wird kommuniziert 

-Planung hat Überblick 

-interne Versäumnisse 

-Qualitätsmängel (NCR’s) 

-Chefaufträge 

-Terminvorgabe Verkauf 

[Definition Expressauftrag: Der geforderte 

Endtermin liegt vor dem (gemäss normaler 

Durchlaufzeit) offerierten Termin.] 

Das Optimum 

liegt am unteren 

Grenzwert 

13 Unklare/fehlende 

Informationen vom 

Kunden 

 

-Anlieferung der Teile 

-Kunden Sonderwünsche 

-Kunden Abnahme (Kick-Off’s, Haltepunkte) 

-fehlende Betriebsdaten 

-Ablieferung komplette Sätze (Neuteile?), 

Mischsätze 

Das Optimum 

liegt am unteren 

Grenzwert 

14 Verlängerte DLZ durch 

Störungen und 

Abklärungen 

 

Verzögerungen infolge Abklärungen mit 

-Technik 

-Verkauf 

-Einkauf 

-Planung 

Abteilungen 

Das Optimum 

liegt am unteren 

Grenzwert 
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Verzögerungen infolge Störungen 

-Maschinenausfall 

-Ausfall von Mitarbeitern (Krankheit, kurzfristige 

Abwesenheiten) 

15 Technische 

Qualitätsmängel  

-Prozessfähigkeit mangelhaft (unterschiedliche 

Personen) 

-Arbeitsschritte nicht sachgemäss ausgeführt 

-unvorhergesehene Beschädigungen (Material, 

Fertigungsschritte) 

Das Optimum 

liegt am unteren 

Grenzwert 

 

16 Unerwünschte 

Managementeinflüsse 

 

-isolierte Betrachtung von einzelnen Aufträgen 

(terminlich und technisch) 

-Statistik Monatsende (Umsatzzahlen, 

Ablieferungen) 

Das Optimum 

liegt am unteren 

Grenzwert 

 

17 Unklare 

Qualitätsanforderunge

n bezüglich Optik 

-Personenabhängige Handhabung 

-Absprache Kunde unbekannt/unklar 

Das Optimum 

liegt am unteren 

Grenzwert 

 

18 Anzahl Aufträge mit 

unvollständiger 

Produktentwicklung 

Aufträge, bei denen einer oder mehrere Punkte 

zutreffen: 

-Technologieentwicklung hinkt hinter den 

Produktion nach 

-Technologie ist unbekannt 

-Dokumente nicht vorhanden 

-Prozesse nicht validiert 

Das Optimum 

liegt am unteren 

Grenzwert 

 

19 Einheitliches 

Prozessverständnis 

(Auftragsabwicklungsp

rozess) 

-Strukturiertes Arbeiten nach 

Prozessbeschreibung (Optimum) 

-abweichende Handhabung des Prozesses 

(unterer Grenzwert) 

Das Optimum 

liegt am oberen 

Grenzwert 

20 Transparenz der 

Planungsentscheide 

-Transparenz von Planungsentscheidungen auf 

Gesamtheit 

 

Optimum liegt am 

oberen Grenzwert 

 

 

 

 



Appendix B - Study two  223 

Table 42: Observation protocol shop floor supervisor (in German) 

 

Nr. Tätigkeit / 

Problemstellung 

Tools Kommunikationsweg Notiz/Kommentare 

P
C

 

P
a
p
ie

r 

D
ir

e
k
t 

T
e
le

fo
n

 

E
-M

a
il
 

P
o
s
t 

a
n

d
e
re

 

1 Gespräch mit Herrn M. 

(Schichtführer) 

  X     Früh-Schicht hat 

bereits begonnen, 

Inselleiter kommt 

erst später  

2 Gespräche mit Herrn O. 

(Planer) über Versuch mit 

Ausschleifen 

  X X    Auftragsreihenfolge 

festlegen? 

3 Tagesliste  Rundgang  X      Augenschein, 

Probleme bei 

Zeitüberschreitungen 

4 Gespräch mit Ingenieur, 

Versuchsstück schweissen 

  X      

5 Zeitüberschreitung mit 

Schichtführer und 

anderen Schweissern 

besprechen 

  X     Da das Schweissen 

schneller als geplant 

geht, können die 

Zeitverluste bei der 

Vorbereitung z.T. 

aufgeholt werden 

6 Schablone von Befundung 

zurück holen 

  X      

7 Schweiss-Roboter 

aufstarten und einrichten 

        

8 Zu Problem 2: Problem mit 

Ingenieur besprechen 

   X    3 Stück behalten, 

trotzdem im System 

als „Fertig” melden, 

damit es weiter 

gehen kann 

9 Auftrag mit zu knapper 

Bearbeitungszeit mit 

Planer besprechen 

  X      

10 Auftragsplanung X        

11 Suche nach fehlenden 

Teilen 

        

12 AVOR wegen 

Bearbeitungszeit 

nachfragen 

  X      

13 Zu Problem 11: Besuch in 

der Löterei 

  X      

14 Externer Auftrag bei ZZZ 

(nebenan in der selben 

Halle) besprechen 

  X      

15 Problem 1 und 5 

(Zeitüberschreitung) 

  X      
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 Mittagessen   Thema „Chefaufträge”, falsche Darstellung von 

Überlast bei Arbeitsauftragsliste („Tagesliste”), viele 

Anspruchsgruppen, denen der Inselleiter / Meister 

gerecht werden muss 

16 Problem mit Teilen, die 

mangelhaft gereinigt 

wurden (Salzbad extern), 

Inselleiter Löterei 

  X     Löten geht nicht 

17 Schichtübergabe Früh- zu 

Spätschicht Linienführer 

(neue Tagesliste 

ausdrucken) 

 X X      

18 Problem 16 mit Ingenieur 

besprechen, anschauen 

  X X     

19 Besprechung mit 

Schichtführer Spätschicht 

  X      

20 Problem Nr. 4: 

Versuchsstück mit 

Ingenieur anschauen, 

weiteres Vorgehen 

besprechen 

  X      

21 Schichtwechsel, Leute 

begrüssen und einteilen 

  X      

22 Werkzeug richten        Werkstatt 

23 Löt-Boxen vorbereiten für 

Schleifen 

      Werkstatt, Bemerkung: 

„Dafür hat sonst keiner 

Zeit.” 

24 Mails bearbeiten, 

Büroarbeiten erledigen, 

Teile für 

Schweisserqualifikation 

organisieren 

X   X     

25 Planung der 

Auftragsbearbeitung 

(neuer Auftrag auf Liste) 

X        
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