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Introduction

With the ever increasing demand in bandwidth driven by new applications and by an increase in computational capability, that is dependent on high data rates, electronic communication devices are becoming increasingly insufficient to handle large loads. Solutions based on optics offer the necessary bandwidth, that is required to handle massive amounts of data and are already commonly used for long distance applications such as fiber optic submarine or metropolitan networks down to rack to rack interconnects employed in high performance computing systems. However, for a continuation of Moore’s Law even higher data rates and optical communication on a much shorter distance - in particular on-chip - is required to provide for the increasing performance. Silicon photonics is a prime candidate to bring the advantages of optical communication to chip level and thus enabling dense integration of optical devices, that is also necessary for multi-channel transceiver systems with advanced modulation formats. Especially the Silicon on Insulator (SOI) platform has moved to the focus of much research in recent years [1], as silicon exhibits excellent optical properties in the near-infrared spectrum for this purpose and the technology capitalizes from mature processes developed by the integrated electronics industry. Co-integrating photonic devices with integrated circuits gives rise to novel optical interconnects and other applications, that can be easily and economically mass-fabricated, for systems in years to come.

The possibility of hybrid integration makes up for the shortcomings of silicon, when it comes to active devices. Since silicon itself is a very inefficient light source, devices made from other materials - mostly III-V semiconductors such as GaAs and InP - are employed and integrated with the SOI platform. For the detection of light photo-diodes made from germanium, which does exhibit absorption in the wavelength region, where silicon is transparent, offer great integrability, as being in the same group of the periodic system as silicon, the two materials can be grown on each other without a large mismatch between their crystal lattices.

The properties of silicon have been subject to extensive investigation, rendering it to one of the world’s best known elements. Being an abundant material (approximately 14% of the earth’s crust is silicon) and easily accessible together with the mature processes developed by the integrated electronics industry allows for cheap and reliable mass production of complex devices based on this material system. Its high refractive index qualifies it as a basis for dense integration of optical devices, however, at the cost of easy interfacing with external components: Silicon waveguides exhibit a large phase mismatch with low index contrast waveguides such as silica fibers, that are used in optical communication links everywhere. Additionally, their small size of only a few hundred nanometers compared to the large diameter of a silica fiber core results in a low field overlap between the guided modes in each waveguide resulting in difficult and very inefficient fiber chip coupling. The scope of
this thesis is to examine this problem and offer solutions to fiber chip coupling based on grating couplers. Existing designs are examined and improved upon and completely new grating layouts are offered for very high efficiency fiber chip interfaces. In addition a novel approach to exciting higher order fiber modes will be presented as well as a device for polarization conversion, all based on the SOI platform and compatible to existing technology.

The thesis is organized in the following way: First the problem of fiber chip coupling is outlined in more detail. Chapter 2 portrays the theoretical background used for the description of gratings in general and shows numerical methods employed for the simulation of devices analyzed, followed by a illustration of the fabrication and measurement outfit used for the realization characterization of the structures presented. Chapter 4 focuses on one dimensional grating couplers, while chapter 5 shows two dimensional grating couplers, that in contrast to one dimensional gratings inherently treat both polarization states. The last device presented is a novel way of coupling several higher order fiber modes between a few mode fiber and integrated waveguides.
Chapter 1

Fiber-Chip Coupling

Driven by the prospect of dense integration of photonic components and co-integration with electronic circuits, miniaturization of photonic integrated circuits (PICs) has been the focus of much research in recent years. Due to its high refractive index contrast the Silicon on Insulator (SOI) material system allows for the realization of optical devices, which are only a few wavelengths in size. Over the years, waveguides have shrunk from 10\(\mu m\) in height down to only 220nm. This drastic down scaling however brought several disadvantages with it: In addition to higher losses, higher polarization dependency and the need for more sophisticated fabrication technology, interfacing waveguides with the external world became increasingly difficult. To illustrate this problem, this chapter gives a short description of guided modes in dielectric waveguides such as optical fibers and photonic integrated waveguides and an overview over the available coupling schemes between these two waveguide types is presented in the second section of this chapter.

1.1 Waveguides & Materials

The waveguides and consequently all other devices used in this work are all based on the Silicon-On-Insulator (SOI) platform, which is commonly used on a large scale for integrated electronics and is very well suited for optical applications in the near infra red region due to its high index contrast and low absorption. A thin silicon layer is placed on an insulating SiO\(_2\) layer (buried oxide or BOX for short), which provides optical and electrical insulation from the silicon substrate of several hundred

![SOI layer stack with a rib waveguide (left) and a bulk waveguide (right) and air cladding.](image)

Figure 1.1: SOI layer stack with a rib waveguide (left) and a bulk waveguide (right) and air cladding.
Figure 1.2: Refractive indices of mono crystalline silicon after [2, 3] (left) and silica glass (SiO$_2$) after [4] (right).

micron thickness. By processing of the top silicon layer (see chapter 3.1) waveguide structures as shown in figure 1.1 are obtained. If the top silicon layer is fully etched, bulk waveguides or wires are obtained, while in the case of partial etching a silicon slab region remains constituting a rib waveguide. The high refractive index of silicon ($n_{Si} \approx 3.47$ at $\lambda = 1.55\mu m$, see figure 1.2 (left)) compared to that of the buried oxide ($n_{SiO2} \approx 1.44$, see figure 1.2 (right)) and the surrounding cladding material, which is either air or again SiO$_2$ yields an excellent confinement of guided waves even in small waveguides. In the wavelength region used in this thesis (from 1.3$\mu m$ to 1.6$\mu m$) both materials may be regarded as completely lossless. SOI waveguides with losses as low as 0.1dB/cm have been demonstrated on large 4$\mu m$ silicon substrates [5]. However, the SOI stack used for the devices shown here is much smaller. The top layer, in which the devices are etched, has a height of only 220nm. In contrast to thicker silicon layers, where single mode waveguide are practically only achievable through the use of rib waveguides, this allows for single mode waveguides made from bulk material. However, rib waveguides are still used on this scale to reduce losses caused by surface roughness at the etched edges of the waveguide. Since bulk waveguides (i.e. nano wires) are etched by their full height, their exposed surface is much larger than that of rib waveguides, which are shallowly etched by only a fraction of their height. Both waveguide types can be seen in figure 1.1.

The fields inside such waveguides satisfy the Helmholtz equation

$$\Delta_t \vec{E} + (k_0^2 n^2 - \beta^2) \vec{E} = 0.$$  \hspace{1cm} (1.1)

It is implicitly assumed, that the structure is invariant along the $z$-axis and fields are time harmonic. Thus the ansatz

$$\vec{E}_m(x, y, z, t) = \vec{E}(x, y) e^{i\omega t - i\beta z}$$  \hspace{1cm} (1.2)

describes the field of a mode inside the waveguide, where $\beta$ is the phase constant of each mode. $\Delta_t$ in equation 1.1 is the transverse Laplace operator $\Delta_t = (\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2})$ and $k_0 = \frac{2\pi}{\lambda}$ is the free space wavenumber.

Solutions to equation 1.1 for an optical fiber and integrated SOI waveguides of different size are illustrated to scale in figure 1.3. The modes of the integrated waveguide are labeled $TE_{xy}$ and $TM_{xy}$ modes depending on their polarization, where the subscript $xy$ are the zero based counts of the intensity maxima in $x$- and $y$-direction of the respected modes. Although the actual waveguide modes exhibit
both electric and magnetic field components in propagation direction, the TE or TM field components are carrying the predominant fraction of power. Therefore the TE/TM approximation is a valid classification. The depicted modes of figure 1.3 are therefore all TE\(^{00}\) modes, which are the most commonly used ones in this work. In chapter 5.3 the first higher order TE\(^{10}\) mode also becomes of importance.

In fibers most commonly the linearly polarized (LP\(_{\phi r}\)) modes are used, where the indices \(\phi\) and \(r\) describe the order of the mode in angular and radial direction, respectively. These indices are not zero based and therefore the fundamental fiber mode is labeled LP\(_{01}\).

### 1.2 Coupling Schemes

Coupling between a fiber and an integrated waveguide is a challenging task due to their vastly different sizes and phase constants of their modes. The scope of the problem is illustrated in figure 1.4, where the cross sections of the electric fields of the modes shown in figure 1.3 in SOI waveguides of varying size and that of a standard single mode fiber (sSMF) are shown. It is evident, that the smaller the

![Figure 1.4: Cross sections of the electric field distribution in integrated waveguides of varying size (c.f. figure 1.3) and a sSMF at \(\lambda = 1.55\mu m\).](image-url)
integrated waveguide is, the larger the mismatch between the fields of that waveguide and that of the fiber. In terms of loss, this mismatch can amount to less than -20dB coupling efficiency (in case of nanowires of 500nm x 220nm cross section), when the two waveguides are butt-coupled. For transmission systems with high data rates this value is fatal, as it severely impacts the signal to noise ratio and therefore the bit error rate of the transmission.

Figure 1.5: Taper structures for fiber chip interfacing. Left: Inverted taper with polymer waveguide. Right: 3d taper structure.

For this reason more elaborate coupling schemes were developed, that yield higher coupling efficiencies. The most straightforward solution to small waveguide dimensions is a tapering to larger cross sections (see figure 1.5). However, to be fully effective, in addition to a planar tapering, which can be realized with ease, an increase in waveguide height is required as well. In [6, 7] vertical, monolithically integrated silicon tapers were demonstrated, that yielded up to 60% (80% theoretical performance) coupling efficiency with a 10µm x 10µm waveguide facet. However, due to the fabrication process involving gray-scale masks, the device can not be fabricated with CMOS compatibility.

Inverted tapers, as first used for coupling from lasers to optical fibers [8], also achieve an increase in spot size of the optical mode. By decreasing the dimensions of the integrated waveguide, confinement of the mode is drastically reduced, resulting in a high overlap with the fiber mode. An increase in coupling efficiency compared to butt-coupling was demonstrated [9] and through the use of a polymer cladding (c.f. figure 1.5 (left)) an efficiency of just below 50% was shown [10]. Due to the extreme change in mode size required for an efficient coupling, the resulting structures can become unreasonably large. In [11] a lensed fiber was used for coupling, reducing the cladding size of the inverted taper from approximately 10µm x 10µm to only 2µm x 2µm. -0.7dB coupling efficiency was achieved in [12] with a SiO2 cladding and a two etch process. Nonetheless, adding an additional material to the process increases cost and potentially impedes CMOS compatibility. Additionally problematic is the small cross section on the tip of the inverted taper, which is usually well below 100nm in width and therefore not necessarily within reach of every fabrication technology.

A more elaborate approach was demonstrated in [13], where light was coupled to a larger cross section and lower index contrast SiON waveguide on top of the silicon waveguide by means of evanescent coupling. Since the phase mismatch between the silicon waveguide and the SiON waveguide, that is subsequently butt coupled to the fiber, is very large, a grating is employed, which reduces the phase mismatch between waveguides. However, due to the vastly different waveguides in use, this approach has to be carried out in two stages with an intermediate Si3N4 waveguide between them. Experiments on the Dual-Grating Assisted Directional Coupler [14] show a peak coupling efficiency of 55%, however, due to strong wavelength dependency of
asymmetric directional couplers and gratings, the bandwidth of the device amounts to only 4nm, which is a drastic reduction compared to taper based approaches, which typically exhibit bandwidths of more than 100nm.

Although compatible to established packaging technology, the common drawback of all edge based approaches is the need for a processed facet, at which fiber chip interfacing takes place. The nature of this coupling scheme demands the tapers to be positioned at the edges of the chip, where a flat surface has to be provided. For this reason each edge of the chip, where coupling takes place, has to be ground to remove material and bring the coupling device as close as possible to the chip’s border and polished to decrease surface roughness.

A more elegant solution, that does not require additional processing of surfaces at edges, is the grating coupler (see figure 1.6). In contrast to other coupling devices, the grating coupler may be placed anywhere on the chip as it diffracts light in vertical direction rather than horizontal and is therefore not bound to edges. The additional process steps of grinding and polishing are not necessary and PICs can even be tested before separation of chips from the wafer.

Through periodic etches on the waveguide’s surface light is diffracted in nearly vertical direction, where constructive interference of field scattered at each grating period resembles the field distribution of the fundamental fiber mode, resulting in a high coupling efficiency between integrated waveguide and optical fiber. The drawback of this approach is limited bandwidth, as the angle at which the diffracted field propagates is highly dependent on the wavelength. Early grating couplers were very long [15, 16], exhibiting indeed low bandwidths and large spot sizes of the diffracted fields. Thus additional lenses were used for coupling to a fiber. Shorter grating couplers as used today [17] do not have the need of additional lenses and show -1dB-bandwidths of well above 20nm [18].

Besides having a sufficient bandwidth, the coupling efficiency is the primary concern when designing a fiber grating coupler. So far, the best performing devices make use of a reflecting layer (either metal or a dielectric Bragg layers) placed under the buried oxide of the SOI stack [19], which yield a coupling efficiency of up to -0.6dB, as demonstrated in [20]. However, this approach requires additional processing, since the reflecting layers are accessed through the backside of the substrate, rendering this method cost intensive, though unparalleled in performance.

A different approach to increasing efficiency is the use of a poly-silicon overlay on top of the grating region of the top silicon layer [21]. This method requires only one additional process step and can be implemented inexpensively. However, the benefit
over standard gratings is not as large as it is the case for grating couplers with bottom reflectors. Both methods may be used in combination with chirp or apodization to increase the field overlap with the fiber mode [22]. Additional improvements can be achieved by means of a rear reflector or a blazing of the grating etches [23].

In contrast to most etch based coupling approaches, grating couplers show a large polarization dependency. For this reason, only light of one polarization is reasonably well coupled between the integrated waveguide and the fiber using grating couplers. TE polarized light shows better performance in the SOI substrate used and has properties better suited for coupling using grating couplers. However, since modern fiber optic transmission systems utilize both polarization states, coupling of both polarizations has to be made available through a single device. In [24] a two dimensional grating coupler was demonstrated, that couples TE as well as TM polarized light from the fiber to the TE polarization of two different integrated waveguides, therefore acting as a polarization splitter and converter at the same time (see figure 1.7).

Here, improvements similar to the ones made for the one dimensional grating couplers can be conducted, although to a lesser extent. The orthogonal alignment of the integrated waveguides to the grating prohibits an effective apodization or chirp of the grating etches. Additionally, bottom reflectors and overlay layers are less effective since scattering loss to the substrate plays a less significant role compared to one dimensional grating couplers. Exact performance values are hard to find in the literature, but first investigations of such structures revealed a coupling efficiency of 23% [23] (without any enhancement measures). In more recent work coupling efficiencies of -1dB and -2dB were claimed [25] for 2D gratings with and without bottom reflector, respectively.

Gratings for special purposes have been developed as well: Focusing gratings, that reduce the required taper length for the mode conversion between grating and waveguide, thus reducing the footprint of the coupler, have been shown [26]. Coupling to fiber modes other than LP_{01} was conducted through the use of grating couplers by different means [27, 28, 29, 30]. And a different approach to the polarization splitting grating was illustrated in [31], where the TM polarization was maintained.

In this thesis an extensive numerical investigation of one and two dimensional fiber grating couplers was conducted. Starting with simple one dimensional grat-
ings adapted for operation at a wavelength of $\lambda = 1.31\mu m$, gratings for $\lambda = 1.55\mu m$ are improved stepwise by identifying and eliminating sources of loss. First a silicon overlay is used to improve the fraction of out-coupled power, while maintaining a low scattering angle. In contrast to other devices this layer is mono-crystalline and the whole grating is fully compatible to IHP’s BiCMOS manufacturing line. Further improvement is achieved by adding a secondary etch step to the grating, which improves overlap with the fiber mode similarly to chirped gratings known from the literature, but maintains regularity along the grating. Lastly, a heuristic optimization approach is used to explore optimal grating designs, leading to novel grating layouts with extremely low losses. Additionally, this approach surprisingly indicates inversely chirped gratings to be superior to regularly chirped ones. Similarly, two dimensional gratings are designed for IHP’s manufacturing line and a novel device for the excitation and detection of higher order fiber modes is presented.
Chapter 2

Theory

In this chapter an overview over the theory of diffraction gratings will be given. Early work on this topic was closely related to spectroscopy and therefore much of the theory of gratings is focused on that subject. A brief look into the history of the development in this area shows, that a great deal of effort was put into the development of highly dispersive gratings for commercial applications. Since efficiency was only - if at all - a secondary consideration, analytical descriptions of diffraction gratings lack models for their performance. In other words, with current theories one could predict, where light of a certain wavelength would scatter, when diffracted by a grating but not how much of it. Therefore numerical solutions to this problem need to be employed, which the majority of results in this thesis are calculated with. The most common electromagnetic field simulation methods relevant for this field will be outlined here.

2.1 Gratings and Spectroscopy

2.1.1 The Grating Equation

An intuitive description of the diffraction of an incoming wave by a grating is given by the grating equation (or Bragg condition). Consider a setup as in figure 2.1. A plane wave is incident on the grating under the angle $\varphi_0$. The path difference between the diffracted beams of light can be derived through geometrical observation as

$$n_1 b - n_0 a = \Lambda n_1 \sin(\varphi) - \Lambda n_0 \sin(\varphi_0).$$

(2.1)

To achieve constructive interference in the scattered field it is again necessary, that light diffracted from two neighboring grating periods is in phase. This is the case when the path difference given in 2.1 is equal to the wavelength $\lambda$ or integral multiples of it. Substituting this condition into equation 2.1 leads to

$$\Lambda (n_1 \sin(\varphi) - n_0 \sin(\varphi_0)) = m\lambda, \quad m = 0, \pm 1, \pm 2, \pm 3, \ldots$$

(2.2)

If this condition is not met, there will be destructive interference at the angle $\varphi$. Condition 2.2 is known as the grating equation and may also be derived by means of Fraunhofer diffraction [32]. $m$ is being called the diffraction order or the grating order, when used in the a context with fixed wavelength and angles $\varphi_0$ and $\varphi$. The order $m = 0$ denotes the specular order since in the case of reflection the grating
behaves just like a mirror [33] with $\varphi = \varphi_0$. For all other diffraction orders the angle of diffraction $\varphi$ is dependent on the wavelength. Therefore, the grating acts as a prism, separating wavelengths angularly, albeit with a much larger effect. This property is what made gratings initially attractive for spectroscopy. In the case of fiber grating couplers on the other hand the strong dependence of the scattering angle on wavelength is the main limiting factor when it comes to bandwidth.

A more general representation of equation 2.2 can be denoted using the wave vectors $\vec{k}$ of incident and diffracted light. Using the coordinate system defined in figure 2.1 yields

$$k_\xi = k_{0,\xi} + m \frac{2\pi}{\Lambda}$$
$$k_\eta = k_{0,\eta},$$

when the grating lies along the $\xi$-axis. $k_0$ and $k$ denote the wave vector components of the incoming and diffracted fields, respectively. Sometimes the term $K = \frac{2\pi}{\Lambda}$ is used and is called the grating vector. Since the absolute of the wave vector $|\vec{k}| = n \frac{2\pi}{\Lambda}$, where $n$ is the refractive index of the cladding material on either side of the grating, this representation of the grating equation takes the environment into account. Each component of $\vec{k}$ can be expressed in terms of angle of incidence or refraction respectively by substituting $k_\xi = n \frac{2\pi}{\Lambda} \sin(\varphi)$. Therefore it is easy to see that equations 2.2 and 2.3 are equivalent.

It can be seen, that equations 2.2 and 2.3 are only true if

$$-1 \leq \sin(\varphi) \leq 1.$$  

If a grating order $m$ can be found, for which this condition is satisfied, then this order is called a propagating order. The wave vector associated with it describes a regularly propagating plane wave, since

$$|\vec{k}|^2 = k_\xi^2 + k_\eta^2 = n^2 \left(\frac{2\pi}{\lambda}\right)^2.$$  

Therefore the vertical component of $\vec{k}$ can be expressed as

$$k_\xi = \sqrt{n^2 \left(\frac{2\pi}{\lambda}\right)^2 - k_\eta^2} = n \frac{2\pi}{\lambda} \sqrt{1 - \sin(\varphi)^2} = n \frac{2\pi}{\lambda} \cos(\varphi),$$
which gives rise to a plane wave propagating along the direction of $\vec{k}$. If on the other hand condition 2.4 is not met, the vertical component $\vec{k}$ becomes imaginary and the amplitude of the diffracted wave decreases along the $\zeta$-direction by a factor of

$$\exp(-i \vec{k} \cdot \vec{r}) = \exp(-k \zeta) \exp(-i k \zeta).$$

These orders are called evanescent orders and must be taken into consideration for a complete theory on gratings. A graphical representation of equation 2.3 can be seen in figure 2.2. In agreement with the earlier convention the specular order is denoted with $m = 0$. The other order reachable in the reflection spectrum is displaced by $-1 \cdot K$ in the $\xi$-direction with respect to the zero order and therefore carries the order $m = -1$. The resulting wave vectors are located on a half circle, as demanded by equation 2.5. In the transmission spectrum an additional order is obtained through a higher refractive index in the substrate of the grating. Again the distance between zero order and first order diffraction is $K$ and the diffraction order of it is $m = 1$. All other orders can not be reached through the wave vector of the incoming field and are therefore evanescent. For very long periods $K$ becomes zero and naturally the diffraction orders vanish with the exception of the 0th order, in which case equation 2.3 reduces to Snell’s law of refraction.

A special case in the grating equation occurs if the incident field is aligned with the $\xi$-axis (c.f. figures 2.1 and 2.2) and is a guided mode. The wave vector $k_0$ has only a single component pointing in the $\xi$-direction and is expressed in terms of the effective refractive index $n_{eff}$ of the guided mode. The grating equation is then written as

$$k_{\xi} = \beta + m K$$

with

$$\beta = n_{eff} \frac{2\pi}{\lambda} \quad (2.9)$$

being the phase constant of the waveguide mode. For weaker gratings this expression holds true since the effective refractive indices of guided modes in an unimpaired waveguide and in one with a grating present are nearly equal. But for strong gratings this is no longer the case. One could estimate the overall effective refractive index in a waveguide with a strong grating by determining the geometrical average of $n_{eff}$ in one period at every point along the propagation direction (here $\xi$-direction).
However, this method would disregard reflections at interfaces between or within periods and therefore resonance effects, which could affect $n_{\text{eff}}$. Therefore, it is necessary to obtain the phase velocity of the mode in a perturbed waveguide by other means - mostly numerically.

The convention for naming the diffraction orders is not consistent in the literature. Usually, perfectly vertical diffraction is associated with the order $m = \pm 2$, while reflection back into the waveguide is denoted as the 0th diffraction order. The waveguide grating coupler for nearly vertical diffraction is therefore denoted with $m = \pm 1$, which is the preferred case for fiber grating couplers.

A rough estimation of the bandwidth of a waveguide grating can be already made using equation 2.8 by relating a change in wavelength to the change in diffraction angle $\varphi$ as was shown in [34] and further elaborated in [18].

2.2 Numerical Description

In the previous section an analytical description of diffraction gratings was presented. As noted, in the general case this method is by itself insufficient when it comes to the characterization of gratings. The grating equation 2.8 can be used to predict diffraction angles of waveguide gratings as a function of wavelength but it relies on the numerical input in form of the effective refractive index of the waveguide mode in the grating structure. In addition to this problem, nowhere in the analytical description is one of the most important values touched upon - diffraction efficiency. For a theoretical description of gratings numerical methods, which are capable of producing those figures of merit, that are not available through analytical means, are of utmost importance. Therefore, in this chapter a brief outline of the numerical methods available for the simulation of fiber grating couplers is presented. Since numerical methods tend to cover broader areas than single types of structures, the use of these methods is not limited to diffraction gratings and are therefore used for the investigation of other devices throughout this thesis as well.

2.2.1 Finite-Difference Time-Domain Method

Early development on the finite-difference time-domain (FDTD) method was largely driven by military applications [35]. Next to asymptotic methods [36, 37] and integral methods as the Method of Moments [38, 39], the FDTD method was one of the earliest numerical methods of solving Maxwell’s equations. Being more general than other methods at the time it soon became the method of choice for many applications. The nature of problems much research was focused on such as radar and electromagnetic pulses also strongly favored the FDTD method as it directly operates in time domain.

The basic method was first laid out by K. Yee in 1966 [40] and adapted by A. Taflove [41]. It is designed to solve Maxwell’s curl equations on a spatial (and temporal) grid, thus requiring a discretization of the computational domain. As mentioned before, the FDTD method is very general. Therefore, at its basis a very
general formulation of the Maxwell equations can be found:

\[
\frac{\partial \vec{H}}{\partial t} = -\frac{1}{\mu} \nabla \times \vec{E} - \frac{1}{\mu} (\vec{M}_s + \sigma_h \vec{H}) \quad (2.10a)
\]

\[
\frac{\partial \vec{E}}{\partial t} = \frac{1}{\epsilon} \nabla \times \vec{H} - \frac{1}{\epsilon} (\vec{J}_s + \sigma_e \vec{E}) \quad (2.10b)
\]

The vectors \(\vec{M}_s\) and \(\vec{J}_s\) represent the sources of magnetic and electric field energy and are called the equivalent magnetic current density and electric current density, respectively; they carry the units \(\frac{V}{m^2}\) and \(\frac{A}{m^2}\). \(\sigma_e\) and \(\sigma_h\) are the electric and magnetic conductivities.

Expanding the curl operator in Cartesian coordinates of equations 2.10 yields

\[
\frac{\partial H_x}{\partial t} = \frac{1}{\mu} \left[ \frac{\partial E_y}{\partial z} - \frac{\partial E_z}{\partial y} - (M_{s,x} + \sigma_h H_x) \right] \quad (2.11a)
\]

\[
\frac{\partial H_y}{\partial t} = \frac{1}{\mu} \left[ \frac{\partial E_z}{\partial x} - \frac{\partial E_x}{\partial z} - (M_{s,y} + \sigma_h H_y) \right] \quad (2.11b)
\]

\[
\frac{\partial H_z}{\partial t} = \frac{1}{\mu} \left[ \frac{\partial E_x}{\partial y} - \frac{\partial E_y}{\partial x} - (M_{s,z} + \sigma_h H_z) \right] \quad (2.11c)
\]

\[
\frac{\partial E_x}{\partial t} = \frac{1}{\epsilon} \left[ \frac{\partial H_z}{\partial y} - \frac{\partial H_y}{\partial z} - (J_{s,x} + \sigma_e E_x) \right] \quad (2.12a)
\]

\[
\frac{\partial E_y}{\partial t} = \frac{1}{\epsilon} \left[ \frac{\partial H_x}{\partial z} - \frac{\partial H_z}{\partial x} - (J_{s,y} + \sigma_e E_y) \right] \quad (2.12b)
\]

\[
\frac{\partial E_z}{\partial t} = \frac{1}{\epsilon} \left[ \frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} - (J_{s,z} + \sigma_e E_z) \right] \quad (2.12c)
\]

Equations 2.11a and 2.12a are the general three dimensional basis of the FDTD algorithm. For many problems however, a simplification can be assumed by reducing the problem to two dimensions. If geometry and sources do not change along one direction (e.g. \(z\)-direction), the spatial derivatives are zero and the six coupled differential equations can be grouped so that no field components of the first group appear in the second. It can be seen, that this is the case, when equations 2.11a, 2.11b and 2.12a are in the first group (TM group) and 2.11c, 2.12b and 2.12c are in the second (TE group), if the problem is invariant along the \(z\)-direction. The groups are completely decoupled and any field in this geometry can be expressed as a linear superposition of solutions of the TE and TM group. As mentioned before, the FDTD method relies on decomposition of the computational domain into unit cells, which are sometimes referred to as pixels or voxels (short for volumetric pixel). A unit cell is depicted in figure 2.3. In contrast to most other methods, which solve for the electric or magnetic field alone, the FDTD method solves for both at the same time. Therefore, it is potentially more robust and applicable for a wider class of structures [35]. As illustrated, each field component of the electric field is centered within four positions, where the magnetic field components are located. Conversely, each magnetic field component is surrounded by four circulating locations of the electric field. That gives a clear analogy to the contour integrals for electric and magnetic induction. One can also see, that continuity of the tangential field components of both electric and magnetic fields is naturally maintained at material interfaces.
Figure 2.3: Illustration of the locations of electric and magnetic field components on a unit grid cell.

However, having field components located at non integral unit positions within the spatial grid also gives rise to a problem at material interfaces. Since it is not clear which material property needs to be assigned to a field component, some form of averaging needs to be performed. Although this has to be done only once and the computational effort to do so is not high, it can result in an unexpectedly high memory usage limiting the size of the computational domain.

Analogously to the decomposition of the spatial dimensions into unit cells, time is discretized similarly. The method used is called leapfrog arrangement, where at each full time step the electric field is computed and at every half time step the magnetic field. At every point in space the electric field is stored in memory and used to compute the magnetic field of the following half time step and after that the newly obtained magnetic field is the basis for the calculation of the electric field for next full time step. This cycle continues until termination is reached. By this method problems caused by the simultaneous calculation of electric and magnetic field are avoided. Figure 2.4 illustrates the leapfrog arrangement for a one dimensional space grid.

With the environment in space and time set, it is now possible to adapt equations 2.11 and 2.12. First, it is common to describe the position of each unit cell with multiples of its dimensions. Usually a unit cell is cubic (although other anisotropic forms can be used) and therefore its location is denoted as \((i\Delta x, j\Delta y, k\Delta z)\) or \((i, j, k)\) for short (c.f. figure 2.3). Similarly, a point in time is expressed as \(n\Delta t\) or simply \(n\). The \(x\)-component of the electric field in a unit cell is therefore represented as \(E_x(i, j + 0.5, k + 0.5, n)\). The derivatives in Yee’s algorithm are calculated by the difference quotient \([40]\). This is easily implemented and numerically inexpensive, however, it results in an error of second order.
Figure 2.4: Illustration of the leapfrog arrangement in a one dimensional FDTD grid.

Equation [2.12] is thus expressed as

\[
\begin{align*}
\frac{E_x|_{i,j,k}^{n+0.5} - E_x|_{i,j,k}^{n-0.5}}{\Delta t} &= \frac{1}{\epsilon_{i,j,k}^{0.5}} \cdot \\
\left( \frac{H_z|_{i,j,k}^n - H_z|_{i,j,k+1}^n}{\Delta y} - \frac{H_y|_{i,j,k+1}^n - H_y|_{i,j,k}^n}{\Delta z} \right) \cdot \\
&- J_{s,x}|_{i,j,k}^n \cdot \frac{E_x|_{i,j,k}^n}{2},
\end{align*}
\]

(2.13)

where the temporal dependency is denoted in the superscript of each field component and the spatial location in the subscript. On the left hand side of equation 2.13 a field component of time step \( n + 0.5 \) is present, whereas on the right hand side all fields are denoted with time step \( n \). Since the fields from time step \( t \geq n \) are unknown at this point, they have to be obtained through estimation. It is assumed that a field at time step \( n \) is the arithmetic average of its half time step predecessor and successor

\[
U_c|_{i,j,k}^n = \frac{U_c|_{i,j,k}^{n+0.5} + U_c|_{i,j,k}^{n-0.5}}{2},
\]

(2.14)

where \( U_c \) is either component \( c \) of the electric or magnetic field. Applying this assumption to equation 2.13 yields

\[
\begin{align*}
\frac{E_x|_{i,j,k}^{n+0.5} - E_x|_{i,j,k}^{n-0.5}}{\Delta t} &= \frac{1}{\epsilon_{i,j,k}^{0.5}} \cdot \\
\left( \frac{H_z|_{i,j,k+1}^n - H_z|_{i,j,k}^n}{\Delta y} + \frac{H_y|_{i,j,k+1}^n - H_y|_{i,j,k}^n}{\Delta z} \right) \cdot \\
&- J_{s,x}|_{i,j,k}^n \cdot \frac{E_x|_{i,j,k}^{n+0.5} + E_x|_{i,j,k}^{n-0.5}}{2}.
\end{align*}
\]

(2.15)
Now $E_{x}^{n+0.5}_{i,j+0.5,k+0.5}$ can be isolated:

$$E_{x}^{n+0.5}_{i,j+0.5,k+0.5} = 1 - \frac{\Delta t}{\epsilon_{i,j+0.5,k+0.5}} E_{x}^{n-0.5}_{i,j+0.5,k+0.5} + \frac{\Delta t}{\epsilon_{i,j+0.5,k+0.5}} \left( H_{z}^{n}_{i,j+1,k+0.5} - H_{z}^{n}_{i,j,k+0.5} - \frac{H_{y}^{n}_{i,j+0.5,k+1} - H_{y}^{n}_{i,j+0.5,k}}{\Delta z} - J_{s,x}^{n}_{i,j+0.5,k+0.5} \right). \tag{2.16}$$

Equally, the remaining electric and magnetic field components have to be isolated and expressed in terms similar to equation 2.16, but for brevity this is not done here. For a complete account of all field components, the reader may refer to [35].

It can be seen, that the $x$-component of the electric field at any position, which is not adjacent to sources, is only dependent on the $x$-component of the electric field from the previous time step and on the surrounding magnetic field components $H_{y}$ and $H_{z}$. The sources $\vec{J}_{s}$ and $\vec{M}_{s}$ are the time dependent inputs for the algorithm and are therefore known parameters, just like the material properties $\epsilon$ and $\sigma$.

One of the strengths of this method is related to parallel computing. The computational domain can be divided into smaller sub-domains of any number of unit cells, which can be computed by individual processors. Only values obtained at the interfaces between sub-domains need to be communicated to other processors, aggregating to a moderate amount of communication bandwidth. It is therefore evident that the FDTD method scales very well with problem size and as a consequence it is used with all kinds of computers ranging from normal desktops to huge clusters [42]. Even problems as big as the earth itself have been modeled [43], using alternative grids.

A number of optimizations to the implementation of the algorithm can be undertaken by specifying the problem to a less general form. For example having an exact cubic grid with $\Delta x = \Delta y = \Delta z$ saves a large amount of memory in the case of continuous material properties. Also a small amount of different non continuous, non permeable media ($\mu = \mu_{0}$) affects memory usage in a positive way. For specific geometries other unit cell shapes might prove to be favorable over the standard rectangular one. For details on optimization see [44, 45].

### 2.2.2 Eigenmode Expansion Method

The Eigenmode Expansion (EME) method or sometimes called the Mode Matching method differs somewhat from the FDTD or FEM approach, as it does not rely on a decomposition of the computational domain into spatial cells, but rather partitions with equal (or nearly equal) character along the axis of propagation. The electric or magnetic field in each partition is described in terms of modes rather than a summation of individual field points. Therefore, the size of the device simulated is not an indication of the computational cost. Structures that are easily out of reach of the FDTD and FEM methods can be handled by the Eigenmode Expansion method, as long as the number of modes necessary to describe the device is moderate. Therefore, devices best simulated using this method are straight, unchanging waveguides, which guide a low number of modes. However, such a device would not be simulated in the first place, since it is already fully described by the guided modes. The Eigenmode Expansion method is most commonly used to calculate the scattering matrix of interfacing structures. Figure 2.5 shows two different waveguides butt-coupled to
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Each other. Since the waveguides are unequal, reflections at the interface and losses are to be expected.

The fields in each uniform waveguide part are described as a linear superposition of all guided and radiation modes \[46\]. If the \(z\)-axis is the direction of propagation, the transverse electric and magnetic fields are

\[
\vec{E}_{t}(x, y, z) = \sum_{m} (a_{m}^{+} \exp(-i \beta_{m} z) + a_{m}^{-} \exp(i \beta_{m} z)) \vec{E}_{t,m}(x, y) \quad \text{and} \quad (2.17a)
\]

\[
\vec{H}_{t}(x, y, z) = \sum_{m} (a_{m}^{+} \exp(-i \beta_{m} z) - a_{m}^{-} \exp(i \beta_{m} z)) \vec{H}_{t,m}(x, y), \quad (2.17b)
\]

where \(a_{m}^{+}\) and \(a_{m}^{-}\) are the amplitudes of the forward and backward propagating mode \(m\). As usual the time dependent factor \(\exp(i \omega t)\) is omitted. \(\vec{E}_{t,m}\) and \(\vec{H}_{t,m}\) are the transverse fields associated with the modal propagation constant \(\beta_{m}\) and are solutions of the Helmholtz equation \[1.1\]. \(M\) is the combined number of guided and radiation modes. For a complete basis one would have to include all modes - a finite number of guided and an infinite number of radiation modes. In many cases however, a moderate amount of guided modes is sufficient to describe a device.

For straight lossless waveguides the amplitude of the backward propagating field might be neglected, but for a structure as illustrated in figure 2.5, where reflections are to be expected, it is very important. Maxwell’s equations demand the \(x\)- and \(y\)-component of the electric and magnetic field to be continuous at interfaces. Therefore, the condition

\[
\sum_{m=1}^{M} (a_{m}^{+} \exp(-i \beta_{m} z) - a_{m}^{-} \exp(i \beta_{m} z)) \vec{E}_{t,m}(x, y) = \sum_{n=1}^{N} (b_{n}^{+} \exp(-i \beta_{n} z) - b_{n}^{-} \exp(i \beta_{n} z)) \vec{E}_{t,n}(x, y)
\]

has to be met at \(z = 0\), where \(M\) is the number of modes on one side of the interface and \(N\) the number of modes on the other. If a single mode \(i\) from the left waveguide
Equation (2.18) can be simplified to

\[ \vec{E}_{t,i}(x,y) \exp(-i \beta^{(1)}_i z) + \sum_{m=1}^{M} a_m \vec{E}_{t,m}(x,y) \exp(i \beta^{(1)}_m z) = \sum_{n=1}^{N} b_n^+ \vec{E}_{t,n}(x,y) \exp(-i \beta^{(2)}_n z). \] (2.19)

For clarity, the superscript denotes the waveguide section: (1) for the partition at $z < 0$ and (2) for $z > 0$. Similarly, for the magnetic field the following expression has to be valid.

\[ \vec{H}_{t,i}(x,y) \exp(-i \beta^{(1)}_i z) - \sum_{m=1}^{M} a_m^\dagger \vec{H}_{t,m}(x,y) \exp(i \beta^{(1)}_m z) = \sum_{n=1}^{N} b_n^+ \vec{H}_{t,n}(x,y) \exp(-i \beta^{(2)}_n z). \] (2.20)

Equations (2.19) and (2.20) yield the resulting fields traveling away from the joint in both waveguide parts as a function of the incident wave $i$. In general this is expressed as

\[ \begin{bmatrix} \vec{a}^- \\ \vec{b}^+ \end{bmatrix} = [S] \cdot \begin{bmatrix} \vec{a}^+ \\ \vec{b}^- \end{bmatrix}, \] (2.21)

where the vectors $\vec{a}$ and $\vec{b}$ contain the coefficients $a_m$ and $b_n$. With a single incident mode $i \vec{a}^+$ has only a single non-zero entry and $\vec{b}^-$ is empty. The coefficients of scattering matrix $[S]$ are determined by calculating the overlap integral between the incident mode field of waveguide section (1) and the mode fields of waveguide section (2)

\[ b_n^+ = \left< \vec{E}^{(1)}_i, \vec{H}^{(2)}_n \right> = \iint (\vec{E}^{(1)}_i \times \vec{H}^{(2)}_n) \cdot \vec{n} \, dx \, dy, \] (2.22)

where $b_n^+ = \delta_{im}$ ($\delta_{im}$ being the Kronecker delta) if both waveguide sections (1) and (2) are equal and $\vec{a}^-$ is determined through the field, that was not coupled to waveguide section (2). It is assumed, that the fields are normalized according to (2.22) i.e. by $c = \left< \vec{E}_m, \vec{H}_m \right>^{1/2}$.

Since, as mentioned before, $M$ and $N$ include all modes - the guided modes and an infinite amount of radiation modes - equation system (2.21) is in practice truncated, resulting in a finite system of linear equations. The number of modes included in the calculation determine the accuracy of the system. Unfortunately, the Eigenmode Expansion method scales very poorly with the number of modes and is therefore only applicable if the cross section of the device modeled or its numerical aperture support only a moderate amount of modes [47, 48].

On the other hand, the length of the structure is not a limit to the performance of the method as it is the case for the FDTD and FE methods. Therefore, it is very well suited for the simulation of MMIs or directional couplers, where only a moderate amount of modes is needed for an accurate representation of the fields inside the devices [49].
2.2.3 Finite Element Method

In contrast to the Eigenmode Expansion and FDTD methods, the Finite Element Method is not limited to electromagnetic field problems, but rather a more general tool for solving partial differential equations. In fact this method is most commonly used for stress analysis in complex structures or thermal conductivity problems, where it originated from. For a detailed account on the history of FEM the reader may refer to [50]. As is the FDTD method the Finite Element Method is a generic approach, since any kind of (electromagnetic) problem can be solved without making assumptions about the solution, provided that computational resources are sufficient. This method also relies on a discretization of the computational domain, but it is more flexible, as the cells do not have to be equal or even of the same kind. The first applications to electromagnetic field problems are reported in [51, 52].

Different implementations of the Finite Element Method are feasible. Here the use of the so called weak formulation of a problem is used to solve the original problem. As an example, the mode field in a homogeneous, isotropic waveguide is determined through the scalar potential \( \vec{E} = -\nabla \phi \). Thus the Helmholtz equation and boundary condition are given by

\[
\Delta_t \phi + k^2 \phi = 0, \quad \frac{\partial \phi}{\partial n} = 0 \text{ on } d\Omega,
\]

where \( \Omega \) is the computational domain and \( d\Omega \) is its boundary. The weak formulation of equation 2.23 is obtained by multiplying both sides with so called test functions \( \psi \) and integrating over the computational domain \( \Omega \).

\[
\int \int_{\Omega} \psi \Delta_t \phi \, dS + \int \int_{\Omega} k^2 \psi \phi \, dS = 0.
\]

Using the identities

\[
\nabla_t (\psi (\nabla_t \phi)) = \nabla_t \psi \cdot \nabla_t \phi + \psi (\nabla_t \nabla_t \phi)
\]

and

\[
\int \int_{\Omega} \nabla_t \nabla_t \phi \, dS = \int_{d\Omega} \nabla_t \phi \vec{n} \, dl,
\]

where \( \vec{n} \) is the normal vector of the domain’s boundary \( d\Omega \), equation 2.24 may be rewritten as

\[
\int \int_{\Omega} \nabla_t \psi \nabla_t \phi \, dS - \int \int_{\Omega} k^2 \psi \phi \, dS = \int_{d\Omega} \psi \frac{d\phi}{dn} \, dl.
\]

Although equations 2.23 and 2.27 describe the same problem, the weak formulation of equation 2.27 only requires first order derivatives of the solution, while the original problem demands second order derivatives.

As mentioned before, the Finite Element Method relies on a discretization of the computational domain into smaller elements, which can be theoretically of any form. In practice, most commonly triangles - or tetrahedrons in the three dimensional case - are used, because any topology can be decomposed to a chosen degree of accuracy with a comparatively low computational effort [53]. The algorithms to do so are widely known as they have a broad field of applications [54, 55].

The decomposition of a computational domain is shown in figure 2.6. Due to the homogeneous and symmetrical nature of the specific problem, the mesh consists of
equal finite elements. One of the strengths of the Finite Element Method is, that this is not a necessary condition for the method to work. In contrast, the mesh can be dense in regions, where a rapid change in field is expected and coarse everywhere else. This nonuniform grid allows for lower computational costs compared to other methods, which rely on discretization of the computational domain, as e.g. the FDTD method. The solution of 2.23 on the complete computational domain \( \Omega \) is obtained through superposition of solutions on each element \( e \):

\[
\phi(x, y) = \sum_{e=1}^{N} \phi_e(x, y)
\]  

(2.28)

The field inside the finite element \( e \) is approximated by

\[
\phi_e(x, y) = \sum_{i=1}^{3} \phi_{e,i} \psi_{e,i}(x, y),
\]  

(2.29)

where

\[
\psi_{e,i}(x, y) = \frac{1}{2A_e} \cdot (a_{e,i} + b_{e,i} x + c_{e,i} y + d_{e,i} x^2 + e_{e,i} x y + f_{e,i} y^2 \ldots)
\]  

(2.30)

is the test function and is in this case a polynomial. However, equation 2.30 is truncated so that only a polynomial of degree \( p \) remains, which is also referred to as the finite element degree. Here only a linear interpolation \( (p = 1) \) is considered, so that the remaining coefficients are

\[
a_{e,i} = x_{e,j} y_{e,k} - x_{e,k} y_{e,j}
\]  

(2.31a)

\[
b_{e,i} = y_{e,j} - y_{e,k}
\]  

(2.31b)

\[
c_{e,i} = x_{e,k} - x_{e,j},
\]  

(2.31c)

with \( i, j \) and \( k \) being cyclic permutations of the element corner points 1, 2 and 3. \( A_e \) is the area of element \( e \) and is determined by the nodal positions \( (x_i, y_i) \), \( i = 1 \ldots 3 \) (c.f. figure 2.6).

Substituting 2.28 and 2.29 into 2.27 and making use of the linearity of all operators involved yields

\[
\sum_{e=1}^{N} \sum_{i=1}^{3} \phi_{e,i} \int_{\Omega_e} \nabla \psi_{e,j}(x, y) \nabla \psi_{e,i}(x, y) dS - k^2 \psi_{e,j}(x, y) \psi_{e,i}(x, y) dS = 0.
\]  

(2.32)
Since \( \psi_{e,j} \) is nonzero only on element \( e \) the outer sum can be neglected and \( 2.32 \) can be reformulated as a linear equation system for each finite element:

\[
\begin{bmatrix}
A_{e,11} & A_{e,12} & A_{e,13} \\
A_{e,21} & A_{e,22} & A_{e,23} \\
A_{e,31} & A_{e,32} & A_{e,33}
\end{bmatrix}
\begin{bmatrix}
\phi_{e,1} \\
\phi_{e,2} \\
\phi_{e,3}
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix},
\]

(2.33)

where

\[
A_{e,ij} = \int_{\Omega_e} \nabla_t \psi_{e,i}(x,y) \nabla_t \psi_{e,j}(x,y) \, dS - k^2 \int_{\Omega_e} \psi_{e,i}(x,y) \psi_{e,j}(x,y) \, dS.
\]

(2.34)

The integrals in \( 2.34 \) can be evaluated individually, giving rise to

\[
\begin{align}
\int_{\Omega_e} \nabla_t \psi_{e,i}(x,y) \nabla_t \psi_{e,j}(x,y) \, dS &= \frac{1}{4A_e} \begin{bmatrix}
b_{e,1}^2 + c_{e,1}^2 & b_{e,1}b_{e,2} + c_{e,1}c_{e,2} & b_{e,1}b_{e,3} + c_{e,1}c_{e,3} \\
b_{e,2}b_{e,1} + c_{e,2}c_{e,1} & b_{e,2}^2 + c_{e,2}^2 & b_{e,2}b_{e,3} + c_{e,2}c_{e,3} \\
b_{e,3}b_{e,1} + c_{e,3}c_{e,1} & b_{e,3}b_{e,2} + c_{e,3}c_{e,2} & b_{e,3}^2 + c_{e,3}^2
\end{bmatrix} \\
\int_{\Omega_e} \psi_{e,i}(x,y) \psi_{e,j}(x,y) \, dS &= \frac{A_e}{12} \begin{bmatrix}
2 & 1 & 1 \\
1 & 2 & 1 \\
1 & 1 & 2
\end{bmatrix}.
\end{align}
\]

(2.35a, 2.35b)

The last step necessary for obtaining the solution to the initial problem is the summation \( 2.28 \). This is done via assembly of the local matrices \([A_e]\) into a global matrix \([A]\). This process is straightforward, however it should be noted, that nodes are shared among neighboring elements. This property reduces the number of nonzero entries in \([A]\) resulting in a sparse matrix, which is numerically very inexpensive to handle.

The stability and performance of various algorithms for solving the remaining eigenvalue problem has been subject to research \([56, 57]\) and is implemented in highly optimized packages for different system architectures \([58]\). It is evident though, that matrix \([A]\) can still become quite big, when the number of elements, the number of nodes within each element or the polynomial degree \( p \) increases, thus having a large impact on memory consumption and computational cost. As with the FDTD method this is the main limiting factor in the application of this method.

The shown example is somewhat limited in application as it only describes scalar propagation modes in a homogeneous and isotropic waveguide. For more general structures or other applications such as resonant modes or scattering analysis require the weak formulation of Maxwell’s curl equations, which can be fully vectorial and also include complex, anisotropic materials. Other approaches to the Finite Element Method, e.g. via minimization of functionals also offer valid solutions to each problem class and can be found in \([59]\). Commercial implementations are highly optimized and available for use. The FEM solver used throughout this thesis is described in \([60]\).

### 2.2.4 Boundary Conditions

To be applicable to the problems discussed in this thesis, the introduced simulation methods need to model scattered fields in an open environment. Although this
is somewhat contradictory to the finite computational resources available, there are mathematical constructs, which are designed to suppress reflections from metallic or magnetic boundary conditions imposed on the computational domain and therefore emulate an infinite computational domain. Most commonly these are referred to as Perfectly Matched Layers (PMLs) or transparent boundary conditions [61].

By having an absorber in front of the ordinary domain boundary, where tangential field components are forced to be zero, reflections are minimized. This can either be achieved by assigning complex, anisotropic permittivities or permeabilities to the absorber [62] or by adding an additional imaginary spatial dimension in the boundary domain [63]. In both cases reflections for a wide range of incident plane waves can be minimized. Usually PMLs are associated with frequency domain implementations but time domain implementations as required for the FDTD method are available as well [64, 65].

2.2.5 Other Methods

There are several other methods available for the computation of electromagnetic fields, but only a few are suitable for integrated optics. One of the oldest methods is the Beam Propagation Method (BPM), which assumes a slowly varying device along the axis of propagation [66]. With a chosen input field, the transmission characteristics of a device can then be determined by eliminating the second order derivative with respect to the propagation direction. However, this assumption makes the Beam Propagation Method unsuitable for the simulation of grating couplers because of the rapid change in the propagation direction of the electric field. Similar to the Eigenmode Expansion method it is better used with MMIs or other structures with invariant dimensions. Another disadvantage of this method is the inability to handle material systems with high refractive index contrast well, which is generally the case for nano wires on SOI.

The Rigorous Coupled-Wave Analysis (RCWA) is a method, which was specifically designed for the simulation of periodic structures. It expresses materials and electric or magnetic fields as Fourier expansions in space and solves for a spectrum of periodic modes known as Floquet or Bloch waves [67, 68]. This method is therefore similar to the Eigenmode Expansion method, as it expresses the solution to a scattering problem as a superposition of fields. However, it can be seen, that while the Eigenmode Expansion method only needs a moderate amount of modes to yield accurate results, the RCWA has difficulties with abrupt changes in material properties, especially in the case of high refractive index contrast, since a large amount of spatial harmonics is needed to accurately model such structures. This problem is known as the Gibbs phenomenon [69] and is the reason, why RCWA is also not well suited for the simulation of fiber grating couplers on SOI.

2.3 Near- and Far-Field

Due to limited computational resources, it is not convenient to obtain field data from electromagnetic field simulations directly, especially when the point of observation is far away from the scatterer. In this case, a near-to-far-field transformation can be used that yields the electromagnetic field at any point in the distance from the field computed in the simulation, provided the simulated field and the point
of observation are within a homogeneous medium and no obstacles or additional sources can be found between them.

In the case of a fiber grating coupler this transformation can be utilized to obtain the field coupled to the fiber by transforming the simulated field to the plane of the fiber and calculating the overlap with the fiber mode. This method neglects potential reflections from the facet of the fiber back towards the grating but it is a good approximation of the real coupling efficiency. The advantage of obtaining fields at large distances by transformation is, that the fiber does not need to be included in the simulation. Since the fiber is relatively far away from the grating (ca. 10µm, depending on the fiber tilt angle \( \varphi \)) and is very large compared to dimensions of integrated devices, excluding the fiber from the simulation saves a lot of computational resources and time, since only the fields directly adjacent to the grating are used.

Usually the far-field transformation is applied, when the distance between near-field and point of observation is very large. Depending on the phase and amplitude error one allows for with given dimensions of the scatterer, a minimum distance to the observation point may be defined, for which the far-field transformation is valid. However, since for the fiber-grating setup the error would be too large, the far-field transformation is not quite applicable here, rather one has to speak of a near-field transformation.

Considering a setup as shown in figure 2.7 where the field at the fiber’s facet is of interest but its location \( \vec{r} \) is not within the computational domain of the scattering grating coupler, a near-field transformation may be applied. To obtain the field at point \( \vec{r} \) caused by the field at point \( \vec{r}_S \) at the border of the computational domain Green’s theorem [70] is applied

\[
\int_{S} [\phi(\vec{r}_S)(\nabla^2)G(\vec{r},\vec{r}_S) - G(\vec{r},\vec{r}_S)(\nabla^2)\phi(\vec{r}_S)]dS
\]

\[
= \oint_{C_S} [\phi(\vec{r}_S)\frac{\partial G(\vec{r},\vec{r}_S)}{\partial r_S} - G(\vec{r},\vec{r}_S)\frac{\partial \phi(\vec{r}_S)}{\partial r_S}]dC
\]

\[
- \oint_{C_S} [\phi(\vec{r}_S)\frac{\partial G(\vec{r},\vec{r}_S)}{\partial n_S} - G(\vec{r},\vec{r}_S)\frac{\partial \phi(\vec{r}_S)}{\partial n_S}]dC,
\]

where \( G \) is Green’s function, \( \phi \) is the scalar electric or magnetic field, \( \vec{r} \) is the point of observation on the fiber’s facet and \( \vec{r}_S \) is the coordinate of the source. The closed
surface $S$, which contributes to the resulting field at $\vec{r}$ is split into two subdomains $C_S$ and $C_\infty$. On the contour $C_S$ the diffracted field from the grating is simulated, which serves as the source for the field transformation. Similar to the reduction of integration contours for the Kirchhoff diffraction, the contour $C_\infty$ is assumed to be sufficiently far away to yield no contribution to the field transformation. Therefore, the integral term over $C_\infty$ in equation 2.36 can be neglected. The term $(\nabla^2)G(\vec{r}, \vec{r}_S)$ can be rewritten as

$$(\nabla^2)G(\vec{r}, \vec{r}_S) = \delta(\vec{r} - \vec{r}_S) - k^2G(\vec{r}, \vec{r}_S)$$

and from the Helmholtz equation we derive

$$(\nabla^2)\phi(\vec{r}_S) = -k^2\phi(\vec{r}_S).$$

Substituting 2.37 and 2.38 into 2.36 yields

$$\phi(\vec{r}) = \oint_{C_S} \left[ G(\vec{r}, \vec{r}_S) \frac{\partial\phi(\vec{r}_S)}{\partial n_S} - \phi(\vec{r}_S) \frac{\partial G(\vec{r}, \vec{r}_S)}{\partial n_S} \right] dC. \tag{2.39}$$

In the two dimensional case $G$ is expressed by the Hankel function

$$G(\vec{r}, \vec{r}_S) = \frac{1}{4}H_0^{(1)}(k|\vec{r} - \vec{r}_S|).$$

In three dimensions the full vector quantities of the electric and magnetic field are needed, since the reduction to scalar fields does not apply here. The field transformation is given by [71]

$$\vec{E}(\vec{r}) = -i\omega[\vec{A} + \frac{1}{k^2}\nabla(\nabla \cdot \vec{A})] - \frac{1}{\epsilon}\nabla \times \vec{F} \tag{2.41a}$$

$$\vec{H}(\vec{r}) = -i\omega[\vec{F} + \frac{1}{k^2}\nabla(\nabla \cdot \vec{F})] + \frac{1}{\mu}\nabla \times \vec{A}, \tag{2.41b}$$

with

$$\vec{A}(\vec{r}) = \frac{\mu}{4\pi} \int_S \vec{J}_S \frac{e^{-ik|\vec{r} - \vec{r}_S|}}{|\vec{r} - \vec{r}_S|} dS \tag{2.42a}$$

$$\vec{F}(\vec{r}) = \frac{\epsilon}{4\pi} \int_S \vec{M}_S \frac{e^{-ik|\vec{r} - \vec{r}_S|}}{|\vec{r} - \vec{r}_S|} dS, \tag{2.42b}$$

where $\vec{J}_S$ and $\vec{M}_S$ are the equivalent current densities of the source field defined by

$$\vec{J}_S = \vec{n}_S \times \vec{H}_S \tag{2.43a}$$

$$\vec{M}_S = -\vec{n}_S \times \vec{E}_S. \tag{2.43b}$$

### 2.3.1 The Gaussian Beam

Obtaining the field at the facet of the fiber through field transformation as mentioned in the previous section is accurate, but numerically expensive due to the involvement
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Figure 2.8: Gaussian beam with spot size diameter \( w \) and curvature \( R(z) \).

of the Hankel function. Reciprocity demands, that coupling from the integrated waveguide to the fiber is equal to coupling from the fiber to the integrated waveguide. Thus transforming the fiber mode onto the grating yields equal results to the scheme discussed in the previous section. However, the near field transformation of the fiber mode is equally numerically expensive as the transformation of the diffracted field from the grating to the fiber. Nevertheless, ’reversed’ coupling may be preferred, since the design of the fiber and thus the fiber mode is fixed and therefore the transformation from fiber to grating has to be conducted only once, while in the case of ’regular’ coupling for every change in grating design a new transformation is necessary as the diffracted field changes its shape.

In addition, the fundamental fiber mode can be to a large degree of accuracy be approximated by a Gaussian distribution.

\[
U(r) = U_0 \exp\left(-\frac{r^2}{w_0^2}\right),
\]  

(2.44)

where \( r \) the radial direction and \( w_0 \) is the spot size radius of the beam. The scalar field \( U \) at any point \((r, z)\) may then be calculated by

\[
U(r, z) = \frac{w_0}{w(z)} U_0 \exp\left(-ik(z + \frac{r^2}{2R(z)}) + i \arctan\left(\frac{2z}{kw_0}\right) - \frac{r^2}{2w^2(z)}\right).
\]  

(2.45)

The functions \( w(z) \) and \( R(z) \) are the spot size radius and the radius of curvature at distance \( z \), respectively. They are given by

\[
w(z) = w_0 \sqrt{1 + \left(\frac{2z}{kw_0^2}\right)^2} \quad \text{and} \quad \frac{d}{dz} w(z) \]

(2.46a)

\[
R(z) = z\left(1 + \left(\frac{kw_0^2}{2z}\right)^2\right).
\]  

(2.46b)

A graphic representation of \( w(z) \) and \( R(z) \) is shown in figure 2.8. The solid blue curve shows the spot size radius \( w \) along the axis of propagation \( z \) and \( R \) is represented through circular lines between the \( z \)-axis and \( w(z) \). The field starts out with a flat phase and a spot size diameter \( w_0 \), which becomes increasingly more circular as the beam expands. The circular phase fronts between \( z = 0 \) and \( z = \infty \) are the main reason for a diminishing coupling efficiency, since the field scattered by the grating exhibits flat phase fronts and has the highest overlap with a Gaussian beam, when its phases are also flat. Therefore, it is advisable to have a distance between grating coupler and fiber as low as possible.
2.4 Definitions

Throughout this thesis the setup for fiber chip coupling using grating couplers remains mostly the same. Figure 2.9 depicts a basic layout of such a setup. Due to reciprocity, the direction of operation is irrelevant to the performance of the device, i.e. one and the same setup can be used equally for coupling from the fiber to the integrated waveguide and from the integrated waveguide to the fiber. Therefore, the coupling efficiencies for in- and out-coupling are necessarily equal. In this thesis mostly the out-coupling direction is analyzed, as it allows for better distinction of the parameters that contribute to the performance of the device.

The setup consists of an integrated waveguide, that is adiabatically tapered from the usual waveguide width $w_{wg}$ (depending on the waveguide type approximately 500nm to 750nm) to a width of around 10µm to accommodate a fundamental waveguide mode, whose spot size matches the fundamental fiber mode’s spot size in the transverse ($x$-) direction. Through periodic etching, the grating is inscribed into the widened waveguide, which diffracts light in the waveguide towards the fiber, which, if done over an appropriate length, leads to a high overlap with the fiber mode in the lateral ($z$-) direction. The fiber itself is a standard single mode fiber with a spot radius of the fundamental mode of 5µm and is tilted at an angle $\varphi$ with respect to the chip’s surface normal ($y$-direction). This prevents unwanted reflections from the fiber’s facet back onto the grating and thus into the waveguide. Additionally, as will be shown later, coupling angles $\varphi \neq 0^\circ$ display a higher coupling efficiency. For optimal coupling the angle, at which the field is diffracted and the fiber tilt angle should be equal. Thus only one value $\varphi$ is used to describe both.

For the simulations however the fiber is not included in the setup, but as explained in chapter 2.3 the overlap of the scattered field at the position of the fiber with the fundamental fiber mode is calculated. The field overlap $\eta_F$ is defined by

$$\eta_F = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \vec{E}_g \times \vec{H}_f^* dA,$$  \hspace{1cm} (2.47)

where $\vec{E}_g$ is the diffracted electric field from the grating and $\vec{H}_f^*$ is the conjugated magnetic field of the fiber mode. The overlap used here is not related to fields but
to power and can be obtained through the square of equation 2.47

$$\eta = \frac{\left| \iint_{-\infty}^{\infty} \vec{E}_g \times \vec{H}_f^* \, dA \right|^2}{\text{Re}\left(\iint_{-\infty}^{\infty} \vec{E}_g \times \vec{H}_g^* \, dA \cdot \iint_{-\infty}^{\infty} \vec{E}_f \times \vec{H}_f^* \, dA\right)}.$$

(2.48)

The value is normalized with respect to the overlap integral 2.47 (i.e. $\iint_{-\infty}^{\infty} \vec{E}_g \times \vec{H}_g^* \, dA = 1$ and $\iint_{-\infty}^{\infty} \vec{E}_f \times \vec{H}_f^* \, dA = 1$), thus the total coupled power $P_{\text{coupl}}$ can be calculated by

$$P_{\text{coupl}} = \eta \cdot P_{\text{out}},$$

(2.49)

where $P_{\text{out}}$ is the fraction of power relative to the incoming power, that is diffracted in positive $y$-direction. In the literature the term 'directionality' is also used from time to time to distinguish between power scattered upwards $P_{\text{out}}$ (positive $y$-direction) and downwards ($P_{\text{down}}$) (negative $y$-direction)

$$\text{directionality} = \frac{P_{\text{out}}}{P_{\text{out}} + P_{\text{down}}}.$$

(2.50)

Since the majority of power is scattered either upwards or downwards, this value gives a good estimation of the grating’s performance. However, it neglects the influence of reflected (power reflected back from the grating into the waveguide) and transmitted power (power passing through the grating and remaining in the waveguide) and can thus be only regarded as a rough approximation. $P_{\text{out}}$ is normalized to the complete power, that is shone onto the grating and is therefore exact. For convenience, in the following when using $P_{\text{out}}$ it is already assumed to be normalized without mention of the input power.

The grating itself is described by many design parameters, which can be seen in figure 2.10. The values concerning the SOI stack do have an influence on the performance of the grating coupler and may therefore be subject to optimization, however limitations in available substrates and in process technology do not allow for variations. Therefore, substrate height $h_{\text{sub}}$, buried oxide thickness $h_{\text{box}}$, waveguide height $h_{\text{wg}}$ and cladding thickness $h_{\text{cl}}$ are fixed to the values shown in figure 2.10.
The grating parameters groove width $w_g$, ridge width $w_r$ and etch depth $h_e$ are the primary values for optimization and will be discussed for each grating separately. In the literature grating period $\Lambda = w_g + w_r$ and duty cycle $d_c = w_g/\Lambda$ (sometimes also referred to as fill factor) are commonly used instead of groove width and ridge width, as these values are closer to the analytical expressions shown in chapter 2. However, the quantities used here are more related to fabrication and are therefore easier to evaluate for fabrication tolerance.

The distance $d$ between the chip’s surface and fiber center point is usually around $10\,\mu m$ but depends on the fiber tilt angle $\varphi$. Since the fiber is very wide (usually a diameter of $125\,\mu m$), the distance to the chips surface must be large enough in the center of the fiber to avoid contact at the edges. The position of the fiber in x-direction is centered over the grating and in z-direction the optimal position for highest coupling efficiency is used to calculate performance.

The optimal width of the waveguide section, where the grating is located, is determined by the spot size of the fiber mode the waveguide is coupled to. In the case of the LP\textsubscript{01} mode of an SMF-28, whose spot size diameter is denoted with with $d_0 = 2w_0 = 10.4\,\mu m \pm 0.5\,\mu m$ at $\lambda = 1.55\,\mu m$ wavelength [72], the waveguide width $w_{wg} = 13\,\mu m$ gives optimal overlap in transverse waveguide direction with a fiber in $10\,\mu m$ distance (c.f. figure 2.11).
Chapter 3

Fabrication & Measurement

To give an overview about the realization and characterization of the fiber grating couplers presented throughout this thesis, this chapter introduces the fabrication process used at IHP to produce the integrated optical devices, that were designed and analyzed here. Furthermore, the measurement setup at TU Berlin, with which the devices are characterized, will be detailed.

3.1 Fabrication

IHP’s 0.25µm BiCMOS process SG25H1 is used as a baseline for fabrication of all optical devices throughout this thesis. The photonic modules are co-integrated in the process flow of the standard BiCMOS line enabling the production of fully optoelectronic circuits. A description of the co-integration process can be found in [73], where a monolithically integrated receiver chip with both electronic and photonic components is outlined. The relevant steps for grating couplers in the process flow are the formation of the waveguides, whose position in process flow is dependent on the waveguide type (i.e. nano wire or rib waveguide), the grating etches and the photonic protection layers, which are relevant for the grating design as they constitute the cladding material and do influence the performance of the devices.

Nano wire waveguides are processed at the very beginning of the flow with the grating etches done in a second etch step on a different mask layer. The two distinct etch steps are necessary, since the etch depth used for waveguides (down to the buried oxide of the SOI stack) is usually much deeper than that for gratings (depending on the waveguide height ca. 70nm - 300nm). Additionally, the features of the grating potentially exhibit much smaller sizes than found in waveguides. Thus having the fabrication on two etch steps allows for an eventual readjustment for smaller critical dimensions.

For the rib waveguides the grating etches are produced simultaneously as they are by design of equal etch depth as the slab region of the waveguide. This will be also the case for gratings presented in chapter 4.1 where very basic gratings are designed for operation around the wavelength $\lambda = 1.31\mu m$. Obviously, using only a single etch step for both waveguides and gratings saves expensive mask space, rendering the use of rib waveguides in this case more economical. However, in later chapters more efficient gratings are presented, which exhibit etch depths, that do not match the waveguide height, resulting in the necessity of two etch steps.
Figure 3.1 depicts the basic process flow used for fabrication of a nano wire using positive tone resist. Rib waveguides and grating etches are produced similarly using negative tone resist and etch depths, that do not reach all the way down to the buried oxide.

After cleaning the wafer, the top silicon layer is coated with an oxide hard mask before the photoresist is applied to it. Using deep UV projection lithography at 248nm wavelength the layout from the mask is projected onto the surface of the wafer. For positive photoresist, the part, which is exposed to the DUV light becomes soluble and is later removed using reactive ion etching (RIE) together with the hard mask and in a second RIE step the top silicon layer is cleared, where the unexposed parts of the top silicon layer remain. As a last step, the wafer is covered again with an $\text{SiO}_2$ protection layer. The grating etches are added by a repetition of steps b to h, before covering the wafer with the oxide layer (step i) using another mask layout and negative photoresist. For rib waveguides the inclusion of grating etches is conducted simultaneously, requiring no repetition of steps as mentioned before.

Gratings from chapter 4.2 onwards will make use of a locally increased waveguide height to increase performance. Fabrication-wise this is achieved by a selective epitaxial growth of silicon in the required region between waveguide fabrication and grating etch step. Figure 3.2 outlines this process. Again, positive tone resist is used for the epitaxial growth using a hard mask and RIE. BiCMOS protection layers

[Diagram of the fabrication process]

Figure 3.2: Fabrication of silicon epitaxial layer and grating etches.
(Si$_3$N$_4$) are added as a side effect from electronic processing taking place between the photonic process steps.

## 3.2 Measurement

The experimental characterization of the gratings is conducted via a simple transmission measurement. Figure 3.3 depicts a block diagram of the measurement setup used at TU Berlin to characterize integrated optical devices.

![Block diagram of measurement setup](image)

**Figure 3.3**: Block diagram of the measurement setup used for the characterization of fiber grating couplers.

Light is coupled through a standard single mode fiber (ssMF) from a tunable laser source (Agilent 81940A) to a polarization controller (Agilent 8169A), which is used to ensure a linear TE polarization at the grating. Environmental noise is reduced with a calibration setup consisting of a chopper, a polarization filter, a detector and a lock-in amplifier, which is decoupled before the transmission measurement is done. The sample is placed on a stage, which is heated to 35°C to ensure a constant and stable temperature and therefore reduce inconsistent thermo-optic effects, which could potentially result in fluctuations in the measured devices.

After passing through the sample, light is again coupled to a SMF and guided to the detector (Agilent 81634B), which records the spectrum of the whole transmission line. To determine the performance of a specific device, losses induced through the measurement setup and waveguides on chip have to be deducted using reference measurements. The effect of the measurement setup on the transmission spectrum can be obtained by conducting a fiber to fiber measurement, where the sample is excluded and instead light is butt-coupled directly from one fiber to another. Waveguide losses are determined using identical transmission lines with varying waveguide lengths. Figure 3.4 shows raw data for fiber to fiber reference measurements (blue) and transmission measurements for nano wires (left) and rib waveguides (right) for three different waveguide lengths. It is apparent, that rib waveguides exhibit much smaller losses compared to nano wires, as the difference in transmitted power of different waveguide lengths is much smaller. The dip in all three measurements at $\lambda = 1.58\mu$m originates from the filter curve, that the grating couplers contribute to the transmission spectrum.

Since the reference measurements do not include grating couplers, but couple directly from fiber to fiber, the grating filter curve is not featured in there. The waveguide losses are obtained through the inclination of transmission power as a function
of waveguide length at a certain wavelength (see figure 3.4 (right)) and amount to 6.5dB/cm for nano wires and 0.7dB/cm for the rib waveguide at $\lambda = 1.55\mu m$ in this specific example. The noisy nature of the curves is compensated by evaluating the median value of five measurement points around the center wavelength $\lambda$. 

Figure 3.4: Transmission measurements (left: nano wires, middle: rib waveguides) over wavelength of a fiber to fiber setup (blue) and a grating setup with three different waveguide lengths (red: 1cm, green: 3cm and magenta: 6cm). Right: Transmission power as a function of waveguide length at $\lambda = 1.55\mu m$. 


Chapter 4

1D Gratings

In this chapter one dimensional grating couplers are presented with increasing complexity and coupling efficiency. The first grating coupler is very similar to the standard fiber grating coupler shown by Taillaert et al. \[17\], but is adapted for the use with the substrate available for this work and a wavelength of $\lambda = 1.31\mu m$. In the next section, the directionality of the grating is increased by the placement of a silicon overlay on top of the grating coupler, which increases the coupling efficiency by simply scattering more light towards the fiber. The following section improves upon this concept by increasing the field overlap of the diffracted field with the fundamental mode of a fiber through the introduction of a secondary etch step in front of the grating, while maintaining a high directionality.

After that, considerations are made of how an optimal design of a fiber grating coupler for maximum possible out-coupling and field overlap might be constituted and how it might be obtained numerically. Additionally a resulting design with very high performance is presented.

4.1 Gratings for $\lambda = 1.31\mu m$

The first grating to be presented is an adaptation of the standard grating coupler \[17\] for the center wavelength $\lambda = 1.31\mu m$ and the available SOI layer stack. The purpose of this grating is to assist in the reduction of noise and jitter of a quantum-dot laser in an integrated optical feedback loop. This mode locking technique has been implemented using fibers \[44\], but an integrated solution would offer higher compactness compared to a fiber based one. The laser shows best performance when tuned to the wavelength $\lambda = 1.31\mu m$, for which coupling to the integrated waveguide had to be performed.

A cross-sectional view of the grating coupler is shown in figure 4.1. The grating is shallowly etched into a waveguide of $h_{wg} = 220nm$ height.

Comparing the effective refractive indices of the fundamental guided mode in the integrated waveguide at $\lambda = 1.55\mu m$ ($n_{eff} = 2.85$) and $\lambda = 1.31\mu m$ ($n_{eff} = 2.99$) and substituting these values into the grating equation \[2.8\] leads to the conclusion, that smaller feature sizes are necessary for coupling with a shorter wavelength. Figure 4.2 shows a parameter scan of all design parameters shown in figure 4.1. Out-coupled power $P_{out}$ of the grating, field overlap $\eta$ of the diffracted grating field with the fundamental fiber mode and optimal coupling angle $\varphi$ are depicted as functions of etch depth $h_e$, groove width $w_g$ and ridge width $w_r$.
The out-coupled power shows various local maxima along the main diagonal, which corresponds to the grating period $\Lambda = w_g + w_r$. These maxima represent the different diffraction orders of the grating and therefore display very different diffraction angles $\varphi$. With respect to duty-cycle, $P_{\text{out}}$ shows generally best performance at a duty cycle of $d = \frac{w_g}{\Lambda} = 0.5$ for all etch depths and decreases near the extremes of $d = 0$ and $d = 1$. For the simulation only coupling angles $\varphi$ between $3^\circ$ and $20^\circ$ are considered, since angles below this range potentially lead to high reflections between fiber and grating, and larger angles require a greater coupling distance, resulting in higher losses due to decreasing field overlap between scattered field and fiber mode. This constraints limits the range of acceptable grating periods to values of $450nm < \Lambda < 550nm$, where smaller grating periods are better suited for shallow etch depths $h_e$ and large periods for deep etches.

The limitation in coupling angles is also reflected in the field overlaps $\eta$ between diffracted field and fiber mode, as only a small range of grating periods allows for high performance. At an etch depth of $h_e = 50nm$ the duty cycle has almost no influence on $\eta$, but for etch depths $h_e \geq 70nm$ a balanced duty cycle of 0.5 becomes less favorable as the performance here decreases and only remains constant at the extremes of either very high or very low duty cycles. Unfortunately, the dependency of $P_{\text{out}}$ on duty cycle is opposite to the progression of $\eta$ and therefore a tradeoff between these two has to be found. Additionally, resorting to small etch depths ($h_e < 70nm$) for a constant, high overlap does also impact $P_{\text{out}}$ negatively and a compromise has to be found here as well.

In the end an etch depth of $h_e = 70nm$ was chosen, since it offers still a high out-coupling efficiency and allows for co-integration with other devices using IHP’s standard technology. In spite of the lower field overlap $\eta$ at duty cycles of $d = 0.5$ the highest coupling efficiency $P_{\text{coupl}} = \eta \cdot P_{\text{out}}$ can still be found at this value, due to the maximum of $P_{\text{out}}$ being located there and at a grating period $\Lambda = 480nm$.

Therefore the design values for the grating are $w_g = 240nm$, $w_r = 240nm$ and $h_e = 70nm$, which result in a simulated coupling efficiency of 46% or $-3.3dB$ at a coupling angle $\varphi = 6^\circ$.

The complete spectral performance of the device is shown in figure 4.3. Reflection and transmission are with 5% and 2%, respectively, quite low at the design wavelength and increase sharply at the edge of the current diffraction order. The peak wavelength for a coupling angle of $\varphi = 6^\circ$ can be found at $\lambda = 1.312\mu m$ but
Figure 4.2: Performance plots of gratings on standard SOI stack as a function of groove width $w_g$ and ridge width $w_r$ for five different etch depths $h_e$ at $\lambda = 1.31\mu m$. 
Left: $P_{out}$, middle: Field overlap $\eta$, right: Optimum coupling angle $\varphi$ in degree.
Figure 4.3: Coupling spectrum for three different fiber tilt angles (dashed lines), out-coupled power $P_{\text{out}}$ (blue), reflected power (red) and transmitted power (green) of a grating coupler optimized for the center wavelength $\lambda = 1.31 \mu m$.

may be shifted through an adaptation of the angle without much loss in coupling efficiency. The wavelength shift experienced through a $2^\circ$ adaptation of the coupling angle amounts to $\Delta \lambda = 10 \text{ nm}$ and is accompanied by an additional loss of less than 1%.

The distance in terms of efficiency between out-coupled power ($P_{\text{out}}$) and coupled power to the fiber ($P_{\text{coupl}}$) is quite large compared to gratings shown in later chapters. This indicates a low overlap $\eta$ between diffracted field and fiber mode for these gratings. Adaptations, which result in higher field overlap, will be examined in later chapters.

### 4.1.1 Measurement Results

The measured spectral performance of a single grating is shown in figure 4.4 for fiber tilt angles $\varphi$ ranging from $2^\circ$ to $12^\circ$. Waveguide losses are already subtracted and the curve is normalized with respect to a fiber to fiber reference measurement as described in chapter 3.2. Additionally, the remaining losses are divided by 2 to obtain the performance of a single grating coupler.

The measured performance is in very good agreement with the simulated predictions of figure 4.3. The optimal coupling angle for peak performance at $\lambda = 1.31 \mu m$ is found at $\varphi = 6^\circ$ and amounts to -3.8dB peak coupling efficiency. By lowering the coupling angle the performance peak can be shift to longer wavelengths with the rate of approximately 5nm/$^\circ$. The same is true for shorter wavelengths and higher coupling angles. The performance drop is minimal, when moving to other wavelengths and coupling angles and is even slightly increased at shorter wavelengths, with measured global maximum of $-3.6dB$ coupling efficiency at $\lambda = 1295 \text{nm}$ and a coupling angle of $\varphi = 8^\circ$. The 1dB bandwidth reaches 23nm with a constant coupling angle.
CHAPTER 4. 1D GRATINGS

4.2. HIGH DIRECTIONALITY

The biggest source of coupling loss experienced by the grating couplers shown in the previous section originated from field scattering into the substrate. The slight asymmetry in vertical direction of the grating coupler achieved an upward diffraction of a slight majority of optical power. In this section the directionality of the grating coupler is further increased through the introduction of an mono crystalline epitaxial silicon layer on top of the grating. A sketch of the structure is depicted in figure 4.5.

In contrast to work presented in [21, 75], where poly-crystalline silicon and amorphous silicon are used for the enhancement of the grating’s directionality, a grown mono-crystalline silicon overlay is employed, which avoids lossy materials as p-Si and a-Si. The improvement generated from an increased waveguide height is mainly caused by an upward momentum, that the waveguide mode experiences at the interface between the regular waveguide of height \( h_{wg} \) and the grating area of height \( h_{wg} + h_{epi} \). Theoretically, this effect can also be achieved by reducing the waveguide height instead of increasing the height of the grating coupler, as will be shown in the section 4.3. In addition, due to the higher asymmetry in vertical direction compared with standard grating couplers without any overlay, constructive interference of fields diffracted from each grating period can potentially be achieved in the upward direction, while at the same time destructive interference will occur for fields diffracted toward the substrate.

The aim of this section is to design one dimensional grating couplers with a high coupling efficiency while maintaining a low scattering angle \( \phi \). The reason for the choice of a low scattering angle is to alleviate the computationally demanding optimization of two dimensional grating couplers, that will be presented in chapter 5. For symmetry reasons the diffraction angle needs to be very small, to avoid polarization dependent loss.

Figure 4.6 shows the out-coupled power \( P_{out} \), field overlap \( \eta \) and coupling angle \( \phi \) for gratings as shown in figure 4.5 as a function of design parameters. The parameters were varied from \( w_g = 150nm \) to \( w_g = 450nm \), \( w_r = 150nm \) to \( w_r = 450nm \), \( h_{epi} = 100nm \) to \( h_{epi} = 180nm \) and \( h_e = 120nm \) to \( h_e = 270nm \) in 10nm steps, totaling to 138384 simulations. The plots are maximized over the etch depth \( h_e \), so
that only three of the four independent parameters are visible. The figures show at each point the values for optimal coupling with any etch depth and coupling angle. Since the etch depth mainly defines the grating strength, it is reasonable to assume, that the deeper the etch depth the higher the out-coupling efficiency $P_{\text{out}}$. However, having a high out-coupling efficiency in a uniform grating implies a steep increase in scattered field amplitude with respect to the axis of propagation of the waveguide mode and therefore a low overlap with the fiber mode. A tradeoff between out-coupled power and field overlap with the fiber mode is therefore to be expected. Due to the compensation through etch depth implicit in figure 4.6 the overall variation in coupling efficiency as a function of epitaxial layer height appears not as rapid as it would without the implicit optimum etch depths. Nonetheless, a slight increase in out-coupled power can be seen, when the epitaxial layer height is increased, which is accompanied by a decrease in width of the local maxima, rendering the structures less tolerant toward inaccuracies in the manufacturing process. Equally, the region of high field overlap with the fundamental fiber mode is shrinking, but the maximum reachable values do not change significantly. Therefore, the increased performance of uniform gratings with added epitaxial layer over a standard grating coupler stems almost exclusively from the increased directionality. The coupling angle $\varphi$ does not display a big tolerance towards change in grating period, but as the grating equation 2.8 suggests, the duty cycle has almost no influence on the direction of scattering. Thus the diffraction angle $\varphi$ is only changing along the main diagonal of the figures shown. A high coupling efficiency at low diffraction angle may be achieved, when the regions of high out-coupled power $P_{\text{out}}$ and high field overlap $\eta$ overlap with the grating period $\Lambda$, that provides the desired diffraction angle $\varphi$. A good value for the epitaxial layer height, that allows for these requirements to be fulfilled, is $h_{\text{epi}} = 150\, \text{nm}$. The lower bound of diffraction angles, that allow for a high field overlap with a fiber mode is $\varphi \approx 6^\circ$, since below that angle first the out-coupled power drops to a local minimum, before increasing again in a different diffraction order and at even lower angles the field overlap vanishes. The grating period, that finds its optimal coupling angle at $\varphi = 6^\circ$ is $\Lambda = 590\, \text{nm}$. In the previous section for standard gratings a duty cycle of 0.5 was chosen. But figure 4.6 indicates, that a higher performance may be achieved with larger duty cycles, since both the maximum in out-coupled power and field overlap are shifted towards...
Figure 4.6: Performance plots of gratings with added epitaxial layer as a function of groove width $w_g$ and ridge width $w_r$ for five different epitaxial layer heights $h_{epi}$ at $\lambda = 1.55\mu m$ ($L_{epi} = w_r$). Left: $P_{out}$, middle: Field overlap $\eta$, right: Coupling angle $\varphi$ in degree.
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Figure 4.7: $P_{\text{out}}$, $\eta$ and $P_{\text{coupl}}$ at $\varphi = 6^\circ$ as a function of etch depth $h_e$ for a grating of $w_g = 360\,\text{nm}$, $w_r = 230\,\text{nm}$ and $h_{\text{epi}} = 150\,\text{nm}$ ($\lambda = 1.55\,\mu\text{m}$).

The dependency of the performance on the etch depth $h_e$ is shown in figure 4.7. While the out-coupled power $P_{\text{out}}$ has its maximum at an etch depth of $h_e = 200\,\text{nm}$, the overlap with the fiber mode shows best performance at $h_e = 210\,\text{nm}$. Since the increase in overlap from $h_e = 200\,\text{nm}$ to $h_e = 210\,\text{nm}$ is higher than the drop in $P_{\text{out}}$ over the same etch depth, the overall maximum in coupling efficiency $P_{\text{coupl}} \approx 0.66$ is found at $h_e = 210\,\text{nm}$ etch depth. The coupling spectrum can be seen in figure 4.8. It should be noted, that without the oxide cladding of height $h_c = 1.3\,\mu\text{m}$, that covers the whole device, the coupling spectrum is not changed significantly. The only difference is a slight decrease of diffraction angle from $\varphi = 6^\circ$ to $\varphi = 4.5^\circ$. The same effect with a similar magnitude can be seen in standard

Figure 4.8: Coupling spectrum of a grating with added epitaxial layer of height $h_{\text{epi}} = 150\,\text{nm}$ ($w_g = 360\,\text{nm}$, $w_r = 230\,\text{nm}$, $h_e = 210\,\text{nm}$).
Figure 4.9: Left: Performance ($P_{\text{out}}$, $\eta$ and $P_{\text{coupl}}$) of a grating with $w_g = 360 nm$, $w_r = 230 nm$, $h_{\text{epi}} = 150 nm$ and $h_e = 210 nm$ as a function of extension length over the grating region $L_{\text{epi}}$ at $\lambda = 1.55 \mu m$. Right: Geometry and Electric field of the device with $L_{\text{epi}} = 1.53 \mu m$.

gratings, which also display a diffraction angle, that is around 2° lower, when the oxide cladding is removed. If therefore a very low diffraction angle $\varphi$ is the goal of optimization, a grating without cladding yields preferable properties.

An additional dimension for optimization is the amount of epitaxial layer, that extends over the grating onto the waveguide. It is unreasonable to assume, that a material growth can be achieved, which has straight vertical boundaries and does not affect its surrounding. Therefore, an investigation of the influence of this parameter on the performance of the grating is shown in figure 4.9. As can be seen, without proper control over the extension length $L_{\text{epi}}$, the performance of the grating can be severely impacted. The previously assumed $L_{\text{epi}} = w_r = 230 nm$ does not represent the global maximum of the coupling efficiency, but is not far from it in terms of performance. With extension lengths $L_{\text{epi}}$ lower than 120nm the coupling efficiency can be further improved by approximately 3%, but the fabrication of features of such small size is problematic. More tolerant in this regard is an extension length $L_{\text{epi}} = 1530 nm$, which still offers a slight improvement over the previously assumed value, but does not pose a problem manufacturing wise. The new geometry of the device and the electric field distribution are shown in figure 4.9. The additional material allows for half a wavelength overtone of the incoming field before it comes into contact with the grating and thus ensures, that the field is pushed into the lower region of the waveguide, giving the field the upward momentum mentioned earlier.

4.2.1 Measurement

The result of a transmission measurement of the gratings with epitaxial layer can be seen in figure 4.10. The different curves represent results from three different measurements on identical grating couplers, but varying waveguide lengths. The data are already normalized to a fiber to fiber reference measurement and waveguide losses are subtracted. The depicted performance represents a single grating coupler.

Once again the measured results are in excellent agreement with the simulations shown in the previous section. The peak performance amounts to $P_{\text{coupl}} = -1.7 dB$ around $\lambda = 1.55 \mu m$ and drops off sharply at wavelength longer than 1.56$\mu m$. For shorter wavelengths the coupling efficiency remains high over a large range and
Figure 4.10: Measured performance of a grating coupler ($w_g = 360\,\text{nm}$, $w_r = 230\,\text{nm}$, $h_c = 210\,\text{nm}$, $h_{epi} = 150\,\text{nm}$, $w_{wg} = 12\,\mu\text{m}$) around $\lambda = 1.55\,\mu\text{m}$ with a fiber tilt angle of $\varphi = 6^\circ$ for three different devices of identical constitution.

starts to decrease lightly beyond $1.54\mu\text{m}$ wavelength. As found in the simulation, the wavelength $\lambda = 1.58\mu\text{m}$ marks the transition to another diffraction order and therefore exhibits a minimum in coupling efficiency, which is due to a low out-coupled power at that point. The -1dB bandwidth amounts to 25nm and is therefore comparable to standard grating couplers, as e.g. shown in section 4.1.

Figure 4.11 shows an electron microscope image of the device measured before the application of the oxide cladding and a cross sectional view of the finished device in a pseudo color illustration highlighting the material composition of the structure. One can clearly recognize the nitride layers (purple), that stem from the co-integration process with electronic devices, as mentioned in chapter 3.1. Due to their shallow thickness (approximately 45nm on the grating ridges and below 10nm over the oxide cladding) and low index contrast to the oxide cladding, their influence on the grating performance is negligible.

Figure 4.11: Electron microscope image of the grating coupler and a cross sectional pseudo color image of the device (Green: SiO$_2$, red: Si, purple: Si$_3$N$_4$, yellow: phosphate glass).
4.3 Improved Overlap

In the previous section a high directionality of the grating coupler and a low scattering angle were the primary concerns. Here, for a better performance in addition to a high directionality the field overlap between diffracted field and fiber mode is optimized. Since the field overlap has an equally large influence on overall coupling efficiency, the gain from an improved overlap is very large. In contrast to gratings presented before, in this section a 400nm waveguide height is assumed, as the gratings were originally designed for use with doped waveguides in a diode structure, that required a waveguide height larger than the traditional 220nm.

To illustrate the problem figure 4.12 shows the normalized electric field amplitudes of the scattered field of a standard grating coupler and a fiber mode. To obtain a high overlap between these two fields, they have to exhibit a similar shape in amplitude and phase. The phase is adjusted mostly through the grating period as indicated by the grating equation $2.8$ and the amplitude through the grating strength (i.e. the etch depth).

![Normalized electric field amplitudes](image)

Figure 4.12: Absolutes of the normalized electric field amplitudes of a standard fiber grating coupler (red) and a fiber mode (blue) at $\lambda = 1.55\mu m$.

It can be seen, that the rise in amplitude of the diffracted field from the grating is much steeper than the rise in amplitude exhibited by the fiber mode. One could therefore conclude, that this problem can be reduced with weaker gratings. However, this solution would reduce the directionality of the grating and therefore impair the overall performance. Therefore another solution, which results in softer rise of field amplitude over the grating without affecting its out-coupling efficiency has to be found. This is achieved by introducing a secondary etch step in front of the grating. Several periods of different constitution than those of the actual grating are placed at the beginning of the grating to introduce a low directionality without producing unwanted reflections or losses.

Before finding a working design for the secondary grating periods, a grating, which features a high out-coupling efficiency has to be found. From the previous section it is known, that a silicon epitaxial layer on top of the grating offers an increased directionality over a standard grating. In this section however, the means
of increasing the directionality is to reduce the waveguide height in front of the grating and leave the grating height as it is. Process-wise this is advantageous as it only requires an etch step instead of a deposition of materials and from a design point of view the dimensions are not much different than the ones seen in previous sections.

Figure 4.14 shows the results of a parameter scan across groove width $w_g$, ridge width $w_r$, etch depth $h_e$ and the preliminary etch depth $h_{pre}$, which reduces the waveguide height in front of the grating (c.f. figure 4.13). For convenience, figure 4.14 only shows results, where only a single etch depth for both etches is used, therefore $h_{pre} = h_e$ is valid for these plots. At later points this assumption is revoked, since with two different etch depths the adaptation of the scattered field from the grating to the fiber mode is achieved. But for now this convention is sufficient to find a suitable groove width $w_g$ and ridge width $w_r$ for the grating on 400nm waveguides.

The parameters were varied in 10nm steps from 350nm to 500nm and from 180nm to 300nm, respectively. The left column of figure 4.14 shows the out-coupling efficiency of the gratings and it is clear that with increasing etch depth, $P_{out}$ increases as well. For large etch depths ($h_e = h_{pre} \geq 240nm$) a saturation is reached and $P_{out}$ remains flat. The second maximum, which becomes visible for large etch depths in the parameter range chosen indicates another diffraction order of the grating, but is not of interest here.

The second column illustrates the field overlap $\eta$ with the fundamental fiber mode $LP_{01}$ of a sSMF tilted by the angle $\varphi$ with respect to the surface normal. The overlap is evaluated for angles ranging from $\varphi = 3^\circ$ to $\varphi = 15^\circ$ and is plotted for the angle, which provides the maximum overlap. The third column shows the corresponding fiber tilt angle $\varphi$. It is evident, that the region of high overlap for the allowed range of angles moves to larger grating periods with increased etch depth. However, in terms of absolute numbers a drop in $\eta$ for etch depths $h_e = h_{pre} \geq 240nm$ can be noticed, which is most likely due to a sharper rise in amplitude caused by the stronger grating and therefore a larger mismatch with the fiber mode. Together with the observation, that $P_{out}$ also saturates at this point the first conclusion can

Figure 4.13: Sketch of a grating structure with $h_{wg} = 400nm$ waveguide height. The waveguide height is reduced by $h_{pre}$ in front of the grating to facilitate a higher directionality.
Figure 4.14: Performance plots of gratings on 400nm waveguides as a function of groove width $w_g$ and ridge width $w_r$ for five different etch depths at $\lambda = 1.55\mu m$. 
Left: $P_{out}$, middle: Field overlap $\eta$, right: Coupling angle $\varphi$ in degree.
be reached, that a good etch depth $h_e$ is approximately 240nm.

The other two parameters - grating period $\Lambda$ and duty cycle or groove width $w_g$ and ridge width $w_r$ - can be chosen with a bit more freedom, as a large range of combinations leads to acceptable results. The grating period determines mostly the diffraction angle $\varphi$ and should be chosen accordingly. The duty cycle has almost no influence on the diffraction angle. However, it can be seen that for lower ridge widths $w_r$ and therefore larger duty cycles the overlap $\eta$ and out-coupling efficiency $P_{out}$ increase slightly. The combination $w_g = 440nm$ and $w_r = 200nm$ shows a good performance ($P_{out} = 0.9$, $\eta = 0.81$), while maintaining a reasonable coupling angle ($\varphi = 13.5^\circ$).

Suitable parameters for the secondary etch steps of the preliminary etches can be determined similarly to the ones of the grating itself. Figure 4.15 shows a sketch of such a grating. The values for $w_g = 440nm$, $w_r = 200nm$ and $h_e = 240nm$ have already been determined and are fixed. Groove width $w_{p,g}$, ridge width $w_{p,r}$ and etch depth $h_{pre}$ of the secondary etches are found by parameter scans once again. The convention of $h_e = h_{pre}$ is no longer valid, but the waveguide is etched by the same amount as the preliminary grating etches, resulting in two different etch depths necessary for the whole grating structure.

The parameters $w_{p,g}$ and $w_{p,r}$ were varied in 10nm steps from 250nm to 500nm and from 100nm to 250nm, respectively. The etch depth $h_{pre}$ was scanned from 150nm to 250nm in 10nm steps as well. Figure 4.16 shows the performance plots for a single etch depth of $h_{pre} = 180nm$. The considerations on etch depth are the same as before, however, since the out-coupling efficiency $P_{out}$ of the grating is already determined by the parameters found before, the magnitude of $h_{pre}$ plays a less significant role. Nonetheless, a small decrease in field overlap $\eta$ can be observed, when moving to larger etch depths, while the optimal grating period shifts to larger values. The out-coupling efficiency $P_{out}$ increases with larger etch depth similar to gratings seen before. Therefore a compromise between $\eta$ and $P_{out}$ has to be reached, for which $h_{pre} = 180nm$ proved to be well suited.

The other two values to be determined $w_{p,g}$ and $w_{p,r}$ exhibit a minor influence on $P_{out}$, since it remains high over a large area. However, the field overlap $\eta$ is very much dependent on these parameters and shows a maximum for large $w_{p,g}$ and small

Figure 4.15: Sketch of a grating structure with $h_{wg} = 400nm$ waveguide height. The grating exhibits two different etch steps to increase the field overlap with a fiber mode and a reduced waveguide height in front of the grating.
4.3. IMPROVED OVERLAP

Figure 4.16: Performance plots of gratings on 400nm waveguides as a function of preliminary etch parameters groove width $w_{p,g}$ and ridge width $w_{p,r}$ for etch depth $h_{pre} = 180\, \text{nm}$ at $\lambda = 1550\, \text{nm}$ ($w_g = 440\, \text{nm}, \, w_r = 200\, \text{nm}, \, h_e = 240\, \text{nm}$). Left: $P_{out}$, middle: Field overlap $\eta$, right: Coupling angle $\varphi$ in degree.

$w_{p,r}$, right at the border of the domain depicted. An even further increased $\eta$ might be possible, when allowing for $w_{p,r} < 100\, \text{nm}$, but such values might be problematic in terms of fabrication. Therefore, the values $w_{p,g} = 500\, \text{nm}$ and $w_{p,r} = 100\, \text{nm}$ yield best results, while maintaining easy manufacturability. Additionally, the coupling angle $\varphi$ (c.f. figure 4.16, right) is not affected by the introduction of secondary etch steps, as it remains at $\varphi = 13.5^\circ$.

After the optimization of $w_{p,g}$, $w_{p,r}$ and $h_{pre}$ the number of preliminary periods has to be determined. Figure 4.17 shows the overlap of diffracted fields of grating couplers with different amount of secondary periods in front of it with the fundamental fiber mode of a sSMF. It can be seen, that the overlap is indeed rising with the number of secondary grating periods until a maximum is reached. The optimal number of secondary grating periods is largely dependent on the spot size of the fiber mode, as it dictates the optimal slope for the out-coupled field along the axis of propagation of the grating. For a spot size of $w_0 = 5.5\, \mu\text{m}$ the optimal amount of

Figure 4.17: Field overlap between LP$_{01}$ mode of a sSMF and diffracted field of a grating on a 400nm waveguide with two different etch steps as a function of the number of secondary grating periods in front of the grating at $\lambda = 1.55\, \mu\text{m}$. ($w_g = 440\, \text{nm}, \, w_r = 200\, \text{nm}, \, h_e = 240\, \text{nm}, \, w_{p,g} = 500\, \text{nm}, \, w_{p,r} = 100\, \text{nm}, \, h_{pre} = 180\, \text{nm}$)
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Figure 4.18: Coupling spectrum of a fiber grating coupler on a 400nm high waveguide with two different etch depths and reduced preliminary waveguide height ($w_g = 440\text{nm}$, $w_r = 200\text{nm}$, $h_e = 240\text{nm}$, $w_{p,g} = 500\text{nm}$, $w_{p,r} = 100\text{nm}$ and $h_{pre} = 180\text{nm}$).

secondary grating periods is 6, after which the overlap and therefore the coupling efficiency is decreasing again. It is apparent, that the grating can be adapted to other spot sizes as well, simply by varying the amount of secondary etch steps. The limit to this method can be found by evaluating the slopes of a diffracted field of a grating with zero secondary grating periods (c.f. figure 4.12). For optimal coupling the slopes of the field amplitude on both sides of its maximum have to be equal. The declining slope on the right hand side of the maximum is determined by the grating itself, to which the secondary grating periods adapt the increasing part of the electric field amplitude on the left hand side of the amplitude maximum. Using shallow etches in the preliminary grating and deep etches in the original grating will therefore result in a more symmetrical diffracted field and hence a higher overlap with the fiber mode.

The performance of the grating over wavelength is shown in figure 4.18. At the center wavelength of $\lambda = 1.55\mu m$ the optimal coupling angle is $\varphi = 13.5^\circ$ as found before. The effect on coupling efficiency through a small variation in $\varphi$ is very small. By changing the coupling angle by 2° the coupling efficiency changes by less than 1%, but the central wavelength drifts by $\Delta \lambda \approx \pm 15\text{nm}$, where a larger angle causes a shift to lower wavelengths and a smaller angle results in a higher central wavelength, similar to the gratings seen in previous sections. Reflected power and transmitted power are with 0.5% and 3.5%, respectively quite low at $\lambda = 1.55\mu m$ and do not change significantly over a large spectrum. The overall coupling efficiency amounts to -1.4dB.

4.3.1 Taper Structure for the Reduction of Waveguide Height

An additional difficulty not mentioned so far is the problem of reducing the waveguide height in front of the grating from $h_{wg} = 400\text{nm}$ to $h_{wg} = 220\text{nm}$ without introducing additional losses. This can be achieved by a taper structure as shown in figure 4.19, where a rib waveguide is gradually transformed into a nano wire.
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Figure 4.19: Taper structure for the simultaneous reduction of waveguide height $h_{wg}$ and increase in waveguide width $w_{wg}$.

Instead of reducing the height of the waveguide continuously, which would be difficult to manufacture, the width of the rib is minimized and the incoming mode is gradually pushed into the slab region through the reduction of the rib width from $w_1$ to $w_2$. At the same time the slab region is widened to facilitate coupling to the grating coupler. This way the taper that is used in front of every grating anyhow can be combined with the taper that reduces waveguide height. An adiabatic taper can certainly be achieved, if the width $w_2$ of the tip of the rib at the end of the taper is very thin, resulting in a high overlap between fundamental modes in rib waveguide and nano wire and the taper length $L_T$ is very large, which reduces the coupling between modes in the taper.

Figure 4.20: Coupling efficiency between the fundamental waveguide mode of a rib waveguide with rib width $w_{wg} = w_1 = 750\, nm$, waveguide height $h_{wg} = 400\, nm$ and etch depth $h_e = h_{pre} = 180\, nm$ and the fundamental mode of a nano wire of $h_{wg} = 200\, nm$ and $w_{wg} = 10\, \mu m$ in a taper of length $L_T$ as shown in figure 4.19 at $\lambda = 1.55\, \mu m$. 
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However, the same technological constraints, which were relevant for the critical dimensions in the grating structures are valid here as well, thus limiting the minimum width $w_2$ of the rib. The taper length $L_T$ is less challenging as several millimeter length do not pose a problem. Figure [4.20] illustrates the performance of such a taper as a function of taper length for four different minimum rib widths $w_2$ obtained through a simulation using Eigenmode Expansion.

With a width of $w_2 = 60\,\text{nm}$ the taper structure provides a nearly lossless conversion from the fundamental TE mode of the rib waveguide to the fundamental mode of a $10\,\mu\text{m}$ wide nano wire. The efficiency falls to 97% if $w_2$ is widened to $80\,\text{nm}$. For larger rib widths it decreases even further to 88% in the case of $w_2 = 120\,\text{nm}$. A taper length of $L_T \geq 1000\,\mu\text{m}$ seems to be sufficient for any rib width in the order of magnitude depicted in figure [4.20], as the curves have reached saturation at this point.

### 4.4 Optimal Gratings

As mentioned before the efficiency of a fiber grating coupler is primarily determined by two values: Out-coupled power and overlap with the fiber mode. In the first section of this chapter a grating design, which features a high directionality, was presented. Later considerations to improving the field overlap between the scattered field and the fundamental fiber mode of a standard single mode fiber while maintaining a high directionality of a grating on a 400nm waveguide basis were made. In this section grating designs with even further improved characteristics are presented.

#### 4.4.1 Theoretical Considerations

In an undisturbed waveguide, which lies in the $xy$-plane of a Cartesian coordinate system, the electric field of the fundamental waveguide mode is described by

$$
\vec{E}_{\text{wg}}(x, y, z) = \vec{E}_0(x, y) \exp(-i\beta z).
$$

(4.1)

For convenience the time dependent term $\exp(i\omega t)$ is omitted. $\beta$ is the phase constant of the mode and can be expanded to

$$
\beta = n_{\text{eff}} \frac{2\pi}{\lambda},
$$

(4.2)

in which the effective refractive index $n_{\text{eff}} = n_1 - i n_2$. Ideally the imaginary part of $n_{\text{eff}}$ is zero, which makes the waveguide lossless. If that is not the case the field is decaying exponentially along the $z$-direction. The power of the electric field in the waveguide along the axis of propagation is then proportional to the absolute of the exponential term of equation (4.1) squared

$$
P_{\text{wg}}(z) \propto |\exp(-i\beta z)|^2
\propto |\exp(-2i\beta z)|
\propto |\exp\left(-\frac{4\pi}{\lambda}(n_1 - i n_2)z\right)|
\propto \exp(-n_2 \frac{4\pi}{\lambda} z)|\exp(-i\frac{4\pi}{\lambda} n_1 z)|.
$$

(4.3)
Since the last term in equation 4.3 is always unity it can be omitted. The power in a lossy waveguide is therefore decreasing exponentially, provided the imaginary part of $n_{\text{eff}}$ is constant. If that is not the case a more general term for the distribution of power along the $z$-axis must be considered, where the imaginary part of the optical path is integrated over the whole waveguide. Assuming that the initial power in the waveguide at $z = -\infty$ is normalized, 4.3 changes to

$$P_{\text{wg}}(z) = \exp\left(-\frac{4\pi}{\lambda} \int_{-\infty}^{z} n_2(z') \, dz'\right). \tag{4.4}$$

Complementary, the power that is lost to the waveguide up until position $z$ is

$$P_{\text{loss}}(z) = 1 - P_{\text{wg}}(z)
= 1 - \exp\left(-\frac{4\pi}{\lambda} \int_{-\infty}^{z} n_2(z') \, dz'\right). \tag{4.5}$$

From here on one must pay attention to the meaning of $n_2$. By convention the imaginary part of the effective refractive index is used to describe absorption loss (or gain) of the waveguide mode. However, the meaning here is a different one. Through a perturbation of the waveguide power is lost due to scattering of the electric field at a discontinuity. The power is not lost in the sense that it is absorbed by carriers but it is no longer guided in a mode of the unperturbed waveguide. A better term for the description of $P_{\text{loss}}$ would be power outside the waveguide mode rather than lost power. If lossy materials are present an additional imaginary part in $n_{\text{eff}}$ must be regarded, which does not necessarily show the same $z$-dependence as $n_2$. Applying this approach to the fiber grating coupler, the question to be answered is, how $n_2$ and therefore how the perturbation of the waveguide needs to be constituted, so that the profile of the scattered field resembles that of a fiber mode. Since the fundamental fiber mode can be approximated with a Gaussian distribution, $P_{\text{loss}}$ must take the same form. One can therefore postulate

$$\frac{d}{dz} P_{\text{loss}}(z) = \frac{2}{\omega_0 \sqrt{2\pi}} \exp(-2z^2/w_0^2), \tag{4.6}$$

where $w_0$ is the spot radius of the Gaussian distribution and the factor $\frac{2}{\omega_0 \sqrt{2\pi}}$ provides for unity power after integration. Integration with respect to $z$ yields

$$P_{\text{loss}}(z) = 1 - P_{\text{wg}}(z)
= \frac{2}{\omega_0 \sqrt{2\pi}} \int_{-\infty}^{z} \exp(-2z'^2/w_0^2) \, dz'. \tag{4.7}$$

The integral on the right hand side is solved by the error function. By assuming $w_0$ to be positive and substituting equation 4.4 for $P_{\text{wg}}(z)$, equation 4.7 can be written as

$$1 - \exp\left(-\frac{4\pi}{\lambda} \int_{-\infty}^{z} n_2(z') \, dz'\right) = \frac{1}{2}(1 - \text{erf}\left(\frac{\sqrt{2}z}{w_0}\right)). \tag{4.8}$$

Equation 4.8 can now be solved for $n_2(z)$ by assuming $\lim_{z \to -\infty} n_2(z) = 0$:

$$n_2(z) = \frac{\sqrt{2}\lambda}{4\pi^2 \omega_0} \cdot \frac{\exp(-2z^2/w_0^2)}{\frac{1}{2}(1 - \text{erf}\left(\frac{\sqrt{2}z}{w_0}\right))}. \tag{4.9}$$
Figure 4.21: Imaginary part of the effective refractive index as a function of propagation length $z$ in a perturbed waveguide necessary for optimal field overlap with a fundamental fiber mode of a sSMF at $\lambda = 1.55 \mu m$.

Figure 4.21 shows $n_2(z)$ for optimal coupling to a fiber mode of an approximately Gaussian distribution at $\lambda = 1.55 \mu m$. The field waist $w_0$ was assumed to be 5.5 $\mu m$. Naturally, $n_2(z)$ extends towards infinity at both ends of $z$ since the ideal fiber mode shows the same behavior. At $z = -\infty$ $n_2$ tends towards zero, giving a smooth rise to the amplitude of the scattered field. For larger $z$ $n_2$ shows a linear growth, but can be disregarded for real applications since the power scattered at later stages of the waveguide is negligible. However, it is not clear how a waveguide has to be constituted to show such a loss characteristic. First it is assumed that the scattering losses of the waveguide are continuous, which is not the case for gratings. This can, however, be compensated with a discrete approximation of $n_2$. Even further problematic is the fact, that simple scatter losses even in the form of equation 4.9 do not ensure the desired high overlap with a fiber mode, since light in a perturbed waveguide does not tend to be scattered solely in one direction. Rather, even in gratings with a high directionality, only a large percentage is scattered towards the fiber. To derive a well performing grating coupler from $n_2$ one would need to obtain the scattering characteristics of a large amount of different waveguide perturbations, which need to display a high, uniform directionality and negligible reflections.

The real part of $n_{eff}$ also needs to show certain attributes. Figure 4.22 shows a sketch of a fiber grating coupler with discrete uniformly distributed etches at $z = z_0 \ldots z = z_N$. To achieve a high overlap between scattered field and fiber mode the field scattered by the grating needs to have a plane phase front. Therefore, it is necessary that the optical paths for light scattered from the beginning of the grating at $z = z_0$ to the fiber and from every other discrete location $z = z_i$ are equal or differ by multiples of $2\pi$. According to equation 4.1 this phase condition can be expressed as

$$-i \frac{2\pi}{\lambda} n_1 \Delta z = -i \frac{2\pi}{\lambda} n_c \Delta x - i m 2\pi,$$

(4.10)

where $n_c$ is the refractive index of the cladding material and $\Delta x$ is the vertical distance between waveguide and fiber. It is more convenient to express $\Delta x$ in terms
of fiber tilt angle. Equation 4.10 can thus be solved for \( n_1 \):

\[
n_1 = n_c \tan(\varphi) + \frac{m\lambda}{\Delta z}
\]  

(4.11)

In the usual environment of fiber grating couplers the effective refractive index of the waveguide mode is larger than the refractive index of the cladding material. It is therefore not feasible to achieve near vertical coupling in a grating of the order \( m = 0 \). Under this condition only for larger angles \( \varphi > 45^\circ \), when the tangent becomes larger than 1, equation 4.11 can be satisfied. As a consequence, having a grating with continuous loss characteristics as called for in the imaginary part of \( n_{eff} \) for an optimal distribution of the intensity profile is not achievable.

The additional phase delay between grating periods is unavoidable for near vertical coupling. Equation 4.11 is of course again a representation of the grating equation 2.3, but better suited for the description of a fiber grating coupler from the design point of view.

The complete effective refractive index of an optimal fiber grating coupler is

\[
n_{eff} = n_1 - in_2 = n_c \tan(\varphi) + \frac{m\lambda}{\Delta z} - i \frac{\lambda}{4\pi} \cdot \exp\left(-\frac{2z^2}{w_0^2}\right) \cdot \frac{\exp\left(-\frac{2z^2}{w_0^2}\right)}{1 - \frac{1}{4} \sqrt{2\pi} w_0(1 + \text{erf}(\sqrt{2}\frac{z}{w_0}))}.
\]  

(4.12)

In uniform gratings \( \Delta z \) is constant and can therefore be replaced by the grating period \( \Lambda \).

### 4.4.2 Numerical Preliminary Considerations

In the previous section properties of a waveguide that is ideally suited for a fiber grating coupler were discussed. However, this theoretical view of the matter does not give much specific hints on geometrical features, which would benefit the performance of a grating coupler. In this section a grating coupler, that perturbs a waveguide in such a way that its characteristics largely correspond to equation 4.12 is found by utilizing search algorithms. Since theoretically there are an infinite amount of waveguide geometries, that could be used for scattering light, a complete search over the problem space is not feasible. Rather it is helpful to eliminate as many degrees of freedom as possible before running an automated optimization.

Before considering the substrate the grating coupler is designed for, the technology used for manufacturing of the device dictates certain design rules, which are by
Figure 4.23: $P_{\text{out}}$ as a function of waveguide height $h_{\text{wg}}$, epitaxial layer height $h_{\text{epi}}$, etch depth $h_{\text{e}}$ and grating period $\Lambda$ at $\lambda = 1.55\mu m$. The function is reduced to two dimensions by maximization over $h_{\text{e}}$ and $\Lambda$.

no means constraints to the search space the optimization algorithm is running on. For example, grating grooves are strictly vertical as standard etch processes do not allow for arbitrary etch shapes. V-, sinusoidal, slanted grooves, etc. are therefore forbidden designs. In terms of dimension, horizontal feature sizes below 100nm are also not feasible. Although certainly possible using state of the art lithography, for the majority of microchip manufacturers structures smaller than this size are difficult to achieve using standard (DUV) lithography.

For the choice of a suitable substrate for high efficiency grating couplers earlier considerations are taken into account. To achieve a high directionality an epitaxial layer on top of the grating is used. If not fixed to 220nm waveguide height, many combinations of design parameters are feasible, for which efficient grating couplers can be implemented. Figure 4.23 shows the out-coupled power $P_{\text{out}}$ independent of mode coupling (i.e. only the fraction of power that is diffracted by a grating in the upwards direction) of fiber grating couplers in dependence of waveguide height $h_{\text{wg}}$, epitaxial layer height $h_{\text{epi}}$, etch depth $h_{\text{e}}$ and grating period $\Lambda$. The function is maximized over $\Lambda$ and $h_{\text{e}}$ so that only waveguide height and epitaxial layer height remain on the $x$- and $y$-axis, respectively. The wavelength, for which the simulations took place, is $\lambda = 1.55\mu m$. The ranges, in which the four design parameters were varied are $h_{\text{wg}} = 150\text{nm}...500\text{nm}$, $h_{\text{epi}} = 100\text{nm}...500\text{nm}$, $h_{\text{e}} = 10\text{nm}$ to the available total waveguide height $h_{\text{wg}} + h_{\text{epi}}$ and $\Lambda = 500\text{nm}...800\text{nm}$. The duty cycle was fixed to 0.5 and the number of grating periods was 25. Overall, the number of simulations making up figure 4.23 amount to 89250. First to notice are multiple maxima in $P_{\text{out}}$, which can provide gratings with high fractions of out-coupled power (80% and above). These maxima correspond to different orders of refraction, as seen in plots in previous sections. Therefore, only one of the three visible maxima can provide for near vertical coupling, as the scattering angles $\varphi$ connected with the other two are too large. The maximum in the bottom left corner is the one, which comprises gratings of orders $m = -1$. This circumstance
is fortunate for two reasons: First, it is also the global maximum, which means it potentially yields the highest efficiencies and second, it is located near the usual dimensions of grating couplers widely available, which implies that technology-wise no major adjustment is necessary. The absolute maximum of figure 4.23 is located at the lowest waveguide heights. Therefore, one could claim the lower the waveguide height, the higher the grating efficiency. However, it must be considered, that low waveguide heights also introduce additional loss due to worse field confinement and higher intensities at waveguide edges, which will lead to more losses caused by rough surfaces. Here a waveguide height of \( h_{wg} = 200 \text{nm} \) and epitaxial layer height of \( h_{epi} = 200 \text{nm} \) are chosen. This combination of parameters still shows a high fraction of out-coupled power (\( P_{out} > 85\% \)) and can be achieved through either growth on 200nm waveguides or etching of 400nm waveguides. Additionally, both substrates are commercially available and CMOS compatible.

4.4.3 Optimization Using Search Algorithms

In the previous section two design parameters \( h_{wg} \) and \( h_{epi} \) were derived from a rigorous search over a large parameter space. These two parameters approximately determine the maximum out-coupled power \( P_{out} \). However, having a large \( P_{out} \) by itself does not guarantee a high coupling efficiency, since a high overlap with a fiber mode still needs to be established. To find values for the rest of the so far undetermined design parameters, two search algorithms were implemented for the optimization of fiber grating couplers on the given substrate. Figure 4.24 shows a sketch of a grating design to be optimized. The grating is 24 periods long and consists of random grooves and ridges. The design parameters describing each period \( i \) are groove width \( w_{g,i} \), ridge width \( w_{r,i} \) and etch depth \( h_{e,i} \). Since each period can be changed independently, the overall search space has 72 dimensions. Given today’s computational power, it is not viable to employ traditional optimization algorithms, that rely on the knowledge of derivatives along each degree of freedom, for problems of that size. One can imagine, that an exhaustive search over a space with a large amount of dimensions can not be finished within a reasonable time. It is evident,

Figure 4.24: Sketch of a grating structure with random etches. Each period \( i \) is independently described by three parameters: groove width \( w_{g,i} \), ridge width \( w_{r,i} \) and etch depth \( h_{e,i} \).
that search algorithms that rely on other means than computing the derivative of
the function to be optimized along all dimensions on every point examined need
to be employed. The so called heuristic procedures are capable of traversing a
large parameter space with incomplete knowledge of its shape. Therefore, they are
well suited for finding solutions of complex problems, for which the computational
cost is too high if approached by traditional optimization methods \cite{76, 77}. Usually,
heuristics are limited to specific problems. If applicable to a wider range of problems
the distinction to metaheuristics is made. Although metaheuristics are very general,
it was shown, that on average no search method performs better than any other
\cite{78, 79}. This statement is known as the ‘no free lunch theorem’ and expresses, that
the computational effort of finding solutions of a complete class of problems is on
average the same for any search method, or in other words: Any search algorithm is
no better than random guess. The reason, why specific algorithms are used anyway,
is that in real world scenarios they do perform better and those problems for which
they perform worse are rather unrealistic. The downside of the heuristic approach
is, that there is no guarantee, that the optimal solution to a problem is found or
even, that any solution is found. The most common case is, that these algorithms
converge towards a point near the global optimum, which could be considered ‘good
enough’.

With all these points taken into account, the procedures for the optimization of
the random fiber grating coupler of figure 4.24 are Genetic Algorithm \cite{80, 81} and
Particle Swarm Optimization \cite{82}. Genetic algorithms are a subclass of evolutionary
algorithms, which seek to mimic the natural processes found in biology. By passing
on beneficial traits from one generation to another the fitness of a population is
increased incrementally. For application in an optimization problem a few terms
need to be defined:

- **Individual**: An individual $I$ is a candidate solution of the given problem. It has
  a genetic representation, which contains all features that determine its fitness;
in this case $w_{g,i}$, $w_{r,i}$ and $h_{e,i}$ of all 24 grating periods. A genetic representation
  of a grating is:

\[
\begin{array}{cccccc}
\cdots & w_{g,1} & w_{r,1} & h_{e,1} & w_{g,2} & w_{r,2} & \cdots & w_{g,24} & w_{r,24} & h_{e,24}
\end{array}
\]

Table 4.1: Genetic representation of a grating with 24 periods.

- **Fitness function**: The fitness function $f$ evaluates the fitness of an individual,
  by taking the genetic representation of it as a parameter and returns a real
  number from $[0, 1]$, where 0 represents the lowest possible fitness and 1 the
  highest. Here, the fitness of a grating is the coupling efficiency to a standard
  single mode fiber, which is tilted at an angle $\varphi = 10^\circ$. This angle is somewhat
  arbitrary, since one could optimize gratings for a different diffraction angle.
  In fact, all angles from ca. 3$^\circ$ to 15$^\circ$ could be considered equally well suited
  for near vertical fiber coupling, but such a loose definition of fitness is not
  beneficial to the performance of the search algorithm. Allowing a wide range of
  coupling angles to obtain equally high fitness values will result in high amount
  of local maxima in the fitness landscape and therefore hinder the convergence
  of the algorithm. For this reason an additional factor in $f$ is introduced, which
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penalizes the coupling efficiency at angles other than $\varphi = 10^\circ$. Figure 4.25 shows this factor as a window function of acceptable coupling angles. The red line depicts the factor, that is actually used for the optimization algorithms. It is a Gaussian distribution centered at $\varphi = 10^\circ$ and has a $\sigma$ of $5^\circ$. The blue line exhibits a plateau from $\varphi = 3^\circ$ to $15^\circ$ with a Gaussian in- and decrease of $\sigma = 2^\circ$. By allowing for more than one, discrete value the width of the global maximum in the fitness landscape is increased and thus it is more likely for the algorithm to locate it.

- Selection: The process by which the individuals are selected for breeding. Here, only the fittest individuals are allowed to produce offspring. The remaining individuals are eliminated from the population, so that the number of individuals of each generation is constant. The population size was chosen to be 30, from which the 10 fittest individuals were selected for breeding and living on to the next generation.

- Genetic operator: After selection for breeding a genetic operator is used to produce offspring from the selected individuals. Crossover takes the parents’ genetic representation and mixes them up to form the child’s genetic representation. Several strategies to decide which trait is selected from which parent are feasible. Although it is the case here, in general it is not even necessary to constrain crossover to two parents. N-point crossover defines N points on the genetic representation between which traits are selected from parent 1 and beyond which traits are selected from parent 2. Table 4.2 shows 2-point crossover. The crossover points may be set at random or so that the number of traits selected from each parent is proportional to its fitness. A simpler approach is to select traits at random (table 4.3). There is one major disadvantage to crossover: If the parents share traits no variation along this dimension is possible and the genetic algorithm is unable to explore the full parameter space. Therefore, mutation - another genetic operator - is employed to add
noise to the crossover process. If parent 1 and 2 are equal in one trait, then this trait has a chance to be randomly changed in the offspring. In contrast to crossover, mutation is a unitary operation, since it only requires one parent.

It is evident, that there are a very large amount of possible implementations of the genetic algorithm. Without prior knowledge of the field it is impossible to predict the performance of an implementation. One could therefore claim, that it is an optimization problem in itself to optimize a genetic algorithm for a specific problem.

The particle swarm algorithm is much simpler in its implementation and uses some of the same concepts as the genetic algorithm, though with a different terminology. Instead of individuals the literature speaks of particles and a population is called a swarm, hence the name particle swarm. Since particles do not reproduce or die off but move around the fitness landscape they have a position rather than a genetic representation. Therefore, it is also more common to speak of a time step than of a generation. The rules by which the movement of a particle \( I \) is determined can be simply defined as

\[
\vec{x}_{I,t} = \vec{x}_{I,t-1} + \vec{v}_{I,t}
\]

and

\[
\vec{v}_{I,t} = \vec{v}_{I,t-1} + c_1(\vec{x}_{I,Pbest} - \vec{x}_{I,t-1}) + c_2(\vec{x}_{I,Gbest} - \vec{x}_{I,t-1}).
\]

Equation 4.13 states, that the position \( \vec{x}_{I,t} \) of a particle at time step \( t \) is determined by its position in the previous time step plus a velocity vector \( \vec{v}_{I,t} \). The particles have a certain momentum, since their velocity vector is dependent on the velocity of the previous time step, which is initially zero along all dimensions. \( \vec{x}_{I,Pbest} \) is the position, where particle \( I \) has found the highest fitness value up until time step \( t \). It is called the personal best and the particle is accelerated toward this position. Similarly, \( \vec{x}_{I,Gbest} \) is called the global best and denotes the position of highest fitness found by the neighborhood of particles up until time step \( t \). The neighborhood is defined as the \( N \) nearest particles to particle \( I \), but in many cases is just regarded as the complete particle swarm. Since particle \( I \) is part of its own neighborhood \( \vec{x}_{I,Pbest} \) and \( \vec{x}_{I,Gbest} \) may be equal. In contrast to the genetic algorithm individuals (or particles) need therefore memory of the best previous position as it is not necessarily part of the current generation (or time step). Also knowledge of the other particles’ performance has to be made available to the swarm. \( c_1 \) and \( c_2 \) are scalars and need to be tuned for each problem as they weigh the acceleration to a particles personal best position or the neighborhoods best position, respectively. As a rule of thumb

\[
\begin{array}{ccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc...
it has been found that $c_1 + c_2 \approx 4$ usually yields good results \cite{83}. Furthermore, in most cases it is unavoidable to define a speed limit for particles. It is easily possible for particles to gain velocity at each time step. After a few time steps it could so high that the particles are confined to the boundaries of the parameter space and therefore are unable to sample the fitness landscape. This effect is known as 'explosion' and can be prevented by a speed limit, for which the following adaptation of $\vec{v}_{I,t}$ is valid:

$$\vec{v}_{I,t} = \frac{\vec{v}_{I,t}}{|\vec{v}_{I,t}|} \min(|\vec{v}_{I,t}|, v_{\text{max}}). \quad (4.15)$$

However, it should be noted, that in this optimization 3 different types of features are subject to variation. A change in etch depth is expected to yield a stronger effect than a change by the same magnitude in groove width or ridge width. Therefore, the speed limit for variation in etch depth was set to $10 \text{nm}$ per time step, while groove width and ridge width can be varied with $15 \text{nm}$ per time step. Several other means of ensuring convergence of the particle swarm algorithm were subject of investigation \cite{84, 85}, but are not necessary for well behaved fitness landscapes. Again, the optimization with respect to convergence of the algorithm is an optimization problem in itself.

### 4.4.4 Simulation Results

On each time step $t$ 32 individuals (particles) were evaluated in parallel. Their position was updated according to the rules of genetic and particle swarm algorithm, respectively. After each iteration step the best performing device was stored in memory if its fitness was higher than the previously best one’s. Figure 4.26 shows the fitness of the up to time step $t$ found best performing device as a function of time steps / iterations. To reduce complexity it was assumed, that three consecutive grating periods are equal, thus reducing the size of the parameter space from 72 to 24 dimensions. Since at each time step 32 simulations were carried out in parallel the total number of simulations for each optimization algorithm seen in figure 4.26 amounts to 4000. Solutions found at later time steps did not offer an improvement and are therefore omitted from the plot. Although both algorithms yield equally well performing devices, it must be noted, that the genetic algorithm found the global maximum only in rare cases. In the majority of attempts it got stuck in local maxima at coupling efficiencies of around 45%, from which it failed to escape. Only if the starting position of an individual was close the global maximum the algorithm was able to reach it. Figure 4.26 illustrates this circumstance at time step $t = 0$, where the fitness value of the genetic algorithm is already at 50%. The particle swarm algorithm on the other hand only failed in a few cases, but with a more
severe outcome as the coupling efficiencies didn’t exceed 10% in those instances. Most of the time positions near the global maximum were found within very few time steps, giving rise to the rapid increase in coupling efficiency seen in figure 4.26. Coupling efficiencies of gratings optimized with both methods are 73% or -1.37dB. Feature sizes of an optimized grating are shown in figure 4.27.

The etch depths $h_{e,i}$ (green line) show a clear linear growth along the grating, which is true for every simulation run, that resulted in a grating coupler with high efficiency. The grating periods $\Lambda_i$ show a greater variation, which is mainly due to the spread in groove widths $w_{g,i}$, while the ridge widths $w_{r,i}$ display a nearly linear behavior.

With that result in mind a new parameter space can be constructed by assuming a linear behavior for every type of feature, i.e. each feature is varied linearly along

![Figure 4.26: Performance of genetic algorithm (blue) and particle swarm algorithm (red) over time.](image)

![Figure 4.27: Geometrical features of an optimized grating coupler with groove width $w_g$ (blue), ridge width $w_r$ (red) and etch depth $h_e$ (green).](image)
the grating and not stepwise for independent groups of three consecutive periods as before, thereby reducing the number of dimensions from previously 24 to now only 6. The new parameter space requires fewer individuals / particles, thus the population size / swarm size was reduced to 10 to 15 members. Resulting feature sizes of 10 different optimization runs are depicted in figure 4.28. All gratings shown display coupling efficiencies above 76% (-1.2dB). As suspected from the results seen in figure 4.27, there is very little variation in etch depth for high efficiency grating couplers available. The spread of etch depth at the beginning of the grating $\Delta h_e,1$ amounts to only 11 nm. Since at the end of the grating exact feature sizes are not as important, due to the low amount of power remaining in later periods, the spread becomes larger and is at the last grating period $\Delta h_e,24 = 29 nm$. Relative to the etch depths at beginning and end of the grating the spread increased by 3%. More variation is allowed for groove widths and ridge widths. The spreads $\Delta w_g,1 = 60 nm$ and $\Delta w_r,24 = 87 nm$ show a relative increase of 10% from beginning to end and the spread of ridge widths stays nearly constant with $\Delta w_r,i = 55 nm$.

Figure 4.29 shows the coupling spectrum of a grating with linearized feature sizes. The geometry corresponds to the highlighted plots of figure 4.28. The dashed magenta line shows the coupling efficiency to a standard single mode fiber tilted at 10°. It has a clear maximum at $\lambda = 1.55 \mu m$, as was aimed for by the optimization algorithm. The coupling efficiency is 77% or 1.1dB. However, it is also recognizable, that a slightly better result can be achieved through $\varphi = 8^\circ$ fiber tilt. Here the maximum coupled power is 79% or 1dB at $\lambda = 1.564 \mu m$. This result is due to two reasons: Firstly, the window function 4.25 was not optimally chosen. Better performing devices can be obtained by an adaption of coupling angle $\varphi$. Secondly, the out-coupled power $P_{out}$ is higher at longer wavelengths, before it falls off again and a higher order grating is achieved. This mismatch can usually be compensated by an adaption of grating period $\Lambda$, however as mentioned before, particle swarm and genetic algorithms are very unlikely to find the global maximum, but rather a solution
that is very close to it. For an improved solution another optimization algorithm needs to be employed after the heuristic search. However, only slight improvements over a ‘good enough’ solution are to be expected, making the computational effort bear no proportion to the gain.

Reflection and transmission spectra are well below 1% at the center wavelength, indicating a smooth transition from the waveguide to the grating and a high diffraction efficiency, respectively. The distance between maximum coupled power (dashed lines) and out-coupled power $P_{\text{out}}$ near $\lambda = 1.55\mu \text{m}$ is only 4%, indicating a high overlap between diffracted field and fundamental fiber mode.

### 4.4.5 Variation of the Epitaxial Layer Height

In the previous section a reduced parameter space was introduced, by linearizing the feature sizes along the grating. In this section a fourth feature - the epitaxial layer height $h_{\text{epi}}$ - is included as a parameter into the search space. The optimization process stays the same as before, but the dimensionality of the search was increased to 8. Additionally, the fiber tilt angle $\varphi$ was increased to $12^\circ$. Figure 4.30 shows the resulting feature sizes of an optimization run. Groove width and ridge width display the same characteristics as seen in figure 4.28. The etch depth on the other hand stays nearly constant along the grating with only a slight decrease of 9nm from beginning to end. To compensate, the epitaxial layer height shows a strong variation from 234nm at the first grating period and 9nm at the last one. The coupling spectrum associated with this grating is depicted in figure 4.31. The coupling efficiency is 85% or 0.7dB at $\lambda = 1.55\mu \text{m}$. Again a slight improvement, which is due to the minimally higher out-coupling efficiency $P_{\text{out}}$, can be achieved by lowering the fiber tilt angle to $\varphi = 10^\circ$ and a longer center wavelength of $\lambda = 1.566\mu \text{m}$, although the gain is very small with 1%. The distances between $P_{\text{out}}$ and peak coupling efficiencies is even smaller compared to the one seen in figure 4.29. With only 2.5% loss from mismatch between scattered field and fiber mode, the grating displays a very high mode overlap with the LP$_{01}$ mode of the fiber. The overall out-coupled
power $P_{\text{out}}$ is also slightly increased to 88%, contributing to the good performance of the device. Reflection and transmission are higher than before, but with 1% and 0.1%, respectively still very good. Figure 4.31 (right) shows a to scale drawing of the device, together with field plots of the electric field and its phase. The high directionality is apparent in the high field amplitude above the grating and the low amount of field in the buried oxide and substrate. The high overlap with the LP$_{01}$ fiber mode stems from the soft increase of field amplitude in the beginning of the grating and the flat phase, tilted at 10° with respect to the horizontal plane.

Figure 4.31: Left: Coupling spectrum of a grating with variable epitaxial layer height $h_{\text{epi}}$. Right: To scale cross section representation of a grating with variable epitaxial layer height together with field plot and phase plot.
4.5 Chirped Gratings

In view of manufacturability, gratings with variable etch depth or epitaxial layer height along the grating are hard to realize. For every grating period a unique mask layer is needed, making the production of a grating as presented in the previous sections extremely difficult. From the production point of view a single etch depth and epitaxial layer height across all grating periods is therefore preferred.

The optimization method used in the previous sections can once again be employed to find such gratings by defining an additional constraint on the etch depths, which requires the slope of the linear function describing the etch depth to be zero. The number of degrees of freedom in this search is therefore reduced to 5. For a better comparison the SOI layer stack is adapted to the standard as used in section 4.2 of this chapter (i.e. $h_{wg} = 220\,\text{nm}$, $h_{epi} = 150\,\text{nm}$ and $h_{cl} = 1.3\,\mu\text{m}$).

The parameters found by the optimization process are shown in table 4.4. The intuitive conclusion of having a positive chirp, i.e. having small groove widths $w_g$ at the beginning of the grating and moving to larger groove widths at later stages to give rise to a soft increase in field intensity above the grating [86] was not found to be optimal. Instead the optimization process found a negative chirp to be better suited to obtain a high overlap with the fundamental fiber mode as was partially used in [87]. An additional beneficial property of the large feature size at the beginning of the grating, where accuracy is most important, is the easy manufacturability. As reported in [22] a secondary etch step of lower depth could be utilized to avoid thin groove widths below the limit of fabrication to maintain an optimal chirp. However, with inversely chirped grating couplers this would be unnecessary, since large features are located at the front side of the grating where the amount of power diffracted is high and small feature sizes are pushed to the far end of the grating, where ideally no power is left in the waveguide. The resulting spectrum of such a grating with a peak coupling efficiency of $-1.48\,\text{dB}$ is shown in figure 4.32.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$w_g$</th>
<th>$w_r$</th>
<th>$h_e$</th>
<th>$h_{epi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>500nm</td>
<td>100nm</td>
<td>198nm</td>
<td>150nm</td>
</tr>
<tr>
<td>25</td>
<td>283nm</td>
<td>315nm</td>
<td>198nm</td>
<td>150nm</td>
</tr>
</tbody>
</table>

Table 4.4: Design parameters of a chirped grating coupler with constant etch depth.
Chapter 5

2D Gratings

In this chapter the concept of a grating coupler based polarization splitter, first proposed by Taillaert et al. [24] is built upon by improving performance using results obtained in the previous chapter. Additionally, a novel device for the excitation of higher order fiber modes based on a two dimensional grating coupler is presented, together with all photonic integrated devices necessary for its application.

5.1 Gratings with High Directionality

To achieve polarization diversity, a grating capable of coupling both TE and TM polarization between fiber and PIC is required. In contrast to edge coupling approaches, that do not display much of a polarization dependency, grating couplers are usually operative for one polarization only. The reason for that is the large birefringence of the integrated waveguides, that is expressed in the vastly different effective refractive indices of the fundamental TE and TM modes, resulting in very dissimilar grating periods necessary for coupling of light of different polarizations. An additional difficulty connected to the use of nano wire waveguides is the coupling between the fundamental TM\textsubscript{00} and the TE\textsubscript{10} mode in an adiabatic taper as used for increasing waveguide widths, causing difficulties when trying to couple the fundamental TM between different waveguide widths, as is done easily for the fundamental TE mode in a taper. An elegant solution to these problems is a

![Figure 5.1: Sketch of a two dimensional fiber grating coupler coupling $E_x$ and $E_y$ polarized light from a fiber to TE modes in the integrated waveguides.](image)
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two dimensional grating as shown in figure 5.1. By superposition of one dimensional gratings with a 90° angle between them a two dimensional grating exhibiting a diffraction structure in two orthogonal directions is formed. Although the fiber may carry both TE and TM polarized light, coupling to the TM mode in the PIC is completely avoided, since both fiber modes are translated into TE modes in the integrated waveguides. Therefore only a single grating period adjusted for the effective refractive index of the TE mode is needed in both waveguide directions.

It is clear, however, that for equal coupling to both polarizations, the fiber has to be positioned symmetrical with respect to both waveguides. In contrast to one dimensional gratings shown in previous chapters, where the fiber was simply positioned for optimal coupling efficiency, in the case of two dimensional gratings equal performance is an additional concern. Figure 5.2 shows the positioning of the fiber with respect to the integrated waveguides. Due to the higher dimensionality of the problem, the fiber tilt is now described by two angles \( \phi_1 \) and \( \phi_2 \) in the \( xz \)-plane and \( yz \)-plane, respectively. A symmetrical setup is achieved, when \( \phi_1 = \phi_2 \). However, highest coupling efficiency on either arm is obtained, when \( \phi_1 = \phi, \phi_2 = 0^\circ \) or \( \phi_1 = 0^\circ, \phi_2 = \phi \), where \( \phi \) is the optimal coupling angle as defined for the one dimensional case, since the grating adds solely a component in \( z \)-direction to the wave vector of the diffracted field and not in the orthogonal \( y \)- and \( x \)-direction. Both conditions may be satisfied at the same time in the special case of strictly vertical coupling \( (\phi_1 = \phi_2 = 0^\circ) \). However, this constraint adds an additional 3dB loss to the coupling efficiency, as light from the fiber will be equally coupled in positive and negative \( x \)- and \( y \)-direction and should therefore be avoided. Nonetheless, small coupling angles yield the highest field overlap, when fiber and grating are set up symmetrically as they would be in a realistic setup, since the mismatch between diffracted field and fiber mode scales with the diffraction angle. To give a rough estimation of that effect, figure 5.3 shows the field overlap penalty \( \eta \) between the \( \text{LP}_{01} \) mode of a sSMF and the diffracted field of a grating as a function of deviation \( \Delta \phi \) from its optimal fiber tilt angle \( \phi = \phi_1 = \phi_2 \) in a setup as shown in figures 5.1 and 5.2. The field overlap vanishes quite rapidly, when the fiber is tilted away from its optimal angle, confirming the assumption, mentioned here and in the previous chapter, that the optimization towards small diffraction angles will yield better re-
results in two dimensional grating couplers. Therefore the minimization of coupling angles $\varphi_1 = \varphi_2$ is an additional design goal of the optimization next to out-coupling efficiency.

Since the structure exhibits variation along all spatial dimensions, a reduction to lower dimensions is no longer possible. Thus the device needs to be simulated in three dimensions, which is a numerically expensive endeavor. A refinement of the computational grid to obtain an arbitrary degree of accuracy is no longer possible as this will easily exceed computational resources. Therefore a reduced computational domain is employed to obtain the numerical parameters of the Finite Element Method, that yield results with suitable accuracy. Figure 5.4 shows the full Finite Element model of the device and a reduced model of the same device with only one row of unit cells.

To obtain the achievable degree of accuracy the reduced model is used, since the full model can not be simulated with a finite element degree $p > 3$ with the available computers due to limited memory. The results are shown in figure 5.5 where the relative error in electric field energy is displayed for various finite element degrees as a function of computation time. The error is normalized to the electric field energy.

Figure 5.3: Field overlap penalty $\eta$ as a function of fiber tilt angle deviation $\Delta \varphi$ in a symmetric two dimensional grating setup.

Figure 5.4: Finite Element models of two dimensional grating couplers.
computed with finite elements of degree \( p = 6 \), which was the maximum computers could handle and therefore serves as a quasi-exact solution. The time needed to solve a reduced problem increased from minutes to hours, while the relative error decreased from the order of \( 10^{-1} \) to \( 10^{-3} \), when \( p \) was increased. The relative error in the overlap integral \( \eta \) similarly decreased from \( 10^{-1} \) to even \( 10^{-5} \) at \( p = 5 \). It can be seen, that an error below 1\% can be reached with a finite element degree of \( p \geq 3 \), which is sufficient for the optimization of the grating couplers to be shown. The simulation of the full model with \( p = 3 \) took around 3.5 hours, which is even slightly more than the reduced model with \( p = 5 \). The number of unknowns to be solved for amounted to over \( 9 \cdot 10^6 \), requiring approximately 500GB of RAM.

As a starting point for the optimization results obtained from one dimensional grating couplers were used. Again, an epitaxial layer of height \( h_{\text{epi}} = 150 \text{nm} \) for an increased directionality is employed. The values for out-coupled power \( P_{\text{out}} \), field overlap \( \eta \) and coupling angle \( \varphi \) are shown in figure 5.6.

Although other values regarding etch depth and epitaxial layer height were tested as well, the values of \( h_{\text{epi}} = 150 \text{nm} \) and \( h_e = 210 \text{nm} \) were found to yield best results. The plots shown contain 441 individual simulations amounting to more than 65 days of simulation time.

The performance of the two dimensional grating is similar to the one dimensional case, albeit with a slightly lower out-coupling efficiency \( P_{\text{out}} \), which most likely caused by the non etched parts of the two dimensional grating structure, where the incoming field may simply pass through. At acceptable coupling angles \((\varphi < 6^\circ)\)
out-coupling efficiencies of 70% are reached at grating periods $\Lambda < 590\,nm$ and rather large duty cycles. To confirm the origin of the additional loss compared to one dimensional gratings figure 5.7 shows the reflected ($P_{\text{refl}}$) and transmitted ($P_{\text{trans}}$) powers. It is evident, that while for one dimensional gratings reflected and transmitted power were in the order of 5% and below 1%, respectively, the two dimensional gratings display much higher values here. For gratings with reasonable coupling efficiencies (e.g. $P_{\text{coupl}} = 56\%$ for gratings of $w_g = 350\,nm$ and $w_r = 220\,nm$ and 25 periods) reflected and transmitted power amount to $P_{\text{refl}} = 5\%$ and $P_{\text{trans}} = 10\%$ at $\lambda = 1.55\,\mu m$. The high amount of transmitted power is to be expected, since a grating with ridge width $w_r = 220\,nm$ and 25 periods displays $5.5\,\mu m$ of unperturbed waveguide, where light may pass through undisturbed. For this reason, a bottom reflector as used for one dimensional gratings will not yield as much benefit in the two dimensional case, as loss to the substrate is less significant.

Figure 5.8 shows the coupling spectrum for a two dimensional grating with rect-

![Figure 5.7: $P_{\text{refl}}$ (left) and $P_{\text{trans}}$ (right) as a function of $w_g$ and $w_r$ in a two dimensional grating coupler of $h_{\text{epi}} = 150\,nm$ and $h_e = 210\,nm$ with rectangular etches at $\lambda = 1.55\,\mu m$.](image)

![Figure 5.8: Coupling spectrum of a two dimensional grating coupler with rectangular etches of $w_g = 350\,nm$ and $w_r = 220\,nm$.](image)
angular etches and the design parameters $w_g = 350\,nm$, $w_r = 220\,nm$, $h_e = 210\,nm$ and $h_{epi} = 150\,nm$. The coupled power was calculated for optimal coupling efficiency with respect to fiber tilt angles $\varphi_1$ and $\varphi_2$ (i.e. $\varphi_1 = \varphi$ and $\varphi_2 = 0^\circ$). The coupling efficiency in a symmetric setup (i.e. $\varphi_1 = \varphi_2 = \varphi$) is 30% lower at $\varphi = 6^\circ$ due the additional mismatch in field overlap (c.f. figure 5.3).

Again, a coupling angle of $\varphi = 6^\circ$ yields optimal results near the central wavelength of $\lambda = 1.55\mu m$, with a maximum coupling efficiency of $P_{\text{coupl}} = 56\%$ at the slightly longer wavelength of $\lambda = 1.555\mu m$. A $\pm 2^\circ$ shift of fiber tilt angle from the optimal position will result in a 12nm wavelength shift to a lower or higher wavelength region, respectively. The out-coupled power $P_{\text{out}}$ is above 70% over the entire C-band and falls off beginning at $\lambda = 1.57\mu m$, where similar to the one dimensional grating the diffraction order changes and the efficiency drops to a minimum.

5.1.1 Measurement

The results of a transmission measurement are shown in figure 5.9 together with an electron microscope image of the device. Although the measurement results do not agree with the values obtained from simulation to a certain extent, the coupling efficiency reaches its maximum with a fiber tilt angle $\varphi(= \varphi_1 = \varphi_2) = 6^\circ$ at $\lambda = 1.56\mu m$ and is therefore very close to the predicted value. The coupling efficiency though is with $P_{\text{coupl}} = -5.8\,\text{dB}$ lower as planned, which is most likely caused by the rounded shape of the grating etches, as can be seen in figure 5.9 (right). Simulations conducted with a grating of circular etches do indeed show a lower coupling efficiency in gratings with otherwise identical design parameters.

Since a comparatively high amount of transmitted power is expected, a taper structure behind the grating was added to reduce reflections back into the waveguide at an abrupt waveguide facet.

To overcome the rounding of rectangular conceptualized structures of small size, an optical proximity correction (OPC) may be employed. By pre-distorting the layout on the mask a reduction of imaging defects may be accomplished, resulting in shapes, that are closer to the desired layout after fabrication. To prevent rounding of corners, as was seen in the grating couplers, serifs of dimensions near or below the resolution limit of the lithography process are added to the mask. Figure 5.10

![Image](image-url)

Figure 5.9: Left: Measured coupling spectrum of a two dimensional grating coupler with rectangular etches of $w_g = 350\,nm$ and $w_r = 220\,nm$. Right: Electron microscope image of the two dimensional grating coupler.
shows two options of such corrections, that may be used in future layouts of two dimensional fiber grating couplers.

5.2 Sheared Gratings

As mentioned in the previous section, for an optimal alignment of fiber and a two dimensional grating coupler the condition $\varphi_1 = \varphi_2$ (see figure 5.2) has to be met. Although this ensures an equal treatment of both polarizations and integrated waveguide arms, the coupling efficiency was reduced depending on the diffraction angle of the grating. Since the fiber extended equally in both $x$- and $y$-direction but the wave vector of the scattered field of either waveguide arm exhibited only components in either one of these dimensions, a high overlap between diffracted field and fiber mode could not be achieved.

To rectify this problem a distortion of the grating may be introduced, that breaks the symmetry in transverse waveguide direction, resulting in a non-zero component of the diffracted field’s wave vector in that direction. The distortion of the grating, by which this can be accomplished is a shear mapping, as shown in figure 5.11. The aim of this transformation is to introduce a phase delay to the waveguide mode, that is dependent on the transverse position in the waveguide. In figure 5.11 e.g., the waveguide emerging from the bottom is aligned along the $x$-direction of the local coordinate system. Therefore, an undistorted grating would result in a diffracted field whose wave vector only holds components in $x$- and $z$-direction. A shearing
as shown would result in an additional component pointing in negative $y$-direction, since the incoming waveguide mode is slightly longer contained inside waveguide at low $y$-positions compared to positions at larger $y$. The resulting diffraction angle $\varphi_2$ in the $yz$-plane may be estimated through the path difference of the optical field at the extreme ends of the waveguide. Assuming the effective refractive index in the unperturbed waveguide is $n_{e\text{ff}}$ and the one in the grating region is $n_{e\text{ff},g}$ as obtained by equation (2.8) via estimation of the actual phase constant of the waveguide mode in the grating region ($\beta \approx 2.5 \cdot \frac{2\pi}{\lambda}$), the phase difference between points I and II (see figure 5.12) may be expressed as

$$\Delta \phi = \phi_I - \phi_{II} = \frac{2\pi}{\lambda} \Delta x (n_{e\text{ff}} - n_{e\text{ff},g}),$$

(5.1)

where $\Delta x = w_{wg}^* \tan(\alpha)$ is the geometric path difference between the points in $x$-direction. The resulting path difference in vertical $z$-direction above the grating therefore is

$$\Delta z = \Delta x \frac{n_{e\text{ff}} - n_{e\text{ff},g}}{n_{cl}},$$

(5.2)

with the refractive index of the cladding material $n_{cl}$. The value for the angle $\varphi_2$
may now be calculated with the projected waveguide width \( w_{wg}^* = w_{wg} \cos(\alpha) \) as

\[
\tan(\varphi_2) = \tan(\alpha) \frac{n_{eff} - n_{eff,g}}{n_{cl}},
\]  

(5.3)

A simulation of gratings with sheared etches confirms the linear correlation\(^{\text{5.3}}\). As can be seen in figure\(^{\text{5.13}}\) the slope of the resulting diffraction angles \( \varphi_2 \) is quite high, indicating, that a small shearing angle \( \alpha \) is sufficient to achieve large changes in \( \varphi_2 \).

A grating with the diffraction angle \( \varphi_1 = 6^\circ \) as presented in the previous section requires a shearing angle \( \alpha = 2^\circ \) to achieve optimal coupling in a symmetrical fiber grating setup, as shown in figure\(^{\text{5.1}}\). A cross section view of the scattered field in \( yz \)-plane of the grating (figure\(^{\text{5.13}}\), right) illustrates the tilted nature of the phase fronts, which in an unsheared grating would otherwise be purely horizontal.

### 5.3 Gratings for Multimode Operation

In this section a grating capable of exciting several LP fiber modes of a few mode fiber is presented. The modes in question are the LP\(_{01}\), LP\(_{11,a}\), LP\(_{11,b}\) and LP\(_{21,a}\) mode, which can all be excited in both TE and TM polarization simultaneously and independently from each other. In contrast to integrated optical devices presented in the literature, where multiple gratings are used to emulate the field distribution of a LP fiber mode\(^{\text{28, 29, 30}}\) or where modes in special types of fibers are considered\(^{\text{27}}\), the structure shown here combines the strengths of these devices by relying on a single grating, which excites the conventional LP fiber modes. The advantage of using only a single grating instead of multiple ones is a potentially higher efficiency, since in order to couple from multiple gratings to a single fiber core the gratings either need to be very small, thus reducing the fraction of out-coupled power or the fiber core needs to be very large, having negative impact on the propagation characteristics of the fiber. From a theoretical point of view there is no benefit of using a certain set of modes over another, however the modes used in\(^{\text{27}}\) require a special kind of ring core fiber, increasing the cost of transmission system utilizing those. Using more standardized components would certainly alleviate this problem. Although, in contrast to single mode fibers no standard few mode or multimode fibers are standing out yet, the industry tends to lean towards conventional graded index or step index fibers\(^{\text{89}}\).

#### 5.3.1 Concept

To excite a fiber mode with a grating coupler two conditions have to be met: First the intensity profiles of the diffracted field and the one of the fiber mode have to match. And secondly, the relative phases of adjacent intensity maxima have to be different depending on the mode to be excited. In the case of the gratings examined so far, these two conditions were easy to meet, since only one intensity maximum with a flat phase has to be generated to excite the fundamental fiber mode LP\(_{01}\). To create multiple maxima as e.g. for one of the LP\(_{11}\) modes, the devices presented in\(^{\text{28, 29, 30}}\) use two (or more) different gratings for the two intensity maxima. Here, to do so, only a single grating is used to accomplish that.
5.3. FEW MODE GRATING

The LP01 and LP11,a modes are generated by feeding a grating from opposing ends with the fundamental modes (TE00) of the integrated waveguides, as shown in figure 5.14.

If there is no phase difference between the modes of the input waveguide ($\Delta \phi = 0$), the scattered field in any plane above the grating will be equal in phase. It can be seen, that through the symmetric setup of the structure the wave fronts of the diffracted fields are purely horizontal, leading to a coupling angle of exactly $\varphi = 0^\circ$, almost independently of wavelength. This is still the case, if the phase difference between the incoming TE00 modes is $\Delta \phi = 180^\circ$, for which the diffracted field does not form a single intensity maximum in the middle of the grating, but two distinct ones with a relative phase difference of $180^\circ$, resembling the LP11,a fiber mode.

The correct distribution of intensity is achieved through tuning the length of the grating in combination with its strength. One can imagine, that a very long grating is incapable of exciting the LP01 mode since the fields scattered from both ends of the grating will not be in contact, which yields two intensity maxima with equal phase and therefore a low overlap with the LP01 mode. The same is true if the grating is too strong for its length. On the other hand, if the grating is too short or not strong enough destructive interference within the grating will yield a reduced out-coupling efficiency and both LP01 and LP11,a will couple with lower performance.

As a proof of principle figure 5.15 shows the real part of the transverse electric fields.

Figure 5.14: Sketch of a fiber grating coupler with two input waveguides located on opposing ends fed with TE00 modes with $\Delta \phi = 0$ (left) and $\Delta \phi = \pi$ (right) relative phase difference between them.

Figure 5.15: Real part of the electric fields of a 1D grating excited from both ends with the fundamental waveguide mode TE00 with phase difference $\Delta \phi = 0$ (left) and $\Delta \phi = 180^\circ$ (right) at $\lambda = 1.55 \mu m$. 
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fields of a one dimensional grating excited from opposing sides. The incoming fields can be described as \( E_{TE_{00}} \) and \( E_{TE_{00}} \cdot \exp(-j\Delta \phi) \), respectively, where \( E_{TE_{00}} \) is the electric field of the fundamental waveguide mode \( TE_{00} \). In the case of \( \Delta \phi = 0 \) the setup is symmetric and the scattered field of the grating resembles the LP\(_{01}\) fiber mode, whereas for \( \Delta \phi = 180^\circ \) the diffracted field is anti-symmetric resulting in the LP\(_{11}\) fiber mode.

As can be seen, the phase fronts are horizontal as was indicated. The gratings used were not optimized for this operation, but were the same as the presented in chapter 4.2. The only consideration to be made is, that gratings with a low diffraction angle \( \phi \) in normal operation (excited form only one end) are expected to perform better, as the diffracted field above the grating will show a slower variation of its intensity profile on the way to the fiber.

The excitation of the LP\(_{11}\) mode follows a different approach. Instead of using a fundamental waveguide mode for each intensity maximum, the first higher order mode \( TE_{10} \) of the integrated waveguide can be utilized. Since this mode exhibits two intensity maxima along one transverse dimension and a phase difference of \( \Delta \phi = 180^\circ \) between these two, it shares enough properties with the LP\(_{11}\) fiber mode to couple between them. Analogously to the excitation of the LP\(_{01}\) fiber mode through the TE\(_{00}\) mode of the integrated waveguide, the TE\(_{10}\) mode can be scattered through a grating coupler to excite the LP\(_{11}\) fiber mode. According to the grating equation (2.8) a grating period \( \Lambda_{TE_{10}} \) can be found, which yields a diffraction angle \( \varphi_{TE_{10}} \) that is equal to the diffraction angle \( \varphi_{TE_{00}} \) of the fundamental waveguide mode in a grating of period \( \Lambda_{TE_{00}} \). The difference of the two grating periods is ultimately determined by the difference of effective refractive indices of the two modes. Figure 5.16 shows the effective refractive indices of the first three guided modes in nano wires as a function of waveguide width. With the exception of TE\(_{00}\) the modes change appearance depending on the waveguide width \( w_{wg} \). The second guided mode (red line) starts as the fundamental TM mode in narrow waveguides,
but transforms into the TE\textsubscript{10} mode at \( w_{wg} \approx 630\,\text{nm} \). Similarly, the third guided mode (green line) starts as the TE\textsubscript{10} mode and transforms into the TM\textsubscript{00} mode and ends up as the TE\textsubscript{20} mode in large waveguides. It can be seen, that the effective refractive indices all reach saturation in waveguides of \( w_{wg} \geq 10\,\mu\text{m} \) at \( n_{\text{eff}} = 2.85 \) for wavelengths of \( \lambda = 1.55\,\mu\text{m} \). This circumstance is very fortunate for the application in grating couplers, since here the widths of waveguides usually are in this order of magnitude. The difference in \( n_{\text{eff}} \) between TE\textsubscript{00} and TE\textsubscript{10} at \( w_{wg} = 10\,\mu\text{m} \) is only \( 3 \cdot 10^{-3} \) and therefore negligible. As a consequence, a grating of period \( \Lambda \) has equal scattering characteristics for the TE\textsubscript{00} and TE\textsubscript{10} modes, provided \( w_{wg} \) is large enough. Therefore a single grating is potentially enough to couple both TE\textsubscript{00} and TE\textsubscript{10} modes to a fiber simultaneously. A 3D simulation of a standard grating excited with both modes confirms this expectation. Moreover, not only is the diffraction angle equal in both cases, but the fraction of out-coupled power \( P_{\text{out}} \) is equal as well, allowing for low differential mode attenuation caused by the device, provided that the field overlaps with the corresponding fiber modes are equal as well. Figure 5.17 shows the electric field scattered by a standard grating coupler, when excited with the TE\textsubscript{10} mode. As can be seen, the grating excites two very distinct intensity maxima along the transversal direction of the waveguide as it is prescribed by the TE\textsubscript{10} waveguide mode. In the lateral direction the grating shows an identical behavior to a standard fiber grating coupler for the fundamental waveguide mode.

Figure 5.18: Sketch of a fiber grating coupler with two input waveguides located on opposing ends fed with TE\textsubscript{10} modes with \( \Delta \phi = 0 \) (left) and \( \Delta \phi = \pi \) (right) relative phase difference between them.
Figure 5.19: Sketch of the complete device capable of exciting the LP_{01}, LP_{11,a}, LP_{11,b} and LP_{21,a} modes in both TE and TM polarization.

Since the functionality of exciting the LP_{11,b} mode has to be included in the device for the excitation of the LP_{11,a} and LP_{01} mode shown before, the way of excitation follows the model of feeding the grating from both ends. This way a symmetric scattering of the LP_{11,b} mode to a fiber tilted at $\varphi = 0^\circ$ is ensured here as well.

Of course the phase difference $\Delta \phi$ between the TE_{10} modes in the nano wires has to be zero for the LP_{11,b} mode to be generated. However, the same mechanism, that caused the transformation from LP_{01} to LP_{11,a}, can be applied here as well. Again, by assigning a relative phase difference of $\Delta \phi = 180^\circ$ between the incoming modes, the scattered fields from both ends will be prevented from melting together.

Therefore four distinct intensity maxima will be generated by the grating in two pairs of equal phase, but a phase difference of $180^\circ$ between both pairs. The resulting field resembles one of the LP_{21} modes, but has to be neglected in further considerations, since the other member of the LP_{21} mode group, which is obtained through a 45$^\circ$ rotation of the first member of this group, can not be generated in this device. Figure 5.18 depicts the excitation of the LP_{11,b} and LP_{21,a} modes.

A sketch of the complete device is shown in figure 5.19. To allow for coupling in both polarizations, the grating to be used is two dimensional and requires four inputs.

<table>
<thead>
<tr>
<th>In_{1}</th>
<th>In_{2}</th>
<th>Input Mode</th>
<th>$\Delta \phi$</th>
<th>Output Mode</th>
<th>Polarization</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>b</td>
<td>TE_{00}</td>
<td>0$^\circ$</td>
<td>LP_{01}</td>
<td>E_{x}</td>
</tr>
<tr>
<td>a</td>
<td>b</td>
<td>TE_{00}</td>
<td>180$^\circ$</td>
<td>LP_{11,a}</td>
<td>E_{x}</td>
</tr>
<tr>
<td>a</td>
<td>b</td>
<td>TE_{10}</td>
<td>0$^\circ$</td>
<td>LP_{11,b}</td>
<td>E_{x}</td>
</tr>
<tr>
<td>a</td>
<td>b</td>
<td>TE_{10}</td>
<td>180$^\circ$</td>
<td>LP_{21,a}</td>
<td>E_{x}</td>
</tr>
<tr>
<td>c</td>
<td>d</td>
<td>TE_{00}</td>
<td>0$^\circ$</td>
<td>LP_{01}</td>
<td>E_{y}</td>
</tr>
<tr>
<td>c</td>
<td>d</td>
<td>TE_{00}</td>
<td>180$^\circ$</td>
<td>LP_{11,b}</td>
<td>E_{y}</td>
</tr>
<tr>
<td>c</td>
<td>d</td>
<td>TE_{10}</td>
<td>0$^\circ$</td>
<td>LP_{11,a}</td>
<td>E_{y}</td>
</tr>
<tr>
<td>c</td>
<td>d</td>
<td>TE_{10}</td>
<td>180$^\circ$</td>
<td>LP_{21,a}</td>
<td>E_{y}</td>
</tr>
</tbody>
</table>

Table 5.1: Table of excitable modes.
labeled from \( a \) to \( d \). Each input waveguide guides carries either the fundamental waveguide mode \( \text{TE}_{00} \) or the first higher order waveguide mode \( \text{TE}_{10} \) or both at the same time. Opposite input waveguides are always excited equally with the exception of a possible \( \Delta \phi = 180^\circ \) phase shift on any of the modes.

A list of all excitable modes together with the necessary input configuration is shown in table 5.1. All fiber modes excited through input waveguides \( a \) and \( b \) are labeled as \( E_x \) modes, while inputs \( c \) and \( d \) are responsible for the generation of \( E_y \) modes. Since the orthogonality of the modes of the integrated waveguides is maintained at all stages in the device, all fiber modes can be excited at the same time and independently of each other. Similar to other gratings presented so far, reciprocity applies here as well, since the device is fully passive. Therefore, the same device can be used to detect the fiber modes of table 5.1.

### 5.3.2 PIC for \( \text{TE}_{00} \) and \( \text{TE}_{10} \) Modes

With the concept of exciting higher order fiber modes by means of feeding a grating coupler with two different modes of the integrated waveguide, the problem of designing a photonic integrated circuit capable of fulfilling that task arises. Since the device relies on the use of the \( \text{TE}_{10} \) mode of the integrated waveguide, the difficulty in the excitation of higher order fiber modes was partially shifted to the photonic integrated circuit. Not only is the reliable generation of the \( \text{TE}_{10} \) mode a problem in itself, but almost all devices commonly used in integrated optics (MMIs, gratings, waveguides, etc.) are designed for use with the fundamental waveguide mode only and therefore need adaptation. A schematic of a possible PIC containing all devices necessary for the processing of both \( \text{TE}_{00} \) and \( \text{TE}_{10} \) modes, that will yield the required input field configurations shown in table 5.1, is depicted in figure 5.20.

To ensure independence of each channel every input field must only excite a single fiber mode. Starting with fundamental waveguide modes, that are coupled from one dimensional grating couplers to the PIC, the fields are transformed into \( \text{TE}_{10} \) modes for the excitation of the \( \text{LP}_{11,b} \) and \( \text{LP}_{21,a} \) modes and passed along to a circuit of MMIs and phase shifting elements, that provide equal fields and correct phases on opposing inputs of the two dimensional few mode grating. For the excitation of

![Figure 5.20: Schematic of a photonic integrated circuit for the management of the \( \text{TE}_{00} \) and \( \text{TE}_{10} \) modes with respect to the few mode grating coupler shown in figure 5.19.](image-url)
LP\(_{01}\) and LP\(_{11}\) the transformation to TE\(_{10}\) is not applied and the input fields are directly passed on. In accordance with table 5.1 those channels, which use ports \(a\) and \(b\) of the few mode grating, will excite \(E_x\) and those, which are directed to ports \(c\) and \(d\) are responsible for the generation and reception of \(E_y\) polarized fiber modes.

Beside the few mode 2D grating, there are several integrated devices, that need to be redesigned for functionality with the TE\(_{10}\) mode or both the TE\(_{00}\) and TE\(_{10}\) modes. In figure 5.20 these devices are highlighted in red and numbered with \(I\) to \(III\). There are several possibilities, which provide the functionality for structure \(I\), that will convert a fundamental waveguide mode into the TE\(_{10}\) mode. The device shown here is a MZI based on MMIs, first proposed by Leuthold et al. [90], which includes a degenerated 2x2 MMI, whose output waveguides on one side have a distance \(d_x = 0\) and therefore has the appearance of a 2x1 MMI, with an output waveguide of twice the width of the input waveguides, a phase shifting element, that provides a 180° phase shift on one arm of the MZI and a regular 1x2 MMI that acts as a 3dB coupler. The devices can easily be simulated using Eigenmode Expansion. The basic principles of MMIs and approximate estimations of dimensions can be found in [91]. Figure 5.21 shows a sketch of a 1x2 MMI together with its performance as a function of wavelength around the center wavelength of \(\lambda = 1.55\mu m\). Due to symmetry both output arms carry the same amount of power, when the input waveguide carries the TE\(_{00}\) mode. Figure 5.21 (right) shows the combined power on both arms amounting to approximately 98.6% of the input mode or 0.06dB loss and a 1dB-bandwidth well beyond the C-band. The device is the first part of the TE\(_{00}\) - TE\(_{10}\) converter as it splits the incoming electric field on both arms of the MZI in equal rations. For further reading on this topic one may refer to [92, 5].

The other MMI, which excites the TE\(_{10}\) mode on the output waveguide from two TE\(_{00}\) modes with a relative phase difference of \(\Delta\phi = 180°\) on the two input waveguides can equally be simulated. Figure 5.22 shows the device and a plot of its performance in dependency of the MMI-length \(L_{MMI}\). The power coupled to the TE\(_{10}\) mode, when the MMI is fed with TE\(_{00}\) modes with a relative phase difference of \(\Delta\phi = 180°\) has its maximum at \(L_{MMI} = 183.1\mu m\). The efficiency is 80% (\(\approx 0.96dB\) loss). The input waveguides are aligned with the edges of the MMI section and are therefore at maximum distance to each other. Since the distance between output waveguides is \(d_x = 0\) its width \(w_{wg,2} = 1\mu m\) is twice the width of the input waveguides \(w_{wg,1} = 500nm\). The intensity distribution inside the MMI section

![Figure 5.21: Left: Sketch of a 1x2 MMI with all important dimensions. Right: Performance of the MMI (\(L_{MMI} = 92.85\mu m\), \(w_{MMI} = 10\mu m\), \(w_{wg,1} = w_{wg,2} = 500nm\), \(w_T = 3\mu m\), \(L_T = 20.8\mu m\), \(d_x = 2.2\mu m\)) as a function of wavelength.](image-url)
of the degenerated 2x2 MMI of length $L_{MMI} = 450\mu m$ can be seen in figure 5.23. In the case of TE$_{10}$ excitation (top left) the desired field distribution can be recognized at the length specified in plot 5.23 (right) and integral multiples thereof, while in the case of TE$_{00}$ excitation (bottom left) this length is different, as suggested by the difference of the effective refractive indices of the modes in question (c.f. figure 5.16). Therefore, this device cannot be used to either pass on the TE$_{00}$ mode or TE$_{10}$ mode, depending on the relative phase difference between the modes on the input waveguides, but is only functional for one or the other at a fixed length $L_{MMI}$. For a more detailed analysis of this device see [93].

The phase shift, that is required for the $\Delta \phi = 180^\circ$ phase difference between the fields in the arms of the MZI and in other positions in the PIC (see figure 5.20), can be achieved using different approaches. The simplest way of doing so is to introduce a difference in optical path length. However, this requires very precise knowledge of the effective refractive indices of the guided modes in real waveguides (straight and curved) and is very intolerant towards manufacturing inaccuracies. Moreover, this approach is not adjustable after fabrication and therefore not suitable for the precision required for an exact phase shift. By having free carriers present in one of the waveguides, the refractive index of silicon can also be changed. In [94] the change of the complex refractive index is described in dependency of doping concentration.

![Figure 5.22: Left: Sketch of a degenerated 2x2 MMI with distance $d_z = 0$ between output waveguides. Right: Performance of the MMI as a function of length $L_{MMI}$ at $\lambda = 1.55\mu m$ ($w_{MMI} = 10\mu m$, $w_{wg,1} = \frac{1}{2}w_{wg,2} = 500nm$).](image1)

![Figure 5.23: Left: Intensity distribution inside the MMI region of a degenerated 2x2 MMI of length $L_{MMI} = 450\mu m$. Right: Performance of the MMI as a function of wavelength ($L_{MMI} = 183.1\mu m$, $w_{MMI} = 10\mu m$, $w_{wg,1} = \frac{1}{2}w_{wg,2} = 500nm$).](image2)
and wavelength. It is obvious, that the introduction of free carriers within reach of the mode field in a waveguide will result in additional losses. Although these might be very small, if free carriers are sparse, implementing a diode structure requires additional layers for the mask layout adding to the cost of the device. Additionally, a diode structure presumes rib waveguides, which as will be shown later are not well suited for multimode operation. The means of introducing phase changes used here is through the thermo-optic effect. Although in principle not as fast as electro-optical effects, the thermo-optic effect can be made use of very easily and reliably through ohmic heating. Only one additional layer for metal deposition on top of the waveguide is required, that will form a small metallic wire and two contact pads, between which a voltage will be applied. In silicon the thermo-optic effect is as high as \( \frac{dn}{dT} = 1.9 \cdot 10^{-4} \text{K}^{-1} \) at \( \lambda = 1.55 \mu m \) and room temperature \([95, 96]\). Assuming a length of the MZI arms of 1mm, the required change in effective refractive index for a 180° phase shift compared to an unchanged waveguide amounts to \( \Delta n \approx 8 \cdot 10^{-4} \), which can be achieved with a minor amount of temperature variation (Note, that this approximation is not quite valid, as the effect on the effective refractive index is much smaller than the effect on refractive index of the material itself, when a change in temperature is applied. For a more reliable calculation a mode solver has to be used on a waveguide with the added refractive index variation of the thermo-optic effect. Nonetheless, the approximation shows, that the desired phase shift is easily within reach using the thermo-optic effect). An additional concern using this approach is, as in the case of doped waveguides, the introduction of losses through free carriers within the vicinity of the mode field. However, unlike the waveguide diode structure, where carriers are located directly inside the waveguide, heaters are placed distanced from the waveguide and rely on the thermal conductivity of the surrounding material. Within the standard manufacturing process, PICs are protected by a 1.3\( \mu m \) thick SiO\(_2\) layer, on which the heaters are placed, which results in negligible additional losses. For those reasons, ohmic heaters were used for the first realization of the device.

Alternative solutions to structure I (c.f. figure 5.20) are feasible as well: A very straightforward conversion from TE\(_{00}\) to TE\(_{10}\) mode can be achieved using an asymmetric co-directional coupler between two nano wires of different width. Phase matching can be achieved between the two modes, if the TE\(_{10}\) mode is guided in a wide waveguide and the TE\(_{00}\) mode in a thin one. Exact values can be found using figure 3.10. With a waveguide gap of 150nm, the coupling length of the directional coupler is approximately 40\( \mu m \) ruling the device way more compact than the MZI device used in this work. However, the same problem as described for the polarization converter applies here: Small inaccuracies can severely inhibit the functionality of the device. Another way of generating the TE\(_{10}\) mode is by means of adiabatic tapering from the fundamental TM mode of a thin waveguide. As mentioned before at a waveguide width of around 630nm the conversion from TM\(_{00}\) to TE\(_{10}\) takes place, which means a gradually widened waveguide will yield this functionality. This method is very tolerant with respect to fabrication, very efficient and yields a huge bandwidth, depending on the length of the taper. However, the use of TM modes renders this device unfavorable, since TM modes tend to be more lossy than their TE counterpart and coupling to small waveguides as they are used here cannot be done efficiently so far using reasonably complex structures. A third alternative is the use of asymmetric Y-junctions, that takes TE\(_{00}\) modes on two of
Figure 5.24: Schematic of an alternative photonic integrated circuit for the management of the TE\(_{00}\) and TE\(_{10}\) modes with respect to the few mode grating coupler shown in figure 5.19.

the three arms and converts one of them into the TE\(_{10}\) mode and passes along the other on the third arm. A detailed analysis of Y-junctions [97] and this devices in particular was conducted in [98]. The combined functionality of converting a TE\(_{00}\) mode of an input waveguide into a TE\(_{10}\) mode on the output waveguide and passing along the TE\(_{00}\) mode of another input waveguide to the output waveguide is a shared property of all alternatives presented here. This feature enables an alternative, simplified PIC that is depicted in figure 5.24. Instead of generating the TE\(_{10}\) mode right after coupling to the PIC, the higher order mode is excited in the very last stage before the few mode grating and therefore alleviates the task of handling this mode in MMIs of various types. In future work this alternative PIC might be preferential to the one shown in figure 5.20, provided that one of the alternative devices for the TE\(_{10}\) generation can be realized within fabrication tolerances in an efficient manner. Considering the drawbacks of most of these devices, the asymmetric Y-junction seems to be the best candidate for this application. As suggested in [98] such a structure can achieve an efficiency of well above 90% while maintaining a crosstalk below -15dB around the wavelength \(\lambda = 1.55\mu m\). As an additional benefit, this PIC is in contrast to the one shown before completely lossless, as the last 2x1 MMI stage before the few mode grating is avoided as well.

The 2x2 MMI labeled as structure \(II\) in figure 5.20 acts as a 3dB coupler for both TE\(_{00}\) and TE\(_{10}\) modes. Figure 5.25 shows a sketch of the structure together with its performance as a function of device length \(L_{\text{MMI}}\). Since on the input side modes are guided in individual waveguides, one is of lower width and has to be tapered to be equal to the waveguide carrying the higher order mode. It is noteworthy, that this MMI is unusually long \((L_{\text{MMI}} = 372\mu m)\) for MMIs based on nano wire technology, but figure 5.25 (right) shows optimal performance at this length. In contrast to figures 5.21 and 5.22 the plot does not shows the combined output power on both arms but rather the relative power on each arm in an individual mode. One can clearly recognize the antisymmetric nature of the device, when moving away from the optimum. Due to the differing phase constants of the TE\(_{00}\) and TE\(_{10}\) modes in the input waveguides, the optimal coupling length of the MMI differs slightly \((L_{\text{MMI}} = 374\mu m\) for TE\(_{00}\) vs. \(L_{\text{MMI}} = 372\mu m\) for TE\(_{10}\)). Since the overall performance is for the TE\(_{10}\) mode is slightly lower for any length \(L_{\text{MMI}}\) near the
global maximum, the optimal length for this mode is chosen as the defining device length. Once again, the transverse position of the waveguides is set at maximum distance by having them aligned with the boundary of the MMI section.

Lastly, components summarized as structure III in figure 5.20 - the waveguides themselves - are subject to a redesign. As indicated in the design of the MMIs a waveguide width of \( w_{wg,2} = 1.0\,\mu m \) is selected for waveguides, which need to guide the TE\(_{10}\) mode. Figure 5.16 shows any width above \( w_{wg} = 630\,nm \) to be sufficient to guide this mode at a wavelength of \( \lambda = 1.55\,\mu m \). The third guided TE mode appears at \( w_{wg} \approx 1.1\,\mu m \) and therefore the waveguide should be below this width to avoid unwanted coupling, that may be caused by rough surfaces or other imperfections of the waveguide. Conveniently, the design of the degenerated 2x2 MMI, that excites the TE\(_{10}\) mode (c.f. figure 5.22) dictates a waveguide width of the output waveguide that is twice the size of the input waveguides, resulting in a waveguide width of the single mode nano wires of \( w_{wg,1} = 500\,nm \). This value allows low loss transmission and is the standard value used for all waveguides used throughout this work (unless otherwise mentioned).

Although mostly irrelevant for other applications, the choice of waveguide type is crucial in the context of mode multiplexing. There are two reasons, why nano wires were chosen over rib waveguides for this structure. The first one can be seen in the imaginary part of the effective refractive index of the higher order modes in rib waveguides. The TE\(_{10}\) mode in rib waveguides does not appear abruptly as it is the case in nano wires, when increasing the waveguide width, but is rather always present, when the slab region extends to infinity. The difference between the guided fundamental waveguide mode and the unguided TE\(_{10}\) mode is, that the losses are several orders of magnitude higher for the TE\(_{10}\) mode than for the TE\(_{00}\) mode and will not vanish at any waveguide width. Therefore, rib waveguides are not well suited for operation with higher order modes.

The other reason why nano wires are preferable over rib waveguides is connected with the use of MMIs. In principle one could find a waveguide width large enough to yield tolerable losses in multimode operation. However, with the size of waveguides the MMIs grow equally wide and their length is proportional to their width squared, which will result in unnecessary losses and sacrifices compactness.

Further related to waveguides is the behavior of the TE\(_{10}\) mode in bends and
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Figure 5.26: Real part of the effective refractive indices of the first three modes of a nano rib waveguide of height $h_{wg} = 220\, \text{nm}$ and etch depth $h_e = 70\, \text{nm}$ as a function of waveguide width.

waveguide tapers. It is to be expected, that higher order modes will experience more losses in bends compared to the fundamental waveguide mode, due to weaker confinement and higher susceptibility to waveguide imperfections. The same is of course also true for straight waveguides and tapers. However, in tapers a different reason for losses occurs in the form of coupling to other modes. Since the difference in effective refractive indices decreases for the higher order modes and coupling between modes is proportional to $\kappa_{12} \propto \frac{1}{n_{eff,1}^2 - n_{eff,2}^2}$, modal crosstalk becomes more of a problem, which may be compensated by a softer variation of waveguide geometry and thus a longer taper. Figure 5.27 (left) shows the imaginary part of the effective refractive index of a circularly bent waveguide for the TE$_{00}$ and TE$_{10}$ modes as a function of bend radius $r_B$. The results were obtained using a mode solver operating in a cylindrical coordinate system, where the direction of propagation is along the angular axis. It can be seen, that $\text{Im}(n_{eff})$ is 5 to 10 times higher for the TE$_{10}$ mode than for the TE$_{00}$ mode and starts to increase rapidly for bend radii $r_B < 20\, \mu\text{m}$, while the TE$_{00}$ mode becomes lossy for $r_B < 8\, \mu\text{m}$. To be on the safe side, a bend radius of $r_B = 50\, \mu\text{m}$ is chosen for both waveguide widths ($w_{wg} = 500\, \text{nm}$ and

Figure 5.27: Left: Imaginary part of the effective refractive index of the TE$_{00}$ (blue) and TE$_{10}$ (red) modes as a function of bend radius $r_B$ in a nano wire of width $w_{wg} = 1\, \mu\text{m}$ at $\lambda = 1.55\, \mu\text{m}$. Right: Performance of a nano wire waveguide tapered $w_{wg,1} = 1\, \mu\text{m}$ to $w_{wg,2} = 10\, \mu\text{m}$ as a function of taper length $L_T$ at $\lambda = 1.55\, \mu\text{m}$. 
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$w_{wg} = 1 \mu m$). It should be noted, that values as low as $10^{-15}$ are prone to numerical noise especially for the calculation of loss. A very high resolution across the entire computational domain is required to obtain accurate fields near the boundary, where losses are originating from, rendering the computation of complex refractive indices in waveguides with low loss numerically very expensive. Figure 5.27 (right) shows the performance of a waveguide taper, that is used for the transformation of the waveguide geometry from $w_{wg,1} = 1 \mu m$ as used throughout the photonic integrated circuit to $w_{wg,2} \approx 10 \mu m$ required by the few mode grating, as a function of its length $L_T$. The taper efficiency is defined as the fraction of power, that remains inside the mode it was excited with. It is called adiabatic if no power is transferred to another mode. Although the taper performs slightly worse with TE$_{10}$ excitation, the difference to TE$_{00}$ excitation is negligible and from a taper length $L_T > 400 \mu m$ the power inside the respective mode lost is smaller than 0.5% and stays at that level for any length larger than that.

### 5.3.3 Simulation Results

The grating itself is optimized using a full three dimensional model of the device. Due to the asymmetry of the LP$_{11,b}$ fiber mode with respect to the transversal direction of the grating, a reduction to a smaller representation of the structure is not possible. The aim of the optimization process involves three criteria: First,
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the out-coupled power \( P_{out} \) of the grating needs to be high. Therefore, as seen in the previous sections, an epitaxial layer on top of the grating is used to increase directionality. Second, the overlap \( \eta \) between input field combinations and fiber modes as shown in table 5.1 needs to be high, while at the same time crosstalk (i.e. overlap with unintentionally excited modes) remains nearly zero. Third, the differential mode attenuation (i.e. the difference in coupling efficiency for different modes) is minimized.

At first the optimal number of grating periods is obtained, using the grating of chapter 5.1 and a parabolic graded index few mode fiber (profile exponent \( g = 2 \)) with a LP\(_{01}\) spot size radius of 5.5\( \mu m \) \cite{89}. The considerations to be made were mentioned in the beginning of this section. A good balance between excitability of the LP\(_{01}\) and LP\(_{11}\) modes was reached with 21 (resulting in 12\( \mu m \times 12\mu m \) footprint) grating periods. For the second step of optimization a parameter scan across groove width \( w_g \), ridge width \( w_r \) and etch depth \( h_e \) was conducted once again, where again an etch depth of \( h_e = 210\, \text{nm} \) was found to yield optimal results and additionally ensures integrability with other gratings on the same process.

Figure 5.28 shows the field overlaps between input field configurations according to table 5.1 and their intended fiber modes as a function of groove width and ridge width. The performance of the LP\(_{21}\) fiber mode is as mentioned before not regarded for the overall performance of the device but is computed nonetheless and shown in figure 5.28d for reference.

On average, the highest performance is displayed for grating periods of \( \Lambda = 570\, \text{nm} \). Shorter grating periods experience only a slightly higher mode mismatch with LP\(_{01}\) and LP\(_{11,b}\) modes while overlap with the LP\(_{11,a}\) drops considerably. For larger grating periods performance drops rapidly across all modes. Overall, a field overlap between 70\% and 80\% is achievable with slightly higher overlaps for selected modes but lower performance on average. Since, as mentioned earlier, a balanced performance across all modes is aimed for, gratings, which display a minimal differential mode attenuation are preferred over gratings with prominent coupling efficiency on singular modes. The out-coupled power \( P_{out} \) can be seen in figure 5.29. Unfor-

![Figure 5.29: \( P_{out} \) as a function of \( w_g \) and \( w_r \) for a grating of 21 periods with \( h_e = 210\, \text{nm} \) at \( \lambda = 1.55\mu m \).](image)
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Figure 5.30: Left: Figure of merit $\rho$ as a function of $w_g$ and $w_r$ at an etch depth of $h_e = 210nm$ and $\lambda = 1.55\mu m$. Right: Overlaps of all possible input field combinations of a grating with $w_g = 350nm$, $w_r = 220nm$ and $h_e = 210nm$ and fiber modes LP$_{01}$, LP$_{11,a}$, LP$_{11,b}$ and LP$_{21,a}$ at $\lambda = 1.55\mu m$.

Unfortunately, its performance curve shows an inverse behavior to the field overlaps as it decreases for smaller grating periods than $\Lambda = 570nm$ and remains nearly constant for larger ones. Therefore, it can be concluded, that the overall coupling efficiency performs best at $\Lambda = 570nm$.

In order to have a single value, that describes all performance parameters, the figure of merit $\rho = P_{out} \cdot \eta_{LP_{01}} \cdot \eta_{LP_{11,a}} \cdot \eta_{LP_{11,b}}$ is introduced as a combined performance of the grating, where $\eta_m$ describes the field overlap between fiber mode $m$ and the corresponding input field combination in the integrated waveguides (c.f. table 5.1) and $P_{out}$ is the usual out-coupled power obtained from a regular scattering simulation (i.e. the grating is excited from one end with the fundamental waveguide mode). The values of $\rho$ are shown in figure 5.30. Clearly, the maximum of $\rho$ is located at $w_g = 350nm$ and $w_r = 220nm$, indicating a good performance on all modes and a high out-coupling efficiency. Reasonably well does also the combination of $w_g = 360nm$ and $w_r = 210nm$ perform, although on close inspection the decreased performance almost exclusively originates from the reduced coupling efficiency to the LP$_{11,a}$ mode (c.f. figure 5.28 (b)), giving the device a larger mode dependency. The same is true for gratings with $w_g = 330nm$ and $w_r = 210nm$ and a lower performance of the LP$_{11,b}$ mode. In addition, the out-coupled power is more than 10% worse at these values compared to the one found at $w_g = 350nm$, $w_r = 220nm$.

Generally, it can be seen, that gratings with large periods are impaired by a reduced field overlap, while shorter periods indicate low out-coupled power. The detailed performance of the grating exhibiting the maximum of $\rho$ is also depicted in figure 5.30 (right), where the field overlaps between the scattered fields of all possible input field combinations and fiber modes is displayed. Not only is the overlap on the main diagonal high, which was aimed for with the considerations made so far, but also the cross talk to other modes is almost zero and can not be distinguished from numerical noise. The overall coupling efficiencies are -2.7dB (LP$_{01}$), -3.3dB (LP$_{11,a}$), -3.2dB (LP$_{11,b}$) and -4.3dB (LP$_{21,a}$).
5.3. Measurement

Characterization of the grating was conducted by sampling of the intensity profile of the scattered field in a plane above the grating. In principle the measurement setup is equal to the one described in chapter 3.2, with the exception of the fiber contacting the two dimensional grating coupler, which is replaced by a lensed fiber with the spot size diameter of \( w_0 = 3.3\mu m \) at \( \lambda = 1.55\mu m \). This allows for a more accurate sampling of the field compared to a standard single mode fiber. The fiber is steered across the grating by Piezo elements in a Cartesian grid of approximately 400nm distance between sampling points. At each point the power coupled to the fiber, which is mounted strictly vertical, is recorded.

For electrical contacting of the phase shifting elements contact pads with an area of 100\( \mu m \times 100\mu m \) were placed on the chip and photonic protection layers were locally removed to allow for an external connection. Metallic wires of 500nm x 1mm size are used for ohmic heating of selected waveguides to provide for the necessary phase shift through the thermo-optic effect. To avoid unnecessary losses, the heaters are placed on top of the oxide cladding, i.e. 1.3\( \mu m \) above the waveguide layer. Contact needles were used to establish a fast and easy connection to an external power supply and a multimeter. The electric resistance of the circuit including needles, contact pads and heater was measured to be approximately 130\( \Omega \). Sampling of the field was conducted stepwise for different voltages to obtain the evolution of the scattered fields.

The diffracted fields for the excitation of the LP\(_{01}\) and LP\(_{11,a}\) modes are shown in figures 5.32 and 5.33. By tuning of the voltage \( U \) used to control the heater, which ministers the phase shift \( \Delta \phi \) between input arms \( a \) and \( b \) (c.f. figure 5.31 (left) and table 5.1), the evolution from LP\(_{01}\) to LP\(_{11,a}\) fiber mode and back again is clearly recognizable. The voltage was varied from 0V to 2.4V in 0.1V steps. The closest resemblance of the LP\(_{01}\) field profile is not shown at \( U = 0V \), indicating a slight inconsistency in the nature of the input waveguides, in spite of a fully symmetrical setup. The cause for this asymmetry is most likely due to fabrication tolerances.

Instead at \( U = 2.2V \) the LP\(_{11,a}\) mode is apparent, which means that a phase shift of \( \Delta \phi = 180^\circ \) is approximately the result of that voltage. The \( e^{-1} \)-spot size diameter of this mode is with \( d_0 = 14\mu m \) slightly larger than the one of the LP\(_{01}\) mode.

At \( U = 1.2V \) the LP\(_{11,a}\) mode is apparent, which means that a phase shift of \( \Delta \phi = 180^\circ \) is approximately the result of that voltage. The \( e^{-1} \)-spot size diameter of this mode is with \( d_0 = 14\mu m \) slightly larger than the one of the LP\(_{01}\) mode.

It must be said, though, that the wavelength used for the generation of these modes was red shifted by 50nm from the design wavelength to \( \lambda = 1.6\mu m \). The
Figure 5.32: Intensity field profiles for heating voltages ranging from 0V to 2.2V, showing the evolution of the diffracted field from LP_{01} to LP_{11,a} in 5\mu m height above the grating at $\lambda = 1.6\mu m$. 
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Figure 5.33: Cross sections of the corresponding field profiles shown in figure 5.32.
reason for that can be seen in figure 5.34, where scanning electron microscope images of the grating coupler are shown. First it can be seen, that the etches are not rectangular as designed, but show a very strong rounding of the corners to the point, where the etches are almost circular and second the measured dimensions of the etches vary strongly within the grating and differ partially from the design values. As was mentioned in chapter 5.1 the etch shape has a strong influence on the performance and scattering angle of the grating, giving rise to the large wavelength shift seen here.

The scattered field resembling the $\text{LP}_{11,b}$ mode - excited through the PIC depicted in 5.31 (right) - is shown in figure 5.35 together with the other two excitable modes. Coincidentally, no voltage was required in the MZI structure for the generation of the TE$_{10}$ mode of the integrated waveguides, as the path difference in the MZI arms happened to be sufficient by itself. In contrast, when a voltage was applied several side maxima appeared, that could not be attributed to any fiber mode. It is evident though, that one of intensity maxima of the $\text{LP}_{11,b}$ mode located at lower y-position carries less power than the other one. In contrast to the upper maximum, which was in the TE$_{10}$ generator only guided through straight waveguides, the field part constituting the lower maximum experienced waveguide bends and the heating structure, causing presumably losses, which resulted in the slight asymmetry of the intensity profile shown in figure 5.35.
Chapter 6

Summary

Several grating designs for fiber-chip coupling have been analyzed. By means of simulation mostly based on the finite element method grating designs with increasing performance and for different purposes were developed and realized using deep UV lithography. Measurement results show a good agreement with predicted performances and convergence of the numerical method attest a high accuracy to the simulation.

In chapter 4 one dimensional grating couplers were presented with increasing performance and complexity. Starting with the simplest design possible, a grating coupler for the operation around the wavelength of $\lambda = 1.31 \mu m$ was shown, which exhibits nearly -3dB coupling efficiency and a -1dB bandwidth of 23nm. Despite operating at such a small wavelength, the dimensions of the grating are still easily within range of manufacturability. With an etch depth of 70nm co-integration of the grating with nano-rib waveguides on a single etch step is possible, resulting in a very low cost device. The grating period of $\Lambda = 480nm$ yields an optimal coupling angle $\varphi = 6^\circ$ for the design wavelength.

The following grating design recognizes the main source of loss in fiber-chip coupling and improves on the previous design by introducing an additional epitaxial mono-crystalline silicon layer on top of the grating, which increases directionality and therefore the overall performance of the grating. Coupling efficiencies of -1.7dB were simulated and measured at the center wavelength of $\lambda = 1.55 \mu m$. In view of the numerically expensive task of designing two dimensional gratings, the coupling angle was subject to minimization and was with $\varphi = 4^\circ$ (without oxide cladding) and $\varphi = 6^\circ$ (with oxide cladding) very low. The -1dB bandwidth was in good agreement with the simulation measured to be approximately 25nm.

Subsequently, a more complex grating structure based on 400nm waveguides was shown, that besides having an increased directionality as the previous grating, features a secondary etch step of several periods to yield a higher field overlap between diffracted field and fiber mode. The overall performance of the grating was thus improved to -1.3dB coupling efficiency at the cost of a more taxing fabrication process.

Pursuing the previous approach, the limit of achievable coupling efficiency was investigated by analyzing gratings with arbitrary non-uniform dimensions. Advanced search algorithms were used to optimize grating structures with a large number of degrees of freedom. It was found, that chirp has only a minor influence on the grating performance, but a variation of etch depth yields large benefits to the grat-
CHAPTER 6. SUMMARY

In chapter 5, two dimensional grating couplers were investigated. Starting with results obtained from the optimization of one dimensional gratings in chapter 4.2, a two dimensional design with a simulated coupling efficiency of -3dB was presented. The measured performance amounted to -5.8dB. It was shown, that the form of the grating etches has a large influence on the performance of the device and although harder to fabricate rectangular etches are preferable to rounded etches.

The following section aimed to solve the symmetry problem of the alignment of the two dimensional grating with the fiber coupled to. Through shear of the grating etches the diffracted field was furnished with an angle in transverse direction, allowing the fiber to be placed slightly out of plane with the propagation direction of the grating and thus allowing for an optimal coupling from both grating arms. It was found, that a shearing angle of $2^\circ$ is sufficient for a fully symmetrical alignment of fiber and grating coupler.

Chapter 5.3 shows a grating for the excitation of several higher order fiber modes in both TE and TM polarization. By using higher order modes already in integrated waveguides and by exciting the grating from both ends the LP$_{01}$, LP$_{11,a}$, LP$_{11,b}$ and LP$_{21,a}$ modes of a few mode fiber in both TE and TM polarization are excitable with only a single two dimensional grating. A high coupling efficiency and low differential mode attenuation were design goals of the optimization, where again results from previous sections were used to alleviate the demanding simulations in three dimensions. The field profiles scattered by the grating were sampled and showed great similarity with the corresponding fiber modes. Integrated components such as MMIs, tapers, waveguides, etc. were investigated and adapted for operation with TE$_{00}$ and TE$_{10}$ modes and alternative devices for the generation of the TE$_{10}$ mode from the fundamental waveguide were sketched.
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</tr>
<tr>
<td>$\beta$</td>
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<td>Refractive index</td>
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<tr>
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</tr>
<tr>
<td>$P_{out}$</td>
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</tr>
<tr>
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<td>Reflected power</td>
</tr>
<tr>
<td>$P_{trans}$</td>
<td>Transmitted power</td>
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<td>Description</td>
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<tr>
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<td>Power radiated from guided waveguide mode</td>
</tr>
<tr>
<td>$U$</td>
<td>Heater voltage</td>
</tr>
<tr>
<td>$\vec{V}$</td>
<td>Particle velocity</td>
</tr>
<tr>
<td>$w_0$</td>
<td>$e^{-1}$ spot size radius</td>
</tr>
<tr>
<td>$w_1$</td>
<td>Base width of inverted taper</td>
</tr>
<tr>
<td>$w_2$</td>
<td>Tip width of inverted taper</td>
</tr>
<tr>
<td>$w_{\text{MMI}}$</td>
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<tr>
<td>$w_g$</td>
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</tr>
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<td>$w_r$</td>
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<td>$w_{wg}$</td>
<td>Waveguide width</td>
</tr>
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