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Abstract

In this thesis, we present two fundamental strategies to model systems comprising many molecules in a more abstract or coarse-grained manner. The goal is to reduce the number of the degrees of freedom for computing many-particle simulations of large systems over long time scales.

A challenging feature of coarse-grained systems is implicitly including the dynamics of the microscopic degrees of freedom characterized by small length- and time-scales. In particular, the typical time scale of electronic wave functions is in the order of attoseconds, while for large molecules it is several femtoseconds.

The first strategy illustrates the systematic abstraction of the atomic level of detail of a system consisting of two coronene molecules, which possess a discotic shape. We force a coarse-grained configuration in an equilibrium ensemble to occur equally frequently, regardless of the level of detail. This frequency directly leads to the effective potential between these molecules. For phase-space sampling at the atomic level, we use Langevin dynamics results with modifications based on umbrella sampling or steered dynamics techniques. We treat the complex electrostatics of these molecules - which is essential for the molecular orientation in the crystalline phase - separately from the main coarse-graining procedure. To fit our temperature and angle-dependent effective molecule-molecule potential, we use several models with a different number of parameters. We additionally investigate the applicability of these models through molecular dynamics simulations in systems with constant temperature and mostly constant pressure. We also consider the structure and melting behavior of the system in the isotropic and condensed phases. We conclude that a model with an extended charge distribution is required, particularly to reproduce the correct temperature.

In our second strategy, we introduce a model for the interaction in two dimensions, where the electrostatics is approximated through a linear point quadrupole. For this purpose, we consider monodisperse systems of purely repulsive ellipses with different aspect ratios and an embedded linear point quadrupole along one main axis. Using molecular dynamics simulations, we examine the partly quite complex structure of the systems and their melting temperatures at a constant pressure. We deduce that the crystalline phases of the molecules with high eccentricity melt at higher temperatures than crystalline phases of more isotropically-shaped molecules. We also discuss the applicability of our results to systems with different parameter settings.

In principle, both strategies presented here can be applied at various orders of magnitude. Further possible fields of application are colloidal systems or even cosmic objects, provided relativistic effects are considered.
Zusammenfassung

In dieser Arbeit führen wir zwei grundlegende Strategien ein, um Systeme aus vielen Molekülen auf abstrakter Ebene zu modellieren, sodass Vielteilchensimulationen von großen Systemen und Zeiträumen numerisch realisierbar werden. Einen schwierigen Aspekt stellt hierbei die Abstraktion der Dynamik mikroskopischer Freiheitsgrade dar, welche auf kleineren Längen- und Zeitskalen abläuft. Anzuführen sei, dass die typische Zeitskala von elektronischen Wellenfunktionen im Bereich von Attosekunden liegt; bei größeren Molekülen liegt sie hingegen bei einigen Femtosekunden.


Prinzipiell können diese Strategien auf beliebige Größenordnungen (wie zum Beispiel kolloidale Systeme) angewandt werden. Unter Berücksichtigung relativistischer Effekte ist bedingt sogar eine Anwendung auf kosmische Objekte möglich.
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Chapter 1

Introduction

1.1 Overview

In this thesis we provide insight into a thorough bottom-up investigation of the physical behavior in equilibrium many-particle systems for long length- and time scales. This constitutes a serious computational problem that should be tackled in many-particle simulations in order to trace the behavior of such systems for long durations and long length scales. An efficient method to counter such problems is by effectively reducing the huge number of degrees of freedom via implementing the so-called coarse-graining methods. Taking advantage of this method makes it possible to explore length and time scales in the order of micrometers and nanoseconds and beyond. Nonetheless, the evaluation of the interactions between the coarse-grained interaction site prototypes in this coarser level of resolution is not straight-forward. This work provides a cohesive method to determine these kind of effective interactions where each interaction site represents one discotic molecule. As an exemplary case, we have considered “coronene” which is a discotic, conjugated organic molecule. Moreover, its high axial and top-down symmetry leads to a well justified assumption of uniaxiality. In addition to the coarse-graining of coronene, an investigation of the applicability of the underlying method towards different dimensions and molecular symmetries is carried out. We further scrutinize the quality of coarse-graining for coronene at different levels of detail using different types of molecular dynamics (MD) simulations. Finally, a parameter study of a rather simple coarse-grained model of anisotropic molecules with electrostatics in a monolayer is presented. In the following, we introduce the relevant topics.

1.2 Coarse-graining

An important goal in statistical and computational physics is to describe atomistically-detailed many-particle systems in a coarse-grained level of detail. After constructing a coarse-graining prototype it is straight forward to perform many-particle simulations of larger system sizes and longer time scales. In this work, we consider the transition from the atomistic detail towards the molecular detail in a system composed of many molecules in two and three spatial dimensions. In order to describe the molecular arrangement of these systems, one typically considers a large variety of interactions, even on the atomistic level (such as covalent, Coulomb or Lennard-Jones interactions,
or even higher particle interactions due to bending or torsion of a molecule; see, e.g., Ref. 208). It is often revealed that a treatment on the atomistic level is insufficient for a proper description of the particle arrangements; even atomic point charges [151] or atomic electrostatic multipoles [155] in benzene (a small discotic organic molecule) do not reproduce the correct charge distribution in a benzene dimer, i.e., quantum chemical theories are required for the whole system composed of electrons and nuclei. At this time, this level of detail is computationally as well as theoretically far too challenging, especially for finite temperature simulations. As a consequence, the description of the underlying system in a coarse-grained, and at the same time in a sufficient manner using effective interactions, is essential. These effective interactions depend on fewer variables, called coarse-grained variables.

So far, there has been a large amount of work devoted to coarse-graining procedures. In particular, there is a plethora of relevant studies in which effective molecule-molecule interactions are implemented by considering the solvent particles explicitly [62, 96, 212] or implicitly [15, 39, 65, 66, 71, 90, 158, 170, 198, 207, 212]. Some studies scrutinized effective interactions of certain molecular species, such as liquid hydrocarbons [91], alkanes [139] or polycyclic aromatic hydrocarbons (PAH) [205]. Other works, designated to biophysics, incorporated studies of DNA [131, 132, 140], phospholipids [85], polymers [9, 112], ring-polymers [18, 153], proteins [44], lipids [16], polymer chains [41], aminoacid side chains [121], amphiphilic peptides [49] or biomolecules such as protein-DNA complexes [203]. A further interesting application for coarse-graining are fluids, where the molecules can be grouped into united interacting units [52, 210] thus allowing a semi-explicit treatment of solvent particles. Of particular concern are also micrometer-sized particles or colloids, e.g., red blood cells [152] or clay mineral particles [192].

The fundamental coarse-graining theory on which this work is based, stems from Kirkwood who introduced in Ref. 98 the potential of mean force (PMF) (see Sec. 4.5). In the same article, Kirkwood defined the pair distribution function (see Sec. 2.7.1) and the method of thermodynamic integration (see Sec. 4.4.3), both of which are also substantial in the present work. The PMF is the potential that corresponds to the mean force acting between two particles. It is a free energy profile as a function of the coarse-grained variables and depends on temperature. The free energy profiles can be created using atomistic simulation trajectory data both in equilibrium [23, 40, 89, 182] and in non-equilibrium [87, 109, 148]. Alternatively to computer simulations, one might use experimental data [28] for the sampling method as well.

Most studies involving pure spherical symmetric coarse-grained sites, i.e., effective interactions between these sites (normally groups of atoms) solely depend on distance. More specifically, there are studies involving one [18, 90, 111, 158, 212] or more [64, 85] coarse-grained sites per molecule. A typical example for pure distance-based coarse-graining are star-shaped polymers [111] whose distance-dependent pair interactions are rather soft even at moderate temperatures. With regard to solid phases, the pure distance-dependent coarse-graining between strongly anisotropic molecules is obviously insufficient. Representing, on the contrary, each molecule through an angle- and position dependent coarse-grained site may thereby lead to improved descriptions of real systems. For the sake of completeness, there are also studies investigating the PMF as a function of angles inside molecules [105, 162].
There are a variety of coarse-graining methods such as force matching [51, 84, 114], reverse Monte Carlo [124], iterative Boltzmann inversion scheme [193, 194] or integral equation schemes [110] based on structural properties. In the force matching method, a functional involving the difference of forces on the coarse-grained sites and the reference forces is minimized with respect to the coarse-grained variables. The reverse Monte Carlo is a technique capable of reproducing the pair distribution function of a measured, or reference, system with a model system by rearranging the model particles. This kind of approach has been further developed towards the iterative Boltzmann inversion scheme [193, 194] where the coarse-grained interaction potential is refined after each simulation run using the coarse-grained and the reference pair distribution function. A coarse-graining method that is based on a new force-field is proposed by Martini et al. [115, 206] who use chemical building blocks as their coarse-grained sites. This is a promising approach for flexible molecules such as, e.g., polymers. A more recent and interesting approach is given through neural-network-potentials (for reviews see Refs. [14, 74]). Besides those pure coarse-graining methods, also hybrid techniques which obtained a compromise between atomistic and coarse-grained detail can be achieved by adaptive-resolution techniques [154]. The coarse-grained resolution depends here on the distance, i.e., at short distances, the interaction potential is atomistic while largely separated particles interact via coarse-grained potentials.

In this thesis, a two-step procedure concerning the coarse-graining of coronene is performed. As presented here, the original Kirkwood route is extended towards a two-particle system with distance and angle dependence. In the first step, a systematic coarse-graining of coronene, involving energy contributions from covalent and van der Waals interactions as well as bending and torsional contributions between 3 and 4 atoms, is performed. The molecular shape is mainly determined through the Pauli repulsion. Each coarse-grained molecule is characterized through a position and an axial orientation vector. The coarse-grained molecule is thus axially symmetric in its interaction as depicted in Fig. 1.1. In a second step, electrostatic contributions are added on top of the coarse-grained potential.

![Figure 1.1: Transition from the atomistically-resolved coronene molecule to the coarse-grained representation. The atomistic coronene image was provided by Karol Palczynski [1]. Carbon atoms are blue and hydrogen atoms white.](image)

The calculation of the PMF between two molecules in the absence of other molecules requires trajectory data from atomistically-resolved two-molecule simulations. For the underlying atomistic simulations that were performed by Karol Palczynski (Helmholtz Zentrum Berlin), we used Langevin dynamics (see Sec. 3.2) and the generalized Amber force-field [208] for the atomic interactions. In these simulations, histograms of the coarse-grained variables (see Sec. 4.4) are recorded. In order to improve the sampling
in rare sampled regions (e.g., at large inter-molecule separations), we used two fundamental, though different, techniques. On the one hand, we used bias potentials in a so-called umbrella sampling setup [188, 189] (see Sec. 4.4.2). In this way, the unbiased histogram function can be determined using the weighted histogram analysis method (WHAM). On the other hand, steered dynamics simulations [83, 134] (see Sec. 4.4.4) were performed and both methods qualitatively compared. In the latter method, two molecules are simulated at constraint distance. At large time scales, the distance is pulled apart very slowly. During this procedure, which is a quasi-static process, the constraint force is integrated to a work applied on this system, which leads to an effective pair potential. This kind of method is analogous to experiments where a molecule is stretched and its rupture force is measured [70, 72, 83, 113].

The effective potentials resulting from both methods are in good qualitative agreement (see Sec. 5.2) and reveal that the molecules strongly attract each other in face-to-face-like configurations. Astoundingly, these configurations are also found to be strongly temperature dependent due to bending modes affecting the variance in the inter-atomic distances between the molecules (see Sec. 5.2.3).

One should acknowledge that the latter effective potentials do not incorporate electrostatic contributions. Nonetheless, electrostatics in molecules is often essential for understanding the phase behavior. Molecules that are uncharged but bear an electrostatic potential not only have the possibility to attract and repel but also to influence the alignment towards each other. For coronene the tilted stacking [160] is found to be an artefact of the electrostatic interactions. Therefore, coronene acts as a benchmark-system to investigate electrostatics in discotics. In principle, our coarse-graining procedure could be extended straightforwardly and applied to coronene molecules with electrostatic contributions using ab-initio simulations. Though, ab-initio simulations are, from a computational prospective, very time-consuming. A total simulation time of 275 ns for two coronene molecules is too challenging presently. A less time-consuming alternative is possible through static partial charges distributed among the atoms. For this purpose, a coarse-graining study for perylene (a flat but non-discotic molecule) with static partial charges was done by Babadi et al. [7] using constrained steered dynamics (with additional constraints satisfying a constant molecular orientation). However, it is known that also for coronene static partial charges differ when comparing the atomic charge distribution of a monomer with those of a molecule in a bulk crystal [57] (except for selected configurations such as a parallel displaced one [213]). We have avoided using any kind of point charge electrostatic implementations in the models, since point charge patterns overestimate the charge localization, are long-ranged, and do not fulfill our symmetry requirements.

The smeared electrostatic potential of coronene around its symmetry axis is shown in Fig. 1.2(a). In order to augment our effective potential for coronene with electrostatics, we utilized two different approaches. For both approaches we used an additive composition of the van der Waals and the electrostatics interaction part. The first approach aims to represent the electrostatics at large molecule separations, while the second approach can sufficiently reproduce the electrostatic potential at narrow distances. In the first approach, we use a linear point quadrupole representation of the electrostatics [see Fig. 1.2(b)]. This kind of approach was already applied for
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Figure 1.2: (a) Side view of the electrostatic potential of coronene. Reproduced from Ref. 101 with permission of the PCCP Owner Societies. (b) Side view of coronene [1] augmented with an electric quadrupole (c) top view of coronene [1] where the electrostatics is implemented through a charged-ring approach [143]. The electrostatics concentric charged rings along the hydrogen atoms (red ring - positive charge) and their neighboring carbon atoms (blue ring - negative charge).

coronene [128] where an overestimation of the interaction strength for planar configurations was observed. We address this point later in our work and investigate this issue in more detail. Nonetheless, this approach was successfully applied to benzene molecules [65] in the liquid phase with an additional dampening field for closed distances. Similar ideas are also used to model the interaction of clay particles [45, 192], which exhibit an electric double layer. In the second approach, we effectively include an extended charge distribution of coronene into our model. Obolensky et al. [143] showed that the entire electrostatics can be simplified mainly through two concentric charged rings as depicted in Fig. 1.2(c). This approach already has the desired symmetries, namely uniaxiality and head-to-tail symmetry. A drawback of this elaborate electrostatics model is that the evaluation of the interaction potential is numerically quite time-consuming, because for each pair interaction numerical integrations have to be performed. The value for the point quadrupole as well as those values for the ring charges are suggested in Ref. 143 developed through electronic density functional theory (see Sec. 4.2.2). Both of the present approaches allow a better representation of the $\pi - \pi$ stacking [82, 195] which is also observed in similar aromatic molecules, e.g. benzene dimers [195, 196] and hexabenzocoronene crystals [159].

1.3 Coarse-grained molecular dynamics

We have performed extensive coarse-grained and atomistic molecular dynamics (MD) simulations to explore the phase behavior and structure of bulk coronene systems presented in Chapter 5. Using MD simulations in different length scales provides the possibility to test and verify the application of coarse-graining procedures. The atomistic MD simulations were performed by Karol Palczynski and the corresponding results were used as reference data.
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In MD simulations the evaluation of forces and torques is required. Since our determined effective potential (whose derivatives lead to forces and torques) is quite noisy for both biased sampling methods, it is possible that even the pair force has the wrong sign. Monte Carlo simulations, on the contrary, where only the potentials are required, are not suitable since trajectory data for the effective potential might stem from sparsely sampled phase space regions (even with bias simulations). Therefore, we follow the idea of fitting the complex coarse-grained interactions onto rather simple interaction models for coronene and perform MD simulations in different ensembles for all our many-molecule systems. The corresponding models should stabilize the coronene bulk crystal and have to reproduce the phase-transition temperature at the melting point sufficiently. At this point we want to mention that the whole coarse-graining procedure and modeling is representative for similar organic molecules in three dimensions, such as benzene or hexabenzocoronene.

With regard to the literature there have been several attempts at creating a coarse-grained model of coronene [7, 128, 143, 205]. Miller et al. [128] proposed a Lennard-Jones model for coronene where the interaction strength parameter is related to the contact distance. For the electrostatics they used a linear point quadrupole approach which we also investigated, as previously mentioned. Another model is given by Lilienfeld and Andrienko [205] who only focused on the face-to-face configuration. A fully more elaborate coarse-grained model is proposed by Babadi et al. [7] who described coronene as a biaxial soft disc potential [55]. It is developed by fitting the potential energy for fixed atomistic configurations (with static partial charges) and for various distances and configurations. However, this model is not temperature dependent.

For our approach to model the pair potentials we used an ellipsoidal contact function (see Sec. 5.3) based on the Gay-Berne (GB) potential [63] with minor modifications. With this, each molecule is modeled through one interaction site since the coronene molecule does not exhibit pronounced conformational changes in contrast to polymers or proteins, where more GB-sites [123, 209] are used. As expected, the model with the most fitting parameters performed best in our simulations.

In Fig. 1.3 we present different levels of coarse-grained models for van der Waals coronene in the isotropic phase. Specifically, the atomistic model, a coarse-grained model (our best fit), and a pure distance-dependent model are shown. The latter simple model is not in thermal equilibrium because the entire system condenses (droplet formation). This series of images represent the fact that the choice of coarse-grained variables is crucial and too few coarse-grained variables [such as in the pure-distant model shown in Fig. 1.3(c)] do not represent the original system sufficiently.

1.4 Monolayer study

The coarse-graining strategies introduced so far focusing, to a large extent, on the reproduction of the pair interaction of molecules while keeping the number of degrees of freedom to a manageable amount. The applicability of this bottom-up process is investigated in bulk systems of coronene as described before. A further interesting aspect is to include a surface into the system. In particular, we are interested in the alignment of conjugated organic molecules on inorganic surfaces. These so-called
hybrid inorganic/organic systems (HIOS) form a rather new field of application in optoelectronics [21, 22, 46, 167]. Two different experimentally observed structures [116], where coronene (as a conjugated and organic molecule) was grown on the inorganic germanium (001) (with half and full monolayer packing), are shown in Fig. 1.4. In this example, column and herringbone-like patterns of coronene are shown. By investigating the morphologies observed in these monolayers it seems possible to tune a HIOS structure towards a higher efficiency in the charge transfer. To calculate the effective interactions, one could apply the same strategy by calculating effective molecule surface potentials additionally to the molecule-molecule potentials. However, pair-wise additivity might be an important issue in these systems since molecule and surface polarization might be rather strong.
At this point we decided to perform a top-down approach. Specifically, we studied a rather simple model for molecules attached to a surface and focused on the phase behavior. The particles are designed to mimic the shape of organic molecules that are bound to a surface. Concerning the shape of the molecules, we defined a purely repulsive but rather hard inter-molecular pair potential that foots on the ellipse-like contact distance of Berne and Pechukas [19]. The utmost reason for confining ourselves to rather hard particles lies in the reduction of the parameter space and the idea of keeping the system as simple as possible in the present study. Strictly speaking, the analytical form of the pair potential is not a hard potential. Specifically, it resembles an anisotropic soft-sphere potential with a higher exponent [165]. Its non-hard character was introduced to account for small inter-molecular overlaps. Furthermore, the numerical simplicity allowed for ground state calculations and MD simulations without specific modifications. Each of our coarse-grained molecule was only allowed to rotate inside the monolayer. In the molecules’ center, which marks the only inter-molecular interaction site, lies a linear point quadrupole that is oriented along one ellipsoidal axis, i.e., its symmetry axis is parallel to the surface plane. We employed this constraint because the charge distribution in many organic molecules is approximately that of a linear quadrupole. This quadrupole represents the entire molecular electrostatics. Examples for molecules sharing this kind of symmetry are F4TCNQ, poly(para-phenylene) (e.g., benzene or biphenyl). It is worth mentioning that we did not consider any kind of interaction of the molecules with the surface. In addition, we employed in all our simulations a constant (2D) pressure. The overall goal was to obtain first insights into resulting structures appearing as ground states and at finite temperatures in these type of systems. The ground state structures were calculated by Moritz Antlanger, who used evolutionary algorithms [77]. These structures served as an input for finite temperature simulations. The temperature range covered values from 0K on, up to temperatures where the system shows disorder. An exemplary melting sequence is shown in Fig. 1.5. In this respect, we try to understand complex phase behavior for different temperatures with this simple model. Taken altogether, our model seems quite “tight” since even the inter-molecular van der Waals interaction is neglected. However, using these assumptions, we can transfer our results concerning the equilibrium structures through later introduced relations between the system parameters (see Appendix A.5 and A.6). A further reason to focus on these model
systems lies in the potential applicability to specially manufactured colloidal patchy particles in a confined geometry [133, 144, 177]. We also note that Langmuir monolayers, that describe 2D films of molecules constrained to a liquid-gas interface, form another field of application. Previous Langmuir monolayer studies [93, 94] showed that the arrangement of molecules on a surface can be quite complex. In this respect, two-dimensional liquids with simultaneous orientational and translational ordering were already examined in a density functional study by Kaganer and Osipov [95]. The authors further calculate in their article the order-disorder transition temperature of an herringbone ordered system of hard discs with quadrupole-quadrupole interaction.

Other simulation studies in two dimensions involve hard ellipses [12, 34, 35, 125, 202], rectangles [117] or hard spherocylinders [10] and Janus discs [191]. In contrast to three-dimensional systems, where there is much pioneering work for quadrupolar particles at finite temperature [11, 26, 135, 136, 201] and also at ground state [129], we confined ourselves to this simple system with the purpose to investigate the structure for a large variety of particle aspect ratios and thereby also investigate symmetries in the system parameters.

We found that the phase transitions from order to disorder were of the first kind and spontaneously exhibited both a loss in translational and orientational ordering. In comparison, the melting transition for hard ellipses (density-driven) [34] was found to be of first order for all aspect ratios while the order of the phase transition between isotropic and nematic (parallel alignment of particles) phase in the hard-ellipse system proved to be of first or second order depending on the aspect ratio.

1.5 Structure of this thesis

This thesis is organized as follows: some fundamentals in statistical physics are presented in Chapter 2. Specifically, we describe the considered statistical ensembles with a constant temperature and explain the corresponding velocity distribution. Later on, we introduce the theory of phase transitions that is particularly relevant for the melting of molecular bulk crystals. As for the calculation of structural properties, e.g. order parameters and correlation functions, we present the ergodic hypothesis permitting calculations of ensemble averages within MD simulations. The underlying simulation methods including their computational implementation for the coarse-grained simulations are presented in Chapter 3. The fundamental principle of the transition from the atomistic to a more coarse-grained level of detail are outlined in Chapter 4. In the same chapter, we also define the effective or coarse-grained pair potential. Results for the effective potentials of coronene are presented in Chapter 5. We further demonstrate in Chapter 6 the applicability of our developed effective potentials in many-particle systems of molecules with MD simulations. The last important aspect of this thesis deals with a monolayer system of rather hard quadrupolar ellipses in two dimensions in Chapter 7. Finally, we sum up our findings in Chapter 8 where we also present ideas for future work.
Chapter 2

Fundamentals in statistical mechanics

2.1 Preface

In this chapter, the fundamental principles in statistical mechanics that are essential in this work are introduced. One major challenge in simulating equilibrium many-particle systems of our coarse-grained (CG) coronene molecules (see Chapter 4) or the two-dimensional monolayer-particles (see Chapter 7) is the choice of the correct statistical ensemble. In this respect, we start with the ensemble theory in Sec. 2.2 and introduce the later-used canonical and isobaric-isothermal ensemble. The canonical ensemble (mainly used to develop CG-potentials as described in Chapter 4) describes a coupling with the constant system parameters temperature, particle number and volume. In turn, the isobaric-isothermal ensemble is characterized through a constant pressure, temperature and particle number. We used the latter ensemble for studying crystalline order. In addition, we briefly present the grand canonical ensemble, which we need to derive the virial expansion in Sec. 2.3. This is an expansion of the thermal equation of state in terms of powers of density and its coefficients provide information about the non-ideal gas part for fluids at low densities. We thus calculate the second virial coefficient - which marks the first non-ideal gas coefficient - to investigate the performance of our coarse-graining and modeling (see Sec. 6.2.1). Subsequently, in Sec. 2.4 we investigate the speed distribution from the latter ensembles, which obeys the Maxwell-Boltzmann distribution. A verification of this distribution using our equations of motion is later provided in Chapter 3.3. Thereafter, in Sec. 2.5 we present basic concepts of phase transitions with special regard to solid and fluid phases. Furthermore, the ergodicity assumption is introduced in Sec. 2.6, which allows calculations of ensemble averages based upon trajectory data. Finally, in Sec. 2.7 we present our quantities used for the structural investigations (i.e. correlation functions and order parameters). These topics form the fundament for the next chapters, which build upon it. Concerning the dimensionality, separate expressions are only provided if necessary, since two- and three-dimensional many-particle systems are considered in this work.
2.2 Ensemble theory

In the following, the statistical ensembles that we employed for our calculations in the Chapters 5–7 are presented and analyzed from a statistical and thermodynamic perspective. We hereby present the canonical, the isobaric-isothermal and the grand canonical ensemble. These ensembles comprise coupled systems, where a coupling to a heat bath, pressure bath or particle bath is taken into account. We consider a canonical ensemble in Chapter 5 to obtain histogram functions (Sec. 4.4) of CG coordinates (Sec. 4.3) in a system of two coronene molecules (using Langevin dynamics described in Sec. 3.2). We further consider this type of ensemble in Sec. 6.2.1 [using a Berendsen weak coupling method (Sec. 3.3)] to explore an isotropic phase of coronene molecules. Another important ensemble in our work is the isobaric-isothermal ensemble, which we consider for simulating systems of our coronene models in Chapter 6 and for all our simulations of the monolayer system in Chapter 7. Additionally, we present the grand canonical ensemble to derive the virial expansion in Sec. 2.3, where the second virial coefficient will be used to characterize our coarse-graining procedures in the isotropic phase.

2.2.1 Canonical (NVT) ensemble

In the canonical ensemble the system of interest - i.e. system 1 - is coupled with a much larger system (heat bath), denoted as system 2 (see Fig. 2.1), whereas the overall system is completely isolated. This means that the total energy is fixed. The interaction between both systems is considered as small. System 1 has a fixed number of particles $N$ in a constant volume $V$. In contrast to an isolated system, the energy in system 1 is not constant. Furthermore, each microscopic state $\Gamma$ in system 1 is defined in the present work through the particle positions $\mathbf{r}^N = \{\mathbf{r}_1, \ldots, \mathbf{r}_N\}$, momenta $\mathbf{p}^N$, orientations $\mathbf{u}^N$ and angular momenta $\mathbf{l}^N$. Following Ref. 173, it follows for the

![Figure 2.1: Illustration of a canonical ensemble. System 1 marks the system of interest and has a fixed volume $V$ as well as particle number $N$. It is embedded in the much larger system 2. Both systems have the same temperature and only exchange heat. A snapshot for system 1 from our later investigation using a canonical ensemble in Sec. 6.2.1 is included and shows coronene molecules in the isotropic phase.](image-url)
The probability density of system 1 being in state $\Gamma$ with corresponding energy $E(\Gamma)$ is

$$\rho(\Gamma) \approx \frac{e^{-\frac{E(\Gamma)}{kT}}}{Z},$$  \hspace{1cm} (2.1)

where $Z$ is the partition function acting as a normalization constant and the energy $kT$ is a characteristic energy length scale incorporating the most likely energy $\tilde{E}_1$ in system 1. $T$ is called temperature while $k$ (Boltzmann constant) corrects the dimension and scales the temperature to exhibit step lengths in Kelvin or degree Celsius.

The temperature is a quantity that can be defined in both both sub-systems, yielding

$$T_1 = \left( \frac{\partial}{\partial E_1} S_1 \right)^{-1} \bigg|_{E_1=\tilde{E}_1}, \quad \text{with } S_1(E_1) = k \ln \Omega_1(E_1) \hspace{1cm} (2.2a)$$

$$T_2 = \left( \frac{\partial}{\partial E_2} S_2 \right)^{-1} \bigg|_{E_2=E-\tilde{E}_1}, \quad \text{with } S_2(E_2) = k \ln \Omega_2(E_2). \hspace{1cm} (2.2b)$$

The symbol $S_1$ ($S_2$) is called entropy of system 1 (2) as a function of the energy in system 1 (2). The quantity $\Omega_1(2)$ characterizes the number of states of system 1 (2) with a specific energy. The energy $\tilde{E}_1$ also agrees well with the energy stemming from the following condition

$$S(E_1) = S_1(E_1) + S_2(E-E_1) = \max$$  \hspace{1cm} (2.3)

for a large number of degrees of freedom ($>100$) (see Ref. 60). The latter equation can thus be interpreted as an equilibrium condition. This finally leads to the well-known equilibrium condition

$$T_1 = T_2 \equiv T. \hspace{1cm} (2.4)$$

The canonical partition function $Z = Z(N,V,T)$ in Eq. (2.1) subsequently normalizes $\rho$ in Eq. (2.1) according to

$$Z(N,V,T) = \int_{\Omega} d\Gamma \rho(\Gamma)$$

$$= \frac{1}{C} \int_{\mathcal{P}_{DN}} d\mathbf{p}^N \int_{\mathcal{V}_N} d\mathbf{r}^N \int_{\mathcal{A}_{DN}} d\mathbf{l}^N \int_{(S^{D-1})^N} d\mathbf{\hat{u}}^N \exp\left(-\beta E(\mathbf{p}^N, \mathbf{r}^N, \mathbf{l}^N, \mathbf{\hat{u}}^N)\right),$$  \hspace{1cm} (2.5)

with $C = C(N)$ being chosen to make $Z$ dimensionless. The total $D$-dimensional momentum space for each particle is denoted with $\mathcal{P}^D$, while those for the angular momenta is denoted with $\mathcal{A}^D$. The orientations $\mathbf{\hat{u}}_i$ for each particle $i$ are integrated over all possible orientations described through the unit sphere $S^{D-1}$. Having defined the probability density $\rho$ for each state $\Gamma$, it is thus possible to define the expectation value of an observable $X$ as

$$\langle X \rangle_{\text{can}} = \int_{\Omega} d\Gamma X(\Gamma) \rho(\Gamma). \hspace{1cm} (2.6)$$
The equilibrium state of system 1 is characterized via the canonical partition function \( Z(N,V,T) \). The free energy marks the transition from statistical mechanics to thermodynamics and is defined by

\[
F(N,V,T) = -kT \ln [Z(N,V,T)].
\]  

(2.7)

This quantity incorporates the whole thermodynamics for these kind of systems and is thus called thermodynamic potential. For given particle number \( N \), volume \( V \) and temperature \( T \), the free energy can be written as

\[
F(N,V,T) = U_{\text{can}} - T S_{\text{can}},
\]

(2.8)

with internal energy \( U_{\text{can}} = \langle E \rangle_{\text{can}} \) and canonical entropy \( S_{\text{can}} = -k \langle \ln \rho \rangle_{\text{can}} \). Moreover, the equilibrium condition for the canonical ensemble is that \( E + k \ln \rho \) is minimized. The free energy thus minimizes the latter expression with the canonical average \( \langle \ldots \rangle_{\text{can}} \).

Since \( F \) is a thermodynamic potential \( U_{\text{can}} \) and \( S_{\text{can}} \) can also be derived from it. Specifically, we obtain

\[
U_{\text{can}} = -T^2 \frac{\partial}{\partial T} \left( \frac{F(N,V,T)}{T} \right),
\]

(2.9a)

\[
S_{\text{can}} = -\frac{\partial}{\partial T} F(N,V,T).
\]

(2.9b)

It is further interesting to characterize the kind of exchange between system 1 and 2 in a thermodynamic way. The infinitesimal change of entropy of system 1 can be assigned with the second law of thermodynamics to an infinitesimal change in heat, according to

\[
\delta Q = T \delta S_1.
\]

The “\( \delta \)” refers to an imperfect differential, indicating that the heat is a path function. However since the temperature is fixed, \( \delta Q \) reduces to \( dQ \). To sum up system 1 can only exchange heat by changing its entropy.

### 2.2.2 Isobaric-isothermal (NPT) ensemble

In the isobaric-isothermal ensemble, the system is kept at constant pressure \( P \), temperature \( T \) and particle number \( N \) (see Fig. 2.2). Hereby, not only the energy \( E \) but also the volume \( V \) is allowed to change. We consider this ensemble for the CG corone models in Chapter 6 as well as for all our simulations of the monolayer system in Chapter 7. The new partition function \( \Delta \) can be written in terms of the previously-introduced canonical partition function \( Z(N,V,T) \) according to

\[
\Delta(N,P,T) = \frac{1}{\mathcal{C}} \int_{\mathbb{R}^D} Z(N,V,T) \ e^{-\frac{PV}{kT}} \ dV,
\]

(2.10)
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Figure 2.2: Illustration of an isobaric-isothermal ensemble. System 1 marks the system of interest and has a fixed particle number $N$. It is embedded in the much larger system 2. Both systems have the same temperature and pressure. The systems exchange heat $Q$ and work $W$. A snapshot for system 1 from our later investigation using an isobaric-isothermal ensemble in Sec. 6.3 is included showing coronene molecules in the crystalline phase.

with $\mathcal{C} = \mathcal{C}(N)$ being chosen to make $\Delta$ dimensionless. The probability density of a certain state $\Gamma$ with volume $V$ is

$$
\rho(\Gamma) \approx e^{\frac{E(\Gamma) + PV}{kT}}. \quad (2.11)
$$

The free enthalpy $G$ is the thermodynamic potential for the present ensemble and is defined by

$$
G(N,P,T) = -kT \ln[\Delta(N,P,T)] \quad (2.12)
$$
as a function of its natural variables $N$, $P$, $T$. The free enthalpy can be further decomposed into

$$
G(N,P,T) = U_{(ii)} - TS_{(ii)} + PV_{(ii)}, \quad (2.13)
$$

with internal energy $U_{(ii)} = \langle E \rangle_{(ii)}$ and entropy $S_{(ii)} = -k \langle \ln \rho \rangle_{(ii)}$ and volume $V_{(ii)} = \langle V \rangle_{(ii)}$. Moreover, the equilibrium condition for the isobaric-isothermal ensemble is that $E + k \ln \rho + PV$ is minimized. The free enthalpy minimizes the latter expression with the corresponding average $\langle \ldots \rangle_{(ii)}$. In analogy to the canonical ensemble, the quantities can be fully determined using the thermodynamic potential alone, i.e.

$$
U_{(ii)} = -T^2 \frac{\partial}{\partial T} \left( \frac{G(N,P,T)}{T} \right) + P \frac{\partial G}{\partial P}(N,P,T) \quad (2.14a)
$$

$$
S_{(ii)} = -\frac{\partial}{\partial T} G(N,P,T) \quad (2.14b)
$$

$$
V_{(ii)} = \frac{\partial G}{\partial P}. \quad (2.14c)
$$

The infinitesimal change of the volume of system 1 can be assigned with the second law of thermodynamics to an infinitesimal change in the mechanical work, according
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to
\[ \delta W = -P dV \quad \text{with} \quad P = \text{const} \rightarrow \text{dW}. \]

To sum up, system 1 can exchange heat and work by changing entropy (see canonical ensemble) and volume.

2.2.3 Grand canonical (\(\mu VT\)) ensemble

For further investigation (see virial expansion in Sec. 2.3.1), we also briefly consider the grand canonical ensemble, where the temperature \(T\), the volume \(V\) and the chemical potential \(\mu\) is fixed. The probability density of a certain state \(\Gamma\) with particle number \(N\) is

\[ \rho(\Gamma) \approx \frac{e^{-E(\Gamma) - \mu N}}{Z_{\text{GC}}}, \]

where \(Z_{\text{GC}}\) denotes the corresponding grand canonical partition function. The corresponding thermodynamic potential is denoted with

\[ \Phi = F - \mu N \]

and called grand canonical potential. Furthermore, other standard ensembles exist that allow or forbid exchanges of mechanical work, heat or chemical work.

2.3 Virial expansion

In this section, we present the virial expansion in which the thermal equation of state at low densities is expressed in terms of a generalized ideal gas law. The corresponding non-ideal gas contribution is expressed in higher powers of the density. By comparing the coefficients in this series, it is possible to quantify our method of coarse-graining as performed for coronene (without electrostatic contributions) in the gas phase using the second virial coefficient in Sec. 6.2.1.

2.3.1 Thermal equation of state

The thermal equation of state \((P = P(V, T))\) in the grand canonical ensemble with the natural variables: volume \(V\), temperature \(T\) and chemical potential \(\mu = -\frac{\partial \Phi}{\partial N}\) is given according to

\[ PV = -\Phi = kT \ln(Z_{\text{GC}}(\mu, V, T)), \]

with the grand canonical partition function \(Z_{\text{GC}}\), which is expressed in terms of the canonical partition functions \(Z(i, V, T)\) with \(z(\mu, T) = e^{\mu/(kT)}\) being the fugacity.

\[ Z_{\text{GC}}(\mu, V, T) = \sum_{i=0}^{\infty} z^i Z(i, V, T) \]
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The canonical partition function for a system of \( i \) indistinguishable particles is defined as

\[
Z(i,V,T) = \frac{1}{i! C^{D-1}} \int_{S^{D-1}} d\hat{u}_1 \int_V dR_1 \cdots \int_{S^{D-1}} d\hat{u}_i \int_V dR_i e^{-\frac{1}{kT} E_{\text{pot}}(\hat{u}_1, \ldots, \hat{u}_i, R_1, \ldots, R_i)},
\]

(2.19)

with \( \frac{1}{i! C^{D-1}} \) being a factor that makes \( Z(i,V,T) \) dimensionless. Specifically, for \( i = 1 \) and \( i = 2 \) we obtain

\[
Z(1,V,T) = \frac{\|S^{D-1}\|}{C^{D-1}}, \quad (2.20a)
\]

\[
Z(2,V,T) = \frac{1}{2} \frac{1}{C^2} \int_{S^{D-1}} d\hat{u}_1 \int_V dR_1 \int_{S^{D-1}} d\hat{u}_2 \int_V dR_2 e^{-\beta E(\hat{u}_2, \hat{u}_1, R_1, R_2)} = \frac{\|S^{D-1}\|}{C^{2D-1}} V \int_0^\infty dR \int_0^{\pi/2} d\theta_1 \int_0^{\pi/2} d\theta_2 \int_0^\pi d\psi \sin \theta_1 \sin \theta_2 e^{-\beta E(R, \theta_1, \theta_2, \psi)}. \quad (2.20b)
\]

To motivate the virial expansion, Eq. (2.17) will be reformulated for the case of an ideal gas, i.e.

\[
\frac{1}{kT} P = \frac{1}{V} \ln(Z^{\text{ideal gas}}_{GC}(\mu, V, T)), \quad (2.21)
\]

with the grand canonical partition function of the ideal gas

\[
Z^{\text{ideal gas}}_{GC}(\mu, V, T) = \sum_N \frac{Z(1, V, T)^N}{N!} = \exp(z(\mu, T) Z(1, V, T)),
\]

Hereby, the canonical partition function of \( N \)-particles is represented as a multiplication of one-particle partition functions \( Z_1 \), whose particles are indistinguishable (therefore factor \( 1/N! \)). The logarithm of the grand canonical partition function reduces to

\[
\ln(Z^{\text{ideal gas}}_{GC}(\mu, V, T)) = z(\mu, T) Z(1, V, T).
\]

When considering the partial derivative of the upper expression with respect to \( \mu/kT \) the outcome is identical, i.e.

\[
\frac{\partial}{\partial\mu/kT} \ln[Z^{\text{ideal gas}}_{GC}(\mu, V, T)] = \langle N \rangle = z(\mu, T) Z(1, V, T). \quad (2.22)
\]

Moreover, it matches per definition the average particle number \( \langle N \rangle \). We thus yield the ideal gas law, which can be written without \( \langle \ldots \rangle \) in the thermodynamic limit (system size tends to infinity in a way that the surface-volume ratio tends to zero), where all equilibrium ensembles are equal.

\[
\frac{1}{kT} P = \frac{\langle N \rangle}{V} \xrightarrow{\text{thermodynamic limit}} \frac{1}{kT} P = \frac{N}{V}, \quad (2.23)
\]

This expression further motivates the virial expansion for fluids bearing interactions.
2.3.2 Virial expansion coefficients

The virial expansion describes the thermal equation of state for a many-particle system, written as an expansion in terms of density. The first term comprising interactions of particles in this series is called the second virial coefficient $B_2$, for which we deliver an explicit expression as necessary in Sec. 6.2.1 to examine the quality of coarse-graining and modeling. The virial expansion is given through

$$P = \frac{N}{V} + B_2(T) \left( \frac{N}{V} \right)^2 + B_3(T) \left( \frac{N}{V} \right)^3 + \ldots$$  \hspace{0.5cm} (2.24)

It can be used to describe systems at small densities. Next the explicit expressions for the virial coefficients are motivated. The exact equation of state is given through Eq. (2.17) and can be reformulated with Eq. (2.18) as

$$PV = kT \ln (Z_{GC}(\mu, V, T)) = kT \ln \left( 1 + \sum_{j=1}^{\infty} z(\mu, T)^j Z(j, V, T) \right), \hspace{0.5cm} (2.25)$$

where $z(\mu, T) = e^{\mu/kT}$ is the fugacity. We next introduce $x = Z_{GC} - 1$, i.e.

$$x = \sum_{j=1}^{\infty} z^j Z_j = Z_1 \cdot z + Z_2 \cdot z^2 + \ldots,$$

where we identify $Z_j = Z(j, V, T)$. For the case of small densities $N/V$ the fugacity and thus $x$ are small. For $0 < 1 + x \leq 2$, the Taylor series of the logarithm developed at point 1 can be written as

$$\ln(1 + x) = x - \frac{x^2}{2} + \frac{x^3}{3} - \frac{x^4}{4} + \ldots.$$ 

Therefore, Eq. (2.25) can be reformulated in powers of $z$, yielding

$$PV = kT \left[ (Z_1 \cdot z + Z_2 \cdot z^2 + \ldots) \right]$$

$$= kT \left[ \frac{\parallel S^{D-1} \parallel}{C^D} V \left( b_1(T) z + b_2(T) z^2 + \ldots \right) \right]. \hspace{0.5cm} (2.26a)$$

$$\hspace{0.5cm} (2.26b)$$

The first two coefficients in the latter formula that do not depend on $z$, are defined through

$$b_1(T) = \frac{C^D}{\parallel S^{D-1} \parallel V} Z_1(T) = 1, \hspace{0.5cm} (2.27a)$$

$$b_2(T) = \frac{C^D}{\parallel S^{D-1} \parallel V} \left( Z_2(T) - 0.5 \cdot Z_1(T)^2 \right). \hspace{0.5cm} (2.27b)$$

We next expand $z$ in terms of density to express Eq. (2.26b) as an expansion in terms of density. In this respect, the particle number can be related to $z$, with the following
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thermodynamic relation, yielding

\[ N = -\frac{\partial \Phi}{\partial \mu} = \left[ S^{D-1} \right] \frac{V}{C^D} \left( b_1(T) z + 2b_2(T) z^2 + \ldots \right) \]  
\[ \frac{N}{V} = \left[ S^{D-1} \right] \frac{V}{C^D} \left( z + 2b_2(T) z^2 + \ldots \right). \]  

(2.28a)  

(2.28b)

The latter equation can be approximated (since \( z \) is small) through

\[ z \approx \frac{N C^D}{V \left[ S^{D-1} \right]} - 2b_2(T) z^2 \]  
\[ = \frac{N C^D}{V \left[ S^{D-1} \right]} - 2b_2(T) \left( \frac{N C^D}{V \left[ S^{D-1} \right]} - 2b_2(T) z^2 \right)^2. \]  

(2.29a)  

(2.29b)

In this expansion [Eq. (2.29b)], we only consider terms up to \( (N/V)^2 \), i.e.

\[ z = \frac{N C^D}{V \left[ S^{D-1} \right]} - 2b_2(T) \left( \frac{N C^D}{V \left[ S^{D-1} \right]} - 2b_2(T) z^2 \right)^2. \]  

(2.30)

With the fugacity expanded in powers of density, Eq. (2.26b) is now rewritten in the fashion of Eq. (2.24), according to

\[ \frac{P}{kT} = \frac{N}{V} - b_2(T) \left( \frac{N C^D}{V \left[ S^{D-1} \right]} \right)^2. \]  

(2.31)

The corresponding second virial coefficient is thus

\[ B_2(T) = -b_2(T) \left( \frac{C^D}{\left[ S^{D-1} \right]} \right)^2 = \frac{1}{V} \left( \frac{C^D}{\left[ S^{D-1} \right]} \right)^2 \left( 0.5 \cdot Z_1(T)^2 - Z_2(T) \right) = \frac{V}{2} - \frac{Z_2}{V} \left( \frac{C^D}{\left[ S^{D-1} \right]} \right)^2. \]  

(2.32)

\[ 2.4 \text{ Maxwell-Boltzmann distribution} \]

The Maxwell-Boltzmann distribution describes the molecular speed distribution in an equilibrium system at constant temperature and can also be extended to rotations. In the current section, we derive corresponding expressions for two- and three-dimensional systems (denoted by \( D = 3 \) and \( D = 2 \)) of particles with uniaxial orientation (referring to Chapter 6 and Chapter 7, respectively). This allows us to compare our determined distributions from our simulations with these expressions to verify our implemented dynamics (for the comparison see Sec. 3.3.4).

To proceed, we first focus on the ensemble average of the kinetic energy, which is separated into the translational and rotational part. Specifically, we have

\[ \langle E_{\text{kin}} \rangle = \langle E_{\text{trans}} \rangle + \langle E_{\text{rot}} \rangle = \left\{ \sum_i \frac{p_i^2}{2m_i} \right\} + \left\{ \sum_i \frac{l_i^2}{2I_i} \right\} = \left\{ \sum_i \frac{p_i^2}{2m_i} \right\} + \left\{ \sum_i \frac{l_i^2}{2I_i} \right\}, \]  

(2.33)

where the \( p_i \) and \( l_i \) denote the momentum and the angular momentum of particle
We next consider a “dummy function” $f$ that solely depends on the absolute of the velocity of one particle, say particle 1, i.e. $f = f(v_1)$ with $v_1 = \|v_1\| = \|\mathbf{p}_1\| / m_1$. The expectation value of $f$ is thus written as

$$
\langle f(\|v_1\|) \rangle = \left\langle f\left(\frac{\|\mathbf{p}_1\|}{m_1}\right)\right\rangle = \frac{1}{C} \int_{\Pi_D} d\mathbf{p}^N \int_{V^N} d\mathbf{r}^N \int_{A_{D_N}} d\mathbf{l}^N \int_{(S^D)_N} d\mathbf{u}^N f\left(\frac{\|\mathbf{p}_1\|}{m_1}\right) \frac{\exp\left(-\frac{1}{kT}(E_{\text{kin}}(\mathbf{p}^N, l^N) + E_{\text{pot}}(\mathbf{r}^N, \hat{\mathbf{u}}^N))\right)}{Z}
$$

$$
= \int_{\Pi^D} d\mathbf{v}_1 f(\|v_1\|) \frac{\exp\left(-\frac{1}{kT} E_{\text{trans}}(m_1 v_1)\right)}{Z},
$$

with the new normalization factor

$$
\frac{1}{Z} = \int_{\Pi^{D(N-1)}} d\mathbf{p}_2 \ldots d\mathbf{p}_N \int_{V^N} d\mathbf{r}^N \exp\left(-\frac{1}{kT}(E_{\text{kin}}(p_2 \ldots p_N, l^N) + E_{\text{pot}}(\mathbf{r}^N, \hat{\mathbf{u}}^N))\right).
$$

Since the function $f$ as well as the translational kinetic energy for particle 1 in Eq. (2.34c) only depend on the absolute of $v_1$, we can further derive the Maxwell-Boltzmann distribution $\rho(v_1)$ by considering only the integration of the speed $v_1$ as follows

$$
\langle f(\|v_1\|) \rangle = \int_{\Pi^D} d\mathbf{v}_1 f(\|v_1\|) \frac{\exp\left(-\frac{1}{kT}(m_1 v_1^2)\right)}{Z} = \int_{\Pi^D} d\mathbf{v}_1 \rho(v_1) f(v_1),
$$

where $\Pi^D$ denotes the positive one-dimensional momentum space. For three dimensions ($D = 3$), the resulting Maxwell-Boltzmann distribution and the corresponding kinetic energy distribution are

$$
\rho_{\text{trans}}^{3D}(v_1) = 4\pi v_1^2 \frac{\exp\left(\frac{m_1 v_1^2}{2k_BT}\right)}{Z_{3d}}, \quad \rho_{\text{kin}}(E_{\text{trans}}(1)) = \frac{\rho_{\text{trans}}^{3D}(\sqrt{\frac{2E_{\text{trans}}(1)}{m_1}})}{\sqrt{mE_{\text{kin},1}/2}},
$$

whereas for two dimensions the following holds

$$
\rho_{\text{trans}}^{2D}(v_1) = 2\pi v_1 \frac{\exp\left(\frac{m_1 v_1^2}{2k_BT}\right)}{Z_{2d}}, \quad \rho_{\text{kin}}(E_{\text{trans}}(1)) = \frac{\rho_{\text{trans}}^{2D}(\sqrt{\frac{2E_{\text{trans}}(1)}{m_1}})}{\sqrt{mE_{\text{kin},1}/2}}.
$$
The symbols $Z_{2d}$ and $Z_{3d}$ denote constants, which normalize the distribution function $\rho$. The translational part of the kinetic energy due to the velocity of particle 1 is thus

$$\langle \frac{m_1}{2} v_1^2 \rangle = \begin{cases} \frac{3kT}{2} & , D = 3 \\ \frac{2kT}{2} & , D = 2 \end{cases}.$$  \tag{2.39}

For three dimensions ($D = 3$), with uniaxial particles, i.e. $\omega_1 \perp \hat{u}_1$, the resulting Maxwell-Boltzmann distribution and the corresponding kinetic energy distribution read

$$\rho_{\text{rot}}^{3D}(\omega_1) = 2\pi\omega_1 \frac{\exp\left(-\frac{I_1\omega_1^2}{2k_B T}\right)}{Z_{3d}}, \quad \rho_{\text{kin}}(E^{\text{rot}}_{\text{kin},1}) = \rho_{\text{rot}}^{3D}(\sqrt{\frac{2E^{\text{rot}}_{\text{kin},1}}{m_1}}) \sqrt{\frac{m E^{\text{kin},1}}{2}}, \tag{2.40}$$

whereas for two dimensions the following holds

$$\rho_{\text{rot}}^{2D}(\omega_1) = \frac{\exp\left(-\frac{I_1\omega_1^2}{2k_B T}\right)}{Z_{2d}}, \quad \rho_{\text{kin}}(E^{\text{rot}}_{\text{kin},1}) = \rho_{\text{rot}}^{2D}(\sqrt{\frac{2E^{\text{rot}}_{\text{kin},1}}{m_1}}) \sqrt{\frac{m E^{\text{kin},1}}{2}}. \tag{2.41}$$

The rotational part of the kinetic energy due to rotations of particle 1 can be defined in analogy to the translational part, albeit with the difference that the rotational degrees of freedom correspond the translational degrees of freedom minus 1 (for uniaxial particles). Specifically, we have

$$\langle \frac{I_1}{2} \omega_1^2 \rangle = \begin{cases} kT & , D = 3 \\ \frac{kT}{2} & , D = 2 \end{cases}.$$  \tag{2.42}

To end up, for the kinetic energies for all particles in a $D$-dimensional system, it follows

$$\langle E_{\text{trans}} \rangle = DN \frac{kT}{2}, \quad \langle E_{\text{rot}} \rangle = (D - 1)N \frac{kT}{2}. \tag{2.43}$$

### 2.5 Phase transitions

Matter may exhibit in various phases that differ in symmetry. A typical phase diagram is illustrated in Fig. 2.3, showing exemplary snapshots of our simulation systems as developed in Chapter 6 for coronene and Chapter 7 for our monolayer systems. By changing the natural variables or (if present) an external field, the system might undergo a phase transition. Ehrenfest introduced a classification of phase transitions. A phase transition of n-th order is given if at least one of the n-th derivative of the Gibbs free enthalpy $G$ (or a suitable thermodynamic potential) is not continuous while lower derivatives are all continuous. The Gibbs free enthalpy can be expressed in terms of the chemical potential $\mu$ according to

$$G(N, P, T) = -N \cdot \mu(P, T) = -N \cdot \min \{\mu_1, \ldots, \mu_x\}. \tag{2.44}$$
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The chemical potential is given through the minimum of all chemical potentials \( \mu_i(P,T) \) corresponding to phase \( i \). The number of phases \( x \) is given through the Gibbs’ phase rule. First-order phase transitions hold most interest in the present work. The first derivatives volume \( V = -\left( \frac{\partial G}{\partial P} \right)_T \) and entropy \( S = \left( \frac{\partial G}{\partial T} \right)_P \) describe the gradient of \( G \) in \( P \) and \( T \) direction. In Fig. 2.3, a typical phase diagram in the \( P-T \)-space of a one component system (of atoms or molecules) is shown (different crystalline phases due to different orientations or bond order are neglected). All phases are separated by lines describing first-order phase transitions. The green lines in Fig 2.3 illustrate isobaric paths with representative snapshots of our later investigated systems in Chapter 6 and 7. The characteristic behavior of the free enthalpy and its natural variables is shown in Fig. 2.4. The free enthalpy \( G \) is concave in all its natural variables. This follows from the positive compressibility condition \([173]\). Nonetheless, it has kinks at the transition. The first derivatives \( V \) and \( S \) each reveal a jump at the transition.

For further work, the transitions of the average volume and potential energy along the temperature present major concern. The average potential energy - which is a rather simple quantity to calculate during a simulation - can be reformulated in terms of

---

**Figure 2.3:** Exemplary phase diagram of a many-particle system is shown and augmented with snapshots of a coronene model system (using the later-introduced “implicit electrostatics model”; see Chapter 5) and a monolayer system (particles have an aspect ratio of \( \kappa = 2.1 \); see Chapter 7) in equilibrium. First-order phase transitions are separated by a black solid line. The critical point is denoted with a large dot at the end of the liquid-gas coexistence line. The green lines mark isobaric paths that are investigated later in this work.
Figure 2.4: First-order phase transition shown by means of (a) the free enthalpy $G$ and (b) entropy $S$ as a function of the temperature as well as (c) $G$ and (d) the volume $V$ as a function of the pressure. (e) and (f) show the volume $V$ and the potential energy $\langle E_{pot} \rangle$ as a function of the temperature.

Entropy and volume which exhibit a jump discontinuity at the transition temperature. Specifically, we obtain

$$\langle E_{pot} \rangle = U - \langle E_{kin} \rangle = U - f \cdot \frac{kT}{2}$$

(2.45)

$$= G(T) + T S(T) - P V(T) - f \cdot \frac{kT}{2}.$$  (2.46)

Hereby, $f$ represents the number of degrees of freedom. An interesting feature of first-order phase transitions is the occurrence of hysteresis of an order parameter as a function of the natural variables. For further investigation, the free enthalpy as a function of the volume $V$ can be defined through a volume histogram $\rho(V)$, sampled in the isobaric-isothermal ensemble [168], i.e.

$$G(V) = -kT \ln (\rho(V)) + G_0, \quad \rho(V) = \langle \delta(V - \hat{V}) \rangle.$$  (2.47)

As an example, we consider a temperature-driven phase transition with $T_0$ being the transition temperature. For this purpose, the free enthalpy reveals a double minimum structure for $T_0^- < T < T_0^+$ as shown in Fig. 2.5(a) for the temperature $T = T_0$. $T_0$ represents the temperature where both minima of the free enthalpy function are equal, meaning that phase A is as likely as phase B. For simplicity, we say that phase A represents a liquid phase and phase B a vapor phase (vapor is a gas where the temperature is below the critical temperature), since we observe this phase transition for coronene at normal pressure (see Chapter 6). Figs. 2.5(b) and (c) show the extremal
cases (i.e. $T = T_0^-$ and $T = T_0^+$) where the free enthalpy has a minimum and a saddle point. For temperatures lower than $T_0$, the system is most likely in phase A, and vice versa. When the system in the liquid phase is heated, it remains longer in the liquid phase up to a temperature $T_0^+$, as depicted through the red curves in Figs. 2.5(d) and (e). When cooling the gas, the opposite phenomenon occurs. Accordingly, the liquid phase is reached at a temperature of $T_0^-$, as indicated by the blue curves. This stems from the fact that the system remains in a local minimum in the transition region (or at least for extremely long times).

Another type of phase transitions are those of second-order or continuous phase transitions. The latter also involves those of higher order. Nowadays, both kind of transitions are no longer distinguished and they are called continuous phase transitions. For example, they occur when the path in the phase diagram goes through the critical point, which we denoted as a black dot in the schematic phase diagram in Fig. 2.3. The free enthalpy and its partial derivatives along $P$ and $T$ through the critical temperature or pressure are shown in Fig. A.2 in Appendix A.1. In principle, one expects kinks in the $S-T$ and $V-P$ curves and thus jump discontinuities in the second derivatives (red curves in Fig. A.2). This is observed in the entropy for superconducting metals. Moreover, many phase transitions of second order reveal an inflexion point where the slope goes to infinity (black curves). Corresponding second derivatives exhibit

**Figure 2.5:** (a)-(c) Sketch of the free enthalpy near the A-B (e.g. liquid-vapor) phase transition temperature $T_0$ as a function of the volume for (a) $T = T_0$, (b) $T = T_0^-$, (c) $T = T_0^+$. (d) Volume as a function of temperature for a heating (red) as well as a cooling (blue) procedure and for a minimal free enthalpy (black). (e) Scheme of the phase diagram of coronene near the critical point.
singualrities at the critical point. The liquid-vapor phase transition at the critical point is an example of this type of second-order phase transition.

An important aspect of phase transitions as a whole is that they can occur in systems only in the thermodynamic limit. This is - roughly speaking - when the system size tends to infinity in a way that the surface-volume ratio tends to zero. Nonetheless, this limit is “practically” reached fast even for relatively small systems. Closer examination reveals that singularities in the n-th derivative of $G$ are realized through very large peaks and step discontinuities are also smoothed [60].

2.6 Ergodicity

An important issue throughout our work is to calculate ensemble averages of many-particle systems in equilibrium out of trajectory data. The ergodicity hypothesis introduced by Boltzmann states that an arbitrary trajectory $\Gamma(t)$ with energy $E$ covers all points in phase space $\Omega(E)$ [60]. This means that the phase space also comprises one phase space trajectory since trajectories are not allowed to cross. In an ergodic system, the following holds:

$$\bar{f}[\Gamma] = \lim_{t \to \infty} \frac{1}{t} \int_0^t f(\Gamma(t'))dt' \equiv \int_{\Omega(E)} d\Gamma' f(\Gamma') = \langle f \rangle.$$  \hfill (2.48)

The symbol $\bar{f}$ represents the time average of $f$ [which is a functional of trajectory $\Gamma(t) \in \Omega(E)$] and $\langle f \rangle$ the ensemble average of $f$. It is thus equivalent when measuring time averages or ensemble averages of observables when the considered time interval tends to infinity.

2.7 Structural properties

In the following, we first introduce pair distribution functions that characterize the structure and further define order parameters for two- and three-dimensional systems. We define the pair distribution functions in the canonical ensemble (see Sec. 2.2.1), and assume the thermodynamic limit (where all ensembles are equal) when using in the isobaric-isothermal ensemble. These functions and parameters are utilized later in Chapter 6 to characterize the structure in coronene bulk systems, as well as in Chapter 7 to investigate the structure of a 2D monolayer system during melting.

2.7.1 Pair distribution functions

In order to introduce the distribution functions, the density operators for the positions $r_i$ and orientations $\hat{u}_i$ are given through (for pure position dependence see Ref. 75)

$$\hat{\rho}^{(1)}(r', \hat{u}') = \sum_i \delta(r' - r_i) \delta(\hat{u}' - \hat{u}_i)$$  \hfill (2.49)

$$\hat{\rho}^{(2)}(r', r'', \hat{u}', \hat{u}'') = \sum_{i,j \neq i} \delta(r' - r_i) \delta(r'' - r_j) \delta(\hat{u}' - \hat{u}_i) \delta(\hat{u}'' - \hat{u}_j).$$  \hfill (2.50)
The pair distribution function (or pair correlation function) $g$, describing the correlations between particle positions and orientations, is defined through

$$g(r', r'', \hat{u}', \hat{u}'') = \frac{\langle \hat{\rho}^{(2)}(r', r'', \hat{u}', \hat{u}'') \rangle}{\langle \hat{\rho}^{(1)}(r', \hat{u}') \rangle \cdot \langle \hat{\rho}^{(1)}(r'', \hat{u}'') \rangle}. \quad (2.51)$$

It is equivalent to the relative likelihood that there is a particle at $r'$ with orientation $\hat{u}'$ and a second particle at $r''$ with orientation $\hat{u}''$ in comparison to the isotropic phase. By assuming translational invariance, we arrive at the following simplifications for the one particle densities

$$\langle \hat{\rho}^{(1)}(r', \hat{u}') \rangle, \langle \hat{\rho}^{(1)}(r'', \hat{u}'') \rangle \rightarrow \frac{N}{V} = \rho, \quad (2.52)$$

and the two-particle densities

$$\langle \hat{\rho}^{(2)}(r', r'', \hat{u}', \hat{u}'') \rangle = \left\langle \hat{\rho}^{(2)}(0, r'' - r', \hat{u}', \hat{u}'') \right\rangle \rightarrow \left\langle \hat{g}^{(2)}(r, \hat{u}', \hat{u}'') \right\rangle, \quad (2.53)$$

with the vector $r = r'' - r'$ and the modified two-particle density operator

$$\hat{g}^{(2)}(r, \hat{u}', \hat{u}'') = \left\{ \sum_{i,j \neq \lambda} \delta(r_i) \delta(r - r_j) \delta(\hat{u}' - \hat{u}_i) \delta(\hat{u}'' - \hat{u}_j) \right\} \quad (2.54)$$

$$= \frac{1}{V} \left\{ \sum_{i,j \neq \lambda} \delta(r - (r_j - r_i)) \delta(\hat{u}' - \hat{u}_i) \delta(\hat{u}'' - \hat{u}_j) \right\}. \quad (2.55)$$

This invariance leads to the pair distribution function around a given particle, namely

$$g(r, \hat{u}', \hat{u}'') = \frac{\langle \hat{g}^{(2)}(r, \hat{u}', \hat{u}'') \rangle}{\rho^2}. \quad (2.56)$$

The vector $r$ represents in the upper equation the connecting vector between the given particle and a second particle.

Further analysis is conducted with the rotational invariant but distance-dependent coefficients of the pair distribution function, denoted with $G^{l_1, l_2, l}(r)$. The decomposition of $g$ is defined as

$$g(r, \hat{u}', \hat{u}'') = \sum_{l_1, l_2, l} G^{l_1, l_2, l}(r) \psi^{l_1, l_2, l}(\hat{r}, \hat{u}', \hat{u}''). \quad (2.57)$$

The coefficients of $g$ are defined in terms of the rotational invariants $\psi^{l_1, l_2, l}$ according to

$$G^{l_1, l_2, l}(r) = \frac{1}{V \rho^2 A(r)} \sum_{i,j \neq \lambda} \psi^{l_1, l_2, l}(\hat{r}_{ij}, \hat{u}_i, \hat{u}_j) \delta(|r_{ij}| - r), \quad (2.58)$$

where we introduced the vector $r_{ij} = r_j - r_i$ and $A(r) = \begin{cases} 4\pi r^2, & D = 3 \\ 2\pi r, & D = 2 \end{cases}$. In the canonical
ensemble it is also useful to replace $p^2$ by $N(N-1)/V^2$ to satisfy $g \to 1$ rather than $1 - 1/N$ [75]. In three dimensions the invariants from Eq. (2.58) are defined as [68]

$$
\psi^{l_1 l_2 l}(\hat{r}_{ij}, \hat{u}_i, \hat{u}_j) = f^{l_1 l_2 l} \sum_{m_1, m_2, m} C_{g_{m_1, m_2, m}} Y_{l_1, m_1}(\theta_i, \phi_i) Y_{l_2, m_2}(\theta_j, \phi_j) Y^*_{l, m}(\theta, \phi),
$$

(2.59)

where $f^{l_1 l_2 l}$ is a prefactor and $C_{g_{m_1, m_2, m}}$ are the Clebsch-Gordan coefficients. In the present work, we define the coefficients $G^{000}$, $G^{220}$ and $G^{202}$ through the following rotational invariants for three dimensions as

$$
\psi^{000} = 1, \quad \psi^{220} = 3/2(\hat{u}_i \cdot \hat{u}_j)^2 - 1/2, \quad \psi^{202} = 3/2(\hat{u}_i \cdot \hat{r}_{ij})^2 - 1/2,
$$

and for two dimensions as

$$
\psi^{000} = 1, \quad \psi^{220} = 2(\hat{u}_i \cdot \hat{u}_j)^2 - 1, \quad \psi^{202} = 2(\hat{u}_i \cdot \hat{r}_{ij})^2 - 1.
$$

The radial distribution function - which involves no orientation dependence - is simply given through $G^{000}(r)$. The coefficient $G^{220}(r)$ is a measure of the mutual alignment of two molecules at a distance $r$. We further consider the function $G^{202}(r)$, which involves the average of $P_2(\hat{u}_i \cdot \hat{r}_{ij})$ and thus measures the alignment relative to the connecting vector.

We next define a quantity similar to $G^{l_1 l_2 l}$, and denoted with $g^{l_1 l_2 l}$ but numerically feasible and satisfying $g \to 1$ for vanishing bin size $\Delta$. We define this function as

$$
g^{l_1 l_2 l}(r) = \frac{2V}{N(N-1)V_{\text{shell}}(r)} \sum_{i \neq j} \psi^{l_1 l_2 l}(\hat{r}_{ij}, \hat{u}_i, \hat{u}_j) f(r, |\hat{r}_{ij}|),
$$

(2.60)

where $f(x, y)$ equals unity for $y \in (x, x + \Delta]$, otherwise $f = 0$. The function

$$
V_{\text{shell}}(r) = \begin{cases} 
\frac{4/3\pi ((r + \Delta)^3 - r^3)}{\pi ((r + \Delta)^2 - r^2)}, & D = 3 \\
\pi ((r + \Delta)^2 - r^2), & D = 2
\end{cases}
$$

symbolizes the volume shell for a specific bin size $\Delta$.

Another interesting pair distribution function in 3D is one that describes the dependence along $(g_l)$ and perpendicular $(g_\perp)$ to a given vector $\hat{\mathbf{n}}$. These functions are calculated based on expressions suggested in Ref. 5. However, here we consider normalized versions (where the correlation functions yield unity if no correlation is present). Specifically, we have

$$
\begin{align*}
    g_l(h) &= \frac{2V}{V_l N(N-1)} \sum_j \sum_{k \neq j} f(h, \hat{\mathbf{n}} \cdot \mathbf{R}_{jk}) \quad \text{(2.61a)} \\
    g_\perp(w) &= \frac{2V}{V_\perp(w) N(N-1)} \sum_j \sum_{k \neq j} f(w, |\hat{\mathbf{n}} \times \mathbf{R}_{jk}|) \quad \text{(2.61b)}
\end{align*}
$$

The vectors $\mathbf{L}_1$, $\mathbf{L}_2$ and $\mathbf{L}_3$ denote the simulation box vectors. In this work $\hat{\mathbf{n}}$ is
considered to lie perpendicular to the box vectors $\mathbf{L}_1$ and $\mathbf{L}_2$. Furthermore, the volumes appearing in Eqs. (2.61a) and (2.61b) are defined as $V_\parallel = \Delta |\mathbf{L}_1 \times \mathbf{L}_2|$ and $V_\perp(w) = \pi \Delta (2w + \Delta) V |\mathbf{L}_1 \times \mathbf{L}_2|^{-1}$, respectively.

### 2.7.2 2D order parameters

In order to quantify both the positional and orientational order of the observed structures in Chapter 7, we introduce two different sets of order parameters. We first consider the positional order, which can be quantified using two-dimensional bond-orientational order parameters (BOOPs) modified by weight factors derived from the side lengths of the Voronoi polygon [77]

$$
\Psi_n = \left\langle \sum_{i=1}^{N} \frac{1}{\sum_{j \in \mathcal{N}_i} l_{ij}} \left| \sum_{j \in \mathcal{N}_i} l_{ij} \exp(i n \phi_{ij}) \right| \right\rangle, \tag{2.62}
$$

where $\mathcal{N}_i$ is the number of nearest neighbors of particle $i$ and $l_{i,j}$ is the side length of the Voronoi polygon associated with neighbor $j$. The number $n$ determines the $n$-fold symmetry that we want to investigate. Specifically, we have $\Psi_n = 0$ for random neighbor configurations and unity for perfect $n$-fold symmetry. In the entire investigation, we only present plots corresponding to $n = 4, 6$, i.e. four- or six-fold bond order. The Voronoi decomposition provides the neighbors for each particle. The Voronoi cell around a particle $t$ is defined through

$$
V_{\text{cell}}(t, P) = \bigcap_{q \in P \setminus \{t\}} D(t, q), \quad D(t, q) = \{ x \in V_{\text{cell}} : \text{dist}(t, x) < \text{dist}(q, x) \}. \tag{2.63}
$$

The set of all particles is hereby denoted with $P$ and the region closer to particle $t$ than to particle $q$ is denoted with $D(t, q)$. The metric “$\text{dist}$” refers to the standard metric with respect to the periodic boundary conditions. Figure 2.6 graphically represents the region $D(t, q)$ for an exemplary set of particles. The Voronoi diagram defined through

![Figure 2.6: Voronoi decomposition of a sample configuration. The region $D(t, q)$ includes all points closer to particle $t$ than to particle $q.$](image)
comprises exactly of all points that form the boundary between the Voronoi cells. For given particle positions, it is thus possible to create this diagram as shown in Fig. 2.7. The implementation of the corresponding algorithm is based upon the program

\[ V(P) = \mathbb{R}^2 \setminus \bigcup_{t \in P} V_{\text{cell}}(t, P) \] (2.64)

Figure 2.7: Voronoi decomposition of a simulation snapshot.

F.23 from Allen and Tildesley [3] and provided by Prof. Mazars (Université Paris Sud).

In the following, we introduce order parameters involving the particles orientation. To describe nematic order in 2D, we introduce the corresponding tensorial order parameter \( Q^{2D} \) by

\[ Q^{2D} = 2 \left( \frac{1}{N} \sum_{i} \hat{u}_i \otimes \hat{u}_i \right) - 1. \] (2.65)

The largest positive eigenvalue \( S \) denotes the orientation along or perpendicular to the nematic director, which is defined through the corresponding eigenvector. \( S \) itself can have values between 0 (no preferred orientation) and 1 (all particles are oriented parallel to the director).

A different way of measuring the orientational order involving the Voronoi side length \( l_{ij} \) is via the parameter \( \beta \), defined as

\[ \beta = \left( \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\sum_{j \in N_i} l_{ij}} \sum_{j \in N_i} l_{ij} |(\hat{u}_i \cdot \hat{r}_{ij})|^2 + (\hat{u}_j \cdot \hat{r}_{ij})|^2 \right). \] (2.66)

The absolute of the projection \( \hat{u}_i \cdot \hat{r}_{ij} \) leads to values of 1, for parallel alignment and 0 for orthogonal alignment. The contribution of each neighbor is weighted with the polygon side length \( l_{ij} \) to avoid strong neighbor fluctuations for similar configurations.

Furthermore, we introduce a parameter \( \alpha \) involving orientational and positional order according to

\[ \alpha = \left( \frac{1}{2N} \sum_{i=1}^{N} \frac{1}{\sum_{j \in N_i} l_{ij}} \sum_{j \in N_i} l_{ij} |(\hat{u}_i \cdot \hat{r}_{ij})|^2 + (\hat{u}_j \cdot \hat{r}_{ij})|^2 \right). \] (2.67)
### 2.7.3 3D order parameters

In order to describe the alignment in three dimensions, we introduce a tensorial order parameter $Q^{3D}$ in analogy to Eq. (2.65) for three dimensions, namely

\[
Q^{3D} = 1.5 \left( \frac{1}{N} \sum_i \hat{u}_i \otimes \hat{u}_i \right) - 0.5.
\]

(2.68)

The eigenvector corresponding to the largest eigenvalue (in positive direction) can be associated with the director $\hat{n}$ of the system. The largest positive eigenvalue is also given through [50]

\[
P_2 = \frac{1}{N} \left( \sum_i P_2(\hat{u}_i \cdot \hat{n}) \right).
\]

(2.69)

It yields zero for isotropic ordering and unity for nematic ordering. Furthermore, we consider a hexagonal bond order parameter ($\psi_6$) in analogy to Eq. (2.62) for 3D systems suitable for columnar configurations (see Chapter 6). The latter is defined as

\[
\psi_6 = \frac{1}{N} \left( \sum_j \sum_{k \in N_j} e^{i6\phi_{jk}} \right),
\]

(2.70)

where $\phi_{jk}$ is the bond orientation angle and $N_j$ the number of neighbors of molecule $j$ in its current layer perpendicular to the director.
Chapter 3

Simulation methods

3.1 Preface

Classical molecular dynamics (MD) is a method to calculate the motion of particles in a many-particle system based upon the Newtonian equations of motion. The translational movement of the particle with mass \( m_i \), positions \( \mathbf{r}_i \), depends on the force \( \mathbf{F}_i \), pulling on particle \( i \) according to

\[
m_i \ddot{\mathbf{r}}_i = \mathbf{F}_i, \tag{3.1}
\]

while for the rotational movement - where we have the orientation vector of particle \( i \) denoted with \( \mathbf{u}_i \), the angular velocity \( \mathbf{\omega}_i \), torque \( \mathbf{M}_i \) and inertia tensor \( \mathbf{I}_i \) of particle \( i \) - the following holds

\[
\ddot{\mathbf{u}}_i = \dot{\mathbf{\omega}}_i \times \mathbf{u}_i + \mathbf{\omega}_i \times \dot{\mathbf{u}}_i, \tag{3.2}
\]

\[
\mathbf{I}_i \dot{\mathbf{\omega}}_i = \mathbf{M}_i. \tag{3.3}
\]

The dots in the previous equations represent the time derivative, i.e. \( \dot{} = d/dt \). Explicit expressions for the force and torque for the models considered in our work can be found in Appendix A.2. In the present work, a coupling of our many-particle system to a heat bath and pressure bath is performed. For this purpose, the Newtonian equations of motion [Eqs. (3.1)–(3.3)] have to be modified. There are various thermostats \([29, 54, 81, 103, 107, 108, 118, 141, 142, 164]\) and barostats \([27, 58, 86, 119, 126, 149, 156]\) in the literature. We hereby start with the Langevin dynamics (Sec. 3.2) used for tempering the atomistically-resolved two-molecule system (described in Chapter 4; results in Chapter 5). Later, we describe the Berendsen dynamics (Sec. 3.3) for temperature and pressure coupling, which we used for all our coarse-grained simulations (see Chapter 6 and 7). We also briefly present an elaborate method invented by Bussi et al. [29] (Sec. 3.4) for temperature coupling and thereby conserving the Maxwell-Boltzmann distribution (Sec. 2.4). The latter method was used to temper the atomistically-detailed two-molecule system for our coarse-graining method (see Sec. 4.2.1). The remaining sections in this chapter mainly deal with technical aspects. In this respect, we present our method to treat the periodic boundary conditions (Sec. 3.5), describe how we set up random configurations (Sec. 3.6), outline the numerical treatment of interactions (Sec. 3.7) and finally present techniques to speed up
our simulations (Sec. 3.8).

### 3.2 Langevin dynamics (LD)

In this kind of dynamics, there is a temperature control implicitly involved through a stochastic term. This dynamics extends molecular dynamics since it involves diffusive motion as caused by the solvent. The positions of the particles evolve in time according to

\[
m_i \ddot{r}_i(t) = -\nabla_i E_{\text{pot}}(\{r\}, t) - \gamma m_i \dot{r}_i(t) + \sqrt{2 \gamma k_B T m_i} X(t).
\]  
(3.4)

In Eq. (3.4), \( X(t) \) is a vector whose components \( X_\alpha(t) \) are Gaussian random numbers with \( \langle X_\alpha(t) \rangle = 0 \), \( \langle X_\alpha(t) X_\beta(t') \rangle = \delta_{\alpha\beta} \delta(t-t') \). The friction constant is denoted with \( \gamma \), and the two non-conservative forces in the last two terms are coupled via the fluctuation-dissipation theorem. In the actual atomic simulations [1], the equations of motion [see Eq. (3.4)] are supplemented by constraints or bias potentials using umbrella sampling (US) as well as steered dynamics (SD) as described in Sec. 4.4. The resulting set of equations is solved with the GROMACS [197] simulation package, using version 4.5.4 for the SD method and version 4.5.5\(^1\) for the US method.

### 3.3 Berendsen weak-coupling scheme

In order to investigate structural changes of our coarse-grained system at finite pressure and temperature, we perform MD simulations with specific modifications. In our implementation, we use a Berendsen weak-coupling scheme [17], which supplements the classical Newtonian MD scheme with a heat bath and pressure bath. The temperature coupling mechanism is essentially given through a LD scheme, albeit only with global coupling to the bath. Although the resulting dynamics does not correctly reproduce the energy or volume fluctuations in the isobaric-isothermal ensemble, it seems very useful for equilibrating a system at constant temperature and pressure [3]. Since we investigate the system in the equilibrium and do not calculate dynamic properties or fluctuations, this kind of coupling is an appropriate choice.

We next introduce the translational equations of motion proposed by Berendsen et al. [17] and later describe the dynamics for the rotational movement. We additionally provide the numerical algorithm and briefly present speed distributions from later calculations using this algorithm.

\(^1\)It was used due to a fatal bug in the previous build
3.3.1 Translation

The translational equations of motion for a particle with index $i$ are given by

\[ \dot{\mathbf{r}}_i = \mathbf{v}_i + \frac{K}{\tau_P} (\mathbf{P} - \bar{\mathbf{P}}) \cdot \mathbf{r}_i \]  
\[ m_i \dot{\mathbf{v}}_i = \mathbf{F}_i + m_i \frac{1}{2\tau_{\text{trans}}} \left( \frac{T}{T_{\text{trans}}} - 1 \right) \mathbf{v}_i \]  
\[ \dot{\mathbf{L}}_i = \left[ \frac{K}{\tau_P} (\mathbf{P} - \bar{\mathbf{P}}) \right] \cdot \mathbf{L}_i. \]  

(3.5a)  
(3.5b)  
(3.5c)

In the above equations, the dotted symbols represent time-derivatives. Further, $\mathbf{r}_i$ and $\mathbf{v}_i$ denote the position and the velocity of particle with index $i$, respectively, while $\mathbf{F}_i$ is the force on particle $i$ with mass $m_i$. The microscopic temperature

\[ T_{\text{trans}} = \sum_i m_i v_i^2 / (D(N-1))/k_B \]  

(3.6)

is forced to relax towards the target temperature $T$. The symbols $D$ and $K_B$ represent the dimensionality of the system and the Boltzmann constant, respectively, while the denominator $D(N-1)$ stands for $D \cdot N$ translational degrees of freedom minus $D$ momentum constraints in each spatial direction.

Furthermore, the vectors $\mathbf{L}_i$ that define the simulation box have to fulfill Eq. (3.5c). The time constants for temperature and pressure are denoted with $\tau_{\text{trans}}$ and $\tau_P$, respectively. They characterize the coupling of temperature $T_{\text{trans}}$ and pressure tensor $\mathbf{P}$ with the bath according to

\[ \dot{T}_{\text{trans}} = \frac{T - T_{\text{trans}}}{\tau_{\text{trans}}} \]  
\[ \dot{\mathbf{P}} = \frac{\mathbf{P} - \bar{\mathbf{P}}}{\tau_P}. \]  

(3.7a)  
(3.7b)

To couple the pressure anisotropically to the system - whereby the box vectors $\mathbf{L}_i$ can be changed independently - we have to calculate the difference of the pressure tensor, $\mathbf{P}$, defined via [32]

\[ \mathbf{P} = \frac{1}{D} V \left[ \sum_i m_i \mathbf{v}_i \otimes \mathbf{v}_i + \sum_{i<j} \mathbf{r}_{ij} \otimes \mathbf{F}_{ij} \right], \]  

(3.8)

and the reference pressure tensor, $\bar{\mathbf{P}}$, defined as

\[ \bar{\mathbf{P}} = \frac{P}{D} \mathbf{1}, \]  

(3.9)

with $\text{trace}(\mathbf{P}) = P$ being the scalar pressure. The simulation box volume is denoted with $V(t) = \| \det [\mathbf{L}_1(t) \ldots \mathbf{L}_D(t)] \|$ and $\mathbf{1}$ is the identity matrix. The force $\mathbf{F}_{ij}$ in Eq. (3.8) is the force on particle $i$ exerted by particle $j$. 
3.3.2 Rotation

We next include rotational dynamics into our system for the exemplary case of three spatial dimensions ($D = 3$). The two-dimensional case is recovered when considering all elements and their orientations to the x-y-plane. For the rotational movement of the particles, their translational equations of motion are supplemented with the following differential equations for the angular velocities, $\omega_i$:

$$\ddot{\hat{u}}_i = \dot{\omega}_i \times \hat{u}_i + \omega_i \times \dot{\hat{u}}_i$$  \hspace{1cm} (3.10)

$$\mathbf{I}_i \dot{\omega}_i = \mathbf{M}_i + \frac{1}{2r_{\text{rot}}} \left( \frac{T}{T_{\text{rot}}} - 1 \right) \omega_i.$$  \hspace{1cm} (3.11)

As mentioned in the beginning of this chapter, $\mathbf{M}_i$ and $\mathbf{I}_i$ denote in the above equations the torque on particle $i$ and the corresponding inertia tensor of particle $i$, respectively. The microscopic temperature for the rotation is defined as

$$T_{\text{rot}} = \sum_i \omega_i (\mathbf{I}_i \omega_i) / k_B / ((D - 1)N).$$  \hspace{1cm} (3.12)

To solve the translational equations of motion, Eqs. (3.5a)–(3.5c), we use a modified leap-frog integrator, as proposed in Ref. 17. Regarding the rotational part in Eqs. (3.10)–(3.11), an analogous procedure is performed [59].

The evaluation of the torque on particle $i$ using the pair potential $U_{ij}$ is achieved according to

$$\mathbf{M}_i(t) = -\left[ e_{\theta_i} \frac{\partial}{\partial \theta_i} + \frac{1}{\sin(\theta_i)} e_{\phi_i} \frac{\partial}{\partial \phi_i} \right] \sum_j U_{ij} = -\dot{\hat{u}}_i \times \nabla \hat{u}_i U_{ij},$$  \hspace{1cm} (3.13)

where the unit vector of orientation of particle $i$ is represented in spherical coordinates, i.e.

$$\hat{u}_i(\theta_i, \phi_i) = \begin{pmatrix} \cos(\phi_i) \sin(\theta_i) \\ \sin(\phi_i) \sin(\theta_i) \\ \cos(\theta_i) \end{pmatrix}.$$  \hspace{1cm} (3.14)

The spherical unit vectors appearing in Eq. (3.13) are defined as

$$e_{\theta_i} = \begin{pmatrix} \cos(\phi_i) \cos(\theta_i) \\ \sin(\phi_i) \cos(\theta_i) \\ -\sin(\theta_i) \end{pmatrix}, \hspace{1cm} e_{\phi_i} = \begin{pmatrix} -\sin(\phi_i) \sin(\theta_i) \\ \cos(\phi_i) \sin(\theta_i) \\ 0 \end{pmatrix}.$$  \hspace{1cm} (3.15)

The angular acceleration $\alpha_i$ is determined from the torque $\mathbf{M}_i$ using the inertia tensor $\mathbf{I}_i$ according to

$$\alpha_i(t) = \mathbf{I}_i^{-1} \mathbf{M}_i(t).$$  \hspace{1cm} (3.16)
The inertia tensor can be diagonalized in the following form

$$B^{-1}I_B = \begin{pmatrix} I_i & 0 & 0 \\ 0 & I_i & 0 \\ 0 & 0 & I_{\hat{u}_i} \end{pmatrix},$$  \hspace{1cm} (3.17)

where the z-z-component represents the moment of inertia around the symmetry axis $\hat{u}_i$. However, since rotations around $\hat{u}_i$ do not influence any interactions, we do not take this degree of freedom into account. For uniaxial particles, the following statement holds

$$M_i(t) \perp \hat{u}_i.$$  \hspace{1cm} (3.18)

This means that the inertia tensor can be simply replaced by the scalar moment of inertia $I_i$ for rotations orthogonal to $\hat{u}_i$.

### 3.3.3 Solving the Berendsen equations of motion

The numerical implementation for one integration step of the Berendsen equations of motion are presented in the following. We start with the positions $r_N(t)$, orientations $\hat{u}_N(t)$ and linear and angular velocities $v_N(t) - \Delta t/2$, $\omega_N(t) - \Delta t/2$, and box vectors $L_i(t)$. The following integrator reduces to the well-known leap frog algorithm used for classical MD simulations, if pressure and temperature control is neglected.

- The accelerations for each particle are determined with the actual force on each particle, i.e.

$$a_i(t) = \frac{F_i(t)}{m}, \quad F_i(t) = \sum_j F_{ij} = \sum_j \nabla U_{ij}.$$  

In analogy, the angular accelerations are related to the actual torque, yielding

$$\alpha_i(t) = I^{-1}M_i(t), \quad M_i(t) = -\hat{u}_i \times \sum_j \nabla_{\hat{u}_i} U_{ij}.$$  

- The geometry matrix $\mu$ is given through

$$\mu = 1 + \frac{K\Delta t}{\tau_P} (P - P),$$

with the compressibility $K$ and the pressure tensors

$$P = \frac{1}{2V} \left[ \sum_i m v_i(t - \Delta t/2) \otimes v_i(t - \Delta t/2) + \sum_{i<j} r_{ij}(t) \otimes F_{ij}(t) \right], \quad P = \frac{P}{D} I.$$  

- The microscopic temperatures for translation and rotation are given through

$$T_{\text{trans}}(t - \Delta t/2) = \sum_i m v_i(t - \Delta t/2)^2/(D(N-1))/k_B$$

$$T_{\text{rot}}(t - \Delta t/2) = \sum_i I_i \omega_i(t - \Delta t/2)^2/k_B/N.$$
These quantities are used to calculate the following rescaling factors

\[
\lambda_{\text{trans}} = \sqrt{1 + \frac{\Delta t}{\tau_T^\text{trans}} \left( \frac{T}{T_{\text{trans}}(t - \Delta t/2)} - 1 \right)}
\]

\[
\lambda_{\text{rot}} = \sqrt{1 + \frac{\Delta t}{\tau_T^\text{rot}} \left( \frac{T}{T_{\text{rot}}(t - \Delta t/2)} - 1 \right)}.
\]

- The new velocities for translation and rotation at \( t + \Delta t/2 \) can be determined through

\[
v_i(t + \Delta t/2) = \lambda_{\text{trans}} \cdot (v_i(t - \Delta t/2) + a_i(t) \Delta t)
\]

\[
\omega_i(t + \Delta t/2) = \lambda_{\text{rot}} \cdot (\omega_i(t - \Delta t/2) + \alpha_i(t) \Delta t).
\]

- The new positions and orientations at \( t + \Delta t \) can now be determined. For the positions, the following expression is used

\[
r_i(t + \Delta t) = \mathbf{\mu} \cdot (r_i(t) + v_i(t + \Delta t/2) \Delta t).
\]

The new orientation vector \( \mathbf{u}_i(t + \Delta t) \) can be written as a rotation of the old orientation vector \( \mathbf{u}_i(t) \) around the axis \( \mathbf{n} \) with angle \( \phi \) [both being functions of \( \omega(t + \Delta t/2) \)]. The corresponding rotation matrix is denoted with \( R_{\mathbf{n},\phi} \). Specifically, we yield

\[
\mathbf{u}_i(t + \Delta t) = R_{\mathbf{n},\phi} \mathbf{u}_i(t).
\]

The corresponding rotation axis is

\[
\mathbf{n} = \frac{\mathbf{u}_i(t) \times \mathbf{u}_i(t + \Delta t)}{\| \mathbf{u}_i(t) \times \mathbf{u}_i(t + \Delta t) \|} = \frac{\omega(t + \Delta t/2)}{\| \omega(t + \Delta t/2) \|}.
\]

The right-hand angle to get from \( \mathbf{u}_i(t) \) to \( \mathbf{u}_i(t + \Delta t) \) around the axis is

\[
\phi = \| \omega(t + \Delta t/2) \| \cdot \Delta t.
\]

To solve Eq. (3.19), the Rodriguez formula\(^2\) is used. Specifically, we have

\[
\mathbf{u}_i(t + \Delta t) = R_{\mathbf{n},\phi} \mathbf{u}_i(t)
\]

\[
= \mathbf{n} \left( \mathbf{n} \cdot \mathbf{u}_i \right) + \cos(\phi) \left( (\mathbf{n} \times \mathbf{u}_i) \times \mathbf{n} \right) + \sin(\phi) \left( \mathbf{n} \times (\mathbf{n} \times \mathbf{u}_i) \right).
\]

This expression can be approximated when using \( \sin(\phi) \approx \phi, \cos(\phi) \approx \sqrt{1 - \phi^2} \) to the following formula

\[
\mathbf{u}_i(t + \Delta t) = \sqrt{1 - \phi^2} \mathbf{u}_i + (\phi \mathbf{n} \times \mathbf{u}_i).
\]

\(^2\) Rodriguez formula: rotation of \( \mathbf{v} \) around \( \mathbf{n} \) with right-hand angle \( \phi \) given through \( R_{\mathbf{n},\phi} \mathbf{v} = \mathbf{n} (\mathbf{n} \cdot \mathbf{v}) + \cos(\phi) ((\mathbf{n} \times \mathbf{v}) \times \mathbf{n}) + \sin(\phi) (\mathbf{n} \times \mathbf{v}) \).
However, further normalization is required, i.e. \( \hat{u}_i(t + \Delta t) \rightarrow \frac{\hat{u}_i(t + \Delta t)}{\|\hat{u}_i(t + \Delta t)\|} \).

- Finally, the new box vectors are determined according to

\[
L_i(t + \Delta t) = \mu L_i(t).
\]

The particle positions \( \mathbf{r}_i(t) \) are subsequently adjusted to the new simulation box geometry as described later in Sec. 3.5.1.

### 3.3.4 Speed probability distribution

The positional and angular speed distribution for uniaxial 3D and 2D particles using the Berendsen weak-coupling scheme is investigated in Fig. 3.1. For comparison, we added the reference curves for the positional (Eq. (2.37) and (2.38)) and angular speed distribution (Eq. (2.40) and (2.41)) from Sec. 2.4. We denote a very strong coincidence of our measured speed distributions with the reference values. Nonetheless, in the next section we present a method for the temperature coupling with accurate speed distribution.

### 3.4 Canonical velocity rescaling scheme

The canonical velocity rescaling thermostat is essentially a Berendsen thermostat (see above) with a minor modification [2]. It was used for atomistically-resolved simulations of the columnar hexagonal phase (see Sec. 6.2.2) by Karol Palczynski [1]. This temperature coupling method was invented by Bussi et al. [29]. Rather than Eq. (3.7a), this thermostat considers with

\[
dE_{\text{kin}} = \left( \overline{E}_{\text{kin}} - E_{\text{kin}} \right) \frac{dt}{\tau_T} + 2 \frac{E_{\text{kin}} \overline{E}_{\text{kin}}}{N_f} \frac{dW}{\sqrt{\tau_T}}.
\]

(3.20)

a correct kinetic energy distribution and according to Eqs. (2.37), (2.38) or Eqs. (2.40), (2.41) a correct speed distribution. Hereby, \( N_f \) is the number of degrees of freedom and \( dW \) is a Wiener process. The average kinetic energy is related to the temperature according to \( \overline{E}_{\text{kin}} = N_f kT/2 \). This thermostat produces a correct speed distribution of the canonical ensemble and still has the advantage of the Berendsen thermostat, namely first-order decay of temperature deviations and no oscillations.

The simplest realization is to rescale the velocities in each time step with a factor

\[
\lambda_{\text{trans}} = \sqrt{\frac{E_{\text{kin}}^{\text{target}}}{\overline{E}_{\text{kin}}}},
\]

where the targeted kinetic energy \( E_{\text{kin}}^{\text{target}} \) obeys the following distribution

\[
\rho(E_{\text{kin}}^{\text{target}}) dE_{\text{kin}}^{\text{target}} \propto \left( E_{\text{kin}}^{\text{target}} \right)^{N_f/2-1} e^{-\frac{E_{\text{kin}}^{\text{target}}}{N_f}} dE_{\text{kin}}^{\text{target}}.
\]

(3.21)
Figure 3.1: Speed distribution for (a) coronene (modeled through the implicit electrostatics model, see Sec. 5.4.4) at various temperatures (b) 2D particles, as described in Sec. 7.2, with an aspect ratio of $\kappa = 2.1$ for two different temperatures. Corresponding angular speed distributions are shown in (c) and (d), respectively. The solid lines describe the reference curves from Sec. 2.4.

However, when the rescaling procedure is distributed among several steps, the following expression for the rescaling factor holds

$$\lambda_{\text{trans}}^2 = e^{-\Delta t/\tau} + \frac{E_{\text{kin}}}{N_f E_{\text{kin}}} (1 - e^{\Delta t/\tau}) \left( X_1^2 + \sum_{i=2}^{N_f} X_i^2 \right) + 2 e^{-\Delta t/2\tau} \sqrt{\frac{E_{\text{kin}}}{N_f E_{\text{kin}}} (1 - e^{\Delta t/\tau}) X_1}.$$  

(3.22)
3.5 Periodic boundary conditions

In the present section, we explain how we treat the boundary conditions in our many-particle systems with respect to particle positions and inter-particle connecting vectors.

3.5.1 Adjust positions

Each position \( \mathbf{r}_i \) has to be adjusted after its evaluation due to the periodic boundaries. First, the matrix containing all three box-vectors is introduced through

\[
\mathbf{G} = \begin{pmatrix}
\mathbf{L}_1 & \ldots & \mathbf{L}_D
\end{pmatrix}.
\] (3.23)

The vector \( \mathbf{r}_i \) can be written as a linear combination of the box-vectors with the coefficients \( \alpha_i \) according to

\[
\mathbf{r}_i = \mathbf{G} \cdot \begin{pmatrix}
\alpha_1 \\
\vdots \\
\alpha_D
\end{pmatrix}.
\] (3.24)

In its explicit form, the coefficients are

\[
\begin{pmatrix}
\alpha_1 \\
\vdots \\
\alpha_D
\end{pmatrix} = \mathbf{G}^{-1} \cdot \mathbf{r}_i.
\] (3.25)

Due to the centering of the simulation box around the zero vector, the coefficients have values between \(-0.5\) and \(0.5\) if the particle is in the box. The boundary conditions are subsequently applied to these coefficients, according to

\[
\alpha_i^\text{new} = \begin{cases}
\alpha_i + 1 & , \alpha_i < 0.5 \\
\alpha_i - 1 & , \alpha_i > 0.5 \\
\alpha_i & , \text{else}
\end{cases}
\] (3.26)

Finally, the new and adjusted positions are evaluated using Eq. (3.24) with the new coefficients, yielding

\[
\mathbf{r}_i^\text{new} = \mathbf{G} \cdot \begin{pmatrix}
\alpha_1^\text{new} \\
\vdots \\
\alpha_D^\text{new}
\end{pmatrix}.
\] (3.27)

3.5.2 Adjust relative positions

The adjustment of the distance vector between particles A and B is performed in the same way. Hereby, particle A with position \( \mathbf{r}_A \) is seen as the center of the simulation box. The relative vector \( \mathbf{r}_{AB} = \mathbf{r}_B - \mathbf{r}_A \) is then adjusted using Eqs. (3.24)–(3.27). This kind of treating relative positions is also referred to as minimum image convention [3].
3.6 Random configurations

In cases whether random configurations are considered in this work, then the following scheme was used. Each particle is set one by one at random in space and orientation. If an overlap occurs, then the procedure repeats. Particles overlap if their inter-particle distance is 0.9 times the corresponding contact distance. The contact distance is equivalent to the inter-particle distance where the interaction potential has the value zero. In the following sections, it is denoted with $\sigma$.

3.7 Treatment of interactions

In general, the treatment of interactions has to be taken with care, since the system size is finite and the pair interactions are physically not dampened to exactly zero for finite inter-particle distances. In the present work, we do not include any long-range interactions. Strictly speaking, with long-range interactions we understand interactions where the forces between two particles decay less than $R^{-D}$, with $D$ being the dimensionality and $R$ the inter-particle distance. This means that in the proper sense we have no long-range interactions. The slowest decaying force in this work is the quadrupole-quadrupole force (see Appendix A.2.2) with

$$F_{ij} \propto R^{-6} = \begin{cases} R^{-2D}, & D = 3 \\ R^{-3D}, & D = 2 \end{cases}$$

However, the quadrupole-quadrupole torque has the same exponent minus one in the distance-dependent decay, i.e. its range is larger but still short-ranged by previous definition. We next introduce the way in which we treat our short-range interactions. Our interactions are thus all short-ranged, although to verify our cutoff procedure we have to check the cutoff influence on the total energy. We later investigate long-range interactions starting exemplary with the Coulomb interactions and apply a similar method for quadrupole-quadrupole interactions. It is important to verify the short-range treatment, since a cutoff for short-range interactions imposed by an overly small simulation box would also lead to wrong potential energies.

3.7.1 Short-range treatment

The pair forces and torques are hereby cut at the cutoff inter-particle distance $R_{\text{cutoff}}$ and shifted towards 0 at $R_{\text{cutoff}}$. This means that there are no interactions between two particles if they are larger than $R_{\text{cutoff}}$ apart. However, in this work, we also checked the applicability of this treatment through comparing energies developed with the upcoming long-range treatment (see Sec. 5.4).

3.7.2 Long-range treatment

The treatment of long-range interactions is different from short-ranged interactions, where just a cutoff is sufficient. For charge and dipolar particles it is common to treat underlying interactions with the Ewald method. The charge-charge interaction (or
Coulomb) potential decays with $R^{-1}$ and the dipole-dipole term with $R^{-3}$. Since the quadrupole-quadrupole potential decays with $R^{-5}$, it is useful to prove that a force-shifted ansatz (Sec. 3.7.1) is useful or whether it is more appropriate to involve all particles and its periodic images in the interaction potential. In the following, we present the Ewald method for charges and extend it towards quadrupoles using the method described by Smith et al. [178].

### 3.7.2.1 Coulomb interactions

A charge inside a 3D simulation box with periodic boundary conditions does not exhibit a true coulomb potential of $1/R$ due to its periodic images. A charge at $\mathbf{r}_i + \mathbf{x}$ leads to the following electrostatic potential at $\mathbf{r}$

$$\phi_{i,x}(\mathbf{r}) = \frac{1}{4\pi\epsilon_0} \frac{q_i}{|\mathbf{r}_i + \mathbf{x} - \mathbf{r}|}. \quad (3.28)$$

The electrostatic potential at $\mathbf{r}$ due to all particles in the simulation box and its periodic images is thus given through

$$\Phi(\mathbf{r}) = \sum_{x \in L^x} \sum_{i}^{N} \phi_{i,x}(\mathbf{r}), \quad (3.29)$$

where the set $L^x = \{n_1 \cdot \mathbf{L}_1 + n_2 \cdot \mathbf{L}_2 + n_3 \cdot \mathbf{L}_3 | n_i \in \mathbb{Z}\}$ describes the distance to the periodic images of the simulation box. This lattice sum has a poor convergence for small box sizes since each potential $\phi_{i,x}(\mathbf{r})$ is long-ranged. The idea is to split $\phi_{i,x}(\mathbf{r})$ - which is long-ranged and singular - into a part where the latter summation rapidly converges (i.e., short-ranged, singular) and a second part that quickly converges in Fourier space (long-ranged, non-singular).

$$\phi_{i,x}(\mathbf{r}) = \phi_{i,x}^S(\mathbf{r}) + \phi_{i,x}^L(\mathbf{r}) \quad (3.30)$$

$\phi_{i,x}(\mathbf{r})$ is becoming short-ranged and singular with a factor $\alpha_{i,x}(\mathbf{r})$, while the long-range non-singular part remains, i.e.

$$\phi_{i,x}(\mathbf{r}) = \phi_{i,x}(\mathbf{r}) \cdot \alpha_{i,x}(\mathbf{r}) + \phi_{i,x}(\mathbf{r}) \cdot (1 - \alpha_{i,x}(\mathbf{r})). \quad (3.31)$$

The choice of $\alpha_{i,x}(\mathbf{r}) = \text{erfc}(\epsilon |\mathbf{r}_i + \mathbf{x} - \mathbf{r}|) = 1 - \text{erf}(\epsilon |\mathbf{r}_i + \mathbf{x} - \mathbf{r}|)$ fulfills these requirements. We thus consider

$$\phi_{i,x}^S(\mathbf{r}) = \frac{q_i}{4\pi\epsilon_0} \frac{\text{erfc}(\epsilon |\mathbf{r}_i + \mathbf{x} - \mathbf{r}|)}{|\mathbf{r}_i + \mathbf{x} - \mathbf{r}|}, \quad (3.32)$$

$$\phi_{i,x}^L(\mathbf{r}) = \frac{q_i}{4\pi\epsilon_0} \frac{\text{erf}(\epsilon |\mathbf{r}_i + \mathbf{x} - \mathbf{r}|)}{|\mathbf{r}_i + \mathbf{x} - \mathbf{r}|}. \quad (3.33)$$

Hereby, $\epsilon$ acts as a free parameter. This parameter determines whether an inter-particle distance is short or long (for a correct choice see next Sec. 3.7.2.2 for more details). The interpretation of Eq. (3.30) in terms of particle density, is given through

\[ \text{erf}(z) = \frac{2}{\sqrt{\pi}} \int_{0}^{z} e^{-t^2} dt. \]
the Poisson equation

\[
-\frac{\rho_i(x)}{\varepsilon_0} = \nabla^2 \phi_i(x).
\]

(3.34)

More specifically, the charge density is decomposed into the Dirac delta minus a Gaussian distribution for the short-range part and the same Gaussian distribution for the long-range part, i.e.

\[
\rho_i(x) = \begin{bmatrix} \sum_{x \in L^n} \phi_{i,x}^S(r) - q_i \left( \frac{\varepsilon}{\sqrt{\pi}} \right)^3 \exp \left( -\varepsilon^2 (r_i + x - r)^2 \right) \end{bmatrix} + \begin{bmatrix} \sum_{x \in L^n} \phi_{i,x}^L(r) - q_i \left( \frac{\varepsilon}{\sqrt{\pi}} \right)^3 \exp \left( -\varepsilon^2 (r_i + x - r)^2 \right) \end{bmatrix}.
\]

(3.35)

Eq. (3.29) is now rewritten into a short- and a long-range part according to

\[
\Phi = \Phi^S + \Phi^L
\]

(3.36)

\[
\Phi^S(r) = \sum_{x \in L^n} \sum_{i} \phi_{i,x}^S(r) = \frac{1}{4\pi\varepsilon_0} \sum_{x \in L^n} \sum_{i} q_i \text{erfc} \left( \frac{\varepsilon}{|r_i + x - r|} \right)
\]

(3.37)

\[
\Phi^L(r) = \sum_{x \in L^n} \sum_{i} \phi_{i,x}^L(r) = \frac{1}{4\pi\varepsilon_0} \sum_{x \in L^n} \sum_{i} q_i \text{erf} \left( \frac{\varepsilon}{|r_i + x - r|} \right).
\]

(3.38)

As expected the long-range part \( \Phi^L(r) \) is conditionally converging. Nonetheless its Fourier transform

\[
\hat{\Phi}^L(k) = \int_V \Phi^L(r') e^{-ikr'} dr' = \frac{1}{\varepsilon_0} \sum_i q_i e^{-ikr_i} \frac{e^{-k^2/4\varepsilon^2}}{k^2}
\]

(3.39)

is rapidly converging. By transforming back into the real space

\[
\Phi^L(r) = \frac{1}{V} \sum_k \hat{\Phi}^L(k) e^{ikr} = \frac{1}{V\varepsilon_0} \sum_{k \neq 0} \sum_i q_i \frac{e^{ik(r-r_i)} e^{-k^2/4\varepsilon^2}}{k^2}
\]

(3.40)

we sum over all reciprocal vectors \( k \in \{ n_1 \cdot k_1 + n_2 \cdot k_2 + n_3 \cdot k_3 | n_i \in \mathbb{Z} \} \) with reciprocal lattice vectors \( [k_1, k_2, k_3]^T = 2\pi [L_1, L_2, L_3]^{-1} \). In Eq. (3.40) the zero vector \( k = 0 \) is omitted since charge neutrality (\( \sum_i q_i = 0 \)) holds. In order to calculate the electrostatic energy of the system given through

\[
E_{\text{pot}} = \frac{1}{2} \sum_i q_i \Phi_{[i]} = \frac{1}{2} \sum_i q_i \left[ \Phi_{[i]}^S + \Phi_{[i]}^L \right],
\]

(3.41)

the electrostatic potential due to all particles except particle \( i \), denoted with \( \Phi_{[i]} \), is required. Nonetheless, the contribution due to its periodic images should still be
The symbol $\sum_j'$ denotes a summation over all $j \in \{1, \ldots, N\} \neq i$ for $L^n = 0$ and a summation over all $j \in \{1, \ldots, N\}$ for $L^n \neq 0$.

Calculating $E_{\text{pot}}$ requires the evaluation of $\Phi_{i}^{S/L}(\mathbf{r})$ at $\mathbf{r} = \mathbf{r}_i$. This means that $\phi_{i,0}^{L}(\mathbf{r})$ for $\mathbf{r} \rightarrow \mathbf{r}_i$ has to be calculated, yielding

$$\phi_{i,0}^{L}(\mathbf{r}) = -\frac{q_i}{4\pi\epsilon_0} \frac{\text{erfc}(\epsilon |\mathbf{r}_i - \mathbf{r}|)}{|\mathbf{r}_i - \mathbf{r}|} \rightarrow \frac{2\epsilon}{4\pi\epsilon_0 \sqrt{\pi}} q_i \equiv -\phi_i^{\text{self}}.$$ (3.44)

The latter limit is also called electrostatic self-interaction potential $\phi_i^{\text{self}}$. The entire potential energy according to Eq (3.41) can now be explicitly defined, leading to

$$E_{\text{pot}} = \frac{1}{8\pi\epsilon_0} \sum_i \sum_j \sum_j' q_i q_j \frac{\text{erfc} (\epsilon |\mathbf{r}_j + L^n - \mathbf{r}|)}{|\mathbf{r}_j + L^n - \mathbf{r}|}$$

$$+ \frac{1}{2V\epsilon_0} \sum_k \sum_i \sum_j q_i q_j \frac{\epsilon^2}{k^2} e^{\frac{\epsilon k^2}{4\epsilon^2}} - \frac{1}{4\pi\epsilon_0 \sqrt{\pi}} \sum_i q_i^2. \quad (3.45)$$

### 3.7.2.2 Quadrupole-quadrupole interactions

The quadrupole-quadrupole interaction in 3D is treated in a similar fashion. Rather than the particle charge $q_i$, the following operator incorporating the quadrupole tensor $Q = \frac{1}{2} \sum_i q_i \mathbf{r}_i \otimes \mathbf{r}_i$ is used [178]

$$\hat{M}_i = \mathbf{Q} : (\nabla \otimes \nabla) = \sum_{a,b}[\mathbf{Q}]_{ab} \partial_a \partial_b. \quad (3.46)$$

Eqs. (3.32) and (3.33) transform to

$$\phi_{i,x}^{S}(\mathbf{r}) = \frac{1}{4\pi\epsilon_0} \hat{M}_i \left[ \frac{\text{erfc} (\epsilon |\mathbf{r}_i + \mathbf{x} - \mathbf{r}|)}{|\mathbf{r}_i + \mathbf{x} - \mathbf{r}|} \right]$$ (3.47a)

$$\phi_{i,x}^{L}(\mathbf{r}) = \frac{1}{4\pi\epsilon_0} \hat{M}_i \left[ \frac{\text{erf} (\epsilon |\mathbf{r}_i + \mathbf{x} - \mathbf{r}|)}{|\mathbf{r}_i + \mathbf{x} - \mathbf{r}|} \right]. \quad (3.47b)$$

The electrostatic potential at $\mathbf{r}$ subsequently reads

$$\Phi(\mathbf{r}) = \Phi^{S}(\mathbf{r}) + \Phi^{L}(\mathbf{r}) \quad (3.48a)$$

$$\Phi^{S}(\mathbf{r}) = \sum_{i} \phi_{i}^{S,L}(\mathbf{r}) = \frac{1}{4\pi\epsilon_0} \sum_{i} \hat{M}_i \left[ \frac{\text{erfc} (\epsilon |\mathbf{r}_i + L^n - \mathbf{r}|)}{|\mathbf{r}_i + L^n - \mathbf{r}|} \right] \quad (3.48b)$$

$$\Phi^{L}(\mathbf{r}) = \frac{1}{V\epsilon_0} \sum_{k} \sum_{i} \frac{1}{k^2} \hat{M}_i \left[ \frac{\epsilon^2}{4\epsilon^2} e^{\frac{\epsilon k^2}{4\epsilon^2}} \right]. \quad (3.48c)$$
By excluding particle $i$ in the upper definitions of the electrostatic potential, it is possible to calculate the entire electrostatic energy through

$$E_{\text{pot}} = \frac{1}{2} \sum_i \hat{M}_i \Phi_{[i]} = \frac{1}{2} \sum_i \hat{M}_i \left[ \Phi_{S[i]} + \Phi_{L[i]} \right]. \quad (3.49)$$

The explicit expression is given through the following expression

$$E_{\text{pot}} = \frac{1}{2V\epsilon_0} \sum_{k=0}^{\infty} A(k) \left| \sum_j f_j(k)e^{-ikr_j} \right|^2 + \frac{1}{4\pi\epsilon_0} \sum_i \sum_{j>i} G_{ij}^0(r_{ji})B_i(r_{ji}) + \frac{1}{2} \sum_i \phi_{i\text{self}}. \quad (3.50)$$

The first term describes a summation over all nontrivial $k$-space vectors, while the second term describes the summation over distances in the real space. The last term represents the self interaction, i.e. the interaction of the particle with its periodic images. The missing expressions are given through the following set of equations (for a detailed explanation, see Ref. 178)

$$A(k) = \frac{1}{k^2}e^{-k^2/4\epsilon^2} \quad (3.51a)$$

$$f_j(k) = -Q_j : (k \otimes k) \quad (3.51b)$$

$$G_{ji}^0(r_{ji}) = 0 \quad (3.51c)$$

$$G_{ji}^2(r_{ji}) = 4Q_j \times Q_i \quad (3.51d)$$

$$G_{ji}^3(r_{ji}) = -2(Q_j : 1) R_{ji} \times Q_i - 4\Theta_{ji} \times Q_i - 4\Theta^l_{ji} \times Q_i \quad (3.51e)$$

$$G_{ji}^4(r_{ji}) = 2(Q_j : (r \otimes r))(r \otimes r) \times Q_i \quad (3.51f)$$

$$\Theta_{ji} = \frac{r_{ji}^\alpha}{2} \sum_{\gamma} Q_{ji}^{\beta\gamma} r_{ji}^{\gamma} \quad (3.51g)$$

$$B_0(u) = \frac{1}{u^2} \left[ (2l-1)B_{l-1}(u) + \frac{(2\xi^2)^l}{\epsilon^2 u^2} e^{-\epsilon^2 u^2} \right], \quad B_0(u) = \frac{1}{u} \text{erfc}(\epsilon u) \quad (3.51h)$$

$$\phi_i^{\text{self}} = -\frac{2\xi}{4\epsilon_0 \sqrt{\pi}^3} \left\{ 2\xi^2 \left[ \frac{2\xi^2}{5} (Q_i : Q_i) + (Q_i : 1)^2 \right] \right\}. \quad (3.51i)$$

A remaining issue is the correct choice of $\epsilon$. As pointed out before, this parameter determines whether an inter-particle distance is short or long. If $\epsilon$ is chosen small, many real space vectors have to be taken into account. By contrast, when using a large value, many $k$-space vectors $k$ must be chosen for the summation [122].

In the present work, we considered the same number of real and $k$-space vectors and hereby choose $n_1 = n$. We build a crystal as presented in Fig. 6.7 in Chapter 6. The influence of the truncation $n$ on the potential energy of a system with one quadrupole is shown in Fig. 3.2. Specifically, $n = 4$ and $n = 8$ are considered. We can clearly see a...
dependence of the potential energy on the $\epsilon$. However, when the number of real and k-space vectors is increased, the plateau in $\epsilon$ - in which the convergence of real and k-space vectors is sufficient - becomes larger. For $\epsilon = \epsilon_{\text{good}}$, the maximum number of real and k-space vectors is not so sensitive towards the value of the potential energy. An optimal set of $\epsilon$, real- and k-space lattice vectors can be determined according to a technique presented in Ref. 178.

3.8 Speed-up techniques

Besides the aforementioned cutoff in the interaction, we further introduce the cell index method, which allows an efficient treatment of neighbor lists, first for two-dimensional quadratic simulation boxes and subsequently for simulation boxes in any dimension for arbitrary box vectors. Moreover, we briefly explain the multiple time step method used.

3.8.1 Neighbor lists

In order to reduce the number of (i,j)-pairs to check during the particle-particle interactions, a technique that allows considering a reduced set of pairs for each particle is used. The simplest solution is a particle list for each particle naming particles in proximity (Verlet list [3]). This list is subsequently updated every few time steps. However, one still has to calculate $N^2$ distances every few time steps. A more elaborate approach is to partition the simulation box in smaller boxes in a way that each particle can only interact with particles in the current sub-box and with particles in the next neighboring boxes. This so-called “cell index” method is presented in the following for a simple 2D quadratic system and later extended towards systems revealing parallelogram or triclinic box geometry. We first present the demonstrative case of a 2D box geometry and later present an extension of the neighbor list method for parallelogram or triclinic simulation boxes.
3.8.1.1 2D-quadratic simulation box

The cell index method [3] for rectangular simulation box geometries with side length of \( L \) is presented in the following (see also Fig. 3.3). The partition \( M \) is an integer number and chosen to satisfy \( r_c \leq l = \max \frac{L}{M} \). In the following, three functions are introduced:

- **cell** : \( \{1, \ldots, N\} \rightarrow M \times M, M = \{1, \ldots, M\} \) \hspace{1cm} (3.52a)
- **particle_list** : \( M \times M \rightarrow P(\{1, \ldots, N\}) \) \hspace{1cm} (3.52b)
- **cell_list** : \( M \times M \rightarrow (M \times M)^{3D} \) \hspace{1cm} (3.52c)

The cell function maps the specific particle number onto the corresponding cell in the simulation box. Each cell in a simulation box incorporates a list of particles. This list can be received via the particle_list function. As seen in the following, not only the particles in the current list are relevant but also the particles in the next neighboring cells (in total \( 3D \) cells). The cell_list function calculates a list of cell numbers comprising the current cell and all next neighbor cells (in 2D: 9 neighbor cells). Using these functions, the algorithm to obtain the neighbor list of a given particle \( i \) is introduced.

**Algorithm to create neighbor list**

```python
for k in cell_list(cell(i)); do{
    for j in particle_list(i); do{
        consider particle j as neighbor if dist \((x_j - x_i)\) <= \( r_c \).
    }
}
```
3.8.1.2 Parallelogram / Triclinic simulation box

The previously-introduced algorithm is now generalized to systems with arbitrary linear independent box vectors $L_1 \ldots L_D$. Exemplary are parallelogram ($D = 2$) or triclinic ($D = 3$) simulation boxes (see Fig. 3.4).

![Figure 3.4: Illustration of the cell index method in a system with triclinic box shape. One particle is singled out and shown with its cutoff radius.](image)

Eqs. (3.52a)–(3.52c) are adapted to the present case, according to

\[
\text{cell: } \{1, \ldots, N\} \rightarrow \mathcal{M} \times \cdots \times \mathcal{M}_D, M_i = \{1, \ldots, M_i\} \quad (3.53a) \\
\text{particle_list: } \mathcal{M} \times \cdots \times \mathcal{M}_D \rightarrow P(\{1, \ldots, N\}) \quad (3.53b) \\
\text{cell_list: } \mathcal{M} \times \cdots \times \mathcal{M}_D \rightarrow (\mathcal{M}_1 \times \cdots \times \mathcal{M}_D)^3 \quad (3.53c)
\]

However, in a tilted box geometry, calculating the partition is more complex than in previous case. Rather than one partition $M$, there are now $D$ partitions $M_1, \ldots, M_D$. To correctly partition the box, the projection of a sphere with radius $R_{\text{cutoff}}$ onto each simulation box-vector $(L_1, \ldots, L_D)$ has to be determined. The entire box geometry is characterized through the following matrix

\[
G = \begin{pmatrix} L_1 & \ldots & L_D \end{pmatrix}.
\]

The corresponding box vectors in reciprocal space are given through the columns of $(G^T)^{-1}$. The norm of each column vector is $1/(\text{plane-to-plane distance})$. Now each column vector is rescaled in a way that the new norm is $1/R_{\text{cutoff}}$. Specifically, we have

\[
n_i = 1/R_{\text{cutoff}} \cdot \frac{(G^T)^{-1}e_i}{\|G^T)^{-1}e_i\|}.
\]
By transforming the matrix with the modified column vectors back to real space, one yields the matrix

$$\tilde{G} = \left[ \begin{array}{c|c|c|c|c} n_1 & \cdots & n_D \end{array} \right]^T \cdot \delta_{i,j},$$

where the column vectors describe a triclinic box with the same orientations and the same angles between the edges like the simulation box, albeit with opposing planes having a distance of $R_{cutoff}$. The $i$-th partition is finally given through the floor value of the norm of the $i$-th column of $\tilde{G}$, according to

$$M_i = \max \left\{ \text{Floor} \left( \left\| \tilde{G} \cdot \begin{array}{c} \delta_{1,i} \\ \vdots \\ \delta_{D,i} \end{array} \right\| \right), 3 \right\}.$$

(3.57)

Thereby a minimum value of 3 is introduced to be consistent with the definition of the functions (3.53a)–(3.53c).

### 3.8.2 Time step variation

The idea behind time step variation methods (see [3]) that the frequency of the force and torque evaluation depends on the inter-particle distance. We hereby used the so-called primary radius $R_{\text{prim}}$, which is chosen smaller than the cutoff radius $R_{\text{cutoff}}$. For distances smaller than $R_{\text{prim}}$, we used the normal time step of $\Delta t$. When the distance is larger yet still smaller than $R_{\text{cutoff}}$, we used a time step for our force and torque evaluation of $5\Delta t$. 
Chapter 4

From microscopic to coarse-grained systems

4.1 Preface

In this chapter, we present the underlying principles of the transition from the atomistic towards the molecular or coarse-grained (CG) level of detail. Throughout the entire work, we focus in the molecular level of detail on effective inter-molecular pair interactions. As a benchmark system, we consider a pair of coronene molecules (see Fig. 4.1) that are discotic and possess a high axial symmetry. To describe the effective pair potential between both coronene molecules, we use only a few CG coordinates.

In contrast to other work in the literature, where each CG configuration is characterized via the distance between the center of masses [18, 98, 111, 158, 212], we hereby consider the CG molecules to have an axial orientation. A molecular orientation vector (uniaxial) or tensor (biaxial particle) is a frequently-used example to account for orientational internal degrees of freedom. Such an approach also allows modeling anisotropic shape. Corresponding examples are the Gaussian-overlap [19] or the Gay-Berne potential [63], as well as their derivatives [55, 78, 92]. The fundamental principle of the effective potential dates back to Kirkwood, who defined the potential of mean force [98]. He originally introduced it to describe effective pair interactions of particles among a bath of particles of the same species. The particles themselves interact only according to their distance. His goal was to include higher particle interactions into an effective pair potential. By contrast, we want to build a pair potential that effectively includes the atomistic detail of each molecule as described in a review by Likos [111].

This chapter is organized as follows. We start with the microscopic description of our system of two coronene molecules in Sec. 4.2. Subsequently, we present a way to characterize CG systems in terms of CG coordinates in Sec. 4.3. For this purpose, we provide several sets of CG coordinates. In order to determine the effective pair potential, we calculate the histogram function of CG coordinates using Langevin dynamics at atomistic detail (see Sec. 3.2) [1]. The histogram functions are defined in Sec. 4.4, where we additionally present sampling techniques like umbrella sampling (US) or steered dynamics (SD), which lead to more sampling data in rarely-sampled phase space areas. We hereby want to point out that we extended the SD method to create a histogram as a function of all CG coordinates, i.e. beyond the pull coordinate.
(center of mass distance). We finally provide a definition of the effective potential in Sec. 4.5. This chapter builds on our published article with reference No. 78.

4.2 Microscopic description

We start with the atomistic model for a pair of coronene molecules and explain the fundamental method of describing the electrostatics on the atomistic level of detail. Specifically, the electronic density functional theory, which is used to calculate the ground state charge density, is introduced. Furthermore, we present a technique to represent the charge density with atomic point charges (corresponding results for coronene are taken from Ref. 143, as described in further detail in Sec. 5.4). However, we first neglect the involved electrostatics in the atomistically-resolved model for the current CG procedure but effectively include it later in our work (see Sec. 5.4).

4.2.1 Atomistically-resolved model

The system of interest comprises two atomistically-detailed coronene molecules (with chemical formula C_{24}H_{12}) in a large cubic box with volume $V = l^3$, temperature $T$ and periodic boundary conditions ($l$ is the box length). Each coronene molecule contains $N = 36$ atoms indexed by $1, \ldots, N$ and $N+1, \ldots, 2N$, respectively. Every atom $i$ in our model system is represented by a point mass $m_i$ at the position $r_i$. Figure 4.1 shows an exemplary snapshot of this system. The interactions between all atoms are described by Lennard-Jones (LJ) potentials for non-bonded interactions and harmonic potentials for the intra-molecular bond, angular and dihedral interactions. For the present study all Coulomb interactions are set to zero. The potential energy as a function of all $2N$ atomic coordinates can subsequently be written as

$$U \left( \{ r_i \}_{i=1}^{2N} \right) = \sum_{i,j} \left[ \left( \frac{C_6}{r_{ij}} \right)^6 - \left( \frac{C_{12}}{r_{ij}} \right)^{12} \right] + \frac{1}{2} \sum_{i,j} K_{ij} (r_{ij} - r_{eq})^2 \quad (4.1)$$

$$+ \frac{1}{2} \sum_{i,j,k} K_{ijk} (\theta_{ijk} - \theta_{eq})^2$$

$$+ \frac{1}{2} \sum_{i,j,k,l} K_{ijkl} \left[ 1 + \cos(n \phi_{ijkl} - \varepsilon) \right],$$

**Figure 4.1**: Sketch of a coronene dimer system. The blue atoms represent carbon while the white ones are hydrogen.
where \((C_6)_{ij}\) and \((C_{12})_{ij}\) are the LJ parameters between atoms \(i\) and \(j\). Atomic distances are denoted with \(r_{ij} = |r_i - r_j|\). Furthermore, \(K_{ij}^b\) and \(K_{ijk}^\theta\) are force constants for the intra-molecular bond- and angular- interactions, and \(r_{eq}\) and \(\theta_{eq}\) are the corresponding equilibrium bond lengths and bond angles, respectively. The quantity \(K_{ijkl}^\phi\) is a dihedral parameter and \(\phi_{ijkl}\) is the corresponding dihedral angle, while \(\varepsilon\) serves as a phase angle, which is either 0° or 180°. The factor \(n\) appearing in the last term stands for the proper-dihedral multiplicity [208].

The cutoff-lengths for the atomic LJ interactions are set to 2 nm. All specific parameter values are taken from the generalized AMBER force field, designed for organic molecules [208]. This force-field was already successfully used in growth studies of another conjugated organic molecule, namely para-sexiphenyl [147]. It was shown that the force field yields the correct phase behavior (for a more detailed discussion of the validation of the AMBER force-field for aromatics, see Olivier et al. [145]).

### 4.2.2 Electronic density functional theory

The ground state electron density can be calculated using density functional theory (DFT) [80]. An important approximation is that the ions can be seen as fixed, while the electrons can “move” freely (Born-Oppenheimer approximation [25]). The latter fact is based upon the different time scales for atoms (\(\approx\) fs) and electrons (\(\approx\) as). In this theory, the ions interact with the electrons with mass \(m\) through an external potential \(V(r_i)\), with \(r_i\) being the position of the \(i\)-th electron. The electrons itself interact with the Coulomb potential \(U(r_i, r_j)\). The corresponding Schrödinger equation with the \(\tilde{N}\)-electron (antisymmetric) wave function \(\Psi(r_1, \ldots, r_\tilde{N})\) is defined through

\[
\hat{H} \Psi(r_1, \ldots, r_\tilde{N}) = \left[ \sum_{i=1}^{\tilde{N}} \left( -\frac{\hbar^2}{2m} \nabla_i^2 \right) + \sum_{i=1}^{\tilde{N}} V(r_i) + \sum_{i<j}^{\tilde{N}} U(r_i, r_j) \right] \Psi(r_1, \ldots, r_\tilde{N}) = E\Psi(r_1, \ldots, r_\tilde{N}).
\] (4.2)

The electron density \(n(r)\) can be determined using the electron wave function \(\Psi\) according to

\[
n(r) = \langle \Psi | \sum_i \delta(r - r_i) | \Psi \rangle = \tilde{N} \int_{\mathbb{R}^3} dr_2 \cdots \int_{\mathbb{R}^3} dr_N \Psi^*(r, r_2, \ldots, r_N) \Psi(r, r_2, \ldots, r_N).
\] (4.5)

Hereby, \(\tilde{N} - 1\) particles are integrated out. The Hohenberg-Kohn theorem states that the density that minimizes the energy functional is bijective to the ground state wave function \(\Psi_{GS}\). We thus minimize the energy with respect to the density \(n(r)\) given through

\[
E\{n(r)\} = T\{n(r)\} + U\{n(r)\} + V\{n(r)\},
\] (4.6)
with the corresponding energy contributions

\[ T\{n(r)\} = \langle \Psi | \sum_i \frac{p_i^2}{2m} | \Psi \rangle \]  
(4.7a)

\[ U\{n(r)\} = \frac{e^2}{2} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} n(r)n(r') \frac{1}{|r-r'|} + E_{XC}\{n(r)\} \]  
(4.7b)

\[ V\{n(r)\} = \int_{\mathbb{R}^3} V(r) \, n(r), \]  
(4.7c)

describing the kinetic, electron-electron and electron-core contributions. The energy functional is minimized using the Lagrangian method of undetermined multipliers [102], where we force the volume integral of the density to be equal to the electron particle number \( \tilde{N} \). In particular, the following minimization procedure

\[ \delta \left[ E\{n(r)\} - \mu \left( \int_{\mathbb{R}^3} n(r) \, dr - \tilde{N} \right) \right] = 0 \]  
(4.8)

leads to the ground state density. However, the explicit functional dependence of the kinetic energy functional \( T\{n(r)\} \) and the so-called exchange-correlation energy functional \( E_{XC}\{n(r)\} \) is unknown. Therefore, orbitals \( \Psi_i \) defined through

\[ n(r) = \sum_i |\Psi_i(r)|^2 \]  
(4.9)

are used. The kinetic energy functional in terms of the orbital wave functions can be expressed through

\[ T\{n(r)\} = \sum_i -\frac{\hbar^2}{2m} \int_{\mathbb{R}^3} \Psi_i^*(r) \nabla^2 \Psi_i(r). \]  
(4.10)

The energy minimization procedure defined in Eq. (4.8) is now written as

\[ \delta \Psi_i \left[ E\{n(r)\} - \sum_j \epsilon_j \left( \int_{\mathbb{R}^3} |\Psi_j|^2 - 1 \right) \right] = 0. \]  
(4.11)

We arrive at the single-particle Schrödinger equation, the so-called Kohn-Sham equation

\[ \left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{eff}}(r) \right] \Psi_i(r) = \epsilon_i \Psi_i(r), \]  
(4.12)

with the effective external potential

\[ V_{\text{eff}}(r) = V(r) + \int_{\mathbb{R}^3} \frac{e^2 n(r')}{|r-r'|} \, dr' + \frac{\delta E_{XC}\{n(r)\}}{\delta n(r)}, \]  
(4.13)

and the eigenenergy \( \epsilon_i \). The second term is called the Hartree term and describes the electron-electron (Coulomb) repulsion. The last term characterizes the exchange
correlation that incorporates all many-particle interactions. If the latter is known exactly then the DFT provides exact results. There are various approaches, such as local density approximation, PBE-functionals \cite{150}, generalized gradient approximation \cite{13, 106} or hybrid functionals \cite{97}.

The standard way to calculate the density is to first use a guess and calculate single body effective potential [Eq. (4.13)] and later calculate the eigenfunctions through solving the eigenvalue problem in Eq. (4.12). This procedure is repeated until convergence is reached. The final density is the ground state density

\[ n_0(r) = \langle \Psi_{GS} | \sum_i \delta(r - r_i) | \Psi_{GS} \rangle. \]

4.2.3 Electrostatic potential fit

Having determined an effective potential energy by using the electronic DFT from the previous paragraph, it is now possible to define an electrostatic potential through

\[ \Phi(r) = \frac{1}{e} V_{\text{eff}}(r). \]  

(4.14)

In order to reproduce \( \Phi \) with point charges at, e.g. our \( N \) atomic positions (representative for one isolated coronene molecule), we first express \( \Phi \) at \( s \) different positions, which we denote with \( x_i \). We now introduce the vector \( \Phi \in \mathbb{R}^s \), which represents the values of \( \Phi(x_i), i \in \{1, \ldots, s\} \). In analogy, the charge values of the atomic positions \( r_i, i \in \{1, \ldots, N\} \) are represented through vector \( q \). Furthermore, a matrix containing all distances between the \( r_i \) and \( x_j \) is defined through

\[ A_{ij} = \frac{1}{|r_i - x_j|}. \]

The following minimization procedure (least square method)

\[ \| Aq - \Phi \|_2 = \min \]  

(4.15)

under the constraint that \( \sum_i q_i = C \) holds, leads to results for the point charges. Hereby, \( C \) denotes the molecular net charge (zero in our work, since we consider uncharged particles). This whole procedure is called electrostatic potential fit. For further reading, we refer to Ref. 61.

4.3 Coarse-grained (CG) description

An important step in any coarse-graining procedure is to define variables that represent the CG system. A systematic way of choosing CG coordinates is given by the Martini force-field \cite{115, 206}, where atoms are grouped into chemical building blocks. However, in this work, we describe each coronene molecule \( i \) by the center of mass position \( R_i \) and an orientation vector \( \hat{u}_i \), pointing along the axis related to the largest eigenvalue of the inertia tensor of the atomistically-detailed molecule. As pointed out later, we can reduce the number of CG variables when considering a dimer with additional symmetries. In the upcoming subsections, we outline our strategy to choose CG
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coordinates specifically designed for our coronene dimer system and further explain the transition from the atomistic to the CG level of detail using mapping functions.

### 4.3.1 Coronene dimer

For a coronene dimer system, we first consider the already-introduced vectorial CG coordinates \( \mathbf{R}_A, \mathbf{R}_B, \hat{\mathbf{u}}_A \) and \( \hat{\mathbf{u}}_B \) (in the beginning of Sec. 4.3). This choice of CG variables seems most natural due to several reasons: first, the inertia tensor is symmetric implying that the resulting CG variables do not change under simultaneous change of the atomic masses; second, the chosen set of variables is compatible with those variables used in the Gay-Berne model, which we will later use to parametrize our CG potential (see Sec. 5.3); and third, the center of mass description provides a particularly comfortable route to calculate the virial pressure. The number of variables describing the coronene “dimer” can be further reduced by transforming to the body-fixed frame of the particles. A common choice involves using the effective coordinates appearing in Ref. 19, namely

\[
R = |\mathbf{R}_B - \mathbf{R}_A| \\
a = \hat{\mathbf{u}}_A \cdot \hat{\mathbf{R}} \\
b = \hat{\mathbf{u}}_A \cdot \hat{\mathbf{R}} \\
c = \hat{\mathbf{u}}_A \cdot \hat{\mathbf{u}}_B.
\]

**Figure 4.2**: Sketch of a discotic dimer system with its corresponding vectorial CG coordinates \( \mathbf{R}_A, \mathbf{R}_B, \hat{\mathbf{u}}_A \) and \( \hat{\mathbf{u}}_B \).

The coordinate \( R \) stands for the inter-molecular distance, while \( a, b \) and \( c \) represent angular configurations of the dimer. We require the effective interaction of the two molecules to have head-to-tail as well as chiral symmetry (i.e., it should be invariant against mirroring the dimer system). This finally leads to a set of the following CG variables with a smaller parameter range

\[
R = |\mathbf{R}_B - \mathbf{R}_A| \\
a = |\hat{\mathbf{u}}_A \cdot \hat{\mathbf{R}}| \\
b = |\hat{\mathbf{u}}_B \cdot \hat{\mathbf{R}}| \\
c = \text{sgn}(\hat{\mathbf{u}}_A \cdot \hat{\mathbf{R}}) \text{sgn}(\hat{\mathbf{u}}_B \cdot \hat{\mathbf{R}}) \hat{\mathbf{u}}_A \cdot \hat{\mathbf{u}}_B.
\]
We hereby do not consider that particles are indistinguishable to have a set of variables compatible with the variables used in the Gay-Berne potential [63]. In Eq. (4.17d), the “sgn” is the sign function, defined as
\[
\text{sgn}(x) = 1 \text{ for } x > 0; \quad \text{sgn}(x) = -1 \text{ for } x < 0; \quad \text{and } \text{sgn}(0) = 0.
\]
For further investigation, we also introduce the corresponding functions that map the atomic description directly on the CG description. They are denoted with \( \tilde{R}, \tilde{a}, \tilde{b} \) and \( \tilde{c} \). A definition is provided in the forthcoming paragraph.

### 4.3.2 Mapping functions

In the following, we define the functions that map the detailed atomistic dimer system onto a CG level of resolution. The mapping functions that describe molecules’ position are described through
\[
\tilde{R}_A(\{r_i\}_{i=1, \ldots, 2N}) = \frac{1}{N} \sum_{i=1}^{N} r_i, \quad \tilde{R}_B(\{r_i\}_{i=1, \ldots, 2N}) = \frac{1}{N} \sum_{i=N+1}^{2N} r_i. \tag{4.18}
\]
To obtain the molecules’ orientations \( \hat{u}_A \) and \( \hat{u}_B \), the following inertia tensors are introduced
\[
I_A(\{r_i\}_{i=1, \ldots, 2N}) = \sum_{i=1}^{N} m_i (r_i^2 \cdot \mathbf{1} - r_i \otimes r_i), \quad I_B(\{r_i\}_{i=1, \ldots, 2N}) = \sum_{i=N+1}^{2N} m_i (r_i^2 \cdot \mathbf{1} - r_i \otimes r_i). \tag{4.19}
\]
The vectors \( \hat{u}_A \) and \( \hat{u}_B \) are chosen parallel to the eigenvector corresponding to the largest eigenvalue of \( I_A \) and \( I_B \). The corresponding mapping functions are denoted with \( \tilde{\hat{u}}_A \) and \( \tilde{\hat{u}}_B \). It should be noted that the sign for the direction may not be crucial – it is free to choose (the choice should be unique to make \( \tilde{\hat{u}}_A/\tilde{\hat{u}}_B \) well-defined). Changing the sign if the direction in \( \hat{u}_A \) or \( \hat{u}_B \) influences the Eqs. (4.16a)–(4.16d), but not our elaborate choice of CG variables defined in Eqs. (4.17a)–(4.17d). For coronene, the largest eigenvalue is along the symmetry axis, as shown in Fig. 4.3 and indicated by \( I_{zz} \). The corresponding value \( I_{zz} = 29.5 \text{u nm}^2 \) is around twice as large as the other eigenvalues. This inertia tensor thus clearly defines an orientation. Having determined \( \tilde{R}_A, \tilde{R}_B, \tilde{\hat{u}}_A \) and \( \tilde{\hat{u}}_B \), it is straight-forward to define \( \tilde{\hat{R}}, \tilde{\hat{a}}, \tilde{\hat{b}} \) and \( \tilde{\hat{c}} \) with the definitions in Sec. 4.3.1.

**Figure 4.3:** Scheme of the main inertia axes of a single coronene molecule. The largest moment of inertia, \( I_{zz} \), is aligned perpendicular to the molecular plain.
4.4 Histogram function

We next introduce histogram functions of CG coordinates, which - as we point out in Sec. 4.5 - lead to a definition of an effective pair potential. After the definition, we present techniques to improve the configurational sampling for rarely-sampled configurations. Specifically, this involves umbrella sampling, thermodynamic integration and steered dynamics.

4.4.1 Definition

The histogram function of an arbitrary set of CG variables \( q_1, \ldots, q_M \equiv q^M \) is defined through

\[
P(q^M) = \langle \delta(q_1 - \tilde{q}_1) \cdots \delta(q_M - \tilde{q}_M) \rangle,
\]

where the brackets \( \langle \cdots \rangle \) denote an ensemble average and the \( \tilde{q}_i \) (with \( i = 1, \ldots, M \)) represent mapping functions as defined in Sec. 4.3.2. For our coronene dimer system, the histogram function is thus defined through

\[
P(R) = \langle \delta(R - \tilde{R}) \rangle
\]

(4.20)

for the pure distance or \( R \)-dependent case and by

\[
P(R, a, b, c) = \langle \delta(R - \tilde{R}) \delta(a - \tilde{a}) \delta(b - \tilde{b}) \delta(c - \tilde{c}) \rangle
\]

(4.21)

for the distance and angle-dependent case. As we later see, Eq. (4.21) leads to the effective pair potential with the following relation to the histogram function

\[
U_{\text{eff}}(R, a, b, c) = -kT \ln [\alpha P(R, a, b, c)] + \text{entropic contributions}(R, a, b, c),
\]

(4.22)

with \( \alpha \) imposing a unit of length. To perform the configurational sampling, i.e. to actually calculate the function \( P(R) \) or \( P(R, a, b, c) \), we perform all-atom Langevin dynamics simulations as described in Sec. 3.2. The noise term in the corresponding equations of motion [see Eq. (3.4)] generates internal translational and rotational motion, i.e., translational motion of individual atoms and rotations of the entire molecule around the molecules' center of mass. Accordingly, the full orientational configuration space is sampled at each distance \( R \). However, standard sampling is hampered by the fact that the two molecules strongly attract each other. In the next paragraphs, we describe three methods used to overcome this drawback by restraining or constraining the molecules to a certain center of mass distance \( R \), while the orientational motion remains undisturbed. The methods are umbrella sampling (US), thermodynamic integration and steered dynamics (SD). It is worth mentioning that, the parallel tempering method - which improves the sampling in rare phase space regions [33] - can be used as an alternative way to improve the sampling for rare (pair) configurations.
4.4.2 Umbrella sampling

In the framework of umbrella sampling [188, 189], the Hamiltonian of the system is supplemented by a bias potential to support the sampling in rare sampled regions of the configuration space. Together with the weighted histogram analysis method (WHAM) [104, 163, 180], umbrella sampling was already used to construct purely distance-dependent effective molecular pair potentials, e.g. for methane in aqueous solution [212]. In this work, we use bias potentials that correspond to harmonic springs (see Fig. 4.4), yielding

\[ V_k(\{r\}) = \frac{c_{\text{spring}}^k}{2} (\bar{R}(\{r\}) - R_{\text{eq}}^k)^2. \]  

(4.23)

Each of the \(N_w\) springs acts on the molecular centers of mass and is used for one specific simulation, called umbrella window run. The equilibrium length for each spring, \(R_{\text{eq}}^k\), and the spring constants, \(c_{\text{spring}}^k\), are chosen to guarantee a strong overlap of the \(R\)-dependent biased histogram functions \(P_{k}^{\text{bias}}(R) = \langle \delta(R - \bar{R}) \rangle_k\) for neighboring umbrella windows (\(k, k+1\)).

![Figure 4.4: Coronene dimer with a spring connecting the center of masses of both coronene molecules. The spring acts as an inter-molecular bias.](image)

The brackets \(\langle \ldots \rangle_k\) denote an ensemble or time average in the umbrella window \(k\). Out of \(P_{k}^{\text{bias}}(R)\), we can obtain the purely distance-dependent, unbiased histograms \(P(R)\) by using the one-dimensional WHAM equations. We further extend these equations to the multidimensional case [104] involving additional reaction coordinates \(a, b, c\). In our case, the bias potential \(V_k\) is a function of \(R\) alone [see Eq. (4.23)]. By contrast, we are interested in the four-dimensional histogram \(P(R, a, b, c)\).

The WHAM equations [104] serve to calculate the unbiased histogram \(P\) from biased histograms \(P_{k}^{\text{bias}}\). They comprise the following self-consistent set of equations (here shown for the reaction coordinate \(R\) alone)

\[ P(R) = \sum_{k=1}^{N_w} \gamma_k(R) P_{k}^{\text{bias}}(R) \]  

(4.24a)

\[ \gamma_k(R) = \frac{n_k}{\sum_{i=1}^{N_w} n_i e^{-\frac{1}{kT} (V_i(R) - F_i)}} \]  

(4.24b)

\[ F_k = -kT \ln \left[ \int_0^\infty dR e^{-\frac{1}{kT} V_k(R)} P(R) \right]. \]  

(4.24c)

In Eq. (4.24b), \(n_k\) represents the number of sampling points in umbrella window \(k\). Furthermore, the weights \(\gamma_k(R)\) represent the coefficients in the decomposition of the unbiased histogram into the biased ones [see Eq. (4.24a)]. Finally, \(F_k\) are the free
energy constants, which are initialized by the non-iterative free energy perturbation method [76, 163], where the difference between the free energy constants is given through

$$\Delta F_{k,k-1} = F_k - F_{k-1} = -kT \ln \left[ \int_0^\infty dR e^{-kT(V_k(R) - V_{k-1}(R))} P_{k-1}^{\text{bias}}(R) \right].$$  (4.25)

The fact that the bias potentials $V_k$ do not depend on the angular configurations described through $a$, $b$ and $c$ leads to a simple generalization for our angle-resolved case. Specifically, we employ Eqs. (4.24b) and (4.24c) together with the following decomposition of the full unbiased histogram function

$$P(R, a, b, c) = \sum_{k=1}^{N_w} \gamma_k(R) \cdot P_{k}^{\text{bias}}(R, a, b, c),$$  (4.26)

where $\gamma_k$ represents $R$-dependent coefficients defined in Eq. (4.24a). A similar strategy has been used in Ref. 64, where the goal was to obtain the effective pair potential of a methanol pair dissolved in water with two reaction coordinates.

### 4.4.3 Thermodynamic integration

The thermodynamic integration [98] allows us to calculate the difference in free energies between two systems. Differences in the free energy can be used to calculate the histogram function. Specifically, the Hamiltonian of system A can be continuously changed towards the Hamiltonian of system B using the coupling parameter $\lambda \in [0, 1]$. The Hamiltonian or energy function $E$ of the system is thus

$$E(\lambda) = E_A + \lambda \cdot (E_B - E_A).$$  (4.27)

For the free energy difference holds

$$\Delta F = F(\lambda) - F(0) = \int_0^\lambda d\lambda' \frac{\partial F}{\partial \lambda'}(\lambda') = \int_0^\lambda d\lambda' \left( \frac{\partial E_{\text{pot}}(\lambda')}{\partial \lambda'} \right).$$  (4.28)

Let us consider the following coupling parameter

$$\lambda(R') = \frac{R' - R_0}{R - R_0},$$

where the variable $R'$ with $R_0 \leq R' \leq R$ is mapped onto the interval $[0, 1]$. By using Eqs. (2.5) and (2.7) we can reformulate the derivative of the free energy into a derivative of the potential energy, according to

$$\frac{\partial F}{\partial R'}(R') = \frac{1}{kT} \frac{\partial \ln Z}{\partial R'}(R') = \frac{1}{kT} \int_{R_{2DN}} dp^{2N} \int_{V_{2N}} dr^{2N} \exp\left(-\frac{1}{kT} E(\lambda(R')) \right).$$  (4.29a)

$$= \frac{1}{kT} \frac{1}{Z} \frac{\partial}{\partial R'} \left[ \frac{1}{C'} \int_{R_{2DN}} dp^{2N} \int_{V_{2N}} dr^{2N} \exp\left(-\frac{1}{kT} E(\lambda(R')) \right) \right].$$  (4.29b)

$$= \frac{1}{kT} \frac{1}{Z} \frac{\partial}{\partial R'} \left[ \frac{1}{C'} \int_{V_{2N}} dr^{2N} \exp\left(-\frac{1}{kT} E_{\text{pot}}(R') \right) \right].$$  (4.29c)
$$\frac{1}{kT} \frac{1}{C'} \int_{V^{2N}} d\mathbf{r}^2 \exp\left(-\frac{1}{kT} E_{\text{pot}}(R')\right) \cdot \frac{\partial}{\partial R'} \left(-\frac{1}{kT} E_{\text{pot}}(R')\right) \quad (4.29d)$$

$$\left\langle \frac{\partial E_{\text{pot}}(R')}{\partial R'} \right\rangle_{R'} = \frac{1}{\alpha} \int_{D^{2N}} d\mathbf{p}^2 \exp\left(-\frac{1}{kT} E_{\text{kin}}(\mathbf{p}^2)\right) = \frac{1}{\alpha \bar{U}}. \quad (4.29e)$$

The derivative $\frac{\partial E_{\text{pot}}(R')}{\partial R'}$ marks the constraint force and for the constant $C'$ we have

$$\frac{1}{C'} = \frac{1}{C} \int_{D^{2N}} d\mathbf{p}^2 \exp\left(-\frac{1}{kT} E_{\text{kin}}(\mathbf{p}^2)\right) = \frac{1}{\alpha \bar{U}}. $$

Furthermore, the brackets $\langle \ldots \rangle_{R'}$ denote the ensemble average for the the constraint $R = R'$ (a time average under this constraint is also possible). Alternatively to the ensemble average or time average with respect to a certain constraint, we can use averages over so-called pull trajectories. Specifically, the second law of thermodynamics states that the work $W$ applied to the system cannot be smaller than the difference between the free energies, i.e.

$$\Delta F \leq \langle W \rangle, \quad (4.30)$$

with an explicit expression given through the Jarzynski relation

$$e^{-\frac{1}{kT}\Delta F} = \left\langle e^{-\frac{1}{kT}W} \right\rangle. \quad (4.31)$$

The inequality (4.30) reduces to an equality, if the work applied the system is made via a quasi-static process. In this case, we have

$$\Delta F = \langle W \rangle = \left\langle \int_{t_0}^{t} dt' \frac{\partial R'}{\partial t'} \frac{\partial E(R')}{\partial R'} \right\rangle = c_{\text{pull}} \left\langle \int_{t_0}^{t} dt' \frac{\partial E(R')}{\partial R'} \right\rangle, \quad (4.32)$$

with $c_{\text{pull}}$ being the pull rate. The brackets $\langle \ldots \rangle$ denote the average over simulation runs. The distribution $P(R)$ can be calculated via the free energy difference $\Delta \mathcal{F}(R) = \mathcal{F}(R) - \mathcal{F}(R_0)$. Specifically, we have

$$P(R) = \frac{1}{\bar{Z}(R)} \mathcal{Z}(R) = e^{-\frac{1}{kT} \mathcal{F}(R)} \frac{\alpha \mathcal{Z}}{\bar{Z}} = e^{-\frac{1}{kT} \mathcal{F}(R_0)} \frac{\alpha \mathcal{Z}}{\bar{Z}} \propto e^{-\frac{1}{kT} \Delta \mathcal{F}(R)}, \quad (4.33)$$

with $\mathcal{Z}(R) = \alpha \mathcal{Z} \left\langle \delta(R - \tilde{R}) \right\rangle$, $\frac{1}{\alpha} \int_{0}^{\infty} dR \mathcal{Z}(R) = \mathcal{Z}$ and $\mathcal{F}(R) = -kT \ln \mathcal{Z}(R)$.

### 4.4.4 Non-equilibrium sampling – steered dynamics

In a steered dynamics (SD) simulation [83, 134], a reaction coordinate is changed in time by applying external constraining forces. In the present work, we pull one coronene molecule away from the other along the connecting vector $\mathbf{R}$. Specifically, the molecular distance is steered according to the following law

$$R(t) = R_0 + c_{\text{pull}} \cdot t, \quad (4.34)$$
Figure 4.5: Sketch of a coronene dimer where one molecule is slowly pulled away from the other in a SD simulation.

where $c_{\text{pull}}$ is the pull rate. The latter is so small that the entire simulation can be seen as a quasi-static process. Therefore, given a small time interval, the system evolves according to the so-called constrained-reaction-coordinate-dynamics ensemble [31]. Meanwhile, all rotational degrees of freedom remain unconstrained. The scheme in Eq. (4.34) implies an equal weighting of all values of $R$. Therefore the corresponding $R$-dependent histogram function $P(R)$ forms a flat distribution. Accordingly, $P(R)$ does not provide any information about the distance-dependent effective potential. Hence $P(R, a, b, c)$ is not measurable in this way. In order to overcome this drawback, we introduce a factorization of the unconstrained histogram function, as follows

$$P(R, a, b, c) = P(R) \cdot \left( \frac{P(R, a, b, c)}{P(R)} \right) .$$

The pure distance-dependent part $P(R)$ can be determined using the thermodynamic integration method, as pointed out in Sec. 4.4.3. To calculate the remaining function $P(R, a, b, c)$, we use Eq. (4.21), yielding

$$P(R, a, b, c) = \frac{P(R, a, b, c)}{P(R)} = \frac{Z(R, a, b, c)}{Z(R)} = \frac{\frac{1}{\alpha^{N-1}} \int_V \cdots \int_V d\mathbf{r}_1 \cdots d\mathbf{r}_2N \, e^{-\frac{1}{kT} U(r_1, \ldots, r_2N)} \, \delta(R - \tilde{R}) \, \delta(a - \tilde{a}) \, \delta(b - \tilde{b}) \, \delta(c - \tilde{c})}{\frac{1}{\alpha^{N-1}} \int_V \cdots \int_V d\mathbf{r}_1 \cdots d\mathbf{r}_2N \, e^{-\frac{1}{kT} U(r_1, \ldots, r_2N)} \, \delta(R - \tilde{R})} .$$

The right-hand side can be considered as an ensemble average over all atomic configurations that correspond to the specific center of mass distance $R$, i.e.

$$P(R, a, b, c) = \left\{ \delta(a - \tilde{a}) \, \delta(b - \tilde{b}) \, \delta(c - \tilde{c}) \right\}_{\text{ensemble}}^{\text{distance}=R} \left(\frac{P(R, a, b, c)}{P(R)}\right) = P(R, a, b, c|R) .$$

We can conclude that $P(R, a, b, c|R)$ is the conditional histogram function of the angle-dependent reaction coordinates for a fixed distance $R$. For small time intervals $\Delta t$ (sufficiently small to ensure that $R$ is fixed, but sufficiently large to sample the entire angular configuration space), we can replace the ensemble average in Eq. (4.37) by a
time average, that is

$$P(R, a, b, c | R) \rightarrow \left\{ \delta(a - \tilde{a}) \, \delta(b - \tilde{b}) \, \delta(c - \tilde{c}) \right\}_{\Delta t}^{\text{distance}=R}. \quad (4.38)$$

It is worth mentioning that the smaller the pull rate $c_{\text{pull}}$, the larger the time interval $\Delta t$ can be. Finally, by combining Eqs. (4.33), (4.35) and (4.38), we obtain the unconstrained histogram function $P(R, a, b, c)$.

## 4.5 Definition of the effective pair potential

In the current section, we define the effective pair potential between two molecules, which depends on the center of mass distance and the axial orientation of each molecule in this dimer system. We first start with Kirkwood’s potential of mean force and gradually extend his ideas towards our distance- and angle-dependent effective potential (between coronene molecules) in Sec. 4.5.3. Finally, in Sec. 4.5.4 we define the configurational entropy that corrects the variation of the microscopic phase space volume element related to a specific set of CG coordinates.

### 4.5.1 Kirkwood’s potential of mean force

In 1935, Kirkwood defined the potential of mean force (PMF) [98] between two particles in a many-particle system. Explicitly, it is defined through the mean inter-molecular force between two particles, where the influence of the other particles is effectively taken into account. The mean force on particle 1 due to particle 2 is defined through

$$\langle F_{12} \rangle = \frac{\int_V dr_3 \cdots \int_V dr_N e^{-\frac{1}{kT} E_{\text{pot}}(\{r_k\})}}{\int_V dr_3 \cdots \int_V dr_N e^{-\frac{1}{kT} E_{\text{pot}}(\{r_k\})}} \equiv \nabla_1 w. \quad (4.39)$$

The PMF - as further denoted with $w$ - is related to the pair distribution function $g$ (see Sec. 2.7.1) according to

$$w = -kT \ln g. \quad (4.40)$$

An expression for the $R$-dependent PMF between any pair of particles in a system of $N$ particles is thus given through (see also Sec. 2.7.1)

$$w(R) = -kT \ln[g(R)] = -kT \ln\left[G^{000}(R)\psi^{000}\right] \quad (4.41)$$

$$= -kT \ln \left( \frac{V}{4\pi R^2} \frac{1}{N^2} \sum_{ij} \delta(|R_{ij} - R|) \right). \quad (4.42)$$

It follows that the PMF between two particles in a system of $N$ particles is defined as

$$w(R_{12}) = -kT \ln \left( \frac{1}{4\pi V R_{12}^2} \delta(R_{12} - |r_2 - r_1|) \right), \quad (4.43a)$$
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\[ Z = \frac{1}{\alpha^{3n}} \int_V \int_V \int_V \int_V \alpha Z \prod_{n=1}^{\infty} e^{-\frac{1}{kT} E_{pot}(r_1, \ldots, r_n)}. \] (4.44)

We now use the identity \( 1 = \int_0^\infty dR_1 \cdots e^{-\frac{1}{kT} E_{pot}(R_1, \ldots, R_n)} \), with the mapping function \( \tilde{R}_{12}(r_1, \ldots, r_n) = |r_2 - r_1| \), stating that each microscopic configuration corresponds exactly to one distance value \( R_{12} \). Accordingly, we yield for the configuration integral

\[ Z = \frac{1}{\alpha^{3n-1}} \int_V \int_V \int_V \int_V \frac{1}{\alpha^{3n-1}} \int_V \int_V \int_V \int_V \alpha Z \prod_{n=1}^{\infty} e^{-\frac{1}{kT} E_{pot}(R_1, \ldots, R_n)} \] (4.45a)

\[ = \frac{1}{\alpha} \int_0^\infty dR \int_V \int_V \int_V \int_V \alpha Z \prod_{n=1}^{\infty} e^{-\frac{1}{kT} E_{pot}(R_1, \ldots, R_n)} \] (4.45b)

We further note that in Eq. (4.45b) the appearance of \( \int_V dr_1 \cdots \int_V dr_n \delta(R_{12} - \tilde{R}_{12}(\{r\})) \) indicates the constrained integration over the subclass of microstates, which corresponds to the inter-particle distance \( R_{12} \). The corresponding configuration integral of this subclass is defined as

\[ Z(R_{12}) = \frac{1}{\alpha^{3n-1}} \int_V \int_V \int_V \int_V \alpha Z \prod_{n=1}^{\infty} e^{-\frac{1}{kT} E_{pot}(R_1, \ldots, R_n)} \] (4.46a)

\[ = \alpha Z \left\{ \delta(R_{12} - \tilde{R}_{12}(r_1, \ldots, r_n)) \right\} \] (4.46b)

\[ = \alpha Z \langle P(R_{12}) \rangle. \] (4.46c)

The idea is now to define an effective potential leaving \( Z(R_{12}) \) and thus \( P(R_{12}) \) “untouched”. This means that the frequency of occurrence for a configuration separated by \( R_{12} \) is invariant concerning both levels of detail. A remaining problem is that the number of microstates forming a configuration \(- with \( R_{12} \) being the distance between particle 1 and 2 - varies with \( R_{12} \). We thus introduce a new effective configuration integral \( Z_{eff}(R_{12}) \), which is normalized by the amount of configuration space volume, namely

\[ Z_{eff}(R_{12}) = \frac{Z(R_{12})}{Z_{mic}(R_{12})}, \] (4.47)

where \( Z_{mic} \) is a “microcanonical” integral, “counting” the number of microstates belonging to a fixed \( R_{12} \) and is defined as

\[ Z_{mic}(R_{12}) = \frac{1}{\alpha^{3n-1}} \int_V \int_V \int_V \int_V \alpha \prod_{n=1}^{\infty} e^{-\frac{1}{kT} E_{pot}(R_1, \ldots, R_n)} \] (4.48a)
\[
\begin{align*}
\frac{1}{\alpha^{3n-1}} \int_V \int_V \cdots 
\int_V \delta(R_{12} - |r_2 - r_1|) \int_V \cdots 
\int_V e^{-\frac{kT}{V} E_{pot}(r_1, \ldots, r_n)} 
\end{align*}
\]

The canonical configuration integral can thus be written as

\[
Z(R_{12}) = \frac{1}{\alpha} \int_0^\infty dR_{12} Z_{mic}(R_{12}) \cdot Z_{eff}(R_{12}).
\]

For each inter-molecular distance \( R_{12} \) the infinitesimal volume element in Eq. (4.49) is defined as \( Z_{mic}(R_{12}) \cdot \int_V \cdots \). The idea is to associate \( Z_{eff}(R_{12}) \) with a Boltzmann factor comprising the effective potential. However, in order to define a PMF that decays to zero, we have to normalize \( Z_{eff}(R_{12}) \) with a constant \( \Lambda \) that represents \( Z_{eff}(R_{12} \to \infty) \).

Specifically, we yield

\[
U_{eff}(R_{12}) = -kT \ln \left[ \frac{Z_{eff}(R_{12})}{\Lambda} \right].
\]

In order to determine this constant, we focus on the canonical configuration integral for \( R_{12} \to \infty \), i.e.

\[
\begin{align*}
Z(R_{12} \to \infty) &= \frac{1}{\alpha^{3n}} \int_V \cdots \int_V e^{-\frac{kT}{V} E_{pot}(r_1, \ldots, r_n)} \\
&= 4\pi R_{12}^2 V \cdot \frac{Z}{V^2} = 4\pi R_{12}^2 \cdot \frac{Z}{V}.
\end{align*}
\]

The resulting effective configuration integral is independent of its variables at large distances, i.e.

\[
Z_{eff}(R_{12}) \xrightarrow{R_{12} \to \infty} \Lambda = \frac{\alpha^{3n} Z}{V^n} = const.
\]

From Eqs. (4.50) and (4.52), it follows that \( U_{eff}(R_{12}) \to 0 \) for \( R_{12} \to \infty \), as one would expect. Finally, we can conclude the following expressions using Eq. (4.46c)

\[
U_{eff}(R_{12}) = -kT \ln \left[ \frac{Z_{eff}(R_{12})}{\Lambda} \right] = -kT \ln \left[ \frac{Z}{\Lambda \cdot Z_{mic}} \right]
\]

\[
= -kT \ln \left[ \frac{V \langle \delta(R_{12} - |r_2 - r_1|) \rangle}{4\pi R_{12}^2} \right]
\]

\[
= -kT \ln \left[ \frac{V \cdot P(R_{12})}{R_{12}^2 \cdot 4\pi} \right].
\]

The last expression is thus equivalent to Eq. (4.43b), meaning that our effective potential is introduced in a way compatible with the PMF, i.e. \( U_{eff} = w \).
4.5.2 Pure distance-dependent effective potential in a molecular dimer

In contrast to Kirkwood, we next focus on a system comprising only two molecular particles (see Sec. 4.2.1), although we consider internal degrees of freedom for each of the two molecules. An effective pair potential as a function of the inter-molecular center of mass distance is subsequently derived in analogy to the presented PMF.

The coronene dimer (see Fig. 4.1) - which comprises $2N$ atoms (with the atoms at the positions $r_1, \ldots, r_N$ belonging to molecule A and the rest belonging to molecule B; $N = 36$) - thus leads to the following canonical configuration integral

$$Z = \frac{1}{\alpha^{6N}} \int_V d\mathbf{r}_1 \cdots \int_V d\mathbf{r}_{2N} e^{-\frac{1}{kT} E_{\text{pot}}(r_1, \ldots, r_{2N})}.$$  (4.55)

The mapping function $\tilde{R}$ [see Eq. (4.18)] maps the atomic positions on the distance between the center of masses of molecule A and B, denoted by $\mathbf{R}_A$ and $\mathbf{R}_B$, respectively. The configuration integral can thus be written as

$$Z = \frac{1}{\alpha^{6N}} \int_V d\mathbf{r}_1 \cdots \int_V d\mathbf{r}_{2N} \int_0^\infty dR \delta(R - \tilde{R}(\{r\})) e^{-\frac{1}{kT} E_{\text{pot}}(r_1, \ldots, r_{2N})}$$  (4.56)

$$= \frac{1}{\alpha} \int_0^\infty dR Z(R).$$  (4.57)

where the integrand appearing in the last equation is defined as

$$Z(R) = \frac{1}{\alpha^{6N-1}} \int_V d\mathbf{r}_1 \cdots \int_V d\mathbf{r}_{2N} \delta(R - \tilde{R}(\{r\})) e^{-\frac{1}{kT} E_{\text{pot}}(r_1, \ldots, r_{2N})}.$$  (4.58)

In Eq. (4.57) the appearance of $\int_V d\mathbf{r}_1 \cdots \int_V d\mathbf{r}_{2N} \delta(R - \tilde{R}(\{r\}))$ indicates the constrained integration over the subclass of microstates, which corresponds to the inter-molecular distance $R$. In analogy to Eq. (4.47), we introduce the effective configuration integral $Z_{\text{eff}}(R)$, which is normalized by the amount of configuration space volume, namely

$$Z_{\text{eff}}(R) = \frac{Z(R)}{Z_{\text{mic}}(R)},$$  (4.59)

with

$$Z_{\text{mic}}(R) = \frac{1}{\alpha^{6N-1}} \int_V d\mathbf{r}_1 \cdots \int_V d\mathbf{r}_{2N} \delta(R - \tilde{R}(\{r\}))$$

$$= \frac{4\pi R^2 V^{2N-1}}{\alpha^{6N-1}}.$$  (4.60)

Eq. (4.58) has the following limit for infinite $R$, yielding

$$Z(R) \xrightarrow{R \to \infty} 4\pi R^2 \alpha \cdot \frac{Z}{V^2} = 4\pi R^2 \alpha \cdot \frac{Z}{V}.$$  (4.62)
The resulting effective configuration integral is independent of its variables at large distances, i.e.

$$Z_{\text{eff}}(R) \xrightarrow{R \to \infty} \Lambda = \frac{\alpha^{6N} Z}{\sqrt[2N]{V}} = \text{const.} \quad (4.63)$$

For the $R$-dependent effective potential thus follows

$$U_{\text{eff}}(R) = -kT \ln \left[ \frac{Z_{\text{eff}}(R)}{\Lambda} \right]. \quad (4.64)$$

With Eq. (4.59) and $P(R) = \frac{Z(R)}{\alpha^2}$, we obtain

$$U_{\text{eff}}(R) = -kT \ln \left[ \frac{V P(R)}{4\pi R^2} \right] = -kT \ln \left[ \frac{V P(R)}{4\pi R^2} \right]. \quad (4.65)$$

Numerically, we determine the quantity $P(R)$ through sampling methods as described in Section 4.4. Although, yielding the same expression like Eq. (4.54), we here consider another kind of system with internal degrees of freedom. We next extend this investigation towards additional angular dependence.

### 4.5.3 Distance and orientation dependent effective potential in a molecular dimer

In this section, we derive an effective pair potential that depends on the CG coordinates defined in Eq. (4.17). Each atomic configuration $\{r\} = \{r_i\}_{i=1,\ldots,2N}$ corresponds to a unique set of reaction coordinates, i.e.

$$1 = \int_0^\infty dR \delta(R-\tilde{R}(\{r\})), \ldots, 1 = \int_\mathbb{R} dc \delta(c-\tilde{c}(\{r\})).$$

Therefore, the canonical configuration integral can be written as an integration over the reaction coordinates $R$, $a$, $b$ and $c$, yielding

$$Z = \frac{1}{\alpha} \int_0^\infty dR \int_\mathbb{R} dc Z(R,a,b,c), \quad (4.66)$$

with integrand

$$Z(R,a,b,c) = \frac{1}{\alpha^{6N-1}} \int_V dr_1 \ldots \int_V dr_{2N} \delta(R-\tilde{R}(\{r\})) \ldots \delta(c-\tilde{c}(\{r\})) e^{-\frac{1}{kT} U(\{r\})}. \quad (4.67)$$

In analogy to Eq. (4.59), we now introduce the effective configuration integral for the coordinates $R$, $a$, $b$ and $c$, yielding

$$Z_{\text{eff}}(R,a,b,c) = \frac{Z(R,a,b,c)}{Z_{\text{mic}}(R,a,b,c)}, \quad (4.68)$$
with the microcanonical integral
\[ Z_{\text{mic}}(R,a,b,c) = \frac{1}{\alpha^{6N-1}} \int_V \cdots \int_V \delta(R - \tilde{R}(\{r\})) \cdots \delta(c - \tilde{c}(\{r\})). \] (4.69)

A distance and orientation dependent effective potential is given through
\[ U_{\text{eff}}(R,a,b,c) = -kT \ln \left[ \frac{Z_{\text{eff}}(R,a,b,c)}{\Lambda} \right], \] (4.70)

with \( Z_{\text{eff}}(R,a,b,c) \xrightarrow{R \to \infty} Z_{\text{eff}}(R) \xrightarrow{R \to \infty} \Lambda = \text{const} \) to satisfy that \( U_{\text{eff}}(R,a,b,c) \to 0 \) for \( R \to \infty \). We determine the quantity \( Z(R,a,b,c) \) entering \( Z_{\text{eff}}(R,a,b,c) \) [see Eq. (4.68)] by solving Eq. (4.67) through numerical sampling methods as described in Section 4.4.

For the effective potential thus holds
\[ U_{\text{eff}}(R,a,b,c) = -kT \ln \left[ \frac{\alpha Z \langle \delta(R - \tilde{R}(\{r\})) \cdots \delta(c - \tilde{c}(\{r\})) \rangle}{\Lambda Z_{\text{mic}}(R,a,b,c)} \right], \] (4.71a)
\[ = -kT \ln \left[ \frac{V^{2N} P(R,a,b,c)}{\alpha^{6N-1} Z_{\text{mic}}(R,a,b,c)} \right]. \] (4.71b)

### 4.5.4 Configurational entropy

The microcanonical configuration integrals \( Z_{\text{mic}}(R) \) and \( Z_{\text{mic}}(R,a,b,c) \) from previous investigations can be related to a Boltzmann entropy. In the following, we provide explicit expressions for the configurational entropy.

#### 4.5.4.1 Pure distance dependence

The pure distance-dependent effective potential as defined in Eq. (4.64) can be split into a free energy and a configurational entropy part, yielding
\[ U_{\text{eff}}(R) = -kT \ln \left[ Z(R) \right] + T \cdot S_B(R), \] (4.72)

with the entropy
\[ S_B(R) = k \ln \left[ \frac{Z_{\text{mic}}(R)}{\Lambda} \right]. \] (4.73)

Taken altogether, we can thus interpret \( U_{\text{eff}} \) as a configuration-dependent free energy, corrected by the Boltzmann entropy related to the configuration space spanned by the CG variables. It can be related to the histogram function as follows
\[ U_{\text{eff}}(R) = -kT \ln \left[ P(R) \alpha Z \right] + T \cdot S_B(R). \] (4.74)

If the distance \( R \) is the only variable on the CG level, the entropy reduces to
\[ S_B(R) = k \ln \left( \frac{\alpha Z}{V} \cdot 4\pi R^2 \right) \] (4.75)
\[ = 2k \ln(R/\alpha) + k \ln \left( \frac{4\pi \alpha^2 Z}{V} \right) \] (4.76)
as outlined in Ref. 138.

4.5.4.2 Distance and orientation dependence

Analogously to the previous paragraph, we can split the distance and angle-dependent effective potential as defined in Eq. (4.70) into a free energy and a configurational entropy part, yielding

$$U_{\text{eff}}(R, a, b, c) = -kT \ln \left[ \alpha ZP(R, a, b, c) \right] + T \cdot S_B(R, a, b, c). \quad (4.77)$$

The denominator in Eq. (4.68), $Z_{\text{mic}}(R, a, b, c)$, can be associated to a Boltzmann entropy

$$S_B(R, a, b, c) = k \ln \left[ \Lambda Z_{\text{mic}}(R, a, b, c) \right]. \quad (4.78)$$

We next calculate the quantity $Z_{\text{mic}}(R, a, b, c)$ and thereby the related configurational entropy. For this purpose, we make use of the mapping functions introduced in Sec. 4.3. First, the microscopic configuration integral is defined as

$$Z_{\text{mic}}(R, a, b, c) = \frac{1}{\alpha^{6N-1}} \int_V \cdots \int_V d\mathbf{r} \delta(R - \tilde{R}(\{\mathbf{r}\})) \delta(c - \tilde{c}(\{\mathbf{r}\})). \quad (4.79)$$

In the following, the functions labeled with circles (i.e. $\mathbf{R}_A, \mathbf{R}_B, \mathbf{u}_A, \mathbf{u}_B$) map atomic coordinates on corresponding position and orientation vectors of each molecule, while functions with a bar (i.e. $\tilde{R}, \tilde{a} \tilde{b} \tilde{c}$) map those vectors onto the reaction coordinates $R, a, b$ and $c$. By using identities such as $\int_V d\mathbf{R}_A \delta(\mathbf{R}_A - \mathbf{R}_A(\{\mathbf{r}\})) = 1$ and expressions like $\tilde{R}(\{\mathbf{r}\}) = \tilde{R}(\mathbf{R}_A(\{\mathbf{r}\}), \mathbf{R}_B(\{\mathbf{r}\}))$, Eq. (4.79) reads

$$Z_{\text{mic}}(R, a, b, c) = \frac{1}{\alpha^{6N-1}} \int_V d\mathbf{R}_A \int_V d\mathbf{R}_B \int_{S^2} d\mathbf{u}_A \int_{S^2} d\mathbf{u}_B \delta(R - \tilde{R}(\mathbf{R}_A, \mathbf{R}_B)) \delta(c - \tilde{c}(\mathbf{R}_A, \mathbf{R}_B, \mathbf{u}_A, \mathbf{u}_B)) \int_V \cdots \int_V d\mathbf{r}_2 \delta(\mathbf{R}_A - \mathbf{R}_A(\{\mathbf{r}\})) \delta(\mathbf{R}_B - \mathbf{R}_B(\{\mathbf{r}\})) \delta(\mathbf{R}_A - \tilde{\mathbf{R}}_A(\{\mathbf{r}\})) \delta(\mathbf{R}_B - \tilde{\mathbf{R}}_B(\{\mathbf{r}\})). \quad (4.80)$$

The expression in the last line is denoted by $X(\mathbf{R}_A, \mathbf{R}_B, \mathbf{u}_A, \mathbf{u}_B)$. We split this integral with respect to the two molecules, namely

$$X(\mathbf{R}_A, \mathbf{R}_B, \mathbf{u}_A, \mathbf{u}_B) = \left( \int_V d\mathbf{r}_1 \cdots \int_V d\mathbf{r}_N \delta(\mathbf{R}_A - \tilde{\mathbf{R}}_A(\{\mathbf{r}^A\})) \delta(\mathbf{R}_A - \tilde{\mathbf{R}}_A(\{\mathbf{r}^A\})) \delta(\mathbf{R}_B - \tilde{\mathbf{R}}_B(\{\mathbf{r}^B\})) \delta(\mathbf{R}_B - \tilde{\mathbf{R}}_B(\{\mathbf{r}^B\})) \right), \quad (4.81)$$

where $\{\mathbf{r}^A\} = (\mathbf{r}_1, \ldots, \mathbf{r}_N, \mathbf{0}, \ldots, \mathbf{0})$ and $\{\mathbf{r}^B\} = (\mathbf{0}, \ldots, \mathbf{0}, \mathbf{r}_{N+1}, \ldots, \mathbf{r}_{2N})$. The first factor symbolizes a measure for the number of microscopic realizations for a molecule A at $\mathbf{R}_A$ with orientation $\mathbf{u}_A$. This measure is invariant concerning the position and orientation of molecule A. The second factor in Eq. (4.81) can be treated analogously for molecule B. As a result, $X(\mathbf{R}_A, \mathbf{R}_B, \mathbf{u}_A, \mathbf{u}_B) =: X$ is constant. Therefore Eq. (4.80)
can be simplified to

\[ Z_{\text{mic}} = \frac{1}{\alpha^{6N-1}} X \int_V dR_A \int_V dR_B \delta(R - \bar{R}(R_A, R_B)) \int_{S^2} d\hat{u}_A \int_{S^2} d\hat{u}_B \delta(a - \bar{a}(R_A, R_B, \hat{u}_A)) \ldots \delta(c - \bar{c}(R_A, R_B, \hat{u}_A, \hat{u}_B)). \]  

(4.82)

By using translational and rotational invariance of the molecular dimer system, then it follows

\[ Z_{\text{mic}}(R, a, b, c) = \frac{1}{\alpha^{6N-1}} X V 4\pi R^2 \int_{S^2} d\hat{u}_A \int_{S^2} d\hat{u}_B \delta(a - \bar{a}(R_A, R_B, \hat{u}_A)) \ldots \delta(c - \bar{c}(R_A, R_B, \hat{u}_A, \hat{u}_B)). \]  

(4.83)

Finally, the integration over different orientations \( \hat{u}_A, \hat{u}_B \) can be written in polar coordinates with polar angles \( \theta_1 \) and \( \theta_2 \) and azimuthal angles \( \phi_1 \) and \( \phi_2 \). Furthermore, by taking into account chirality invariance, i.e. \( \phi_2 \rightarrow 2\phi_1 - \phi_2 \), we can define the enclosed angle \( \psi = |\phi_1 - \phi_2| \) instead of \( \phi_1 \) and \( \phi_2 \). We find

\[ Z_{\text{mic}}(R, a, b, c) = \frac{1}{\alpha^{6N-1}} X V R^2 64\pi^2 \int_0^\pi d\theta_1 \sin(\theta_1) \delta(a - \cos(\theta_1)) \int_0^\pi d\theta_2 \sin(\theta_2) \delta(b - \cos(\theta_2)) \int_0^\pi d\psi \delta(c - (\sin(\theta_2) \cos(\psi) + \cos(\theta_1) \cos(\theta_2))). \]  

(4.84)

From Eq. (4.84), the configurational entropy follows with the logarithm of the latter expression as defined in Eq. (4.78).
Chapter 5

Effective pair potential for coronene molecules

5.1 Preface

In this chapter we first analyze in Sec. 5.2 the effective pair potential for coronene for the angle-averaged, i.e. pure distance-dependent, case and the angle-resolved case as defined in Sec. 4.5. For this purpose we focus on the van der Waals part of the intermolecular pair interaction between the coronene molecules (underlying microscopic interactions described in Sec. 4.2.1). As already mentioned in the introduction, other coarse-grained potentials developed for coronene in the literature [7, 128, 143, 205] do not take into account the full angle- and temperature dependence. To extract the required information from underlying all-atom simulations we use atomistic trajectory data from Langevin dynamics (LD) with two sampling modifications, namely umbrella sampling (US) and steered dynamics (SD) [see Sec. 4.4.2–4.4.4].

Our analysis covers the effective potential for various molecular configurations as well as temperatures. These tabulated (numerical) effective potentials are then fitted to various anisotropic Lennard-Jones like models in Sec. 5.3, where each molecule is represented by one central interaction site. Of course, more complexity can be introduced by considering many (instead of one central) interaction sites [123, 209]. However, we instead aim at developing a model which has as few degrees of freedom as possible while still conserving the uniaxiality and head-to-tail symmetry of typical disc-shaped molecules. In Sec. 5.4, we include in a second step electrostatic contributions to our best model. The general purpose is to provide an approach that is appropriate to describe not only fluid phases, but also stable crystalline phases for these molecules. Even more, the crystal structure gives a relation to electronic properties, like band gaps [166]. Concerning the coarse-grained electrostatic contributions, we use two fundamentally different approaches. One is based on a point quadrupole representation and the other on extended ring-shaped charge distributions. The entire electrostatic contribution is assumed not to be dependent of temperature and is treated separately from the remaining interactions via a direct sum. We further check the performance of our developed models in bulk systems of many molecules via MD simulations in Chapter 6. These findings build on our published articles corresponding to reference Nos. 78 and 79.
5.2 Van der Waals interaction

In this section we apply the two sampling methods (US, SD) introduced in Chapter 4 for the atomistic simulations to calculate the effective pair potential of a coronene dimer system comprising of inter-molecular van der Waals interactions at various temperatures \( T \). The atomistic model as given in Sec. 4.2.1 does not depend on electrostatic interactions for the current investigation (for a detailed discussion about the electrostatic contribution see Sec. 5.4). A fundamental quantity required to calculate effective potentials are the histogram functions of the coarse-grained variables as pointed out in Eq. (4.65) and (4.71b).

We next provide numerical details for the atomistic simulations that were performed by Karol Palczynski (Helmholtz-Zentrum Berlin). Later on, we investigate the angle-averaged effective potential \( U_{\text{eff}}(R) \) [see Eq. (4.65)] and turn afterwards to the angle-resolved case, i.e. \( U_{\text{eff}}(R,a,b,c) \), as defined in Eq. (4.71b) [coarse-grained coordinates given in Sec. 4.3.1].

5.2.1 Numerical details

In order to determine the histogram functions \( P_k^{\text{bias}}(R) \) and \( P_k^{\text{bias}}(R,a,b,c) \) from US simulations or \( P(R,a,b,c|R) \) from SD simulations from the atomistic trajectory data, we use the following scheme. For both sampling methods the molecular distance \( R \) is sub-divided into 800 bins covering the interval \([0.23 \text{ nm}, 4.5 \text{ nm}]\). A graphical representation of the \( P_k^{\text{bias}} \) as a function of the bin number is represented in Fig. 5.1. To capture the angle dependence, we focus on eight configurations, namely the face-face (FF), parallel weakly displaced, parallel displaced (PD), T-, herringbone, V-, edge-edge and the cross configuration. Graphical representations as well as explicit definitions in terms of the CG coordinates \( a, b \) and \( c \) are given in Table 5.1 on page 72. In order to assign a set of coordinates \((a, b, c)\) to one of these configurations, we use the tolerances given in this table. To obtain a smooth result for the effective interactions \( U_{\text{eff}}(R,a,b,c) \) for the previously introduced configurations, we reduce the number of bins in the angle-resolved unbiased histogram function \( P(R,a,b,c) \) that determines

![Figure 5.1: Biased histograms \( P_k^{\text{bias}} \) as a function of the binned inter-molecular center of mass distance of two coronene molecules is shown for 50 different umbrella sampling setups. The equilibrium lengths of the springs is chosen as \( R_{\text{eq}}^k = (0.253 + k \cdot 0.055) \text{ nm} \). Hereby 800 bins cover the interval \([0.23 \text{ nm}, 4.5 \text{ nm}]\).](image-url)
5.2.2 Angle-averaged effective potentials

We calculated the effective potential $U_{\text{eff}}(R)$ at three temperatures, namely 300 K, 800 K and 1500 K [definition in Eq. (4.65)]. Numerical results obtained via the US and the SD method are presented in Fig. 5.2. The data reveal a strong temperature dependence of $U_{\text{eff}}(R)$. At the lowest temperature considered (300 K) we observe a pronounced attractive potential well with large negative values, corresponding to a coupling strength of about $27k_{\text{B}}T$. Conversely, the potential at 1500 K is weakly positive nearly everywhere, reflecting a (weak) effective repulsion. The pronounced temperature dependence of $U_{\text{eff}}(R)$ seems not too surprising in view of the amount of variables which have been integrated out. In particular, averaging out the rotations at fixed $R$ implies that energetically most attractive configurations are mixed with less attractive ones; this mixing effect clearly becomes the more important the higher the
temperature. In fact, in the limit of infinite temperature one would expect attractive atom-atom interactions to become entirely irrelevant, yielding a purely entropic effective interaction determined by only the steric repulsion between the particles. This "entropic limit" of $U_{\text{eff}}(R)$ should be close to the angle-averaged potential of two hard ellipsoidal (HE) discs (see Sec. 5.3.1). Numerical results for the latter are included in Fig. 5.2 (the data have been obtained in analogy to that between coronene molecules). Inspecting then the temperature dependence of $U_{\text{eff}}(R)$ we see that, at $1500$ K, we are not yet in the entropic limit but are clearly approaching it.

A further interesting feature revealed by Fig. 5.2 is that, quite independent of the temperature, the range of $U_{\text{eff}}(R)$ is always about $1.2$ nm. Finally, we see that the two sampling methods yield numerically consistent results except for minor differences in the range $R \approx 0.4–0.8$ nm at $T = 1500$ K.

### 5.2.3 Angle-resolved effective potentials

We now turn to one of the central issues of this work, that is, the angle dependence of the effective potentials. We first focus on the case $T = 800$ K. Corresponding results for the angle-resolved potentials are shown in Fig. 5.3, where we concentrate on the configurations introduced in Sec. 5.2.1 [see also Tab. 5.1]. It is seen that all configurations are characterized by an attractive well at short distances. However, the position of the potential minimum and its depth strongly depend on the specific orientation. The most attractive configurations are those with a large contact area of the particles, that is, the FF- and PD-configurations [see Fig. 5.3(a)]. Among these, the most attractive one is not the perfect FF-configuration (as one might have expected), but the weakly PD-configuration. The corresponding potential depth is larger by a factor of about twenty as compared to that of the edge-edge and cross configuration. Comparing now the two sampling methods, we find the US and SD methods to be generally consistent, with the accuracy of each method depending somewhat on the inter-molecular distance considered. At short distances, the potential curves are better described by the SD technique, while the US method is superior (in terms of roughness) at larger distances. Moreover, the US technique provides a particularly efficient sampling of
the orientation configuration at fixed distance $R$. To improve the performance of this latter technique at small distances one could use larger spring constants or adaptive US techniques [127]. We also note the two methods, US and SD, have already been compared in Ref. 8 for the case of one CG coordinate. In that study, it was found that SD requires an order of magnitude longer simulation runs to obtain the same accuracy as the US method. This is consistent with our observations and can be seen for configurations with a large contact distance [see Fig. 5.3(c)].

We next consider the influence of temperature on the angle-dependent potentials. Figure 5.4(a) shows as an example SD results for the FF-configuration at three temperatures. It is seen that there is, indeed, a temperature dependence, but this dependence is less pronounced than in the case of the angle-averaged potential $U_{\text{eff}}(R)$ (see Fig. 5.2). This is plausible in view of the less severe coarse-graining: instead of integrating out all "dimer" configurations (including rotations) at fixed $R$, the configurational average yielding the potential in Fig. 5.4(a) only involves FF configurations with different degrees of "bending", that is, thermal fluctuations of the atoms at fixed mean orientation. In other words, the temperature dependence is strongly correlated with the fact that, on the atomistic level, the molecules are not rigid. This is also demonstrated by the difference between our finite-temperature results and those related to ground state configurations [included in Fig. 5.4(a)], where the atomistically resolved molecules are rigid. Less temperature dependence is found for configurations with larger contact distance, such as the T-configuration [see Fig. 5.4(b)]. We understand this as a consequence of the fact that the energy related to T-configurations is less affected by bending fluctuations. Still one clearly observes, similar to the FF case, the tendency that a decrease of the temperature yields a decrease of the well-depth, that is, an increase of attraction.

**Table 5.1:** This table summarizes the tolerances used to define specific dimer configurations, which are particularly relevant. Note that each configuration remains its character by swapping the particles, which can be done by swapping $a$ and $b$. The herringbone configuration is taken from Ref. 47.

<table>
<thead>
<tr>
<th></th>
<th>face-face (FF)</th>
<th>parallel weakly displaced</th>
<th>parallel displaced (PD)</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>value</strong></td>
<td>1</td>
<td>0.94</td>
<td>1</td>
<td>0.72</td>
</tr>
<tr>
<td><strong>min</strong></td>
<td>0.96</td>
<td>0.96</td>
<td>0.68</td>
<td>0.56</td>
</tr>
<tr>
<td><strong>max</strong></td>
<td>1</td>
<td>1</td>
<td>0.96</td>
<td>1</td>
</tr>
</tbody>
</table>

|                | edge-edge      | herringbone              | V                        | cross        |

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>value</strong></td>
<td>0.8767</td>
<td>0.481</td>
<td>0</td>
<td>0.64</td>
</tr>
<tr>
<td><strong>min</strong></td>
<td>0.8</td>
<td>0.44</td>
<td>0</td>
<td>0.64</td>
</tr>
<tr>
<td><strong>max</strong></td>
<td>0.92</td>
<td>0.56</td>
<td>1</td>
<td>0.76</td>
</tr>
</tbody>
</table>

**5.3 Fitting the effective potential**

So far we have determined the effective pair potential numerically from the atomic trajectories. We are now in the position to parametrize our coarse-grained potentials.
In a further step we fit the coarse-grained potentials onto variants of Gay-Berne (GB) potentials [63]. These potentials involve, in principle, all aspects observed in our numerical data, that is, anisotropy, softness, and attraction at short length scales. The advantage of such a parametrization is that all potential values can be accessed without any smoothing or extrapolation. Moreover, the calculation of forces and torques is strongly simplified.

We next provide several potentials that possess a “hard” ellipsoidal core. Starting first with a hard ellipsoid potential (for which we calculated an effective pair potential at $T = 1500$ K in Fig. 5.2), we further present the Kabadi potential [92] (a frequently used extension of the Gay-Berne potential), which also has short-ranged attraction and simultaneously provide two parametrizations, K1 and K2. Later on, we introduce our own modification of the GB potential, for which we introduce a parameter choice $M$, which turned out to be superior in representing various dimer configurations as compared to other parameter choices. For completeness, we also consider a pure
distance-dependent potential and denote it further “spherical model” (S). The quality of the resulting models is evaluated by comparing the resulting many-particle behavior at different thermodynamic state points with that of the underlying atomistic system in Chapter 6.

5.3.1 Hard ellipsoid (HE) potential

The hard ellipsoid pair potential simply incorporates the shape of an ellipsoid and is defined through

\[ U_{\text{HE}}(R,a,b,c) = \begin{cases} \infty, & R < \sigma(a,b,c) \\ 0, & \text{else} \end{cases} \] (5.1)

with the ellipsoidal contact distance (i.e., \( U(\sigma) = 0 \)) [42]

\[ \sigma(a,b,c) = \sigma_0 \left[ 1 - \frac{\chi}{2} \left( A^+ + A^- \right) + \left(1 - \chi \right) \chi_1 \left( A^+ A^- \right)^2 \right]^{-\frac{1}{2}} \] (5.2)

For the coefficients in Eq. (5.2), we have \( A^\pm = (a \pm b)^2/(1 \pm \chi c) \), and the anisotropy parameters \( \chi = (\kappa^2 - 1)/(\kappa^2 + 1) \) and \( \chi_1 = \left[ (\kappa - 1)/(\kappa + 1) \right]^2 \), where \( \kappa = \sigma_{\text{FF}}/\sigma_0 \) is the quotient of the face-face and edge-edge contact distance. Neither ellipsoid attracts the other. Regarding the effective distance-dependent potential of two ellipsoids, there is a temperature dependent soft-repulsive potential defined through

\[ U_{\text{eff}}(R) = -\frac{1}{\beta} \ln \left( \int_{S^2} d\hat{u}_1 \int_{S^2} d\hat{u}_2 e^{-\beta U_{\text{HE}}} \right) + \text{const} \] (5.3a)

\[ = -\frac{1}{\beta} \ln \left( \int_0^\pi d\theta_1 \int_0^\pi d\theta_2 \int_0^\pi d\psi \sin(\theta_1) \sin(\theta_2) f(R,\theta_1,\theta_2,\psi) \right) + \text{const}, \] (5.3b)

with

\[ f(R,\theta_1,\theta_2,\psi) = \begin{cases} 1, & R > \sigma(R,\ldots) \\ 0, & \text{else} \end{cases} \]

The constants in Eqs. (5.3a) and (5.3b) are chosen to satisfy \( U_{\text{eff}}(R \to \infty) = 0 \). We calculated this potential at 1500 K, assuming hard coronene ellipsoids in Fig. 5.2.

5.3.2 Kabadi potential

We next consider an extension of the original GB model [63] which was introduced by Kabadi [92]. The extension involves a coefficient \( d_w \) which acts as a factor on the well width of the original GB potential. This potential reads in analogy to the familiar Lennard-Jones potential

\[ U(R,a,b,c) = 4 \epsilon(a,b,c) \left[ \left( \frac{1}{R^*} \right)^{12} - \left( \frac{1}{R^*} \right)^6 \right], \] (5.4)
where \( R^* = (R - \sigma(a, b, c) + d_w\sigma_0)/(d_w\sigma_0) \) represents the reduced distance, \( \sigma(a, b, c) \) the contact distance and \( \epsilon(a, b, c) \) the well depth. The definition of the contact distance,

\[
\sigma(a, b, c) = \sigma_0 \left[ 1 - \frac{\chi^2}{2} (A^+ + A^-) \right]^{-\frac{1}{2}}
\]  

(5.5)

has a drawback compared to Eq. (5.2), since for orthogonal facing particles, i.e. \( c = 0 \), the potential becomes independent of \( a \) and \( b \). Regarding the well depths \( \epsilon \), we use the following formula

\[
\epsilon(a, b, c) = \epsilon_0 \cdot \left[ 1 - \frac{\chi^2 c^2}{2
\right]^{\frac{1}{2} \nu} \cdot \left[ \epsilon_M(a, b, c) \right]^\mu,
\]  

(5.6)

where the factor \( \epsilon_M \) is defined as

\[
\epsilon_M(a, b, c) = 1 - \frac{\chi'}{2} (A^{+\pm} + A^{-\pm}).
\]  

(5.7)

The coefficients \( A^{+\pm} = (a \pm b^2)/(1 \pm \chi'c) \) in Eq. (5.7) resemble the quantities \( A^\pm \) (defined in the HE potential), but incorporate the anisotropy parameter \( \chi' \). The \( \epsilon_0 \) marks the interaction strength for the cross configuration. The Kabadi potential has two parameters to characterize the interaction strength, namely \( \epsilon_0 \) and \( \kappa' \). Furthermore, two additional parameters characterize the pure distance dependent part \( \left[ \left( \frac{1}{\pi^2} \right)^{12} - \left( \frac{1}{\pi^2} \right)^6 \right] \) which are \( d_w \) and \( \kappa' \).

We next introduce two parametrizations, called K1 and K2, of the Kabadi potential. The following properties are equal among both parametrizations. The well width \( d_w \) is calculated using the face-face contact distance \( \sigma_{FF} \) and the distance corresponding to the minimum of the face-face potential, \( R_{FF}^{min} \), yielding

\[
d_w = \frac{R_{FF}^{min} - \sigma_{FF}}{\sigma_0 \left( 2^{1/6} - 1 \right)}.
\]  

(5.8)

The edge-edge contact distance \( \sigma_0 \) is determined directly from the edge-edge potential curve. The exponents in Eq. (5.6), \( \mu \) and \( \nu \) are set to 1. The remaining fitting parameters \( \kappa' \) and \( \epsilon_0 \) are adjusted in two different ways: Model K1 aims at a correct reproduction of the potential depths of the weakly PD-configuration and the V-configuration. The latter is important for collisions in the isotropic phase. Model K2 aims also at a correct weakly PD well depth but in contrast to K1 also at a correct edge-edge well depth, which is a crucial configuration in the crystalline regime. The fit parameters for further models at different temperatures are summarized in Tab. A.1 and A.2 in Appendix A.3.

### 5.3.3 Modified Gay-Berne (mGB) potential

The Kabadi potential is now extended to possess more parameters. First, we replace the contact distance defined in Eq. (5.5) by the more elaborate contact distance from Eq. (5.2), which does not have the previously mentioned drawback. Regarding the
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well depths $\epsilon$, we still use the formula defined in Eq. (5.6), but define the factor $\epsilon_M$ as

$$\epsilon_M(a, b, c) = 1 - \frac{\chi'}{2} (A'^+ + A'^-) + \theta \cdot (A'^+ A'^-) \gamma' + \xi \cdot K(a, b, c).$$  (5.9)

The function

$$K(a, b, c) = \left[ 1 - 5a - 5b - 15a^2b^2 + 2(c - 5ab)^2 \right]$$  (5.10)

has the symmetry of a linear quadrupole-quadrupole interaction [11, 26, 68, 181]. In Eq. (5.9) the term $\theta \cdot (A'^+ A'^-) \gamma'$ is introduced to modify the strength of T-like configurations, while the last term is introduced to increase the attraction strength for the PD-configurations. However, it should be noted that the strength multiplicator $\epsilon_0$ no longer corresponds to the potential depth of the cross configuration. The potential is further denoted with $U^\text{mGB}$.

In the following, we discuss a parametrization "M" for this potential to represent the van der Waals interaction given though $U_{\text{eff}}(R, a, b, c)$ and denote it with $U^\text{vdW}_{\text{mGB}}(R, a, b, c)$. Within this parametrization, we fix the following parameters for all temperatures: $\mu = 1$, $\nu = 1$, $\gamma = 4$ and $\gamma' = 4$. The anisotropy parameter $\chi$ is calculated by measuring the FF contact distance $\sigma_{\text{FF}}$, which is always sampled in our setup of SD simulations, and the edge-edge contact distance $\sigma_0$. The well width $d_w$ and the aspect ratio $\kappa$ are calculated in the same way like the Kabadi models. To summarize, the two parameters which determine the shape, are extracted from the FF- and edge-edge configuration. Further configurations come into play when we determine the remaining parameters $\epsilon_0$, $\chi'$, $\theta$ and $\xi$ by fitting the simulation results for $U_{\text{eff}}(R, a, b, c)$ according to Eq. (5.6). Specifically, our parameter fit builds on the four attractive wells stemming from the parallel weakly displaced, PD-, T- and edge-edge configuration. The main reason to pick those configurations is that, according to our many-particle simulations presented in Sec. 6.2, these are the four most frequent configurations at high densities.

The corresponding parameters at different temperatures are contained in Table A.3 in Appendix A.3.

5.3.4 Spherical model (S)

For completeness, we also introduce a model (S) involving a pure distance-dependent potential. To this end we use the angle-averaged potential taken from the SD simulations presented in Fig. 5.2.

5.3.5 Parametrized curves

We present in Figs. 5.5(a)-(i) potential curves for various pair constellations using our previously defined models at a temperature of 800K. Furthermore, the angle-averaged curves for all our models are presented in Fig. 5.5(j) at the temperatures 300K, 800K, and 1500K [they are determined in analogy to Eq. (5.3a)].

As expected the Kabadi models, K1 (with correct potential strength for parallel weakly displaced and V-configuration) and K2 (with correct strength for parallel weakly displaced and edge-edge configuration), are inconsistent in that they do not
reproduce the coarse-grained angle-resolved potential, since they are constructed by considering only two orientational configurations to fit the potential strength.

In contrast, model M, which is a parametrization of our mGB potential, gives good results (as compared to the original coarse-grained potential) for other configurations, such as V-configuration. This is due to the fact that this model involves the correct strength for four different configurations, i.e. parallel weakly displaced, PD-, T- and edge-edge configuration. Only the FF-configuration is slightly overestimated. In addition, model M is intrinsically consistent in the sense that, when performing an angle average over the fit results, one arrives at a potential which is very close to the angle-averaged numerical coarse-grained potential discussed in Sec. 5.2.2 (see also Sec. 5.3.4).

The performance of our models is further evaluated by comparing the resulting many-particle behavior at different thermodynamic state points with that of the underlying atomic system in Chapter 6. However, we next introduce electrostatic effects first.

5.4 Coarse-grained electrostatics

In this section we present different approaches to model the full pair interaction, i.e. with electrostatics, between coronene molecules. Again, coronene serves as an exemplary discotic molecule with head-to-tail symmetry desired for our electrostatic investigation. For this purpose, we start from our previously introduced model M (see Sec. 5.3.3), which models the temperature-dependent inter-molecular van der Waals interactions of coronene.

For true coronene (or other conjugated molecules) one obvious drawback of our van der Waals study is that electrostatics are required to stabilize the herringbone structure we later observe in the condensed phase (Sec. 6.2.2). We note again that a full treatment of this problem would involve taking into account not only static charges (which could be estimated by the ground state energy values given in Ref. 213), but also polarizability effects. On a coarse-grained level, one intuitive starting point to include electrostatics without polarizability is to include a quadrupole moment. The quadrupole corresponds to the lowest-order multipole moment of coronene. There already exist some simulation studies involving discotics with quadrupole moments [11, 146], including applications to benzene [65] (represented by a Gay-Berne disc with a linear quadrupole moment) and micron-sized colloidal (e.g., clay) particles [45, 192]. Inspired by these studies we later propose an extension of the present approach, where model M is supplemented by the interaction of two linear quadrupoles placed along the symmetry axes of the particles.

In principle, the kind of coarse-graining method presented in Chapter 4 could be applied to molecules with electrostatic contributions, where ab-initio simulations (which combine MD and DFT) are used. Though ab-initio simulations are very time consuming from a computational prospective, a common compromise consists in using static partial charges distributed among the atoms of the underlying microscopic model in the coarse-graining procedure [7]. By implication, as shown in previous studies involving quantum-chemical calculations [57], it is generally not sufficient to use the static atomic partial charges characterizing an isolated coronene dimer (except for
selected configurations such as a PD one [213]). We deliberately do not use any kind of point charge electrostatic implementations in the models since point charge patterns overestimate the charge localization, are long-ranged and do not fulfill our symmetry requirements. However, for static partial charges an angle and temperature dependent coarse-grained pair potential for perylene, a flat but non-discotic molecule, was already developed by Babadi et al. [7] using the SD method for specific configurations desired to fit an ellipsoidal soft-potential [55]. They also present a non-temperature dependent
Chapter 5. Effective pair potential for coronene molecules

and biaxial model for coronene which implicitly involves static partial charges.

In particular, the base model for our investigations is an additive combination of the model M and a coarse-grained electrostatic potential. The entire temperature dependence stems from the van der Waals part alone. The model thus implies the impact of slight changes in the charge distribution on the inter-atomic forces is small in comparison to the van der Waals forces which dominate at short length scales. If temperature effects on the charge distribution are not important, we can focus on ground state charge distributions with the desired symmetry.

We are now looking for a simple electrostatic contribution. The treatment of electrostatics can be realized through an electric multipole attached to the interaction site in a centered [65, 128, 172] or off-centered [66, 211] arrangement. Moreover, by optimizing the arrangement of different electric multipoles per interaction site [175, 179] one comes to more and more realistic models [4, 67].

An elegant approach for the electrostatics in coronene is presented by Obolensky et al. [143]. They propose a uniaxial model for coronene consisting of concentric charged rings. Unfortunately, this model is not temperature dependent, it is based on static partial charges (see Sec. 4.2.2 and Sec. 4.2.3) and the evaluation of the interaction potential is quite involved due to numerical integrations for each pair interaction, inconvenient for many-particle simulations. Nonetheless, we consider this electrostatic contribution, which already has the desired symmetries, namely uniaxiality and head-to-tail symmetry.

We next introduce two different approaches to include the electrostatics in a new model. The first approach (see Sec. 5.4.3) uses the van der Waals model M and considers electrostatic interactions via a linear point quadrupole at the molecular center along the symmetry axis as discussed before. This kind of approach was already applied for coronene [128] where an unusually strong repulsion for planar configurations was observed. We address this issue in more detail later in our work. Nonetheless, this approach was successfully applied to benzene molecules [65] in the liquid phase with an additional dampening field for closed distances. Moreover, by considering only fluid phases, a very simple approach is given by Mognetti et al. [130] who use angle-averaged quadrupole-quadrupole interactions to describe quadrupolar molecules (e.g. carbon dioxide or benzene). In the second approach (see Sec. 5.4.4), we include the pure ring electrostatics, suggested by Obolensky et al. [143], implicitly in our van der Waals model.

Both of the present approaches allow a better representation of the $\pi-\pi$ stacking [82, 195] which is also observed in similar aromatic molecules, e.g. benzene dimers [195, 196] and hexabenzocoronene crystals [159].

5.4.1 Including electrostatics via a direct sum

To include electrostatics, we assume additivity of the van der Waals and electrostatic contributions to the coronene-coronene interactions. In particular, the full pair potential is given through

$$U(R_A, R_B, \hat{u}_A, \hat{u}_B) = U_{vdW}(R_A, R_B, \hat{u}_A, \hat{u}_B) + U_{elec}(R_A, R_B, \hat{u}_A, \hat{u}_B),$$  \hspace{1cm} (5.11)$$

where $U_{vdW}$ and $U_{elec}$ are the van der Waals and electrostatic parts, respectively.
As seen from Fig. 5.6, there are four different distances from the molecular center of coronene where the atoms are placed in a sixfold symmetry. All atoms with the same distance are considered to carry the same partial charge.

### 5.4.2 Multipole expansion

We next focus on the spherical multipole expansion of the electrostatic potential, that is

\[
\Phi(r, \phi, \theta) = \frac{1}{4\pi\varepsilon_{pm}} \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \frac{(4\pi)^{\ell+1} Q_{\ell,m}}{r^{\ell+1}} Y_{\ell m}^*(\theta, \phi),
\]

where the spherical harmonics defined through

\[
Y_{\ell m}(\theta, \varphi) = (-1)^m \sqrt{\frac{(2\ell + 1)(\ell - m)!}{4\pi (\ell + m)!}} P_{\ell m}^{m} (\cos \theta) \, e^{im\varphi}
\]

depend on the polar angle \(\theta\) and the azimuthal angle \(\varphi\). The \(P_{\ell m}^{m}\) represent the associated Legendre polynomials. The dielectric constant is denoted by \(\varepsilon_{pm}\), and the multipole moments are defined through

\[
Q_{\ell,m} = \sum_i q_i |\mathbf{r}_i|^\ell Y_{\ell m}(\theta_i, \phi_i).
\]

Several symmetries in the charge distribution effectively lead to a reduction of the number of \(Q_{\ell,m}\). In particular, the net charge and the dipole moment of the proposed charge distribution are zero, i.e. \(Q_{0,0} = 0\) and \(Q_{1,m} = 0\). The head-tail-symmetry \((\theta_i = \pi/2 \rightarrow \pi - \theta_i)\) reduces \(l\)-values to even numbers. Summing up, our multipole decomposition of the electrostatic potential consists of a quadrupole moment \((l = 2)\) and higher multipoles with \(l \in \{4, 6, 8, \ldots\}\).

For molecules with continuous axial symmetry, we only have to consider multipole moments with \(m = 0\). However, the underlying atomistic model of coronene (see Fig. 5.6) does not have full (continuous) axial symmetry. Nonetheless, the sixfold symmetry suggests that the linear quadrupole moment \((Q_{2,0})\) is the only non-zero quadrupole moment. That means the next non-vanishing multipole contribution after
the linear quadrupole is the linear hexadecapole \((Q_{4,0})\). We next consider the quotient of the coefficients in the multipole expansion corresponding to \(Q_{2,0}\) and \(Q_{4,0}\) [see Eq. (5.12)] to evaluate the possibility of neglecting higher multipole terms \((\ell = 4\) and beyond). Specifically, we consider

\[
Q = \frac{Q_{\ell,m}/(2\ell + 1)/r^{\ell+1}}{Q_{\ell,m}/(2\ell + 1)/r^{\ell+1}}\bigg|_{\ell=2,m=0,\ell=4,m=0}.
\]

(5.14)

At large distances, such as \(r \geq 2.4\) nm, the absolute value of \(Q\) is over 30, i.e. the linear quadrupole approach is reasonable. However, for distances smaller than \(r = 0.44\) nm (a typical distance in the crystalline phase) the quotient \(Q\) produces values below unity. Thus, the quadrupole approximation is not valid at small distances. To somewhat compensate this effect we consider also a small quadrupole interaction strength to avoid an overestimation of the bonding.

### 5.4.3 Point quadrupole approach

In this approach the electrostatics are represented by a quadrupole tensor. This approach is aimed at maintaining the electrostatics in the far field. The quadrupole tensor is given by [68] (a different definition is used in Sec. 3.7.2.2)

\[
Q = \frac{1}{2} \sum_i q_i \left[ 3 r_i \otimes r_i - (r_i)^2 \mathbf{1} \right],
\]

(5.15)

where \(q_i\) is the charge of atom \(i\) placed at \(r_i\) from the geometric center. In the eigenbasis \(P\), the quadrupole tensor of a uniaxial charge distribution has the following symmetry

\[
PQP^{-1} = Q \begin{bmatrix} -1/2 & 0 & 0 \\ 0 & -1/2 & 0 \\ 0 & 0 & 1 \end{bmatrix}.
\]

(5.16)

Thus, the quadrupole tensor can be written in terms of a linear quadrupole pointing along the molecular symmetry axis. The prefactor in Eq. (5.16), \(Q = \sqrt{4\pi/5} Q_{2,0}\), marks the quadrupole strength of the linear quadrupole [68].

At this point, we can define the “point quadrupole model” (pq model) through the following additive formula

\[
U_{pq}(\mathbf{R}, \mathbf{u}_A, \mathbf{u}_B) = U_{mCB}^{vdW}(\mathbf{R}, \mathbf{u}_A, \mathbf{u}_B) + \frac{1}{4\pi \varepsilon_{pm}} \frac{3 Q^2}{4 R^5} \cdot K(\mathbf{R}, \mathbf{u}_A, \mathbf{u}_B),
\]

(5.17)

where the second term on the right side describes the energy of one linear quadrupole in the field of another linear quadrupole of equal strength \(Q\), and the function \(K\) is defined in Eq. (5.10).

For simplicity, we henceforth use the dimensionless quadrupole moment

\[
Q^* = \left\| \frac{Q}{\sqrt{4\pi \varepsilon_{pm} \text{kJ/mol nm}^5}} \right\|.
\]

(5.18)
The absolute value is used because the sign does not influence the pair potential defined in Eq. (5.17). The values of $Q^*$ obtained through different approaches for the density functional theory (DFT) [see also Sec. 4.2.2], performed in Ref. 143, range from 0.617 to 0.83 (see Tab. 5.2). A well-known problem with a point multipole representation [65, 186, 187] of the electrostatic interaction of extended molecules is its failure for close distances, due to the spatially extended charge distribution and induced dipoles. In particular, attractive configurations become infinitely strong for vanishing quadrupole-quadrupole distances. Indeed, we will later see in Sec. 5.4.5 and 5.4.6 that the latter effect leads to an overestimation of the binding energy for PD-configurations.

We here consider quadrupole strengths that are in the range of the previously termed reference values. Specifically, we use: $Q^* = 0, 0.5, 1, 1.5$. It is thus possible to gradually study the influence of the point quadrupole on the cohesion energy.

### 5.4.4 Charged-ring approach

The idea of this approach is to better take into account interactions at small distances. Equal atomic partial charges in the atomistic model of Obolensky et al. [143], have the same distance to the geometrical center (see Fig. 5.6) and are equally distributed along a ring. This makes it plausible to describe each ring as uniformly charged, thus fulfilling the symmetry requirements of our coarse-grained potential (uniaxiality and head-to-tail symmetry). We also note that considering a smeared charge distribution due to the rings is not necessarily less accurate compared to an atomistic point charge distribution. Indeed, it seems plausible that mapping the quantum mechanical charge density onto atomic point charges could lead to charges being localized more than is realistic.

For simplicity, we here consider (as proposed in Ref. 143) only the two outer rings for the electrostatics. Hereby the hydrogen ring is charged with $q_1 = 12 \cdot 0.15 e$ and the

<table>
<thead>
<tr>
<th>DFT-approach</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>H</th>
<th>$Q^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>B3LYP/6-312G(d)</td>
<td>-0.002</td>
<td>0.129</td>
<td>-0.207</td>
<td>0.148</td>
<td>0.787123</td>
</tr>
<tr>
<td>B3LYP/D95</td>
<td>0.002</td>
<td>0.13</td>
<td>-0.237</td>
<td>0.168</td>
<td>0.830024</td>
</tr>
<tr>
<td>B3LYP/cc-pVDZ</td>
<td>-0.004</td>
<td>0.095</td>
<td>-0.171</td>
<td>0.129</td>
<td>0.719569</td>
</tr>
<tr>
<td>PBE/6-312G(d)</td>
<td>-0.003</td>
<td>0.121</td>
<td>-0.223</td>
<td>0.148</td>
<td>0.61675</td>
</tr>
<tr>
<td>PBE/D95</td>
<td>-0.003</td>
<td>0.133</td>
<td>-0.236</td>
<td>0.16</td>
<td>0.71978</td>
</tr>
<tr>
<td>PBE/cc-pVDZ</td>
<td>-0.0002</td>
<td>0.086</td>
<td>-0.18</td>
<td>0.13</td>
<td>0.629325</td>
</tr>
<tr>
<td>PBE/cc-pVTZ</td>
<td>0.002</td>
<td>0.114</td>
<td>-0.205</td>
<td>0.149</td>
<td>0.780019</td>
</tr>
<tr>
<td>simple approach</td>
<td>0</td>
<td>0</td>
<td>-0.15</td>
<td>0.15</td>
<td>0.963395</td>
</tr>
</tbody>
</table>

Table 5.2: Charge distribution from Ref. 143 in a coronene molecule according to different approaches for the density functional theory (DFT). The “simple approach” refers to the approximated two-ring model, as pointed out in Ref. 143. Carbon atoms on the inner ring are denoted with C1, those on the second and third with C2 and C3 while the outer ring is formed by hydrogen atoms (H) (see Fig. 5.6). Corresponding center-to-atom distances are 1.438, 2.876, 3.595, and 4.691 Å respectively. The reduced quadrupole strength is denoted with $Q^*$. 


next inner ring is oppositely charged, i.e. $q_2 = -q_1$. The sum of all ring-ring interactions is thus given by

$$U_{\text{ring-ring}}(\mathbf{R}, \mathbf{u}_A, \mathbf{u}_B) = \sum_{i}^{\text{rings of A}} \sum_{j}^{\text{rings of B}} U_{\text{ring-i-ring}}(\mathbf{R}, \mathbf{u}_A, \mathbf{u}_B).$$  \hspace{1cm} (5.19)

Hereby a single ring-ring interaction is given by a line integral [143],

$$U_{\text{ring-i-ring}}(\mathbf{R}, \mathbf{u}_A, \mathbf{u}_B) = \frac{q_j}{2\pi R_j} \oint_{\text{ring}_j} \mathbf{dr} \, \Phi(R_i, \sin(\theta), r),$$  \hspace{1cm} (5.20)

where the vector $\mathbf{r} = R \mathbf{\hat{R}} + R(\mathbf{\hat{u}}_B)$ points from the center of ring $i$ to a point on ring $j$. The symbol $\mathbf{\hat{R}}$ indicates a rotation matrix that rotates the x-y-plane orthogonal to $\mathbf{\hat{u}}_B$, while $R_j$ and $\phi$ denote the polar coordinates of ring $j$. The electrostatic potential exerted by ring $i$ with radius $R_i$ on a position, described by the relative spherical coordinates $\theta$ and $r$, is defined through

$$\Phi(R_i, \sin(\theta), r) = \frac{1}{4\pi\epsilon_{pm}} \frac{q_i}{2\pi} \left( \frac{2\mathcal{K} \left[ \frac{4rR_i \sin(\theta)}{r^2 + 2rR_i \sin(\theta) + R_i^2} \right] - 4rR_i \sin(\theta) \sqrt{r^2 - 2rR_i \sin(\theta) + R_i^2}}{\sqrt{r^2 + 2rR_i \sin(\theta) + R_i^2}} \right),$$  \hspace{1cm} (5.21)

where $\sin(\theta) = \|\mathbf{r}/r \times \mathbf{\hat{u}}_A\|$ and $\mathcal{K}$ stands for the elliptic integral K.

Direct combination of the van der Waals model M, described in Sec. 5.3.3, and the ring-ring potential [Eq. (5.19)] yields

$$U_{\text{direct}}(\mathbf{R}, \mathbf{u}_A, \mathbf{u}_B) = U_{\text{vdW}}(\mathbf{R}, \mathbf{u}_A, \mathbf{u}_B) + U_{\text{ring-ring}}(\mathbf{R}, \mathbf{u}_A, \mathbf{u}_B).$$  \hspace{1cm} (5.22)

Henceforth, we term the latter potential as “direct” potential. We note that $U_{\text{direct}}$ is temperature-dependent as a consequence of the temperature-dependent parametrations used for the van der Waals model M. From a computational perspective, however, this kind of potential is not very suitable, particularly for many-particle simulations. This is due to the fact that one has to calculate ring integrals numerically for each pair of particles. Therefore, we here propose a way to effectively include the ring-ring interactions from above by simply reparametrizing the GB model used for the van der Waals interaction (see Sec. 5.3.3) with new parameters chosen to match the “direct” potential [see Eq. (5.22)] for different angular arrangements. This computationally more simple approach is aimed at correctly describing the direct potential in the near field. We name it the “implicit electrostatics model”. Specifically, we have

$$U_{\text{implic.}}(\mathbf{R}, \mathbf{u}_A, \mathbf{u}_B) = U_{\text{mGB}}(\mathbf{R}, \mathbf{u}_A, \mathbf{u}_B) \bigg|_{\text{implic. electr. parametrization}}.$$  \hspace{1cm} (5.23)

The consequences for the long-range behavior are discussed later in this section. In our implicit electrostatics parametrization, we fix the following parameters to the corresponding van der Waals values for all temperatures: $\mu = 1, \nu = 1, \gamma = 4$ and $\gamma' = 4$. The
remaining parameters are extracted from the direct potential [Eq. (5.22)] using the same angular configurations as those used in Sec. 5.3.3 describing the van der Waals interaction (model M). An overview of different pair configurations, including those needed to fit the implicit electrostatics potential [Eq. (5.23)] with the direct potential [Eq. (5.22)], is presented in Tab. 5.1. The anisotropy parameter $\chi$ is calculated by measuring the FF contact distance $\sigma_{\text{FF}}$ and the edge-edge contact distance $\sigma_0$. The well width $d_w$ is calculated in analogy to Eq. (5.8).

The remaining parameters $\epsilon_0$, $\chi'$, $\theta$ and $\xi$ are determined by fitting the results for $U_{\text{direct}}(\mathbf{R}, \hat{u}_A, \hat{u}_B)$ according to Eq. (5.6) (as pointed out in Sec. 5.3.3). Finally, the specific parameters for all considered temperatures are given in Appendix A.3 (“implicit electrostatics parametrization”).

An important aspect in this investigation is the long-range behavior of the pure ring-ring interactions. The implicit electrostatics model [see Eq. (5.23)], which seems most promising so far, decays with the center-of-mass distance $R$ as $R^{-6}$. This means that (contrary to the point quadrupole model) the implicit electrostatics model cannot reproduce the long-range behavior expected by the electrostatic interactions, which is $R^{-5}$ (because the quadrupole is the smallest non-vanishing multipole; see Sec. 5.4.2). We note that the ring-ring potential [see Eq. (5.19)], which is the underlying electrostatics for the implicit electrostatics model, reveals a correct $R^{-5}$ decay. How does this ring-ring potential decay at short and intermediate distances, which are particularly relevant in the present context? To this end we consider the function

$$S(R) = \frac{\partial \log(U_{\text{ring-ring}}(\mathbf{R}, \hat{u}_A, \hat{u}_B))}{\partial \log(R)}.$$  

This function is depicted in Fig. 5.7 for various configurations (see Table 5.1). It turns out that $S(R)$ does not approach the far-field limit of $-5$ in the range of interest, that is, $R < 2.4 \text{ nm}$. Therefore, it is sufficient to model the electrostatics in our range of interest implicitly with a van der Waals model revealing a slightly different long-range behavior. A similar strategy has been used to treat the electrostatics and the van der Waals interactions in DNA [131].
5.4.5 Ground state curves

In order to compare our results with ground state (GS) results in the literature, we consider an additional model, which combines the van der Waals potential pertaining to the atomistic level \(U_{\text{vdW}}^{\text{GS}}\) (using generalized AMBER force field [208] without partial charges) at \(T = 0\) K and our ring-ring potential from Eq. (5.19). Specifically, we use the direct sum

\[
U_{\text{direct}}^{\text{GS}} = U_{\text{vdW}}^{\text{GS}} + U_{\text{ring-ring}}.
\]  

(5.25)

In analogy to Eq. (5.22), this potential is termed the “ground state direct model”. In Fig. 5.8 we present the ground state potential curves \(U_{\text{vdW}}^{\text{GS}}\) (without electrostatics) and \(U_{\text{direct}}^{\text{GS}}\) [with ring-ring electrostatics from Eq. (5.19)] using various configurations suitable for comparison with literature results [157, 213]. In addition, we add the potential curves showing the ground state analog of the point quadrupole model, that is

\[
U_{\text{pq}}^{\text{GS}} = U_{\text{vdW}}^{\text{GS}}(\mathbf{R}, \mathbf{u}_A, \mathbf{u}_B) + \frac{1}{4\pi\varepsilon_0} \frac{3Q^2}{4R^5} K(\mathbf{R}, \mathbf{u}_A, \mathbf{u}_B).
\]  

(5.26)

We recognize that \(U_{\text{direct}}^{\text{GS}}\) is characterized by similar values of the binding energy for the FF-configuration in Fig. 5.8(a) (-58.31 kJ/mol with tooth-to-tooth setup) and the PD-configuration in Fig. 5.8(b) (-61.37 kJ/mol), consistent to what was observed in the work of Rapacioli et al. [157]. More specifically, they have performed ground state calculations of coronene and found similar values for the binding energy in the FF-configuration (-94.9 kJ/mol for tooth-to-tooth alignment and -92.35 kJ/mol for a 30° twisted setup) and the PD-configuration (-93.66 kJ/mol). However, our calculated magnitudes of \(U_{\text{direct}}^{\text{GS}}\) are only about two thirds of that obtained in Ref. 157. Similar numerical values are also found by Zhao et al. [213] except for the perfectly stacked FF-configuration (“tooth-to-tooth” setup), which is only half the magnitude of the twisted stacking configuration in their calculations. These differences stem from different charge distributions used by us and in Ref. 157, and from the fact that our atomistic parameters are taken from the generalized AMBER force field [208] while in Ref. 157 van de Waal parameters have been used.

Concerning the ground state point quadrupole model, we notice a strong repulsion for the FF-configuration as depicted in Fig. 5.9 (a), even at the smallest considered non-vanishing quadrupole strength of \(Q^* = 0.5\). This behavior was already observed in Ref. 128. In order to reach the potential depth of the direct model in this configuration, the quadrupole strength should be very close to zero, which implies a weak far-field behavior. Moreover, even the smallest quadrupole strength further increases the potential depth of the PD-configuration [see Fig. 5.8 (b)] away from its reference value. Considering at \(Q^* = 0.5\) only a fraction of the quadrupole strength (reference values [143] between \(Q^* = 0.617\) to 0.83 for various charge distributions; \(Q^* = 0.963\) for the proposed two-ring model), leads to a potential depth twice as large for the PD-configuration compared to the FF-configuration of the direct model. This is not consistent with other ground state results [157, 213]. Even though, we want to investigate in Sec. 6.3.2, whether this crude model is able to predict the correct melting
behavior of the coronene crystal.

For the sake of completeness, we also present curves for the T- and edge-edge configuration in Fig. 5.8(c) and 5.8(d), which are both in part responsible for the binding between columnar arrangements in a crystal. The general impact of the electrostatics is reflected by the difference between $U_{\text{GS}}^{\text{direct}}$ and $U_{\text{vdW}}^{\text{GS}}$ and is quite pronounced in all configurations. As mentioned in Sec. 5.4.3 the point quadrupole curves strongly affect the binding energies for all configurations.

### 5.4.6 Temperature dependent curves

The potential curves resulting from Eq. (5.17) (point quadrupole model), Eq. (5.22) (direct model) and Eq. (5.23) (implicit electrostatics model) are now investigated for different molecular configurations at a temperature of $T = 300$ K and for the FF-configuration at a broad range of temperatures.

In Fig. 5.9(a-c), these potential curves are presented for three molecular pair configurations, namely the FF-, PD- and edge-edge configuration. Our present analysis shows that the direct model is characterized by a similar binding energy for the FF-configuration ($-50.02\text{ kJ/mol}$) in comparison with the PD-configuration ($-52.778\text{ kJ/mol}$).
Figure 5.9: (a-c) Potential curves along the inter-molecular distance of the direct model, point quadrupole model (with reduced strengths: 0, 0.5, 1) and the implicit electrostatics model at 300 K for fixed configurations. The point quadrupole model with $Q^* = 0$ coincides per definition with our most precise van der Waals model (model M). (d) Potential curves for the face-face configuration using the direct model at 300 K, 800 K and 1500 K. In addition two ground state configurations are added.

As expected, these values are lower in magnitude than their ground state counterparts (see Sec. 5.4.5) but reveal the same characteristics. Regardless, when comparing potential curves for the implicit electrostatics model and the direct model at 300 K, we find a good agreement. This is because the implicit electrostatics model is designed to fit the direct model in close contact configurations. In Fig. 5.9 (c), the potential curves of the edge-edge configuration reveals a strong influence of the electrostatics at all distances. This becomes clear when comparing $U_{\text{direct}}$ with the pair potential of the van der Waals model $U_{\text{vdW}}^{\text{mGB}} = U_{pq}(Q^* = 0)$.

Furthermore, the temperature dependence of the FF-configuration is shown in Fig. 5.9(d) for the direct model and the ground state direct model [see Eq. (5.25)] for two different configurations (tooth-to-tooth and $30^\circ$-twisted). We can observe that
the higher the temperature, the flatter the potential minimum and the larger the binding distance. The temperature dependence mainly stems from molecular bending modes as discussed in Sec. 5.2.3. Its dependence due to axial averaging is rather small, reflected by the small difference of both ground state potentials. It is also worthwhile to mention that there is no influence of temperature at around $R = 0.42\text{nm}$, because at this point all potential curves intersect.
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6.1 Preface

The many-particle behavior for the models of the effective pair potentials from the previous chapter is now investigated. More specifically, we investigate structural equilibrium properties for the van der Waals models of coronene (M, K1, K2, S, and the atomic (A) reference model) at different densities in the limit of high temperatures (1500 K) in Sec. 6.2 and compare structural quantities of bulk crystals for the van der Waals models (M, K1, K2, A) at a broad range of temperatures (300–1500 K). We further perform a structure analysis of the bulk crystal formed by the full-electrostatic models (implic. elec. model, pq-model) in Sec. 6.3. The coarse-grained simulations are performed with molecular dynamics (MD) in the NVT or NPT ensemble (ensembles defined in Sec. 2.2). We have performed coarse-grained simulations with temperature (T) and pressure (P) control (if present) realized via a Berendsen thermostat (barostat) [17]. The translational and rotational equations of motion are solved according to Sec. 3.3.3 (the T-coupling in the atomistically detailed simulations of the columnar hexagonal nematic regime were performed using the method described in Sec. 3.4).

For all temperatures considered (300K–1500K), we have used the corresponding parametrized potentials introduced in Sec. 5.3 and 5.4 (the temperature-dependent parameters are presented in Tables A.1–A.4 in Appendix A.3). The moment of inertia entering the rotational equations of motion is set to $I = 14.76 \text{u nm}^2$ corresponding to a coronene molecule in the ground state as depicted in Fig. 4.3. All simulations are performed using a force-shifted cutoff of 2.4 nm for the coarse-grained interactions. The time constant involved in T- or P-control is set to 2 ps. In case of pressure control we use a compressibility of $2.25 \cdot 10^{-4} \text{bar}^{-1}$. However, an accurate choice for the value of the compressibility is not necessary since the quotient of the compressibility and the time constant of the pressure form the input parameter to the Berendsen pressure coupling. In all simulations, we used the speed-up techniques from Sec. 3.8 and a time step of 10 fs. All findings in this chapter build on our published articles corresponding to reference Nos. 78 and 79.
6.2 Van der Waals coronene

In the following sub-sections we discuss representative thermodynamic states pertaining to the isotropic and orientationally ordered regime for our effective van-der-Waals models, which we introduced in previous chapter.

6.2.1 Isotropic regime

The isotropic regime was explored by using an NVT ensemble (see Sec. 2.2.1) characterized by $N = 576$ particles, $T = 1500$ K, and $V_1 = (15 \text{ nm})^3$ or $V_2 = (8.3 \text{ nm})^3$. We assign a packing fraction to these systems by considering ellipsoidal particles whose axes are defined through the contact distances of $U_{\text{eff}}$ for $T = 1500$ K. The corresponding packing fractions are $\eta(1) \approx 0.04$ and $\eta(2) \approx 0.21$, respectively.

Structural properties are extracted after an equilibration time of 2 ns. Structural investigations involving positional and orientational order are performed using the pair correlation functions $g^{000}(R)$, $g^{220}(R)$ and $g^{202}(R)$ as introduced in Sec. 2.7.1. Corresponding numerical results are shown in Fig. 6.1 while snapshots of the simulation system for the atomistic (A) model, model M and model S are shown in Fig. 6.2. Considering first the lower density [see Figs. 6.1(a)- 6.1(c)], we see that the angle-

![Figure 6.1](image-url)
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averaged correlation of the atomic system is best reproduced by the data from the spherical model (S). Models M, K1, K2 underestimate the first peak in $g^{000}(R)$, with the largest error appearing from model K2. Regarding the non-spherical coefficients (for which the spherical model obviously cannot make predictions), we find that model M works best, while the largest deviation occurs again from model K2. This reflects the fact that also the angle dependence of the K2 potential is less pronounced than in M and K1 (see Fig. 5.5).

At the higher density, all the three models M, K1, K2 yield good results (as compared to the atomistic data) for the correlation functions considered [see Figs. 6.1(d)-6.1(f)]. The best accuracy is again provided by model M. A further interesting observation is that model S predicts a totally unphysical result for $g^{000}(R)$, which does not approach unity at large distances. This already indicates that systems characterized by this spherical potential are not in a stable equilibrium state. Rather the particles condense into a single large cluster, indicating a phase separation [see Fig. 6.2(f)].

![Figure 6.2](image)

**Figure 6.2:** The atomistic system (a, d), the angle-resolved coarse-grained system (b, e) and the angle-averaged coarse-grained system (model M) (c, f) are shown at a packing fraction of $\eta(1) \approx 0.04$ (top panels) as well as $\eta(2) \approx 0.21$ (bottom panels).

Furthermore, we also investigate in Fig. 6.3 the structure via the pair correlation function

$$G(R, \hat{u}_1, \hat{u}_2) = g^{000}(R) \psi^{000} + g^{202}(R) \psi^{202}(R, \hat{u}_1, \hat{u}_2) \quad (6.1)$$

involving $g^{000}$ and $g^{202}$ at both considered packing fractions. Investigating this quantity, we do not observe a significant difference between the models M and K1. However, model K2 slightly underestimates the structurization around a given particle when compared to the atomistic counterpart of $G$. Returning to the condensation of model S, we also observe large values for the function $G$ in the high density system (i.e.}


Figure 6.3: Pair correlation function $G$, as defined in Eq. (6.1), is shown for the van der Waals models (M, K1, K2, S) of coronene at a packing fraction of $\eta(1) \approx 0.04$ (top panels) and $\eta(2) \approx 0.21$ (bottom panels). The reference particle is positioned in the center of each panel and oriented vertically.

$\eta = \eta(2)$ and do not observe a decay towards unity (i.e. bulk density) in the range of interest.

This phenomenon, which is absent in the atomistic system, clearly indicates that modeling the system with an angle-averaged potential is not appropriate, at least not at intermediate and high densities. We take this failure as an a-posteriori justification for our effort to obtain angle-dependent potentials.

As a further test of our potentials, we have calculated the virial pressure [3] and the second virial coefficient, $B_2$ (see Sec. 2.3). The results are summarized in Table 6.1. At the lower density $\eta(1)$, the pressure values predicted by the various models are fairly similar, and the second virial coefficient is rather small. This indicates that the pressure is dominated by its ideal-gas value. We also see that (at $\eta(1)$) model S is closest to the atomistic value, consistent with the corresponding observation for $g^{000}(R)$ (see Fig. 6.1). At the larger density $\eta(2)$ the differences in the pressure data are larger, as expected. The closest match of the atomistic value is given by model M [again consistent with our previous discussion of $g^{000}(R)$]. We also see that the pressure predicted by the spherical model is too small by two orders of magnitude. This is another manifestation of the above-mentioned failure of this model to predict a stable liquid phase. We note, however, that the corresponding value of $B_2$ matches per definition that of the atomic system, due to the fact that $B_2$ is solely a function of the two-particle (two-molecule) partition function, $Z$ and the volume $V$ according to [see Eq. (2.32) with $\alpha^6 = (C^D/S^D-1)^2$]

$$B_2 = \frac{V}{2} - \frac{Z \alpha^6}{V},$$

(6.2)

which are both fixed during coarse-graining (see Sec. 4.5).
Table 6.1: Atomic and coarse-grained simulation results for the pressure $P$ and the pressure correction due to the second virial coefficient $B_2$ are shown for the two different system densities $\rho(1) = 576/(15 \text{ nm})^3$ and $\rho(2) = 576/(8.3 \text{ nm})^3$, respectively, at $T = 1500 \text{ K}$. The second virial coefficient of the atomic system matches per definition that of model S (see main text).

<table>
<thead>
<tr>
<th>Model</th>
<th>$P(1)$ [bar]</th>
<th>$B_2 \rho^2(1)/\beta$ [bar]</th>
<th>$P(2)$ [bar]</th>
<th>$B_2 \rho^2(2)/\beta$ [bar]</th>
</tr>
</thead>
<tbody>
<tr>
<td>atomic (A)</td>
<td>31.17</td>
<td>see S</td>
<td>200.21</td>
<td>see S</td>
</tr>
<tr>
<td>M</td>
<td>33.36</td>
<td>-0.74</td>
<td>246.29</td>
<td>-25.91</td>
</tr>
<tr>
<td>K1</td>
<td>34.01</td>
<td>0.07</td>
<td>260.03</td>
<td>2.40</td>
</tr>
<tr>
<td>K2</td>
<td>38.75</td>
<td>4.99</td>
<td>426.72</td>
<td>173.76</td>
</tr>
<tr>
<td>S</td>
<td>30.70</td>
<td>-0.84</td>
<td>1.71</td>
<td>-29.38</td>
</tr>
<tr>
<td>ideal gas</td>
<td>35.35</td>
<td>0</td>
<td>208.63</td>
<td>0</td>
</tr>
</tbody>
</table>

6.2.2 Columnar hexagonal nematic regime

At lower temperatures and sufficiently high densities the present van der Waals coronene system displays orientationally ordered phases at both the atomic and the coarse-grained level. One of these phases is a columnar phase characterized by a nematic ordering of the molecular symmetry axes and a hexagonal arrangement of the columns in the plane perpendicular to the column axes. The same type of phase also occurs in conventional GB systems consisting of discotic particles [48]. Moreover, columnar nematic phases have also been observed in systems of hexabenzocoronene derivatives [5]. In the following we investigate the stability of this high-density phase in both the atomic and the coarse-grained simulations. To this end we performed constant-pressure simulations using the NPT ensemble (see Sec. 2.2.2). In order to initialize the simulations, we first set up a perfect hexagonal columnar configuration, involving only face-face and edge-edge configurations with nearest-neighbor distances of 0.37 and 1.13 nm, and then applied a GROMACS energy minimization routine (steepest descent method [2]) [see Fig. 6.6(a)]. Simulations were then performed for temperatures ranging from 300 K to 1500 K in steps of 100 K, driving the system from the orientationally ordered into an isotropic regime. In all stages of these “melting” simulations, the pressure was fixed at 1 bar (with a compressibility five times larger than that of water), and the box shape (parallelepiped) was allowed to change its geometry (see Ref. 17). The equilibration time varied between 3 ns (ordered regime) and 95 ns (isotropic regime).

To evaluate the overall degree of ordering we calculated the nematic order parameter $\bar{P}_2$ as defined in Eq. (2.69)

$$
\bar{P}_2 = \frac{1}{N} \left\{ \sum_i P_2(\hat{u}_i \cdot \hat{n}) \right\},
$$

where $\hat{n}$ is a unit vector indicating the direction of the nematic director. The latter was taken to be the surface normal along which the columns are set up. To further investigate the order in the system, we measure the hexagonal bond order parameter ($\psi_b$), as defined in Eq. (2.70), which is suitable for columnar configurations. To calculate this quantity, we require the number of neighbors, $Nb_j$, for each particle $j$. Here,
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particles are considered neighbors if the projection of the connecting vector $\mathbf{R}_k - \mathbf{R}_j$ onto $\mathbf{n}$ is smaller than 0.25 nm, while the projection perpendicular to $\mathbf{n}$ is between 0.9 nm and 1.3 nm. The behavior of these two order parameters, as well as that of the calculated volume as functions of temperature is plotted in Fig. 6.4, where we have included results from the atomic system (A) and from the coarse-grained models M, K1, K2. At 300 K, the atomic system displays nearly perfect nematic and columnar ordering, that is both order parameters are close to unity. Upon increasing $T$, $\bar{P}_2$ (of the atomic system) exhibits a sudden decrease at $T \approx 900$ K, indicating the disappearance of nematic ordering. The parameter $\psi_6$ also decreases, but in a smoother way. This reflects the observation that the columns first somewhat rearrange before the columnar structure finally melts. As a consequence of melting, the volume of the system strongly increases, as indicated by the plot of the cube root of the average volume in Fig. 6.4(c). All of the coarse-grained models M, K1, K2 reproduce qualitatively the phase transition of the atomic system, although the predicted transition temperatures are clearly model-dependent. Taken all these parameters into account, model M provides the best representation of the atomic data. Although the drop of $\bar{P}_2$ upon heating occurs at somewhat too high temperature, the characteristic length provided by the third root of the volume is reproduced very accurately. Compared to M [and the atomic system (A)], we find that the first Kabadi model (K1) predicts the columnar melting at significantly larger temperatures ($T = 1300$ K $- 1400$ K). This can be explained by the fact that model K1 overestimates the attraction associated with the edge-edge configuration. Finally, the results of model K2 (which gives a correct edge-edge configuration), are between those of models M and K1.

In addition to the system-averaged order parameters discussed so far, we have also investigated the local structure in the columnar nematic phase. To this end we consider the correlation functions parallel and perpendicular to the nematic director $\mathbf{n}$, $g_\perp$ and $g_\parallel$. These functions are calculated based on expressions suggested in Ref. 5. However, here we consider normalized versions (where the correlation functions yield unity if no correlation is present) as defined in (2.61a) and (2.61b).

Numerical results for the correlation functions are plotted in Fig. 6.5, where we consider two temperatures within the nematic columnar regime. The atomic results for the function $g_\parallel$ at 300 K [see Fig. 6.5(a)] clearly signal the preferred layer separation of 0.33 nm by sharp peaks. However, one also notices a secondary, weaker maximum at intermediate distances. These latter maxima indicate that a few columns are shifted along one another by half the thickness of a molecule. Considering the corresponding

Figure 6.4: Order parameters [see Eqs. (2.69) and (2.70)] and characteristic length obtained from the average volume as functions of temperature and different models.
coarse-grained results we see that model K2 reproduces not only the main peaks of $g_{||}$ at 300 K, but actually overestimates the intermediate ones. This results from the fact that K2 strongly favors face-face configurations relative to T- and V-like configurations. The other models (M, K1) generate a somewhat less rigid structure. At 700 K all coarse-grained models reproduce the features seen in the atomic data for $g_{||}$ [see Fig. 6.5(b)]. In particular, compared to 300 K, the data at 700 K reveal that the layer-to-layer distance has slightly increased.

Regarding the perpendicular correlations within the columnar phase, we find that model M yields the best reproduction of the hexagonal column arrangement in the atomic system; however, the lateral column separation is somewhat too small (as it is for models K1 and K2). This holds for both temperatures considered. The main temperature effect in both, $g_{||}$ and $g_{\perp}$, consists of a widening of peaks.

This is also indicated by direct inspection of the simulation snapshots presented in Figs. 6.6(b) and 6.6(c). At 300 K, the dominating structure is a face-face configuration in a tooth-to-tooth setup. On the contrary, at 700 K tooth-to-tooth-like configurations have essentially disappeared. The molecules appear to rotate freely around their symmetry axis.

### 6.2.3 Performance of the van der Waals models

We next summarize the performance of our van der Waals models. As expected Model M was found to be superior in most aspects, including the description of the
Figure 6.6: (a) Initial hexagonal columnar nematic state of the present system.
(b) and (c): Snapshots of the hexagonal nematic regime after 3 ns at (b) 300 K and (c) 700 K within the atomic model and model M.

orientational phase transition occurring at high densities. However, it is also the most complex model in terms of the number of parameters involved. Indeed, the parametrization for the interaction strength involves four orientational dimer configurations, which have been chosen due to their relevance under strongly coupled conditions. The performance of the simpler Kabadi models, K1 and K2, (whose potential strength parametrizations are based on only two configurations) depends on the state considered. Specifically, K1 gives reliable results for the isotropic phase, while K2 works better with respect to the columnar-isotropic transition. Another important finding is that the most simple, spherical model (S) is useful only in the strongly diluted isotropic phase. Besides the obvious incapability of this model to predict orientationally ordered phases, already at intermediate densities, it falsely predicts a condensation transition, which is absent when using the angle-resolved (and atomistic) potentials. These findings clearly justify the additional effort in determining angle-resolved potentials. Moreover, to properly describe the various phases it turned out to be crucial to take into account the pronounced temperature dependence of the angle-dependent potential. An important example is the effective interaction in the face-face configuration, which is strongly affected by bending fluctuations stemming from the molecule’s non-rigidity on the atomistic level.

We also note that, when comparing the computational time per core of the coarse-grained simulations (which are based on a self-written code) and the atomistic simulation time (based on the GROMACS package, version 4.5.5), we reached a speed-up of about a factor of 3 to 8. Part of this speed-up is likely due to the fact that we have represented the coronene molecules by a particularly simple shape, namely an uniaxial disc. The performance of other representations, e.g. a collection of fused rings [143] remains to be explored.
6.3 Coronene with electrostatics

In the current section we investigate a many-particle system of coronene molecules, modeled with electrostatic contributions, using MD simulations at constant temperature (T) and pressure (P) similar to previous section. First, we investigate in Sec. 6.3.1 the equilibrium structural properties of the crystalline unit cell at room temperature. Second, we analyze how certain structural parameters behave upon heating up the crystal until it melts in Sec. 6.3.2. Third, we summarize our electrostatics investigation in Sec. 6.3.3. Each simulation run starts from lattice-like initial conditions (described below) and leads to a relaxation of particle positions and box-vectors. To affect box lengths as well as box-angles we use anisotropic pressure coupling. In particular, the temperature and pressure coupling is realized with a modification of the Berendsen weak coupling scheme as described in Sec. 3.3.

The coronene molecules are modeled with either the point quadrupole model (see Sec. 5.4.3) or the implicit electrostatics model (see Sec. 5.4.4). Our many-particle system for all simulations consists of 576 molecules and is initialized with the following arrangement of unit cells in terms of box-vectors: \( L_1 = 4a \), \( L_2 = 12b \) and \( L_3 = 6c \). Hereby \( a \), \( b \) and \( c \) denote the right-handed unit cell vectors, which together with the molecular arrangement and orientation in the unit cell are taken from Ref. 161. The molecules are aligned in a so-called herringbone pattern, which resembles tractor traces when seen from the side (Fig. 6.7).

Just as in the non-electrostatic case, the pressure is set to 1 bar and the compressibility to \( 2.25 \cdot 10^{-4} \text{ bar}^{-1} \). The equilibration times range from 3.5 to 100 ns. To test the force-shifted cutoff (at 2.4 nm), we calculated the total electrostatic energy both with the cutoff and by using the full Ewald sum for quadrupoles (for the explicit expression, see Sec. 3.7.2.2 and Ref. 178). We found that the electrostatic energy from the cutoff procedure differs from the corresponding energy using the Ewald summation technique by only 0.04485\% (in a perfect crystal). This justifies the simpler cut-off procedure.

![Figure 6.7](image-url)
6.3.1 Bulk crystal at room temperature

In the following, we investigate the equilibrium structure of the bulk crystal for the point quadrupole model (see Sec. 5.4.3; quadrupole strengths: \(Q^* = 0, 0.5, 1, 1.5\)) and the implicit electrostatics model (see Sec. 5.4.4) using trajectory data from the MD simulations. One important criteria to judge the performance of the different models are the unit cell parameters listed in Tab. 6.2.

<table>
<thead>
<tr>
<th>Model</th>
<th>(a(\text{\AA}))</th>
<th>(b(\text{\AA}))</th>
<th>(c(\text{\AA}))</th>
<th>(\alpha(\circ))</th>
<th>(\beta(\circ))</th>
<th>(\gamma(\circ))</th>
<th>(V(\text{\AA}^3))</th>
<th>(E_{\text{coh}}(eV))</th>
</tr>
</thead>
<tbody>
<tr>
<td>vdW model M</td>
<td>19.6444</td>
<td>3.6282</td>
<td>9.1430</td>
<td>90.02</td>
<td>117.74</td>
<td>89.98</td>
<td>576.78</td>
<td>1.5533</td>
</tr>
<tr>
<td>pq model ((Q^*=0.5))</td>
<td>17.0045</td>
<td>4.2382</td>
<td>9.7228</td>
<td>90.00</td>
<td>116.52</td>
<td>90.00</td>
<td>598.53</td>
<td>448.02</td>
</tr>
<tr>
<td>pq model ((Q^*=1))</td>
<td>17.1237</td>
<td>4.0178</td>
<td>9.7228</td>
<td>90.00</td>
<td>117.74</td>
<td>90.00</td>
<td>598.53</td>
<td>2.9882</td>
</tr>
<tr>
<td>pq model ((Q^*=1.5))</td>
<td>17.7104</td>
<td>3.7246</td>
<td>9.9783</td>
<td>89.62</td>
<td>122.77</td>
<td>86.83</td>
<td>552.08</td>
<td>6.4002</td>
</tr>
<tr>
<td>impl. electr. model</td>
<td>17.6142</td>
<td>4.5524</td>
<td>9.5722</td>
<td>90.00</td>
<td>112.91</td>
<td>90.01</td>
<td>707.03</td>
<td>0.9457</td>
</tr>
</tbody>
</table>

Inspecting the values for \(a, b, c, \alpha, \beta, \gamma\) (for description see caption of Tab. 6.2), we find very good agreement of the implicit electrostatics model and the point quadrupole model for weak strength \((Q^*=0.5)\) with the corresponding experimental data. The remaining models \((Q^* \neq 0.5)\) reveal slight deviations in \(a, b, c, \) and \(\beta\). Nonetheless, the crystal structures are in all cases monoclinic \((\alpha = \gamma = 90)\). Concerning the cohesion energy predicted by the point quadrupole models, we note a significant increase with the quadrupole strength. This stems from the overestimation of the binding energy for PD-configurations (see Fig. 5.9). The cohesion energy of the implicit electrostatics model is somewhat underestimated.

In order to further analyze the orientation of the corresponding molecules (named A and B) in the unit cell, we introduce the herringbone angle \(\phi\), which marks the angle between both molecular orientation axes that point “upwards” along \(b\) (see Fig. 6.7), and is defined as follows

\[
\phi = \arccos \left[ (\text{sgn}(\hat{u}_A \cdot \hat{b}) \hat{u}_A) \cdot (\text{sgn}(\hat{u}_B \cdot \hat{b}) \hat{u}_B) \right].
\] (6.4)

In Table 6.3 all molecular angles with respect to the body fixed unit cell are displayed. Specifically, we present the enclosed angles of the molecule A’s axis with each unit cell axis as performed in Ref. 161.

As expected, we observe a nematic phase for the van der Waals model (point quadrupole model with a zero quadrupole strength) reflected by a small value for the enclosed angle of the molecule A’s axis with the \(b\)-axis, called \(\psi^A_N\) and a small herringbone angle \(\phi\). This finding is in accord with the van der Waals crystal investigated in Sec. 6.2.2. The alignment of the molecules with respect to all unit cell axes \((\chi^N_A, \psi^A_N, \omega^N_A)\) for both the implicit electrostatics model and the point quadrupole model with
Table 6.3: The angles of molecule A with the \( \mathbf{a}, \mathbf{b} \) and its perpendicular axis \( \mathbf{a} \times \mathbf{b} \) are denoted by \( \chi_A^N, \psi_A^N \) and \( \omega_A^N \). The notation is taken from Ref. 161.

<table>
<thead>
<tr>
<th>Model</th>
<th>( \chi_A^N ) (°)</th>
<th>( \psi_A^N ) (°)</th>
<th>( \omega_A^N ) (°)</th>
<th>( \phi ) (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>pq model ((Q^* = 0) / \text{vdW model M})</td>
<td>95.65</td>
<td>12.20</td>
<td>79.24</td>
<td>24.38</td>
</tr>
<tr>
<td>pq model ((Q^* = 0.5))</td>
<td>129.69</td>
<td>39.86</td>
<td>93.12</td>
<td>79.72</td>
</tr>
<tr>
<td>pq model ((Q^* = 1))</td>
<td>129.83</td>
<td>40.66</td>
<td>96.85</td>
<td>81.32</td>
</tr>
<tr>
<td>pq model ((Q^* = 1.5))</td>
<td>121.90</td>
<td>40.79</td>
<td>108.47</td>
<td>81.54</td>
</tr>
<tr>
<td>impl. electr. model</td>
<td>130.23</td>
<td>40.31</td>
<td>92.30</td>
<td>80.63</td>
</tr>
<tr>
<td>ideal crystal [160]</td>
<td>133.7</td>
<td>43.7</td>
<td>89.6</td>
<td>87.35</td>
</tr>
</tbody>
</table>

weak strength \((Q^* = 0.5)\) is in good agreement with the experimental values. For all investigations (except for the nematic phase of the model without electrostatics), no significant change for the distance of neighboring columns was observed (corresponding distances are 8.7 Å and 9.8 Å).

6.3.2 Melting of the bulk crystal

We now turn to the investigation of structural changes of the reference bulk crystal [see Fig. 6.7(b)] upon heating the system. Hereby, we expect the crystal to melt. The temperature range considered covers \(300 \text{ K} \leq T \leq 1500 \text{ K}\). After every 100 K a different isobaric-isothermal simulation run is performed.

We further investigate \( \phi \) as a function of temperature for the different models as presented in Fig. 6.8(a). The melting from crystalline to isotropic phases is also reflected in Fig. 6.8(b) showing the cube root of the volume as a function of the temperature. When considering the reference temperatures of bulk coronene with respect to melting \((710.5 \text{ K})\) [169] and boiling \((798 \text{ K})\) [169], we recognize that coronene is liquid only in a narrow temperature band. In the implicit electrostatics model we observe a decay of the herringbone angle between 600 and 700 K towards zero indicating isotropic orientation. At 700 K the volume is significantly higher than at 600 K, and rises even faster with increasing temperature above 700K. We take these as indications of a liquid phase appearing at around 700 K and a gas phase at temperatures above 800 K. On the contrary in the implicit electrostatics model, the crystal structure for the point quadrupole model melts at significantly higher temperatures for all quadrupole strengths. It seems obvious that the melting temperature increases with the cohesion energy, as discussed earlier (see Sec. 6.3.1).

We next want to analyze the crystalline order parallel to the plane spanned by \( \mathbf{L}_1 \) and \( \mathbf{L}_3 \) with the correlation function \( g || \) which we defined in Eq. (2.61a). For the implicit electrostatics model, we observe a crystalline order [see Fig. 6.9(a)], that continuously vanishes with rising temperature. In contrast, the point quadrupole models do not exhibit this behavior [see Fig. 6.9(b)-(e)]. At a quadrupole strength of \( Q^* = 1.5 \) we no longer see positional order, while the orientational order still exists [see Fig. 6.8(a)]. To sum up, the transition temperature of the implicit electrostatics model can be suitably
reproduced. Clearly it is not in full accordance with the experimental reference values. Nonetheless, this approach marks a way to treat the relevant electrostatics in a rather simple model eligible for large-scale computer simulations.

### 6.3.3 Performance of the models with electrostatics

To assess the quality of modeling, unit cell parameters and structural quantities of the coronene bulk crystal, we calculated with constant pressure and temperature MD simulations. These results have been compared to their experimentally determined counterparts (see Sec. 6.3.1 and 6.3.2).

Based on our data, we can conclude that the simple point quadrupole approach, although yielding the correct long-range decay, gives unreliable results, even when the quadrupole strength is reduced to a value related to a reasonable cohesion energy.

Moreover, for all considered quadrupole strengths we observed melting temperatures far above the experimental values. Nevertheless, a small point quadrupole leads to a stabilization of the herringbone structure due to an energetic preference. In contrast, our second approach involving the implicit electrostatics model is able to stabilize the herringbone structure up to a melting point similar to experimental values. With this second model, we also encountered a liquid phase as observed in experiment. As a conclusion, the implicit electrostatics model seems superior in reproducing structure and melting. It is also more convenient from a computational perspective since it is simply a reparametrized Gay-Berne-like model (see Sec. 5.3.3). The crucial point for the success of the latter approach consists of choosing an extended charge distribution rather than a single point multipole. Hereby the characteristics of the electrostatic potential in the near field are reproduced in a great extent. Still, it would be interesting...
to investigate the influence of an atomic point charge distribution on the structural and melting properties of the coronene crystal.

Besides the temperature-independent electrostatics and the ring-charge assumption, a further underlying assumption in our work is the pairwise additivity of the many-molecule interactions. The implications of this assumption were already investigated for crystalline benzene [53], which is similar to coronene. Further, it is worth mentioning that our temperature-dependent approach does not take into account formation and breaking of covalent bonds, which may be an important processes for very high temperatures and pressures [88].

For future work, it would be rather interesting to use ab-initio simulations to calculate effective pair potentials for coronene and compare them with our corresponding results for different temperatures. Finally, we propose applicability of our presented method to a similar class of discotic molecules, e.g. benzene or hexabenzocoronene.
Chapter 7

2D monolayer

7.1 Preface

In this chapter, we investigate the phase behavior of a two-dimensional system comprising one species of ellipse-shaped particles carrying a linear quadrupole moment in their center. These particles are designed to constitute a simple model for uncharged and non-polar conjugated organic molecules in terms of shape and electrostatics.

Our coarse-graining strategy so far (Chapter 4), can be characterized as a systematic transition from the atomistic level of detail towards a more abstract or coarse-grained level of detail. The resulting effective interactions are modeled in a fashion to reproduce pair potentials and structural quantities (Chapter 5 and 6). In this chapter, we on contrary do the opposite strategy. Since we do not have a certain molecular system in mind, it might be more promising to study first the phase behavior of this simple model and subsequently discuss further fields of application. This investigation enables a broader understanding of molecular as well as colloidal monolayer arrangements on a coarse-grained level. We are particularly interested in the alignment of conjugated organic molecules on inorganic surfaces. These so-called hybrid inorganic/organic systems (HIOS) form a rather new field of application in optoelectronics [21, 22, 46, 100, 167]. Experimental investigations of coronene (a conjugated organic molecule; see introduction) on germanium substrate (001) reveal two different observed structures [116] (depending on the packing fraction) parallel columns or compact herringbone-like configurations. Other flat molecules form complex and compact patterns [36, 37]. Moreover, colloidal patchy particles in a confined geometry [133, 144, 177] are examples for colloidal monolayer studies where a quadrupole is involved. More specifically, the simulation study of Bianchi et al. [20] as well as the experimental study of van Oostrum et al. [199] with particles described through similar models exhibit hexagonal and ring-like arrangements.

In this survey, we specifically study our quadrupolar-ellipse system at various aspect ratios and temperatures for a fixed pressure. The influence of the temperature on diverse ground states, which are calculated by Moritz Antlanger (TU Wien), is further scrutinized with molecular dynamics (MD) simulations in Sec. 7.3 for 840 particles. We find that ground state structures corresponding to particles with high eccentricity can withstand higher temperatures. The entire investigation, including the detailed ground state analysis, is based on our article listed in Ref. 77. With regard to linear
quadrupoles, we intuitively expect T-kind of configurations, especially when considering two isolated molecules. However, it turns out that the influence of the different aspect ratios and the underlying statistical ensemble (isobaric-isothermal; see Sec. 2.2.2) leads to a broad variety of phases besides the intuitive T-kind of configurations.

In the following, we introduce the model (Sec. 7.2) and later on provide results from the MD simulations (Sec. 7.3). Finally, we close this investigation by analyzing a crystalline melting line and a short investigation about the transferability of this results for other sets of parameters (Sec. 7.4).

7.2 Model

In this section, we introduce our coarse-grained interaction model, which is a direct composition of a short ranged soft-repulsive part, $V_{sr}$, and the electrostatic interaction between two linear point quadrupoles, $V_{QQ}$.

$$V = V_{sr} + V_{QQ} \quad (7.1)$$

As mentioned before, we investigate one component systems with ellipse-shaped particles of various aspect ratios. The latter is defined through the ratio between the ellipses main axes, i.e. $\kappa = \sigma_||/\sigma_\perp$, where the axis with length $\sigma_||$ is parallel and those with $\sigma_\perp$ is perpendicular to the later introduced linear quadrupole, which also lies in the two-dimensional plain. A schematic overview is depicted in Fig. 7.1(a). Throughout our investigation, we use particles with an equal surface area, i.e. $\sigma_\perp \cdot \sigma_|| = \sigma_0^2 = const$. For the main axes thus follows

$$\sigma_|| = \sigma_0 \sqrt{\kappa} \quad \text{and} \quad \sigma_\perp = \frac{\sigma_0}{\sqrt{\kappa}}. \quad (7.2)$$

Concerning the shape of the molecules, we define a purely repulsive but rather hard inter-molecular pair potential that is based on the ellipse-like contact distance of Berne and Pechukas [19]. The variables, describing the dimer system, are introduced through Eqs. (4.16) or alternatively by Eqs. (4.17). The short range part

$$V_{sr}(R, a, b, c) = 4\epsilon_0 \left[ \frac{\sigma(a, b, c)}{R} \right]^{18} \quad (7.3)$$

resembles the repulsive part of a Lennard-Jones interaction (here we use for the exponent a value of 18 instead of 6), while the contact distance $\sigma$ (which marks the distance of vanishing pair potential) and defined as [19, 63]

$$\sigma(a, b, c) = \frac{\sigma_0}{\sqrt{\kappa}} \left\{ 1 - \frac{\chi}{2} \left[ \frac{(a+b)^2}{1+\chi c} + \frac{(a-b)^2}{1-\chi c} \right] \right\}^{-1/2}, \quad (7.4)$$

with

$$\chi = \frac{\kappa^2 - 1}{\kappa^2 + 1}$$
being an anisotropy parameter. In its present form $V_{sr}$ is similar to the interaction potential used in Ref. 165. The prefactor 4 is just a remnant of the Lennard-Jones potential without further purpose. We hereby restrict ourselves to rather hard particles to keep the system simple - and as we later see - this might reduce the parameter space. However, it is not infinitely hard and thus allows overlaps and a simple treatment for ground state and MD calculations. The interaction between two linear quadrupole moments with strength $Q$ [defined in Eqs. (5.15) and (5.16)] can be written as [26, 68]

$$V_{QQ}(Q^2, R, a, b, c) = \frac{1}{4\pi\varepsilon_{pm}} \frac{3Q^2}{4 R^5} K(a, b, c),$$

where $\varepsilon_{pm}$ marks the vacuum permittivity and $K(a, b, c)$ is defined in Eq. (5.10). Even though the interaction decays slower with the distance (i.e., $\sim 1/R^5$) than, e.g., van der Waals interactions ($\sim 1/R^6$) we can still calculate inter-particle energies with sufficient accuracy via a real-space lattice sum. We propose a cut-off radius of $R_{cut}/\sigma_0 = 6$ for both, electrostatic and repulsive interactions. In contrast, the ground state calculations were calculated at a cutoff radius $R_{cut}/\sigma_0 = 30$.

We next consider a dimer system and investigate depending on the aspect ratio the most attractive configuration for the particles. More specifically, we consider a system of two quadrupolar particles in contact, i.e. $R = \sigma(a, b, c)$ [see Eq. (7.4)] and only take the quadrupole-quadrupole interaction $V_{QQ}$ into account. The corresponding ground state (minimal energy) configurations as function of the anisotropy parameter, $\kappa$, are illustrated in Fig. 7.2. It turns out that the T-configuration is only stable for values of $\kappa$ close to unity. At large eccentricities ($\kappa < 0.75$ or $\kappa > 1.2$) the ground state dimer configuration is parallel displaced (PD).
Figuwe 7.2: Minimum electrostatic energy configurations for ellipse-shaped particles with a central linear quadrupole along one axis (which is $\kappa$ times the other axis) and a fixed area (for all $\kappa$). The corresponding orientation angles of the quadrupoles with respect to the particle connecting vector are shown as a function of the aspect ratio $\kappa$. Both angles can be interchanged due to the $D_2$ symmetry of the particles. The parallel displaced (PD) and T-configuration mark the two fundamental different minimum electrostatic energy configurations.

All our numerical calculations were performed in the $NPT$-ensemble (see Sec. 2.2.2), where the relevant thermodynamic potential is the free enthalpy, $G$, that is

$$G = E + P \langle S_0 \rangle - TS = H - TS. \quad (7.6)$$

$E$ represents the internal energy, $P$ is the pressure, and $\langle S_0 \rangle$ is the average area occupied by the system, $T$ the temperature and $S$ the entropy (for details see Sec. 2.2.2). For vanishing temperature, the free enthalpy $G$ reduces to the enthalpy $H$. Based on the scales of length $\sigma_0$, mass $m_0$, and energy $\epsilon_0$, the quadrupole strength $Q$, the temperature $T$ and the pressure $P$ as well as the time $t$ are expressed via their respective reduced units, i.e.

$$(Q^*)^2 = Q^2/(4\pi\epsilon_pm_0\sigma_0^5\epsilon_0), \quad T^* = kT/\epsilon_0, \quad P^* = P\sigma_0^2/\epsilon_0, \quad t^* = t/\sqrt{\sigma_0^2m_0/\epsilon_0}.$$  

To start our investigation we require a proper setting for the $((Q^*)^2, P^*)$ pair. In this respect, we extract $Q$, $\sigma_0$ from a quadrupolar Gay-Berne model of benzene proposed by Golubkov et al. [65]. We introduce a quadrupole strength of $Q_{\text{benzene}} = -30.5812 \cdot 10^{-40}\text{Cm}^2$ and a spherical diameter (see Def. (7.2)) of $\sigma_0 \approx 0.307$ (when the Gay-Berne contact distance is used). Considering the surface tension of water defined in Ref. 200, $P_{\text{water}} = 71.99 \cdot 10^{-3}\text{Nm}^{-1}$ (value taken for 25°C), we arrive at the ratio

$$(Q_{\text{benzene}}^*)^2/P_{\text{water}}^* = Q_{\text{benzene}}^2/(4\pi\epsilon_pm_0^4P_{\text{water}}) \approx 4.5.$$
We focus on this ratio because the \((Q^2, P)\) parameter set effectively reduces to \(Q^2/P\) in the hard limit as we later discuss (see also Appendix A.5). Since the quadrupole is very pronounced in the near field, we consider in the MD simulations a reduced value of \((Q^*)^2/P^* = 2\). If \(P^* = 1\) corresponds to \(P_{\text{water}}\) then for the energy scale \(\epsilon_0\) holds:

\[
\epsilon_0 = P_{\text{water}} \cdot \sigma_0 / P^* = P_{\text{water}} \cdot \sigma_0^2 = 4.09\text{kJ/mol}.
\]

After all, we investigate the system for the parameter settings \(((Q^*)^2, P^*) = (2, 1), (4, 2)\) in the MD simulations, where we provide a detailed structural investigation for \(((Q^*)^2, P^*) = (2, 1)\) (at different temperatures). The ground state calculations (carried out by Moritz Antlanger) were performed at various parameter sets \(((Q^*)^2, P^*) = (0.2, 0.1), (2, 1), (20, 10), (4, 2)\).

### 7.3 Results

For the parameter set \(((Q^*)^2, P^*) = (2, 1)\), the ground state results are depicted in Fig. 7.3 (on page 108) and 7.4 (on page 109) on the left column each.

Depending on the aspect ratio considered, which is \(\kappa = 0.4, \ldots, 2.1\), we identify between 1 to 3 different orientations. Ground states, where particles show one orientation are observed for extreme \(\kappa\)-values (high eccentricity), i.e. \(\kappa = 0.4\) or 2.1. In this case, the particles form parallel columns where the particles’ orientation vector is tilted with respect to the column vector. Two orientations revealing T- or herringbone kind of configurations are observed for most aspect ratios in-between \((\kappa = 0.48, 0.58, 0.8, 1, 1.38, 1.83)\). Specifically, the T-configurations are observed for \(\kappa = 1\) (here \(\kappa = 0.8, 1, 1.38\)). Another type of configuration showing two different orientations is found for \(\kappa = 1.66\). As we see later, this kind of configuration is rather unstable and only found in a narrow \(\kappa\)-range. For \(\kappa = 1.5\) we observe three orientations (which differ by multiples of an angle of \(120^\circ\)), where the particles’ positions show a trihexagonal tiling.

Another interesting aspect appears when we compare the order parameter curves, defined in Sec. 2.7.2, for the parameter setting \(((Q^*)^2, P^*) = (2, 1)\) shown in Fig. A.3 in Appendix A.4, with the respective curves obtained for the parameter setting \(((Q^*)^2, P^*) = (0.2, 0.1)\) and \(((Q^*)^2, P^*) = (20, 10)\) in the neighboring Figs. A.4 and A.5 (in Appendix A.4), respectively. These curves reveal a striking similarity, suggesting that an appropriate scaling of the quadrupole moment and the pressure yields the same (ground state) results. On the other other hand, the corresponding enthalpy curves are quite different in magnitude. We discuss these observations in more detail in the Appendix A.5. There we show, that there is indeed a parameter scaling relation for systems of hard particles (see Appendix A.5.1), yielding \(P \propto Q^2\). However, here we consider particles with a soft core, even though this core is rather steep, (an exponent of \(n = 18\) was used in this work for the short-range repulsion). Still, the softness seems to lead to a breakdown of the parameter scaling when analyzing the enthalpy. This is presumably due to the fact that a scaling of the input parameter also induces a small change of the density. We therefore suggest in Appendix A.6 an empirical scaling law for the ground state enthalpy of our system and provide numerical evidence for its justification. We can conclude that the empirical scaling law for the ground state
enthalpy seems applicable for $\kappa$ around unity where the structures possess a 4-fold symmetry (T-configuration).

In the remaining part of this section, we analyze MD results for all considered aspect ratios $\kappa$ and reduced temperatures $T^\ast$. Later on, we scrutinize the applicability of the finite temperature parameter scaling, that is $P \propto Q^2 \propto T$ in the hard limit (see Appendix A.5.2), for our “soft-core” model in Sec. 7.4. As previously mentioned, the ground state configurations for a variety of aspect ratios serve as initial conditions for the MD simulations.

All MD simulations were performed using the Berendsen weak coupling scheme as outlined in Sec. 3.3 for two dimensions. We hereby include also the speed-up techniques presented in Sec. 3.8. The MD simulations have been performed at several values of the reduced temperature $T^\ast = k_B T / \epsilon_0$, that is, $T^\ast = 0.1, 0.2, \ldots, 1.6$. Throughout the investigation, we used a time increment of $\Delta t^\ast = 0.00136172$ (corresponding at a macroscopic level to $\Delta t \approx 2$ fs). An adequate choice of the time step is imposed by the mass of the particles, for which we have assumed the mass of benzene $m_q = 78u$. Each simulation extends over 210 000 time steps. During the first 20 000 MD steps, the target temperature is gradually increased from $T^\ast = 0$ towards the respective target value. Structural quantities are then extracted only during the last 10 000 time steps of the simulation. The values for the temperature- and pressure-coupling constants $\tau_{\text{trans}}, \tau_{\text{rot}}$ and $\tau_\text{P}$ were chosen to be 80 time steps. Of course, the actual volume change of the box is also influenced by the compressibility; its reduced, dimensionless counterpart, $K^\ast = K m_q^2 \sigma_0^2 / \epsilon_0$ is set to 0.01. We assume the mass distribution within the particles to be homogeneous and thus obtain for the dimensionless moment of inertia $I^\ast = 0.25 \cdot (\kappa + \frac{1}{2})$. Concerning the pair forces $F_{ij}$ and torques $M_{ij}$ we perform a truncation at $R_{\text{cut}} = 6\sigma_0$, as mentioned, and shift them in order to make them vanish smoothly.

Corresponding snapshots for significant configurations after equilibrating are presented in Fig. 7.3 for $\kappa \leq 1$ and in Fig. 7.4 for $\kappa > 1$. The MD simulations reveal that the structures observed at zero temperature remain stable at low temperature. With increasing temperature, more and more defects start to form (see second column in Figs. 7.3 and 7.4). The most common of these is a slight wave-like modulation of previously straight lines. Finally, crystalline order is rapidly lost once the temperature is raised above a certain threshold value (see third column in Figs. 7.3 and 7.4); the related temperature depends strongly on $\kappa$. Configurations with $\kappa \approx 1$ (T$_{\text{sq}}$-configuration) and $\kappa$ far from unity (PD-configuration) are the most stable ones, due to the fact that attractive quadrupole-quadrupole constellations can get very close (losing order for $T^\ast = 1.1$ and $T^\ast = 1.2$, respectively), while the configurations for $\kappa = 1.66$ melt even at a low temperature of $T^\ast = 0.5$. In order to investigate the transition from the ordered to the disordered regime, we focus on the average reduced potential energy $\langle E_{\text{pot}}^\ast \rangle$ and area $\langle S_0^\ast \rangle$. Figure 7.5 depicts $\langle E_{\text{pot}}^\ast \rangle$ and $\langle S_0^\ast \rangle$ as a function of the reduced temperature $T^\ast$ for all considered aspect ratios $\kappa$. Upon increasing the temperature from zero, $\langle E_{\text{pot}}^\ast \rangle$ progressively decreases in magnitude and finally approaches zero, reflecting the diminishing role of particle interactions. At the same time, the area $\langle S_0^\ast \rangle$ increases. In fact, one would expect such an increase already in an ideal gas system where, at constant pressure, the ratio of temperature and area must be constant.
Figure 7.3: Snapshots of MD simulations for different values of \( \kappa = \sigma_\parallel / \sigma_\perp \leq 1 \) (as labeled) and \( T^* = k_B T / \epsilon_0 \) (as labeled). Different colors indicate different orientations of the linear quadrupole axis, which is orthogonal to the longest axis for \( \kappa < 1 \) (see inset in the top left panel). The ground states (left column) were calculated by Moritz Antlanger from the TU Wien using evolutionary algorithms.
Figure 7.4: Snapshots of MD simulations for different values of $\kappa = \sigma_\parallel / \sigma_\perp > 1$ (as labeled) and $T^* = k_B T / \epsilon_0$ (as labeled). Different colors indicate different orientations of the linear quadrupole axis, which is parallel to the longest axis for $\kappa < 1$ (see inset in the top left panel). The ground states (left column) were calculated by Moritz Antlanger from the TU Wien using evolutionary algorithms.
Interestingly, however, we observe for all values of $\kappa$ a sudden change of the functions $\langle E_{\text{pot}}^* (T^*) \rangle$ and $\langle S_0^* (T^*) \rangle$ in a very small range of temperatures (with these changes occurring at the same $T^*$ for the two quantities considered). We take this behavior as an indication of first order phase transitions; their positions are marked in Fig. 7.5 with a contour line along $\kappa$ for the upper temperatures next to the discontinuities. With purpose we have not considered the corresponding susceptibility, $c_P$, since it is well established that energy fluctuations are not correctly reproduced with the Berendsen scheme [2, 3]. Only for $\kappa = 1.66$ we could not resolve any step discontinuity in the potential energy.

We now turn to Fig. 7.6 showing the investigation of the previously defined BOOPs $\Psi_4$ and $\Psi_6$ [see Eq. (2.62) on page 27]. For all our ground state configurations we find at least one of these two parameters being unequal zero. Moreover, considering the temperature dependence we observe for all $\kappa$ an abrupt decay of $\Psi_4$ and $\Psi_6$ (if not zero at ground state) at the same temperatures where $\langle S_0^* \rangle$ abruptly increases. These step discontinuities seem to confirm the observations depicted in Figs. 7.3 and 7.4.

To further analyze the structure at finite temperatures we have calculated various coefficients of the pair distribution function $g^{l_1l_2l_3}$ in a rotationally invariant expansion as introduced in Sec. 2.7.1. Here we focus on the coefficients $g^{000}$, $g^{220}$ and $g^{202}$.

In Fig. 7.7, we present numerical results for these three functions for $\kappa = 2.1$. Investigations for the other $\kappa$-values led to analogous conclusions concerning the later introduced melting curve. In all three correlation functions the first peak is located at around 0.8$\sigma_0$. This position marks not exactly the face-to-face alignment (which is at around 0.69$\sigma_0$) but a slightly shifted parallel configuration due to the quadrupole (see last row in Figs. 7.3 and 7.4). For $T^* = 1.2$, we detect a strong decay for $g^{000}(R)$ towards unity for large particle distances $R$. The crystalline order has completely vanished reflected by the missing peaks for larger $R$. Since for low temperatures all
Figure 7.6: Bond orientational order parameters (a) $\Psi_4$ and (b) $\Psi_6$ as function of $\kappa$ for different temperatures $T^*$. The color bars indicate the corresponding value.

Figure 7.7: Correlation functions (a) $g^{000}(R)$, (b) $g^{220}(R)$ and (c) $g^{202}(R)$ for $\kappa = 2.1$ and $T^* = 0.3, 0.5, \ldots, 1.1, 1.2$. 
particles point in the same direction, \( g^{220} \) is equivalent to \( g^{000} \). However, when the temperature reaches \( T^* = 1.2 \), we observe no more orientational order for large \( R \). This means, \( g^{220} \) goes to zero, whereas \( g^{202} \) oscillates around zero in the ordered phase for low temperatures (\( T^* < 1.2 \)). It is due to the fact that \( g^{202} \) can per definition not contribute to the overall particle density. At \( T^* = 1.2 \), \( g^{202}(R) \) completely vanishes for large \( R \). As a consequence, there seems to be a loss of orientational order at \( T^* = 1.2 \) and beyond. The so-found melting temperatures are in coincidence with the temperatures corresponding to the step-like changes in the functions \( \langle S_0^*(T^*) \rangle \), \( \langle E_{pot}^*(T^*) \rangle \) (see Fig. 7.5) or the BOOPs (see Fig. 7.6).

This behavior leads us to define in the next section a corresponding line or melting curve that separates the ordered from the disordered phase when heating from the ordered phase.

### 7.4 Consequences of the Melting behavior

The melting curve, as announced above for \( ((Q^*)^2, P^*) = (2,1) \), is presented in Fig. 7.8 for all considered aspect ratios \( \kappa \). We point out that this line is just an estimate for the true, two-phase coexistence lines characterizing a first-order transition. For the latter, one would also expect the occurrence of hysteresis, that is, a delay in the phase transition depending on whether the system is heated up or cooled down from the low or high-temperature state. We further scrutinize this point in Appendix A.7.

Another interesting feature of the melting curve is that it exhibits some degree of symmetry in shape when exchanging \( \kappa \) and \( 1/\kappa \). Indeed, we would not expect full symmetry since the electrostatic properties in the cases \( \kappa \) and \( 1/\kappa \) are not equal [see bottom panels in Fig. 7.1(a)]. The curve further reflects that at large eccentricities the melting occurs at larger temperatures than for \( \kappa \) close to unity.

Given the large amount of numerical calculations required to construct the melting line in Fig. 7.8, which holds for one particular set of parameters \( (P^*, (Q^*)^2) \), it would be clearly desirable to have a scaling relation which allows to easily obtain corresponding melting lines for other parameters. In Appendix A.5.2 we show that such a relation does indeed exist in the limit of hard particles. This relation states that the probability of a microscopic configuration of the many-particle system is invariant under the simultaneous transformations \( Q^2 \to \mu \cdot Q^2, P \to \mu \cdot P, T \to \mu \cdot T \), with \( \mu \) being a scaling factor. Here, we are considering soft particles [even though the repulsion exponent is rather large, see Eq. (7.3)].

We now discuss whether this rule can also be used, as an approximation, for the soft-core system. To test the scaling rule, we have repeated all simulations for the case \( \mu = 2 \), i.e. \( ((Q^*)^2, P^*) = (4,2) \) with temperatures \( T^* = 0.2, 0.4, \ldots, 3.2 \). The new melting curve for the latter parameter set is represented in Fig. 7.8 in the rescaled form as dashed line. We see that the new, rescaled melting curve is similar in shape but not in coincidence with the original curve. The new curve strictly lies above the reference curve which is an artefact of the stronger molecular overlaps leading to increased binding strength. Specifically, for all aspect ratios, we observe about three times higher cohesion energies for \( ((Q^*)^2, P^*) = (4,2) \) at ground state. The factor 3 differs from the expected \( \mu = 2 \) value. In addition to the stronger overlaps, also the structural archetypes can differ at ground state. Especially at \( \kappa = 1.38 \), we
obtained a configuration exhibiting trihexagonal tiling at \((Q^*)^2, P^*\) = (4, 2), whereas for \((Q^*)^2, P^*\) = (2, 1) a T-configuration arises. That means the scaling law defined in Appendix A.5.2 does only give a rough approximation of the true result.

Figure 7.8: Melting curve \(T^\text{melting}((Q^*)^2=2, P^*=1, \kappa)\) that separates the ordered phase (at low temperatures) from the disordered phase (at high temperatures) [solid line]. Additionally, a rescaled melting curve \(0.5 \cdot T^\text{melting}((Q^*)^2=4, P^*=2, \kappa)\) is shown (dashed line). Points on the line are results that belong to the disordered regime.
Chapter 8
Conclusion and outlook

In this thesis, we have presented and discussed two main strategies to coarse-grain systems in equilibrium which comprise many molecules. We refer to them as bottom-up and top-down approach. These strategies were examined using a system of coronene molecules and a molecular monolayer system. We analyzed large amounts of data corresponding to the results from the coarse-graining approach, calculated through molecular dynamics simulations in various ensembles on the coarse-grained level of detail. Furthermore, we did detailed structural investigations on all levels of resolution. Our corresponding findings are published in [77–79].

The first major strategy - called bottom-up approach - deals with a systematic coarse-graining of an atomistic system composed of two coronene molecules as a prototype system. For this kind of system, we defined an effective pair potential and assumed pairwise additivity for the entire potential energy of the many-particle system. The fundamental principle of our coarse-graining method is based on a work of Kirkwood [98] from 1935 (see Sec. 4), who defined the potential of mean force. Here, we supplemented the standard coarse-graining procedure that is based on inter-molecular distances between the molecules [71, 111, 207, 210] with an additional angular dependence. We represent each molecule by its position and axial orientation, defined as the center of mass and the axis of the largest moment of inertia, respectively. The translational and rotational invariance of this dimer system further reduces the set of variables (Sec. 4.3.1). Coronene proved an ideal candidate for this study since its axially symmetric discotic shape, conserved over a rather large temperature range, can be approximated by uniaxial symmetry. For the underlying atomic interactions, we considered the generalized AMBER force field [208]. In order to qualitatively investigate the coarse-graining for a transparent set-up, we first neglected electrostatic interactions due to the complexity. The numerical interaction potential was then fitted to several interaction potentials based on the Berne-Pechukas [19] and Gay-Berne [63] potentials.

The probability of a coarse-grained configuration occurring in the canonical ensemble is related to the effective potential via a Boltzmann factor (see [176]). For the canonical sampling method, we used Langevin dynamics modified that enhanced the sampling rates for unlikely configurations where the molecules are largely separated. For this reason, we used the conventional umbrella sampling method (Sec. 4.4.2), where the bias potential is achieved through a spring acting between the molecules’ centers of mass. We also calculated the effective pair potential using the steered dynamics
method (Sec. 4.4.4) and performed a qualitative comparison. All atomic simulations were performed by Karol Palczynki (Helmholtz-Zentrum Berlin) using GROMACS simulation packages [197]. We observed a strong temperature dependence for the pure distance-dependent effective potential. This was expected since the configuration space is still quite large, even for small inter-particle distances. So for high temperatures, non-attractive configurations become more likely (e.g., edge-edge configuration; see Table 5.1). By fixing the molecular degrees of freedom (i.e., centers of mass and the axial orientation), each molecule can only bend or the atomic positions smear out at high temperature. As expected, the temperature dependence is thus less pronounced. However, we still find a strong temperature dependence for planar configurations - which we interpret as due to the molecules’ bending modes. In particular, higher temperatures lead to higher variances in the inter-molecular atom-atom distances. This means, that distances corresponding to a minimum in the Lennard-Jones potential between neighboring atoms of different molecules are less likely leading to an overall reduction in overall inter-molecular attraction.

In order to complete our investigation on the coronene molecule, we accounted for electrostatic interactions by using two different electrostatic approaches (see Sec. 5.4; [79]). One electrostatic approach is based on a linear point quadrupole [128], while the other is based on an extended charge distribution [143]. The latter takes into account effective interactions between ring-shaped charge distributions and is thus called the “charged-ring approach”. The corresponding model is based on the same model potential as the one used for the van der Waals interaction (see Sec. 5.3.3; [78]). The only difference is in the parametrization. We dubbed this model the “implicit electrostatics model”. In addition, in Chapter 6 we qualitatively compared both approaches using potential curves, unit cell parameters of the bulk crystal at room temperature and the temperature-driven crystal-isotropic phase transition. Based on our data, we can conclude that the simple point quadrupole approach (with various interaction strengths), despite yielding the correct long-range decay, gives unreliable results even when the quadrupole strength is reduced such that the corresponding bulk crystal has a reasonable cohesion energy. We observed melting temperatures in the herringbone-like crystal [160, 161] far above the experimental values at every tested quadrupole strength. Despite this drawback, a small point quadrupole stabilizes the herringbone structure due to an energetic preference. In contrast, the second electrostatic approach using the implicit electrostatics model can stabilize the herringbone structure up to a melting point similar to experimental values. With this second model, we also encountered a liquid phase as observed in the experiments. In conclusion, the implicit electrostatics model displays superior performance in reproducing structure and melting.

The next challenge was to include a surface for our system of organic molecules (see Chapter 7; [77]). Since this new system is quite complicated, especially due to the rather involved electrostatics introduced by the surface, we decided to propose a second strategy employing a top-down approach. Instead of defining effective potentials through systematic coarse-graining, we first introduced a simple model and scrutinized its phase behavior to see if it matched real systems. To keep the system simple, we only considered a monolayer of molecules with different aspect ratios, ranging from $\kappa = 0.4$ to $\kappa = 2.5$. The entire system was coupled to a pressure bath. The equilibrium
structures of this system were studied in their ground states and at finite temperatures. Each molecule is represented by an elliptical, purely-repulsive particle bearing a central, linear point quadrupole moment along one of the ellipse's main axis. The ground state structures, calculated by Dr. Moritz Antlanger (TU Wien), show parallel stacks of molecules and many different herringbone patterns, hexagonal, and quadratic T-configurations and even patterns with hexagonal tiling. The trend in the ground state structures for higher eccentricities seems to be to form row-like structures when the other parameters are held fixed. These ground state structures were used for finite temperature simulations at various temperatures, including the temperatures of the isotropic phase. During these finite temperature simulations, we observed no plastic phase during melting.

To sum up, these strategies seem promising and provide interesting insights into the performance of these fairly new methodologies. A major challenge in this work was generating a coarse-graining, MD simulation, and data evaluation package (with graphical output in real time) for all the ensembles and interactions considered for the sake of completeness.

We next want to propose possible topics for further research in this field of coarse-graining. Thus far, we have focused on two biased sampling modifications for the two-molecule simulations to overcome potential barriers: umbrella sampling [188, 189] and steered dynamics [83, 134]. In the following, we present several improvements for these methods. For both methods the inter-molecular orientation vector - defined through the connecting vector between the center of mass positions - was only constrained by length. Fixing the direction of this vector, however, would reduce the number of redundant configurations that result from simple rotations of the entire two-molecule system. In this context, one might also modify the umbrella sampling method, which in the current form suffers from needing a strong overlap in the umbrella windows (see Chapter 5.2.3). The best choice for a bias potential can be made if the effective potential is known. Adaptive umbrella sampling [127], where the underlying bias potential is iteratively changed in a single histogram method, is an improvement on this technique. The steered dynamics method can also be improved. We used a quasi-static steered dynamics method, i.e., one in which the molecules are pulled apart very slowly; however, this non-equilibrium sampling method can be expanded to calculate angle- and distance dependent effective pair potentials at higher pulling speeds, as shown by Park et al. [148], for pure distance-dependent problems. Returning to our effective potential, we have to account for its temperature dependence, as shown in Sec. 4.5. Using the underlying methodology for its calculation (see Chapter 4), it is possible to extend it towards a pressure-dependent potential as well. This would lead to more consistent results between atomic and coarse-grained models, but would introduce the pressure as an additional parameter for the effective potential.

Another field of further research would be to address the level of detail of the microscopic system from which we started our coarse-graining investigation. More specifically, in this study we coarse-grain atomic two-molecule systems based on atomic trajectory data. A further improvement could be achieved by using ab-initio [30, 120] simulation data directly. This technique, which combines molecular dynamics with
density functional theory, would avoid inaccuracies due to the mapping of the subatomic level of detail onto the atomic level of detail, from which we started our investigation (using atomic force-fields). Since this kind of simulations is rather slow, an advanced method for biasing the simulations should be used, as mentioned above. However, the improvement in coarse-grained simulations achieved through this extension might be less promising than taking into account interactions of three- or more molecules (see [53] for an estimate of energetic three-molecule contributions). Taking into account coarse-grained potentials involving three or more molecules may significantly improve the results, since a pairwise additive decomposition of the potential energy underestimates the many-particle (molecule) effect caused by molecular bending modes or polarization effects. In this work, much effort was spent finding and parametrizing interaction models which sufficiently described the numerically developed effective pair potentials from our systematic coarse-graining procedure. However, it might be interesting as well to use the numerical potentials (or its derivatives) directly, i.e. a tabularized effective pair potential. Future research could also investigate the way we treat interactions. In most cases, interactions are given in a functional form or in terms of tables. When considering higher-order molecule interactions, i.e., interactions of three or more molecules, our modeling strategy might be very challenging or even fail, because appropriate models for three- or more-molecule interactions have to be established or alternatively the tables describing the interactions get quite large. A coarse-grained solution for this challenge might be given through neural-network potentials [14, 74].

Other issues worth considering in more detail include ground states or minimal energy configurations of molecular clusters of various size at the atomic level of detail (for coronene, see [57]). A cluster analysis at finite temperature with replica exchange methods [183, 185] may provide more insights into models resembling real systems. Performing the same investigation for a coarse-grained system will additionally assess the quality of coarse-graining. As well as future investigations into cluster formation, bulk crystallization might provide an interesting avenue. The challenge here lies in the computational methods, so we recommend replica-exchange methods as well. For this kind of investigation, we suggest starting with small but periodic systems and using lattice sum rather than full Ewald-summation techniques [178] for the long-range interactions to minimize the computational and programming time when calculating initial results.

Returning to our monolayer study, where the particles can only rotate in the plane, the model could be extended to the case where the molecules’ rotation is not restricted to a plane, in order to study colloidal layers swimming at a liquid-liquid or liquid-gas interface. A preliminary result is depicted in Fig. 8.1(a). In this context, the influence of external electric fields, especially time-dependent ones like rotating fields, may eventually switch between standing and lying states of the molecules.

Throughout our survey, we considered one-component systems. A next step might be to consider mixtures of molecules with different shapes or different electrostatic interactions. An initial suggestion would be to include particles with an inverted quadrupole which represent the same molecules but with different chemical functionalization. As the electrostatic interaction potential between equal particles does not depend on the sign of the quadrupole strength, interesting structural effects might
be detected when clusters of different species come into close contact. A preliminary survey involving a symmetric binary mixture is depicted and described in Fig. 8.1(b).

Including a static external electric field with a stripe-like pattern that couples to the linear point quadrupole, as proposed by Della-Sala et al. [43], may account for different surface profiles. A preliminary result for a pure 2D system is depicted in Fig. 8.1(c). We note that for this surface field, a Monte Carlo investigation for a para-sexiphenyl model (incorporating a linear point quadrupole and free rotations) on a lattice has already been performed [99]. It is important to emphasize that we have focused on a special type of quadrupoles for the entire monolayer study, namely a linear quadrupole. Another fundamentally different and interesting quadrupole geometry is given by the square quadrupole, as investigated in [129] for three dimensional systems.

One reason to develop effective interactions is to possibly create phase diagrams at less computational cost. Alternatively, one could first investigate the phase diagram of small molecular systems composed of a few molecules at atomic detail. Using the phase behavior of these structures, it might then be interesting to focus on free energy
perturbation theories to systematically describe the phase diagram from a coarser perspective, i.e., with fewer parameters.

As mentioned earlier, one very interesting field of application for our equilibrium structures is optoelectronics. Understanding the alignment of organic molecules on inorganic surfaces that form hybrid inorganic/organic systems (HIOS) can help in the manufacture of efficient devices in this scientific field. In particular, organic solar cells [6, 69, 73, 137, 171, 174], organic field effect transistors (OFETs) [184, 190] or organic light emitting devices (OLEDs) [24, 38, 204] are promising fields of application. Calculating important features like charge-, hole-, or exciton-transfer from coarse-grained simulation data would greatly help optimize and tune these optoelectronic devices.

So far, all the mentioned applications involve quite small objects. However, our strategies could also be used to define effective interactions between cosmic objects like star clusters or even galaxies, provided relativistic effects are considered.

To summarize, our coarse-graining methods are quite important in order to understand and simulate macroscopic systems with only a few parameters. We think the strategies presented here can improve the current understanding of molecular ordering in 3D bulk systems and 2D monolayers. These findings are particularly important for new achievements in optoelectronics and colloidal science. These strategies and corresponding methodologies also contribute to the field of statistical and computational physics.
Appendices

A.1 Continuous phase transition

Figure A.2: Second order phase transition shown by means of (a) the free enthalpy $G$ and (b) entropy $S$ as a function of the temperature as well as (d) $G$ and (e) the volume $V$ as a function of the pressure. In (c) and (f) the second derivatives of the free enthalpy $G$ with respect to temperature and pressure are shown. The red curves represent alternative characteristics.
A.2 First derivatives

We next provide explicit expressions for the pair force and torque for the modified Gay-Berne (mGB) (Sec. 5.3.3), linear quadrupole-quadrupole interaction (Sec. 5.4.3) and soft-repulse ellipse interaction (Sec. 7.2). The Kabadi interaction (Sec. 5.3.2) is recovered from the mGB interaction when choosing $\theta = 0$ and $\xi = 0$ and can also be found in Ref. 65.

A.2.1 Modified Gay-Berne (mGB) interaction

Force pulling on particle A from particle B:

$$F_{AB} = \nabla_R U_{mGB} = 4 (\nabla_R \epsilon) \left[ \left( \frac{1}{R^*} \right)^{12} - \left( \frac{1}{R^*} \right)^6 \right] + 4 \epsilon \left[ 12 \left( \frac{1}{R^*} \right)^{11} - 6 \left( \frac{1}{R^*} \right)^5 \right] \nabla_R \left( \frac{1}{R^*} \right)$$

(A.1)

with

$$\nabla_R \epsilon = \mu \epsilon_0 \epsilon_{BP}' (\epsilon')^{-1} \nabla_R \epsilon'$$

(A.2a)

$$\nabla_R \epsilon' = -\frac{\chi'}{2} (\nabla_R A^+ \nabla_R A^-) + \theta \gamma' (A^+ A^-) \gamma^{-1} \nabla_R (A^+ A^-)$$

(A.2b)

$$\nabla_R A^\pm = 2 \hat{\mathbf{u}}_A \hat{\mathbf{R}}^\pm + \hat{\mathbf{u}}_B \hat{\mathbf{R}}^\pm$$

(A.2c)

$$\nabla_R \left( \hat{\mathbf{u}}_{A/B} \hat{\mathbf{R}}^\pm \right) = \frac{1}{R} \left( \hat{\mathbf{u}}_{A/B} - (\hat{\mathbf{u}}_{A/B} \hat{\mathbf{R}}^\pm) \hat{\mathbf{R}} \right)$$

(A.2d)

$$\nabla_R \left( \frac{1}{R^*} \right) = \frac{d_w \sigma_0}{(R^* - \sigma + d_w \sigma_0)^2} (\nabla_R \sigma - \hat{\mathbf{R}})$$

(A.2e)

$$\nabla_R \sigma = -\frac{\sigma^3}{2 \sigma_0} \left( -\frac{\chi}{2} (\nabla_R A^+ \nabla_R A^-) + \xi \epsilon (A^+ A^-) \mu^{-1} \nabla_R (A^+ A^-) \right)$$

(A.2f)

$$\nabla_R A^\pm = 2 \hat{\mathbf{u}}_A \hat{\mathbf{R}}^\pm + \hat{\mathbf{u}}_B \hat{\mathbf{R}}^\pm$$

(A.2g)

Torque on particle A from particle B:

$$\mathbf{M} = -\hat{\mathbf{u}}_A \times \nabla_{\hat{\mathbf{u}}_A} U$$

$$\nabla_{\hat{\mathbf{u}}_A} U = 4 (\nabla_{\hat{\mathbf{u}}_A} \epsilon) \left[ \left( \frac{1}{R^*} \right)^{12} - \left( \frac{1}{R^*} \right)^6 \right] + 4 \epsilon \left[ 12 \left( \frac{1}{R^*} \right)^{11} - 6 \left( \frac{1}{R^*} \right)^5 \right] \nabla_{\hat{\mathbf{u}}_A} \left( \frac{1}{R^*} \right)$$

(A.3)

with

$$\nabla_{\hat{\mathbf{u}}_A} \epsilon = \epsilon_0 \left[ \nu \epsilon_{BP}' (\nabla_{\hat{\mathbf{u}}_A} \epsilon_{BP}) (\epsilon')^{\mu} + \mu \epsilon_{BP}' (\epsilon')^{\mu-1} (\nabla_{\hat{\mathbf{u}}_A} \epsilon_{BP}) \right]$$

(A.4a)

$$\nabla_{\hat{\mathbf{u}}_A} \epsilon' = -\frac{\chi'}{2} (\nabla_{\hat{\mathbf{u}}_A} A^+ + \nabla_{\hat{\mathbf{u}}_A} A^-) + \theta \gamma' (A^+ A^-) \gamma^{-1} \nabla_{\hat{\mathbf{u}}_A} (A^+ A^-) + \xi \nabla_{\hat{\mathbf{u}}_A} K$$

(A.4b)
\[ \nabla_{\alpha \lambda} A^\mu = 2 \hat{u}_A \hat{R} \pm \hat{u}_B \hat{R} \frac{\hat{u}_A \hat{R} \pm \hat{u}_B \hat{R}}{1 \pm \chi' \hat{u}_A \hat{u}_B} \left( \hat{u}_A \hat{R} \pm \hat{u}_B \hat{R} \right)^2 \chi' \hat{u}_B \] (A.4c)

\[ \nabla_{\alpha \lambda} \epsilon_{BP} = \epsilon_{BP}^3 \chi^2 \left( \hat{u}_A \hat{u}_B \right) \hat{u}_B \] (A.4d)

\[ \nabla_{\alpha \lambda} K = -10 \left( \hat{u}_A \hat{R} \right) \left( 1 + 3(\hat{u}_B \hat{R})^2 \right) \hat{R} \]

\[ + 4 \left( (\hat{u}_A \hat{u}_B) - 5(\hat{u}_A \hat{R})(\hat{u}_B \hat{R}) \right) \left( \hat{u}_B - 5(\hat{u}_B \hat{R}) \hat{R} \right) \] (A.4e)

\[ \nabla \left( \frac{1}{R^*} \right) = \frac{d_{w \sigma_0}}{\left( R - \sigma + d_{w \sigma_0} \right)^2} \nabla_{\alpha \lambda} \sigma \] (A.4f)

\[ \nabla \sigma = -\frac{\sigma^3}{2 \sigma_0^2} \left( -\frac{\chi}{2} \left( \nabla_{\alpha \lambda} A^+ + \nabla_{\alpha \lambda} A^- \right) + \xi \gamma (A^+ A^-) \gamma^{-1} \nabla_{\alpha \lambda} (A^+ A^-) \right) \] (A.4g)

\[ \nabla_{\alpha \lambda} A^\pm = 2 \hat{u}_A \hat{R} \pm \hat{u}_B \hat{R} \frac{\hat{u}_A \hat{R} \pm \hat{u}_B \hat{R}}{1 \pm \chi \hat{u}_A \hat{u}_B} \left( \hat{u}_A \hat{R} \pm \hat{u}_B \hat{R} \right)^2 \chi \hat{u}_B \] (A.4h)

### A.2.2 Linear quadrupole-quadrupole (QQ) interaction

**Force pulling on particle A from particle B:**

\[ F_{AB} = -\frac{15 Q^2}{4 \pi R^6} K - \frac{3}{4 \pi \epsilon_0 R^5} \left( 10(\hat{u}_A \hat{R}) \nabla_R (\hat{u}_A \hat{R}) + 10(\hat{u}_B \hat{R}) \nabla_R (\hat{u}_B \hat{R}) \right) \]

\[ - \frac{3}{4 \pi \epsilon_0 R^5} \left( (20(\hat{u}_A \hat{u}_B) - 70(\hat{u}_A \hat{R})(\hat{u}_B \hat{R})) \nabla_R ((\hat{u}_A \hat{R})(\hat{u}_B \hat{R})) \right) \] (A.5)

with

\[ \nabla_R ((\hat{u}_A \hat{R})(\hat{u}_B \hat{R})) = (\hat{u}_A \hat{R}) \nabla_R (\hat{u}_B \nabla_R \hat{R}) + (\hat{u}_A \hat{R}) \nabla_R (\hat{u}_B \hat{R}), \] (A.6)

where the remaining derivatives are determined through Eq. (A.2d). This leads to \( F_{AB} \propto \frac{1}{R^6} \).

**Torque on particle A from particle B:**

\[ M_{AB} = -\hat{u}_A \times \frac{Q^2}{4 \pi \epsilon_0 R^5} \nabla_{\alpha \lambda} K \] (A.7)

The expression \( \nabla_{\alpha \lambda} K \) is given defined in Eq. (A.4e).

### A.2.3 Soft repulsive ellipse interaction

**Force pulling on particle A from particle B:**

\[ F_{AB} = \nabla_R U_{sr} = 4 \epsilon \left[ 18 \left( \frac{1}{R^*} \right)^{17} \right] \nabla_R \left( \frac{1}{R^*} \right) \] (A.8)

The expression \( \nabla_R \left( \frac{1}{R^*} \right) \) can be taken from Eqs. (A.2e)–(A.2g) when choosing \( \epsilon = 0 \).
Torque on particle A from particle B:

\[ M = -\hat{u}_A \times \nabla \hat{u}_A U_{sr} \]

\[ \nabla \hat{u}_A U = 4\epsilon \left[ 18 \left( \frac{1}{R^*} \right)^{17} \right] \nabla \hat{u}_A \left( \frac{1}{R^*} \right) \quad \text{(A.9)} \]

The expression \( \nabla \hat{u}_A \left( \frac{1}{R^*} \right) \) can be taken from Eqs. (A.4f)–(A.4h) when choosing \( \epsilon = 0 \).

### A.3 Parametrizations

The following tables summarize the parameters used to fit the effective potentials according to models K1, K2, M and the implicit electrostatic model for different temperatures \( T \). The fit parameters stem from SD and US simulation results, as described in Sec. 5.3, for 300 K, 800 K, and 1500 K. For the temperatures in-between we interpolated potential minima and contact distances to receive the fit parameters.

**Table A.1: Model K1**

<table>
<thead>
<tr>
<th>( T ) (K)</th>
<th>( \kappa )</th>
<th>( \kappa' )</th>
<th>( \mu )</th>
<th>( \nu )</th>
<th>( \sigma_0 ) (nm)</th>
<th>( \epsilon_0 ) (kJ/mol)</th>
<th>( d_w )</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>0.2885</td>
<td>0.1554</td>
<td>1</td>
<td>1</td>
<td>1.0529</td>
<td>7.7633</td>
<td>0.3884</td>
</tr>
<tr>
<td>400</td>
<td>0.2892</td>
<td>0.1462</td>
<td>1</td>
<td>1</td>
<td>1.0603</td>
<td>7.1782</td>
<td>0.3869</td>
</tr>
<tr>
<td>500</td>
<td>0.2899</td>
<td>0.1372</td>
<td>1</td>
<td>1</td>
<td>1.0678</td>
<td>6.6170</td>
<td>0.3854</td>
</tr>
<tr>
<td>600</td>
<td>0.2905</td>
<td>0.1284</td>
<td>1</td>
<td>1</td>
<td>1.0752</td>
<td>6.0790</td>
<td>0.3839</td>
</tr>
<tr>
<td>700</td>
<td>0.2912</td>
<td>0.1197</td>
<td>1</td>
<td>1</td>
<td>1.0826</td>
<td>5.5635</td>
<td>0.3825</td>
</tr>
<tr>
<td>800</td>
<td>0.2919</td>
<td>0.1112</td>
<td>1</td>
<td>1</td>
<td>1.0900</td>
<td>5.0699</td>
<td>0.3811</td>
</tr>
<tr>
<td>900</td>
<td>0.2916</td>
<td>0.1116</td>
<td>1</td>
<td>1</td>
<td>1.0906</td>
<td>5.0081</td>
<td>0.3901</td>
</tr>
<tr>
<td>1000</td>
<td>0.2914</td>
<td>0.1121</td>
<td>1</td>
<td>1</td>
<td>1.0912</td>
<td>4.9462</td>
<td>0.3992</td>
</tr>
<tr>
<td>1100</td>
<td>0.2911</td>
<td>0.1125</td>
<td>1</td>
<td>1</td>
<td>1.0918</td>
<td>4.8843</td>
<td>0.4082</td>
</tr>
<tr>
<td>1200</td>
<td>0.2909</td>
<td>0.1130</td>
<td>1</td>
<td>1</td>
<td>1.0925</td>
<td>4.8225</td>
<td>0.4172</td>
</tr>
<tr>
<td>1300</td>
<td>0.2907</td>
<td>0.1135</td>
<td>1</td>
<td>1</td>
<td>1.0931</td>
<td>4.7608</td>
<td>0.4262</td>
</tr>
<tr>
<td>1400</td>
<td>0.2904</td>
<td>0.1140</td>
<td>1</td>
<td>1</td>
<td>1.0937</td>
<td>4.6990</td>
<td>0.4352</td>
</tr>
<tr>
<td>1500</td>
<td>0.2902</td>
<td>0.1145</td>
<td>1</td>
<td>1</td>
<td>1.0943</td>
<td>4.6373</td>
<td>0.4442</td>
</tr>
</tbody>
</table>
### Table A.2: Model K2

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>$\kappa$</th>
<th>$\kappa'$</th>
<th>$\mu$</th>
<th>$\nu$</th>
<th>$\sigma_0$ (nm)</th>
<th>$\epsilon_0$ (kJ/mol)</th>
<th>$d_w$</th>
<th>$\gamma$</th>
<th>$\gamma'$</th>
<th>$\theta$</th>
<th>$\xi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>0.2885</td>
<td>0.0530</td>
<td>1</td>
<td>1</td>
<td>1.0529</td>
<td>2.6836</td>
<td>0.3884</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>0.2892</td>
<td>0.0518</td>
<td>1</td>
<td>1</td>
<td>1.0603</td>
<td>2.5722</td>
<td>0.3869</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>0.2899</td>
<td>0.0504</td>
<td>1</td>
<td>1</td>
<td>1.0678</td>
<td>2.4602</td>
<td>0.3854</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>0.2905</td>
<td>0.0491</td>
<td>1</td>
<td>1</td>
<td>1.0752</td>
<td>2.3476</td>
<td>0.3839</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>700</td>
<td>0.2912</td>
<td>0.0476</td>
<td>1</td>
<td>1</td>
<td>1.0826</td>
<td>2.2345</td>
<td>0.3825</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>0.2919</td>
<td>0.0461</td>
<td>1</td>
<td>1</td>
<td>1.0900</td>
<td>2.1209</td>
<td>0.3811</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>900</td>
<td>0.2916</td>
<td>0.0459</td>
<td>1</td>
<td>1</td>
<td>1.0906</td>
<td>2.0748</td>
<td>0.3901</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>0.2914</td>
<td>0.0456</td>
<td>1</td>
<td>1</td>
<td>1.0912</td>
<td>2.0288</td>
<td>0.3992</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1100</td>
<td>0.2911</td>
<td>0.0453</td>
<td>1</td>
<td>1</td>
<td>1.0918</td>
<td>1.9828</td>
<td>0.4082</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1200</td>
<td>0.2909</td>
<td>0.0450</td>
<td>1</td>
<td>1</td>
<td>1.0925</td>
<td>1.9369</td>
<td>0.4172</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1300</td>
<td>0.2907</td>
<td>0.0447</td>
<td>1</td>
<td>1</td>
<td>1.0931</td>
<td>1.8911</td>
<td>0.4262</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1400</td>
<td>0.2904</td>
<td>0.0444</td>
<td>1</td>
<td>1</td>
<td>1.0937</td>
<td>1.8453</td>
<td>0.4352</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1500</td>
<td>0.2902</td>
<td>0.0440</td>
<td>1</td>
<td>1</td>
<td>1.0943</td>
<td>1.7996</td>
<td>0.4442</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table A.3: Model M

<table>
<thead>
<tr>
<th>$T$(K)</th>
<th>$\kappa$</th>
<th>$\chi'$</th>
<th>$\mu$</th>
<th>$\nu$</th>
<th>$\sigma_0$(nm)</th>
<th>$\epsilon_0$(kJ/mol)</th>
<th>$d_w$</th>
<th>$\gamma$</th>
<th>$\gamma'$</th>
<th>$\theta$</th>
<th>$\xi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>0.2885</td>
<td>-0.7895</td>
<td>1</td>
<td>1</td>
<td>1.0529</td>
<td>6.5481</td>
<td>0.3884</td>
<td>4</td>
<td>4</td>
<td>0.1592</td>
<td>-0.1967</td>
</tr>
<tr>
<td>400</td>
<td>0.2892</td>
<td>-0.7916</td>
<td>1</td>
<td>1</td>
<td>1.0603</td>
<td>6.3553</td>
<td>0.3869</td>
<td>4</td>
<td>4</td>
<td>0.2019</td>
<td>-0.1984</td>
</tr>
<tr>
<td>500</td>
<td>0.2899</td>
<td>-0.7939</td>
<td>1</td>
<td>1</td>
<td>1.0678</td>
<td>6.1614</td>
<td>0.3854</td>
<td>4</td>
<td>4</td>
<td>0.2478</td>
<td>-0.2002</td>
</tr>
<tr>
<td>600</td>
<td>0.2905</td>
<td>-0.7962</td>
<td>1</td>
<td>1</td>
<td>1.0752</td>
<td>5.9666</td>
<td>0.3839</td>
<td>4</td>
<td>4</td>
<td>0.2971</td>
<td>-0.2022</td>
</tr>
<tr>
<td>700</td>
<td>0.2912</td>
<td>-0.7986</td>
<td>1</td>
<td>1</td>
<td>1.0826</td>
<td>5.7707</td>
<td>0.3825</td>
<td>4</td>
<td>4</td>
<td>0.3503</td>
<td>-0.2043</td>
</tr>
<tr>
<td>800</td>
<td>0.2919</td>
<td>-0.8012</td>
<td>1</td>
<td>1</td>
<td>1.0900</td>
<td>5.5739</td>
<td>0.3811</td>
<td>4</td>
<td>4</td>
<td>0.4078</td>
<td>-0.2065</td>
</tr>
<tr>
<td>900</td>
<td>0.2916</td>
<td>-0.8024</td>
<td>1</td>
<td>1</td>
<td>1.0906</td>
<td>5.4425</td>
<td>0.3901</td>
<td>4</td>
<td>4</td>
<td>0.4426</td>
<td>-0.2063</td>
</tr>
<tr>
<td>1000</td>
<td>0.2914</td>
<td>-0.8037</td>
<td>1</td>
<td>1</td>
<td>1.0912</td>
<td>5.3113</td>
<td>0.3992</td>
<td>4</td>
<td>4</td>
<td>0.4790</td>
<td>-0.2060</td>
</tr>
<tr>
<td>1100</td>
<td>0.2911</td>
<td>-0.8051</td>
<td>1</td>
<td>1</td>
<td>1.0918</td>
<td>5.1802</td>
<td>0.4082</td>
<td>4</td>
<td>4</td>
<td>0.5171</td>
<td>-0.2057</td>
</tr>
<tr>
<td>1200</td>
<td>0.2909</td>
<td>-0.8064</td>
<td>1</td>
<td>1</td>
<td>1.0925</td>
<td>5.0494</td>
<td>0.4172</td>
<td>4</td>
<td>4</td>
<td>0.5571</td>
<td>-0.2055</td>
</tr>
<tr>
<td>1300</td>
<td>0.2907</td>
<td>-0.8079</td>
<td>1</td>
<td>1</td>
<td>1.0931</td>
<td>4.9187</td>
<td>0.4262</td>
<td>4</td>
<td>4</td>
<td>0.5991</td>
<td>-0.2052</td>
</tr>
<tr>
<td>1400</td>
<td>0.2904</td>
<td>-0.8094</td>
<td>1</td>
<td>1</td>
<td>1.0937</td>
<td>4.7882</td>
<td>0.4352</td>
<td>4</td>
<td>4</td>
<td>0.6434</td>
<td>-0.2049</td>
</tr>
<tr>
<td>1500</td>
<td>0.2902</td>
<td>-0.8109</td>
<td>1</td>
<td>1</td>
<td>1.0943</td>
<td>4.6579</td>
<td>0.4442</td>
<td>4</td>
<td>4</td>
<td>0.6900</td>
<td>-0.2046</td>
</tr>
<tr>
<td>$T$(K)</td>
<td>$\kappa$</td>
<td>$\chi'$</td>
<td>$\mu$</td>
<td>$\nu$</td>
<td>$\sigma_0$(nm)</td>
<td>$\epsilon_0$(kJ/mol)</td>
<td>$d_w$</td>
<td>$\gamma$</td>
<td>$\gamma'$</td>
<td>$\theta$</td>
<td>$\xi$</td>
</tr>
<tr>
<td>-------</td>
<td>--------</td>
<td>--------</td>
<td>------</td>
<td>------</td>
<td>----------------</td>
<td>---------------------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>--------</td>
<td>-------</td>
</tr>
<tr>
<td>300</td>
<td>0.2856</td>
<td>-0.7639</td>
<td>1</td>
<td>1</td>
<td>1.1026</td>
<td>5.3125</td>
<td>0.3440</td>
<td>4</td>
<td>4</td>
<td>1.4825</td>
<td>-0.3123</td>
</tr>
<tr>
<td>400</td>
<td>0.2867</td>
<td>-0.7635</td>
<td>1</td>
<td>1</td>
<td>1.1088</td>
<td>5.2244</td>
<td>0.3406</td>
<td>4</td>
<td>4</td>
<td>1.5003</td>
<td>0.3120</td>
</tr>
<tr>
<td>500</td>
<td>0.2877</td>
<td>-0.7631</td>
<td>1</td>
<td>1</td>
<td>1.1149</td>
<td>5.1354</td>
<td>0.3373</td>
<td>4</td>
<td>4</td>
<td>1.5196</td>
<td>-0.3117</td>
</tr>
<tr>
<td>600</td>
<td>0.2888</td>
<td>-0.7627</td>
<td>1</td>
<td>1</td>
<td>1.1211</td>
<td>5.0456</td>
<td>0.3340</td>
<td>4</td>
<td>4</td>
<td>1.5403</td>
<td>-0.3114</td>
</tr>
<tr>
<td>700</td>
<td>0.2898</td>
<td>-0.7623</td>
<td>1</td>
<td>1</td>
<td>1.1273</td>
<td>4.9548</td>
<td>0.3307</td>
<td>4</td>
<td>4</td>
<td>1.5626</td>
<td>-0.3111</td>
</tr>
<tr>
<td>800</td>
<td>0.2909</td>
<td>-0.7618</td>
<td>1</td>
<td>1</td>
<td>1.1335</td>
<td>4.8633</td>
<td>0.3275</td>
<td>4</td>
<td>4</td>
<td>1.5865</td>
<td>-0.3107</td>
</tr>
<tr>
<td>900</td>
<td>0.2902</td>
<td>-0.7626</td>
<td>1</td>
<td>1</td>
<td>1.1362</td>
<td>4.7541</td>
<td>0.3378</td>
<td>4</td>
<td>4</td>
<td>1.6406</td>
<td>-0.3111</td>
</tr>
<tr>
<td>1000</td>
<td>0.2902</td>
<td>-0.7626</td>
<td>1</td>
<td>1</td>
<td>1.1390</td>
<td>4.6452</td>
<td>0.3480</td>
<td>4</td>
<td>4</td>
<td>1.6969</td>
<td>-0.3115</td>
</tr>
<tr>
<td>1100</td>
<td>0.2902</td>
<td>-0.7631</td>
<td>1</td>
<td>1</td>
<td>1.1418</td>
<td>4.5365</td>
<td>0.3582</td>
<td>4</td>
<td>4</td>
<td>1.7558</td>
<td>-0.3119</td>
</tr>
<tr>
<td>1200</td>
<td>0.2896</td>
<td>-0.7635</td>
<td>1</td>
<td>1</td>
<td>1.1446</td>
<td>4.4280</td>
<td>0.3683</td>
<td>4</td>
<td>4</td>
<td>1.8173</td>
<td>-0.3123</td>
</tr>
<tr>
<td>1300</td>
<td>0.2892</td>
<td>-0.7639</td>
<td>1</td>
<td>1</td>
<td>1.1474</td>
<td>4.3197</td>
<td>0.3784</td>
<td>4</td>
<td>4</td>
<td>1.8816</td>
<td>-0.3127</td>
</tr>
<tr>
<td>1400</td>
<td>0.2889</td>
<td>-0.7644</td>
<td>1</td>
<td>1</td>
<td>1.1501</td>
<td>4.2117</td>
<td>0.3885</td>
<td>4</td>
<td>4</td>
<td>1.9491</td>
<td>-0.3132</td>
</tr>
<tr>
<td>1500</td>
<td>0.2886</td>
<td>-0.7649</td>
<td>1</td>
<td>1</td>
<td>1.1529</td>
<td>4.1038</td>
<td>0.3984</td>
<td>4</td>
<td>4</td>
<td>2.0198</td>
<td>-0.3137</td>
</tr>
</tbody>
</table>
A.4  Enthalpy and order parameter curves for the monolayer system at ground state

Figure A.3: Reduced enthalpy per particle ($H^*/N$; left vertical axis) as well as filling fraction $\eta$ and different order parameters (for their definitions see Sec. 2.7.2) of the observed ground state configurations (right vertical axis) as functions of $\kappa$ (as labeled) for $(Q^*)^2 = 2$ and $P^* = 1$. Note the logarithmic scale along the $\kappa$-axis. The horizontal bar above the panel specifies the $\kappa$-range where the respective ordered structural archetype is the energetically most favorable one via the following color code: T-configurations with quadratic bond order (green), closed herringbone pattern (red), loose packed herringbone pattern (orange), parallel displaced configurations (blue), pattern with trihexagonal tiling (yellow), branched configurations (gray). Corresponding snapshots can be found in the first column of Fig. 7.3 and 7.4. The curves were determined by Moritz Antlanger (TU Wien).
**Figure A.4:** Same as Figure A.3, now for \((Q^*)^2 = 0.2\) and \(P^* = 0.1\).

**Figure A.5:** Same as Figure A.3, now for \((Q^*)^2 = 20\) and \(P^* = 10\).
A.5 Reduction of parameter space for hard particles

The goal of the present section is to derive scaling relations for the system presented in Chapter 7 with its system parameters $Q^2$ (quadrupole moment) and $P$ (pressure) such that the equilibrium configuration of the many-particle system remains unchanged. To this end we here present a simplified version of our interaction potential, that is, the quadrupolar hard-ellipse (QHE) model defined by

$$V_{\text{QHE}}(Q^2, r_{ij}, \hat{u}_i, \hat{u}_j) = \begin{cases} V_{lr}(Q^2, r_{ij}, \hat{u}_i, \hat{u}_j) & , r_{ij} > \sigma(r_{ij}, \hat{u}_i, \hat{u}_j) \\ \infty & , \text{else.} \end{cases} \quad (A.10)$$

Contrary to our original model [see Sec. 7.2], the QHE model consists of infinitely hard ellipsoidal particles, whereas the quadrupole part of the interaction, Eq. (7.5), is identical to our original model. The potential energy $E_{\text{pot}}$ of a specific configuration within the QHE model is defined through

$$E_{\text{pot}}(Q^2, r_N, \hat{u}_N) = \sum_{i<j} V_{\text{QHE}}(Q^2, r^N, \hat{u}^N), \quad (A.11)$$

where $r^N = (r_1, ..., r_N)$ and $\hat{u}^N = (\hat{u}_1, ..., \hat{u}_N)$ specify the microscopic configuration.

A.5.1 Ground state

In a non-degenerate ground state, the particles are positioned and oriented such that the enthalpy, $H$, is minimal, that is

$$H = \min_{S_0, r_N, \hat{u}_N} \left( E_{\text{pot}}(Q^2, r_N, \hat{u}_N) + P S_0 \right). \quad (A.12)$$

The scaling of the interaction potential Eq. (A.10) with the quadrupole strength $Q^2$ results in a scaling of the entire potential energy, Eq. (A.11), i.e. $E_{\text{pot}}(\mu \cdot Q^2) = \mu \cdot E_{\text{pot}}(Q^2)$. We also note that the enthalpy $H$ is a linear combination of $E_{\text{pot}}$ and $P$. Therefore, when replacing $Q^2$ by $\mu \cdot Q^2$, Eq. (A.12) yields the same ground state only if the pressure is scaled with $\mu$ as well. We can thus conclude that the ground state configuration $(S_0^{\text{GS}}, r^N_{\text{GS}}, \hat{u}^N_{\text{GS}})$ is invariant under the transformations $P \rightarrow \mu \cdot P$ and $Q^2 \rightarrow \mu \cdot Q^2$ for hard particles.

A.5.2 Finite temperatures

We next consider the QHE system at $T > 0$. The probability of a microscopic configuration in the $(N, P, T)$ ensemble is given by

$$\rho(S_0, r^N, \hat{u}^N) dS_0 dr^N d\hat{u}^N = \frac{e^{-(k_B T)^{-1} (E_{\text{pot}}(Q^2, r^N, \hat{u}^N) + P S_0)}}{Z_{\text{conf}}} dS_0 dr^N d\hat{u}^N, \quad (A.13)$$

where $Z_{\text{conf}}$ is the corresponding configuration integral. It is obvious that Eq. (A.13) is invariant under the transformations $E_{\text{pot}} \rightarrow \mu \cdot E_{\text{pot}}$, $P \rightarrow \mu \cdot P$, and $T \rightarrow \mu T$. From Eq. (7.5) and (A.11) we know that the potential energy for non-overlapping particles
in the hard-body limit is proportional to $Q^2$, i.e.,

$$E_{\text{pot}} = \sum_{i<j} V_{\text{QHE}}(\mathbf{r}_{ij}, \mathbf{\hat{u}}_i, \mathbf{\hat{u}}_j) \propto Q^2. \quad (A.14)$$

Thus we have the simple law: $Q^2 \to \mu \cdot Q^2$, $P \to \mu \cdot P$, $T \to \mu \cdot T$.

In particular, given the size of the molecule $\sigma_{\text{new}}$, its aspect ratio $\kappa$, and the quadrupole strength $Q^2_{\text{new}}$, it is thus possible to estimate the order-disorder transition temperature for a monolayer system. Therefore, we first calculate the reduced quadrupole strength

$$(Q^*_{\text{new}})^2 = Q^2_{\text{new}} / \left(4\pi \varepsilon_{\text{pm}} \cdot \sigma_{\text{new}}^5 \varepsilon_0 \right).$$

The proportionality factor

$$\mu = (Q^*_{\text{new}} / Q^*)^2 \xrightarrow{(Q^*)^2 \to 2} 0.5 \cdot (Q^*_{\text{new}})^2$$

then determines the order-disorder temperature according to

$$T_{\text{melting, new}}^* = \mu \cdot T_{\text{melting}}^* \text{ at pressure } P_{\text{new}}^* = \mu \cdot P^*, P_{\text{new}}^* \xrightarrow{P^* \to 0} \mu.$$

A.6 Applicability of parameter scaling for non-hard particles at ground state

We now explore to which extent we can apply the parameter scaling relations derived for the QHE system in Appendix A.5 to the actual, soft-particle system investigated in the main part of this work (see Sec. 7.2).

The total potential energy for a specific configuration of soft quadrupolar ellipsoids is defined through

$$E_{\text{pot}}(Q^2, \mathbf{r}^N, \mathbf{\hat{u}}^N) = \sum_{i<j} V_{sr}(\mathbf{r}_{ij}, \mathbf{\hat{u}}_i, \mathbf{\hat{u}}_j) + V_{lr}(\mathbf{r}_{ij}, \mathbf{\hat{u}}_i, \mathbf{\hat{u}}_j). \quad (A.15)$$

As pointed out in the discussion of the ground states (see Sec. 7.3), the order parameters as functions of $\kappa$ reveal strong similarities when one compares the parameter sets $((Q^*), P^*) = (0.2, 0.1)$ and $((Q^*), P^*) = (20, 10)$. This suggests that the soft-particle system fulfills, at $T = 0$, a similar scaling relation as the QHE system. However, the corresponding enthalpy curves match only in terms of shape, not in terms of magnitude. We thus introduce a phenomenological correction to the simple scaling of the enthalpy as described in Appendix A.5.1. Specifically, we assume that a scaling of $P$ and $Q^2$ with a factor $\mu$ results in a small rescaling of the ground state coordinates, i.e. $\mathbf{r} \to \gamma \mathbf{r}$, where the rescaling factor $\gamma$ is close to unity. We further assume that, when going from one ground state with parameters $(Q^2, P)$ to a new ground state with $(\mu \cdot Q^2, \mu \cdot P)$, the rescaling factor $\gamma$ is related to the change in density according to

$$\gamma = \sqrt{\frac{\eta}{\eta_{\text{new}}}}. \quad (A.16)$$
Accordingly, the ground state cell volume is scaled with $\gamma^2$. Regarding the total potential energy, we assume that its scaling with respect to $Q^2$ and the positions is the same as in the QHE system [see Eqs. (A.11), (A.10) and (7.5)], yielding

$$E_{\text{pot,new}}^{\text{GS}}(\mu \cdot Q^2, \gamma \cdot r_{ij}, \hat{u}_i, \hat{u}_j) \approx \frac{\mu}{\gamma^3} E_{\text{pot}}^{\text{GS}}(Q^2, r_{ij}, \hat{u}_i, \hat{u}_j).$$  \hspace{1cm} (A.17)

Taken altogether we obtain the following approximation for the enthalpy:

$$H_{\text{new}} \approx \frac{\mu}{\gamma^3} E_{\text{pot}}^{\text{GS}}(Q^2) + \mu \cdot P \gamma^2 S_0^{\text{GS}} = \frac{\mu}{\gamma^3} H + \mu \cdot \left[ \gamma^2 - \frac{1}{\gamma^5} \right] \cdot P S_0^{\text{GS}}. \hspace{1cm} (A.18)$$

To check this phenomenological scaling rule we calculate, as an example, new enthalpies from the enthalpies obtained at $(Q^*)^2 = 0.2$, $P^* = 0.1$ and $(Q^*)^2 = 20$, $P^* = 10$. Corresponding curves are presented in Fig. A.6. We can conclude that Eq. (A.18) seems applicable for $\kappa$ around unity where the structures possess a 4-fold symmetry (T-configuration). Larger deviations of the mapped enthalpies with the reference values occur for particles with high eccentricity.

### A.7 Annealing results for the monolayer system

Finally and for the sake of completeness, we now turn to the investigation of the phase transition in the opposite direction in our monolayer system. The question is whether the ground state structures can at least locally be reproduced with molecular dynamics simulations starting from larger temperatures. To check this, we performed cooling simulations for each $\kappa$-value where the systems are initialized with random particle positions and orientations. The initial pressure and temperature are set to $P^* = 10$ and $T^* = 5$, respectively. The initial box-shape is quadratic with a side length of $50\sigma_0$. Within the first 200 000 steps we linearly decrease pressure and temperature down
to $P^* = 1$ and $T^* = 0.1$, respectively. The total number of steps is set to 410 000. Remaining simulation parameters are adopted from Sec. 7.3.

**Figure A.7:** (a) Radial distribution function for a system with $\kappa = 0.8$ at temperature $T^* = 0.1$ after a (b) melting and (c) cooling procedure. For the color code of the snapshots see Figs. 7.3 and 7.4.

It turned out that obtaining the calculated ground state configurations via simulated annealing is successful only for very few parameter points. In general, the calculations are plagued by frustration effects, especially for $\kappa$ far from unity, where particles have difficulties to rotate. As an example we consider the radial distribution function $g^{000}$ for $\kappa = 0.8$ (i.e., $\kappa$ is close to unity) as depicted in Fig. A.7(a). We observe a coincidence in the peak positions of $g^{000}$, but not in their heights. We interpret this deviation as an artefact of the crystallite structure appearing after cooling (see Fig. A.7(b) and (c)). This might be a consequence of the lack of long-range order in 2D systems.
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