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Abstract 

Neutron imaging, specifically radiography and tomography, is nowadays widely used technique 

for non-destructive investigations of materials and is commonly utilized for various applications 

in the field of engineering science and technology. The neutron imaging experiments presented in 

this work were conducted at the neutron imaging facility CONRAD-2 and at the ESS test beamline 

instrument V20 at the neutron source BER-II. 

A virtual model of the instrument is used to analyse the performance of instrumentation, to 

optimize the existing instrument components and to compare the results of real experiments with 

Monte-Carlo ray-tracing simulations.  

Experimental data of a double-crystal monochromator that is widely used at steady state neutron 

sources is investigated and compared to neutron ray tracing simulations. The influence of crystal 

mosaicity on neutron flux and beam size are reported for the utilized setup and the resulting 

wavelength gradients along one direction. Moreover, a novel neutron radiographic technique for 

Bragg-edge imaging experiments utilizing the wavelength gradient was developed.  

Furthermore, a technique to enhance the wavelength resolution of a monochromatic neutron beam 

at the CONRAD-2 instrument is applied based on a deconvolution algorithm using a Fourier self-

deconvolution method. This method depends only on the narrowing of the spectrum band and can 

be performed by selecting the optimal value of the full bandwidth at half-maximum (FWHM) 

parameter, which corresponds to the resolution of the instrument that acquired the spectrum. In 

order to investigate the potential advantage of the deconvolution technique Bragg-edge 

transmission spectra of different steel samples were recorded by the time-of-flight (TOF) 

technique at the ESS test beamline which provides much better resolution (below 1% ΔE/E) than 

the double-crystal monochromator (approximately 2.5% ΔE/E). This technique is very useful for 

microstructural analyses based on Bragg-edge spectroscopy.  

In order to quantify Bragg-edge spectra of samples under in-situ heat treatment, the transmission 

spectrum of a martensitic steel was determined by experiments at different temperatures ranging 

from 21 °C to 800 °C. The evaluation of the spectra proved that the height of the Bragg edge 

changes with the Debye-Waller factor. The diffracted intensity decreases with increasing 
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temperatures. Additionally, an incipient phase change reduces the volume fraction of the 

martensitic phase. 

In neutron imaging experiments, backlight scattering or back illumination into the detection system 

can significantly affect the quantification of attenuation coefficients and can lead to severe errors 

and image artifacts. Therefore, correction of neutron backlighting is desirable. In this dissertation, 

the backlighting effects in neutron imaging experiments at the CONRAD-2 instrument were 

investigated by varying the illuminated detector area and the magnitude of the attenuation. Finally, 

a backlighting correction procedure is suggested. 
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Kurzfassung 

Neutronen-Bildgebung, insbesondere Radiographie und Tomographie, ist mittlerweile eine fest 

etablierte Methode für zerstörungsfreie Materialuntersuchungen mit einem großen Spektrum 

verschiedenster Anwendungen in ingenieurwissenschaftlichen und technologischen Bereichen. 

Die in dieser Arbeit gezeigten Messungen wurden am Neutronen-Imaging-Instrument CONRAD-

2/V7 sowie an der ESS Testbeamline V20 am Forschungsreaktor BER II durchgeführt. 

Ein virtuelles Modell der Beamlines wurde erstellt und genutzt um die Leistungsfähigkeit der 

Instrumentierung zu analysieren, die vorhandenen Komponenten zu optimieren und reale 

Messergebnisse mit Monte-Carlo Ray-Tracing Simulationen zu vergleichen. 

Experimentelle Daten eines Doppelkristall-Monochromators, der üblicherweise an 

kontinuierlichen Neutronenquellen eingesetzt wird, wurden untersucht und mit entsprechenden 

Ray-Tracing Simulationen verglichen. Der Einfluss der Kristallmosaizität auf den Neutronenfluss 

und auf die Strahlgröße im genutzten Setup wird dargelegt und der resultierende 

Wellenlängengradient wurde bestimmt. Darüber hinaus wurde eine neuartige Methode entwickelt 

neutronenradiographisch diesen Wellenlängengradienten auszunutzen, um Bragg-Kanten-

Experimente durchzuführen. 

Auf der anderen Seite wurde mittels eines Entfaltungsalgorithmus im Fourierraum die 

Wellenlängenauflösung der Messungen mit monochromatischem Neutronenstrahl am CONRAD-

2 Instrument erhöht. Diese Auswertemethode basiert auf  einer Fitting-Prozedur, die die spektrale 

Auflösung des Instruments berücksichtigt. Um die möglichen Vorteile dieser Entfaltungstechnik 

zu untersuchen, wurden Transmissionsspektren von Bragg-Kanten mittels Flugzeitspektroskopie 

an der ESS-Testbeamline (1% ΔE/E) sowie mittels Doppelkristall-Monochromator am CONRAD-

2 (2.5% ΔE/E) aufgenommen und verglichen. Diese Technik ist sehr nützlich für 

Mikrostrukturanalysen, die auf Bragg-Kanten-Spektroskopie basieren. 

Um die Spektren der Bragg-Kanten während einer Temperaturbehandlung quantitativ zu studieren 

wurden Transmissionsspektren von martensitischem Stahl bei Temperaturen zwischen 21 und 

800°C aufgenommen.Die Auswertung der Spektren ergab, dass sich die Höhe der Bragg-Kanten 

entsprechend dem Debye-Waller Faktor ändert. Die gestreute Intensität nimmt mit steigender 
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Temperatur ab. Zusätzlich reduziert eine einsetzende Phasenumwandlung den Volumenanteil der 

martensitischen Phase.  

In der Neutronen-Bildgebung beeinflussen Hinterleuchtungseffekte im optischen Detektorsystem 

mitunter ganz erheblich die ermittelten Transmissionswerte, was zu größeren Messfehlern in den 

errechneten Schwächungskoeffizienten und zu Bildartefakten führen kann. Daher ist eine 

Korrektur dieses Hinterleuchtens wünschenswert. In dieser Dissertation wurden diese Effekte 

mittels Experimenten am CONRAD-2 Instrument durch Variation der abgedunkelten 

Detektorfläche sowie Variation der Stärke der Abdunkelung untersucht, und ein 

Korrekturprozedur vorgeschlagen. 
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1 Introduction 

1.1 Motivation  

Neutron and X-ray imaging are common techniques with a wide area of applications in research 

and technology. Beyond rather universal applications of X-ray radiography, neutron imaging 

provides high transmission through metallic materials where X-rays are strongly attenuated. At the 

same time neutrons are very sensitive to many light elements, such as hydrogen or lithium. This 

makes neutron imaging an ideally suited tool for investigations of hydrogen distributions in metals, 

water or other media [1-4] in fuel cells [5-9], or lithium and electrolyte distributions in batteries 

[10, 11]. This is represented in the attenuation cross sections for a selected number of elements in 

Figure 1.1 the area of each disk scales with the corresponding attenuation cross section. An 

example, compared to X-Rays the attenuation cross section of steel is less with a neutron beam 

and hence, the penetration depth of the neutron beam is larger [12, 13] 

 

Figure 1.1. X-ray and neutron cross-section of some common elements [14]. 

The radiographic images are formed due to the interaction probability of the beam with the material 

that leads to its attenuation. In the ideal case, when a beam (X-rays, neutrons or others) of intensity 

I0 passes through a sample with thickness D, it is attenuated along the path. This attenuation μ is 

described by the Beer-Lambert law to each ray through the sample hitting a detector pixel at 

coordinate (x, y):  
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T(x, y) = I(x, y) I0(x, y) =  exp −μ(x,y)D(x,y)                                                                                      (1. 1)⁄  

where I(x, y) and I0(x, y) are the attenuated and incident intensities, respectively. The transmission 

image T(x, y) is the ratio of the intensities of two images: the image with the sample I(x, y) and 

without sample I0(x, y). The latter is known as the flat field or open beam image. μ and D are the 

linear attenuation coefficient and the penetrated thickness of the sample, respectively. The 

deviations from the exponential attenuation law often are not regarded in qualitative radiology, but 

they could become considerable in quantitative imaging.  

There are some typical well-known corrections that should be applied in order to obtain accurate 

quantitative results from measured radiographs: the dark field correction caused by the dark current 

Idark of a detector (e.g., a CCD camera) that is subtracted from the radiographic images I(x, y) and 

I0(x, y), and the flat field correction requiring the division of the measured flux of a radiograph by 

the measured open beam intensity (Figure 1.2) [15]: 

μDcorr = −ln (
I(x, y) − I(x, y)dark

I0(x, y) − I(x, y)dark
)                                                                                               (1. 2) 

 

Figure 1.2. Taking the ratio of image with (I) and without sample (I0) after subtracting the dark field DF yields the 

transmission image T [15]. 

Furthermore, beside these corrections there are other sources of errors that should be taken into 

account, for example the sample scattering component that is also being interpreted as reduced 

attenuation or as a lower mass density of the material. In addition, the rays missing the sample can 

be scattered at the surrounding of the sample (e.g., the camera box) or at the shielding and may 

produce secondary radiation. In case of neutron imaging such problems were previously addressed 

e.g. by Tremsin et al. [16] using collimators, by Hassanein et al. [17] using iterative scattering 
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correction tools, and Peetermans et al. [18] using energy selection and by Raventos et al. [19] 

using scintillator-based detection systems . 

However, neutron imaging based on the attenuation has a long history and is very popular for the 

investigation field of the large metallic component. It also allows in some cases changing the 

material contrast in radiographic images due to wavelength-dependent attenuation properties of 

materials. Therefore, a wavelength selective neutron imaging technique is routinely applied to 

polycrystalline materials. This technique exploits variations in the transmitted neutron beam 

caused by scattered neutrons due to diffraction at the crystal lattice and is especially useful to 

investigate temperature-driven effects, such as phase transformations in metallic materials. 

The wavelength-dependent neutron attenuation coefficient exhibits discontinuities whenever the 

conditions for Bragg scattering can no longer be fulfilled upon increasing wavelengths – the so-

called Bragg edges [20]. The positions of the Bragg cut-offs are related to the corresponding dhkl 

spacings. Shifts of the Bragg edges [21, 22] can be used to detect the presence of residual stresses 

in metallic samples affecting the d spacing. The Bragg edge height can be connected to the 

presence of texture [23, 24], while the Bragg edge shape relies on grain size [25].  

Recently, new neutron imaging methods have been developed that connect real-space with 

reciprocal-space approaches [26-29] and allow for investigations of microstructures in bulk 

materials [30, 31] on length scales down to 20 µm by employing high-resolution detector systems 

[8, 32-35]. The combination of such high spatial resolution with the new imaging methods enables 

one to directly visualise magnetic structures, stress and strain fields, textures, heterogeneous 

microstructures, etc. [2, 23, 36-48] A step towards nanometer-sensitivity can be made with the 

help of imaging methods that connect the real with the reciprocal space such as grating 

interferometry [49-53] and Bragg edge mapping [13, 24, 26, 54-56] in propagation geometry. In 

this case, one can detect structures down to the nanometer size range. 

However, the different probability types of interaction absorption and scattering, both coherent 

and incoherent, elastic and inelastic are characterized by neutron cross sections, which depend on 

material properties and on neutron energy. Neutron cross sections (conveniently expressed in terms 

of barns, 1 barn = 10-28 m²) and represent the cross sectional area of a chemical element towards 

an incoming neutron to perform scattering or absorption. However, for quantitative data analysis, 

it is necessary to take into consideration that the diffracted intensity depends on the temperature 
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of the investigated material. The Debye-Waller factor describes the decrease of the elastically 

diffracted intensity caused by thermal vibrations of atoms at finite temperatures. 

Simulations were performed with the application of a Monte Carlo based on program code 

‘McStas’[26, 57]. It is used for the design and optimization of the instruments as well as to 

understand its behavior and the principle of the devices such as double crystal monochromator, 

choppers and detectors. 

With the work presented here, a series of wavelength selective in-situ neutron imaging experiments 

are performed, in order to 

1. investigate the influence of thermal effects, described by the Debye-Waller factor on 

Bragg-edge height by investigating the corresponding Bragg-edge at a different 

temperature and the comparison to theoretical calculations based on the nxsPlotter software 

[58] has been performed. The nxsPlotter program was used to calculate total cross sections 

of crystalline compositions as a function of neutron wavelength and compare them with 

experimental results. The changes of the transmitted intensity are analyzed in order to 

investigate the effect of the thermal expansion and thermal vibration according to the 

Debye Waller factor on the neutron cross section and attenuation coefficient of the selected 

steel. 

2. understand the behaviour and the principle of a double-crystal monochromator device. The 

basic principles and properties of a double-crystal monochromator used for the 

monochromatisation of the neutron beam and the obtained wavelength gradient are studied. 

In addition, a new neutron radiography technique for Bragg edge mapping in imaging 

experiments utilizing a neutron wavelength gradient at the sample position was developed 

and Monte Carlo simulations based on ‘McStas’ have been performed. In addition, in order 

to improve the wavelength resolution of the measurements, a Fourier self-deconvolution 

technique is applied on the transmission neutron spectrum of the selected steel sample.  

 

In addition, the quantification of attenuation values are investigated and corrected to obtain 

accurate quantitative results from measured radiographic images. There are many effects that 

hinder a sufficient quantification accuracy e.g. the quality of the detector and scintillator systems, 
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scattering coming from the sample or beam hardening. This study concerns the basic research and 

development on quantitative neutron radiography using a first order approach in order to 

systematically correct the distortion of the quantitative information about absorption data. 

Therefore, we investigated an effect that is mostly neglected in quantitative imaging, the so-called 

backlighting effect caused by scattered light in the detection system itself. We have varied two 

parameters to study the backlighting effect: the detector coverage and the penetration length 

through a sample.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



6 

 

2 Neutron instruments 

This chapter describes the basic principle of the setups for neutron instruments utilized within this 

work. The neutron wavelength selective experiments presented herein are conducted at the BERII 

research reactor of Helmholtz-Zentrum Berlin (HZB) in Germany, by using; 

 a) The cold neutron radiography instrument (CONRAD-2) V7 applied with the double-crystal 

monochromator. [59] 

 b) The ESS testbeamline V20 using time-of-flight (TOF) spectroscopy by a specifically designed 

chopper system.[60]  

The basic principle of these instruments is given in the following: 

2.1 CONRAD-2 

Figure 2.1 shows the instrument of CONRAD-2 (COld Neutron RADiography) used for our 

investigations e.g. [12, 16, 61, 62].  

 

Figure 2.1. Layout of the neutron-imaging instrument CONRAD-2. 

2.1.1 The CONRAD-2 neutron guide 

Cold neutrons are transported from the cold neutron source at the 10 MW research reactor BER II 

to the experiment through neutron guides, which contains a curved guide section of 15 m length 

and a bending radius R of 750 m, which is sufficient to keep fast neutrons and γ photons away 

from the experimental end station. The curved guide has different wall coatings (m = 2.5 for the 

inner wall and m = 3.0 for the outer, top and bottom walls) that provide the best result in terms of 
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transport beam intensity and homogeneity. In front of and behind the curved guide are straight 

guide sections (m=2). The role of the final straight section is to homogenize the beam intensity 

over the guides’ cross section. All guide sections have a constant cross section of height × width 

= 12 × 3 cm. The neutron beam at CONRAD-2 is polychromatic with wavelengths mainly between 

2 and 6 Å and a maximum intensity at about 3.0 Å. 

At the end of the guide, a double-crystal monochromator was installed in combination with a 

pinhole set as shown in Figure 2.1. This configuration allows for remotely switching between 

monochromatic and polychromatic neutron beams.  

A flight path of L = 12 m is available downstream of the final straight guide section. This distance 

is necessary in order to make full use of the pinhole configuration, where a certain L/D ratio can 

be realized by using apertures with different diameter D at the beginning of the flight path. For 

apertures with typical diameters of 1 cm to 3 cm, the calculated L/D ratios are between 1200 and 

400, respectively.  

2.1.2 Double-crystal monochromator 

The double-crystal monochromator at the CONRAD-2 instrument consists of two parallel plates, 

with dimensions of 6 × 5 cm2 (length × width), of highly oriented pyrolytic graphite HOPG (002) 

single crystals. These are aligned one above the other with a fixed distance h = 7.4 cm [26]. The 

crystal lattice spacing is given by d002=3.348 Å. As shown in Figure 2.2 the orientation and 

positioning of the monochromator crystal plates is performed by selecting a desired neutron 

wavelength λ as an input parameter from which the Bragg angle θ is calculated using Bragg’s 

law:  

θ = arcsin (
λ

2d002
),                                                                                                                                 (2. 1)  

The monochromator plates are parallel and neutrons of corresponding wavelength λ will undergo 

double reflection. The advantage of this arrangement is that the direction of the extracted 

monochromatic beam is parallel to the initial neutron beam. For setting a defined wavelength, the 

two plates are rotated to the corresponding angle θ and the bottom plate is moved horizontally 

along the neutron beam direction to a position Z determined by  

Z = h tan(90° − 2θ),                                                                                                                            (2. 2)  
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where h refers to the vertical distance between the plates and Z to the linear translation on the Z-

axis of the lower plate respectively, Figure 2.2 

 

Figure 2.2. Schematic drawing of the double-crystal monochromator setup at CONRAD-2 as well as the wavelength 

distribution behind it. 

The HOPG crystals have a certain mosaicity (degree of crystallite misalignment), which allows 

for selecting a broader wavelength band around the corresponding wavelength fulfilling the Bragg 

reflection condition for the set scattering angle θ. By ray-tracing the neutron beam through the 

double-crystal device, one can expect a spectral divergence depending on the direction of the 

neutrons flight paths through double reflection as shown in Figure 2.2. The mosaicity of the 

crystallites will allow smaller scattering angles for the longer wavelengths and larger angles for 

the shorter wavelengths. Considering the configuration shown in Figure 2.2 the wavelength 

gradient is expected to be along a vertical line, with longer wavelengths on the bottom and shorter 

wavelengths on the top. 

2.1.3 Detector system 

The neutron detector used at HZB consisted of a 6LiF scintillator screen of 200 µm thickness, 

which converts the transmitted neutrons into visible light and an optical CCD camera with an 

objective lens [7, 63]. The converted light is subsequently reflected by a mirror into an objective 

camera lens. The camera used contains a CCD chip with 2048×2048 pixels each with a size of 

13.5 × 13.5 μm² with a 16-bit AD-converter. More technical information about the setup can be 

found elsewhere [59]. 
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2.1.4 Data analysis  

After the detector captures the intensity of the transmitted neutron beam, the evaluation of 

radiographic image experiments is conducted with image processing. Basically, three different 

types of images are required to perform the data normalization to obtain spatially resolved 

transmission values. 

 Image of the sample: Provides the sample properties such as material structure, its 

dimensions and beam attenuation. 

 Flat field image (FF): Refers to the beam profile, i.e. an image without the sample including 

neutron flux distribution, camera and scintillator defects and sensitivity. 

 Dark field image (DF): Gives an image without the beam referring to the properties of the 

CCD‐array since the camera is not only sensitive to photons but also to thermal energy. 

For these images, the beam has to be fully blocked with the beam shutter. 

In the first step, the dark field image is subtracted from the original sample image and the flat field 

image in order to eliminate the signal offset resulting from thermal influences. Then the sample 

image is divided by the FF image. in order to obtain transmission values Within this thesis, The 

analysis of the images was accomplished by using the program ImageJ [64].  

2.2 ESS testbeamline V20 

The ESS testbeamline (TBL) V20 as shown in Figure 2.3 is a multi-purpose time-of-flight (TOF) 

neutron instrument [65, 66]. In its wavelength-resolving neutron imaging setup [67-69] a 

wavelength spectrum from 1.8 Å to 10 Å is scanned, where the wavelength is determined by the 

time t it takes for a neutron to travel a given known distance L to reach the detector. This can be 

achieved either through generating neutron pulses by chopping a continuous neutron spectrum 

from a reactor source or through generating the neutrons in pulses at an accelerator source which 

is called neutron spallation sources, such as the European Spallation Source (ESS). V20 is built at 

the BER II research reactor at the Helmholtz-Zentrum Berlin and designed to mimic the pulse of 

the ESS spallation source. 

The ESS testbeamline V20 is a time-of-flight beamline, where different neutron pulses can be 

created using a specific chopper cascade resulting in a time-of-flight or wavelength spectrum. 
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Figure 2.3. Layout of the test beamline (TBL) with locations of all choppers. 

2.2.1 The V20 guide system 

Neutrons are transported from the continuous cold neutron source to the measuring position 

through neutron guides which contain a curved guide section (5 m of radius R1=1500 m and 30.45 

m of radius R2 =2300 m) to avoid fast neutrons and γ photons from the cold source of the reactor 

to reach the experiment. The final 5 m of the guide being straight, ending at 46.17 m from the cold 

source [65]. The supermirror guide has wall coatings with an m-value of m = 3.0 that provide 

excellent results in terms of transport beam intensity and homogeneity. More information about 

the parameters and geometry of the guides can be found in section 4.2.2 (Table 3-1). In order to 

install eight choppers the guide system provides several gaps: Gaps of 15 cm, 10 cm, 25 cm and 

10 cm at distances of 21.7 m, 30.4 m, 31.5 m and 37.6 m, respectively, from cold source as shown 

in Figure 2.3. An additional relatively large gap of 0.6 m provides space for the wave frame 

multiplication (WFM) pulse shaping choppers (PSC) at 28.3 m to 28.9 m. All guide sections have 

a constant cross section of height × width = 6 × 12.5 cm. 

2.2.2 The choppers system 

The TBL V20 has been intended to emulate the neutron long pulse time structure of the 

European Spallation Source (ESS) by utilizing a complex chopper framework that gives a 

particular time structure of the ESS. While a continuous spectrum is coming from the reactor 

through the neutron guide containing various neutron energies, the first chopping of the 

continuous neutron beam happens at 21.7 m where a counter rotating double disc source chopper 

is installed as shown in Figure 2.3 and hence the ESS source pulse is mimicked. Further, 

downstream, the double disc wavelength band chopper is installed at 31.7 m that warrants 

separating pulses and confining the wavelength bandwidth.  
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Two chopper modes have been used: a) the ESS long pulse mode and b) the wavelength frame 

multiplication (WFM) mode. 

a) ESS Long Pulse  

In this mode the source pulse and the wavelength band double disc choppers are operated and the 

resulting neutron velocity selection is depicted in a distance-versus-time plot in Figure 2.4, 

produced by the McStas simulation package [57]. The relatively low wavelength resolution is 

depending on the wavelength range where the slower neutrons are separated more clearly than 

the faster neutrons; typical values for the wavelength resolution are 4.2% at 8 Å to 16.6% at 2 Å 

at a distance of 55 m from the cold source [70]. 

 

Figure 2.4. Shows the Time-of-flight diagram in case of a long pulse mode illustrating the disc profile of the 

choppers included main elements of the TBL instrument simulated with McStas. 
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b) Wavelength Frame Multiplication (WFM)  

Since many scattering and imaging methods profit from better wavelength resolution, one solution 

is additional pulse shaping. Therefore, for better and tuneable wavelength resolution, the 

wavelength frame multiplication (WFM) chopper system was installed at V20 that provides six 

sub-pulses from each source pulse as shown in Figure 2.5. 

The distance z₀ between WFM chopper 1 and 2 can be changed between 140 mm and 427 mm by 

moving them simultaneously along the beam axis, which provides maximum and minimum 

wavelength resolution at z₀= 140 mm and z₀= 427 mm respectively [66]. Then the neutrons hit 

on frame overlap chopper 1 (FOL1) in order to avoid overlap between the wavelength frames in 

time-of-flight.  

In addition, three slits (5х10 cm2 between the WFM choppers that is adjustable, 5х10 cm2 after the 

FOL chopper 1 and 2х10 cm2 after the FOL chopper 2 are placed in the guide system to reduce 

contaminant neutron trajectories [65]. 

Finally, at this mode, the constant high wavelength resolution can be achieved ranging between 

0.63% (WFM high-resolution) to 3% (WFM low-resolution) depending on the detector position, 

i.e. the neutron flight path, and the distance between the WFM choppers z₀.  
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Figure 2.5. Shows the time-of-flight diagram when WFM mode is activated, the distance of all eight working disc 

choppers included main elements of the TBL are also displayed. Shown is a simulation by McStas. Note that the 

yellow arrows represent the reference time to for each of the six frames.  

2.2.3 Measurement position  

At the end of neutron guide, the beam should pass a slit as well as a detector. A beam monitor, 

with a detection efficiency of 10-5 to 10-3 at 1.8 Å is placed behind the end of the neutron guide. 

The measuring position is within 6 m length from 47.1 to 53.1 m from the cold source while the 

length could even be increased up to 60 m. The beam hits the sample which is fixed to a specific 

holder where it is exposed to the neutron beam.  

Part of the beam is diffracted and the transmitted part is detected by a detector that is directly 

behind the sample, In that way, the detector records the transmitted signal. 

2.2.4 Detector system  

For the work presented in this dissertation, neutron-sensitive microchannel plates (MCPs) detector 

has been utilized to measure wavelength depended neutron transmission values in time-of-flight 

mode at the ESS testbeamline instrument. This detector consists of a stack of MCP’s and Timepix 
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chips, where incoming neutrons are converted into an electron signal, which is amplified by two 

standard microchannel plates installed in direct contact with the front one. The MCP glass structure 

is doped with 10B to enhance the neutron interaction within the MCP, the detector efficiency is 

determined by the efficiency of neutron conversion in the front plate and is measured to be around 

70% for a cold neutron beam. The active area of the present detector is determined by the size of 

the Timepix chip, which has a diameter of 40 mm. A More technical information about the 

instrumentation can be found in this reference [71] 

2.2.5 Data collection and analysis  

In order to record the neutron intensity, the detector is placed in the appropriate position in the 

neutron beam the sample is installed directly in front of the detector where it is visually aligned 

using an alignment laser. By varying the chopper settings and the detector position, the several 

instrument configurations with different wavelength resolutions are used for investigations.  

However, to achieve sufficient signal statistics, an appropriate exposure time is selected for a given 

spatial resolution.  

To obtain the transmission profile, the sample spectrum is normalized by the open beam spectrum 

measured without sample, therefore, an open beam measurement is recorded for the normalization 

and the detector settings have to be the same for the sample and open beam experiment. In addition, 

the open beam collection time and the sample data should be scaled to the same of exposure time. 

The incident beam spectrum is shown in Figure 2.6 and one can observe six distinct neutron 

pulses: These correspond to the individual wavelength frames. In the region between these frames, 

the instrumentation concept of WFM yields neutrons that are well separated in time on the detector, 

but actually have an overlap in wavelength. After a data reduction procedure, commonly referred 

to as ’stitching’, a continuous time-of-flight and hence wavelength band is covered. Therefore, a 

python-based interface for processing and stitching the TOF spectrum was developed within the 

MANTID [72] software framework. This relies on the fact that every chopper opening (in this case 

6) represents a separate ‘source’ with its own t0.i.e. every individual pulse that form from the two 

WFM choppers of the six frames in total at TBL has its own time as shown in Figure 2.5 

The well visible drops around 23 ms, 33 ms, 42 ms, 48 ms and 55 ms are clearly observed in the 

raw data occurring in the wavelength frame overlap regions. These discontinuities in the spectrum 
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occur on the measured data due to the gaps between the neighboring frames on the frame overlap 

regions when the WFM mode is activated as described in section (3.2.2b).  

Figure 2.6b shows in contrast to Figure 2.6a the time of flight of neighboring frames overlap after 

the time correction according to the opening times of the WFM chopper windows, as a result, the 

intensities in the overlap regions are added together and now the shaping chopper pulses are 

corrected and produced a continues TOF spectrum as seen in Figure 2.6c. 

The same corrected procedure, a) through c), is also applied for the sample spectrum, e.g. bcc steel 

sample as shown in Figure 2.6d and to obtain the transmission spectrum, the bcc sample spectrum 

is normalized by the open beam spectrum measured without sample the result is shown in 

Figure 2.6e for high-resolution setting. It can be seen that the sharp intensity peaks, occurring in 

the frame overlap regions of the spectra, vanish in the normalization and are hence not present 

anymore in the resulting transmission spectrum.  

On the other hand, the neutron wavelength is calculated by the time-of-flight that is measured from 

the source to the detector with the distance between the choppers and detectors LDet. The 

conversion formula is [70]. 

λ =
h tTOF

m LDet
                                                                                                                                               (2. 3)  

Where m is the mass of neutron and h is Plank constant. 
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Figure 2.6. Conversion of the TBL recorded data (on WFM intensity spectrum mode) into a continuous TOF spectrum 

a) the wavelength frames are separated in TOF at the detector position b) the stitching procedure for each frame using 

MANTID software are performed according to the opening times of the WFM chopper windows. c) The continuous 

spectrum is achieved d) the same procedure is performed when placing a bcc steel sample in front of the detector e) 

The transmission spectrum by normalization (divided the sample spectrum by the open beam spectrum) of the stitched 

data with the characteristic Bragg edges. 
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3 McStas – A neutron ray-trace simulation of neutron scattering 

instrument.  

3.1 Overview 

To understand the physical effect affecting the neutron spectrum and to determine their 

consequences quantitatively. A virtual model of the instrument has been subject to Monte-Carlo 

ray-tracing simulations [73] of the experiments. This has been implemented in a software package 

in McStas [74], which is an effective tool for simulating neutron scattering instruments. In McStas 

one can compute all aspects of the instrument’s performance, enhance the existing instrument 

components, and compare the results with real experiments. Furthermore, it is useful to design 

new instruments and create a virtual model of the experiments, for training, experimental planning 

or data analysis.  

To demonstrate the instrument and perform a virtual experiment, both instruments, CONRAD-2 

and ESS testbeamline (V20) as displayed in Figure 3.1 and Figure 3.2 respectively, which were 

built up. Full virtual experiments were performed on various samples with different characteristics.  
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Figure 3.1. 3D view of the neutron beam path to the imaging instrument CONRAD-2.  

 

Figure 3.2. 3D view of the neutron beam path to the imaging instrument of ESS testbeamline, gx denote the 

modular neutron guide, see Table 3-1 for details of the guide geometry and parameters. 
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3.2 McStas components used for CONRAD-2 and ESS Testbeamline  

3.2.1 Neutron source 

In order to simulate a neutron beam incident on the sample, the spectrum was simulated using a 

Source_Maxwell_3 component to parameterize a continuous neutron source with a Maxwell 

distribution with temperatures of 45 K and 137.2 K as shown in Figure 3.3. The wavelength range 

between 1 Å and 10Å is selected and the source intensity of 1.4 х 1012 counts are chosen and the 

initial neutron ray direction is centered within a rectangular entry of (width, height) parallel to the 

x-y plane.  

 

Figure 3.3. The Maxwell spectrum at the exit guide of CONRAD-2 instrument.  

3.2.2 Neutron guide 

A modular neutron guide (straight or bender) components are selected containing of four flat 

mirrors that have a different wall coating (m = 2.5 for the inner wall and m = 3.0 for the outer, top 

and bottom walls) to avoid fast neutrons and γ photons from the cold source of the reactor to reach 

the experiment and then give the best outcome as far as transported beam intensity. The straight 

guide is centered on the z-axis with rectangular entry and exit parallel to the x-y plane. Besides, 

the bender component is a curved neutron guide that bends to the negative x-axis at a different 

bending radius through the neutron beam line. The dimension of the entrance guide has the same 

geometry with an exit in (x, y) plane and are set at z = 0 and z = L at the neutron inlet and exit 

guide respectively, where L is the guide length. This simulation does not take into account the 

effects of the gravitation on the neutron beam. 
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The guide details of the CONRAD-2 instrument are clearly shown in Figure 3.1. In addition, 

Table 3-1 shows the details of the testbeamline V20 instruments guides 

Table 3-1. The geometry of the guide sections that are used in testbeamline , the m-value of the material is 3 for all 

the guide sections. 

Guide 

number 

Dimension 

(w х h) cm 

Length 

(m) 

Guide type Bending 

radius (m) 

g1 6 х 12.5 1.87 Straight 0 

g2 6 х 12.5 1.53 Channeled 0 

g3 6 х 12.5 5.50 Bender 1500 

g4 6 х 12.5 7.50 Bender 2300 

g5 6 х 12.5 3.00 Bender 2300 

g6 6 х 12.5 0.45 Bender 2300 

g7 6 х 12.5 6.50 Bender 2300 

g8 6 х 12.5 1.5 Bender 2300 

g9 6 х 12.5 1 Bender 2300 

g10 6 х 12.5 5.75 Bender 2300 

g11 6 х 12.5 3.5 Bender 2300 

g12 6 х 12.5 5 Straight 0 

 

3.2.3 Monochromator  

A double-crystal monochromator is used at the CONRAD-2 instrument, which is simulated using 

the Monochromator_flat component, this component describes an infinitely thin single crystal with 

a single scattering vector, Q0 = 2π dm⁄  perpendicular to the surface. A typical use for this 

component is to simulate a simple monochromator or analyzer. 

The physical model used in monochromatic_flat component is a rectangular piece of material 

composed of many small micro-crystals. The orientation of the microcrystals slightly differs from 

the nominal crystal orientation. Therefore, the likelihood of a specific micro-crystal orientation is 

symmetrical to a Gaussian model in the angle between the specific and the nominal orientation. 

The full width half maximum of the Gaussian is specified by the mosaic spread, of the crystal. In 

this component, and in the real experiment, the mosaicity given is that of the reflected signal [74]. 

More details about the monochromator geometry parameters are given in chapter 3. 
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3.2.4 Disk chopper 

We implemented this component at the testbeamline instrument V20 to chop a continuous neutron 

beam into short pulses and control the pulse shape in time. This device tells of a thin disk of radius 

R having a frequency of rotation (the slower chopper at TBL runs at 14 Hz) with the rotating axis 

parallel to the neutron beam that consists of neutron absorbing materials. The disk can have a slit 

of a chosen height h and angular width θ0 as shown in Figure 3.4. In addition, the direction of 

rotation can be adjusted in order to simulate counter-rotating chopper.  

 

Figure 3.4. Sketch of a disc chopper with geometry parameter. 

3.2.5 Monitors  

 PSD Monitor: the PSD Monitor is a position-sensitive monitor that detects the incident 

neutron beam in the (x, y) plane which is divided into pixel columns and rows (ny, nx). It 

also shows the error connected with the total integrated intensity across the surface of the 

PSD together with it. 

 LambdaYPSD or LambdaXPSD monitor is used to count neutrons and store their 

wavelength and their lateral positions (Y-position and X-position) at the detector area. The 

monitor geometry is simplified to a plane area where the neutron position parameters (x, 

y) and the wavelength will be recorded [75]. 

 Wavelength monitor and L-monitor: This monitor is rectangular monitors that measure the 

wavelength of arriving neutrons  

 TOF monitor: the time of flight (TOF) monitor is again rectangular monitor that counts a 

neutron intensity as a function of time of flight. 
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For more technical details of these McStas components can be found in the manual of McStas 

components [76] 

3.2.6 Sample component  

The nxs_sample component is the implementation of the nxs program library into a McStas 

component [58] which is used in the presented simulation. Geometry can be a cylinder or a box 

defined by radius or width, height, and thickness, respectively. The nxs_sample component treats 

the neutron scattering and neutron transmission of the materials. Therefore, this component is 

useful for imaging and diffraction instruments at the same time.  

The simulation has been built for different material definitions and compositions, e.g. Al, Cu, Fe 

and AISI steel. This component offers the user to choose between a cylindrical, rectangular and 

three-dimensional geometry sample, from a given instrument file.  
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4 Effect of Debye-Waller factor on neutron Bragg-edge imaging 

In this chapter, we investigate the influence of thermal effects, described by the Debye-Waller 

factor on the Bragg-edge height by investigating the corresponding Bragg-edge at different 

temperatures and the comparison to theoretical calculations based on the nxsPlotter library. In this 

work, neutron transmission spectra are recorded at the CONRAD-2 instrument (equipped with a 

double crystal monochromator), while heating a super martensitic stainless steel (SMSS) sample 

inside a furnace. The intensity reduction due to the thermal movement of the atoms on the sample 

has been determined from analysis of the attenuation coefficients. Subsequently, it is compared to 

theoretical calculations of the neutron cross sections that are influenced by the temperature. This 

study shows that the effects can be evaluated from the transmission spectra and it can serve as a 

basis for corrections during in-situ studies and/or to exploit it for quantitative measurements. 

Note: The following parts have been submitted to the “Journal of Applied Crystallography”, 

Authors: Ala’a M. Al-Falahat, Nikolay Kardjilov, Robin Woracek, Mirko Boin, Henning 

Markötter, Luise Theil Kuhn, Malgorzata Makowsk, Markus Strobl, Beate Pfretzschner, 

John Banhart and Ingo Manke. 

4.1 Theory 

4.1.1 Debye-Waller factor 

The Debye temperature θD of a bulk solid state is a measure of the rigidity of the bonds inside the 

crystal where the movement of one atom about its site makes the neighboring atoms to react to this 

motion and the outcome is that many atoms oscillate as one, and this collective movement spreads 

throughout the crystal (taken from [77]). Each type of lattice has its own attribute mode or 

frequencies of oscillation called regular mode, and therefore the overall collective oscillation 

movement of the lattice is a combination of many regular modes (taken from [78]). 

The Debye temperature considering the binding force between atoms can be utilized to signify the 

properties of the many materials, which include thermal vibration of atoms or phase transition 

(taken from [79]) and has received a great deal of attention. The Debye temperature of a crystal 

is θD = hvD kB⁄ , where vD is the characteristic Debye frequency, kB Boltzmann’s and h Planck's 

constant [80]. 
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The Debye-Waller factor (isotropic displacement factor) Biso is connected to the Debye 

temperature through the following equation (compare e.g. Ref.[81]): 

Biso =  
3h2 φ1(x)

M kBθD
                                                                                                                              (4. 14)    

where M is the mass of the scattering nucleus, φ1(x) is the Debye integral function with its 

argument x = T θD⁄  and T the sample temperature: 

φ1(x) = ∫
ε dε

e(ε x)⁄ −1

1

−1
                                                                                                                     (4. 2)  

The value of the Debye temperature θD can be determined by various experimental methods such 

as specific heat, elastic constant and diffraction measurements [82, 83]. For this study, the elastic 

constant method is used to calculate the Debye temperature θD at which nearly all modes of 

vibrations in a solid are excited. It is given by: [82] 

θD =
h

kB
 (

4π

9
)

−1
3 

⁄
ρ

1

3
 (

1

vl
3 +

2

vt
3)

−1
3⁄

                                                                                           (4. 3)  

where ρ is the density of the solid and vl and vs the longitudinal and transverse velocities of sound 

waves, respectively. These velocities are given by the following relations: [84, 85] 

vl =  (B +
4

3
 μ )

1
2⁄

ρ 
−1

2⁄
 , and                                                                                                   (4. 4) 

 vt =  μ
1

2 
⁄

ρ 
−1

2⁄
 ,                                                                                                                           (4. 5)  

where B is the bulk and μ the shear modulus. Eqs. (4.4) and (4.5) show the longitudinal and 

transverse velocity of sound waves, which are a function of the elastic properties as well as density 

(in the presented case of martensitic steel).  

For the comparisons and results presented herein, the relations of reference [84] are implemented 

to calculate the values of elastic properties at several temperatures. The density of the used steel 

at different temperatures can be calculated from the analysis of Miettinen et al. [86]. 

Calculated values of the Debye-Waller factor B and the Debye temperature θD at different 

temperatures for the body-centered cubic (bcc) steel are shown in Figure 4.1. From these 

calculations, a Debye temperature of 468.3 K is found at 294 K (21 °C) sample temperature and 
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about 412.6 K when rising the temperature T to 873 K (600 °C). In contrast, the inverse trend takes 

place for the Debye-Waller factor, which starts at 0.328 Å2 at 294 K and increases to 1.5 Å2 at 

873 K. 

 

 

Figure 4.1. a) Calculated Debye temperature θD as a function of sample temperature. b) Calculated Debye-Waller 

factor B for the same sample (super martensitic steel). 

4.1.2 Scattering cross sections 

To understand the temperature dependence of the Debye-Waller factor in polycrystalline materials, 

the total microscopic neutron cross section σtot of an isotope is calculated, which is the cross 

section to an incoming neutron to interact with the material. It is given by its incoherent and 

coherent scattering, σcoh, σincoh, as well as its absorption, σabs, contributions [87, 88]: 

σtot(λ) = σcoh(λ) + σincoh(λ) + σabs(λ).                                                                                         (4. 6)  

The probability for a neutron to be scattered is determined by the sum of the first two cross 

sections. In particular, coherent (ordered) scattering appears if a regular spacing of atoms causes 

many scattered waves to interfere constructively. Incoherent scattering occurs due to the 

randomness (disorder) of the phases of the scattered waves. Besides, one distinguishes between 

elastic and inelastic scattering, where the latter process describes the probability for neutron 

interaction with the sample’s crystal lattice involving the creation or destruction of phonons 

throughout that the neutron loses or gains energy, while with elastic scattering this energy remains 
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constant. The total neutron attenuation coefficient considering the structure of the material can 

hence be written as: [88, 89]  

μtot(λ) = [σ̅cohScoh
el (λ) +  σ̅incoh Sincoh

el (λ) + σtotal
inel (λ) +  σabs(λ)]ρA,                            (4. 7) 

where ρA is the atomic density and σ̅̅̅coh and σ̅̅̅incoh are the average cross sections calculated 

from the scattering length b of the nucleus: [90, 91]  

σ̅coh = 4π〈b〉2,                                                                                                                                    (4. 8)  

 σ̅incoh = 4π (〈b2〉 − 〈b〉2),                                                                                                              (4. 9)  

The scattering functions S describe the influence of the spatial arrangement of nuclei and their 

corresponding dependence on the neutron wavelength and σtotal
inel (λ) the total inelastic scattering 

cross section: 

σtotal
inel (λ) =  σcoh

inel(λ) + σincoh
inel (λ) = (σ̅coh + σ̅incoh )Sincoh

inel (λ),                                             (4. 10)  

The first component of Eq.(4.7) accounts for the coherent elastic component of the scattering cross 

section and is calculated by means of the structure factor Fhkl and the interplanar distance dhkl for 

every set of planes in the crystal [88],[92]: 

σ̅cohScoh
el (λ) =

λ2

2V0
 ∑ |Fhkl|

2 dhklhkl  ,                                                                                             (4. 11)  

where V0 is the unit-cell volume and the structure factor Fhkl given by: 

Fhkl = whkl ∑ onbn  exp (2πi (hxn + kyn + lzn)) exp (
−Biso,n

4dhkl
2 )n  ,                                        (4. 12)  

where whkl the multiplicity of a lattice plane and on is the site occupation factor, which relates to 

the atom concentration. Furthermore, the placement (x, y, z) of the n − th atom is used to calculate 

the structure factor with respect to the hkl lattice plane. In addition, the absorption cross section is 

determined as: [93] 

 σabs(λ) =
σabs

2200

1.798 Å
 λ ,                                                                                                                             (4. 13) 

where λ is the neutron wavelength, σabs
2200 the absorption cross section for thermal neutrons at a 

wavelength of λ0 = 1.798 Å (equivalent to a neutron standard velocity v0 = 2200 ms−1).  
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The overall formulation of the total cross section is given by Granada [88] and Vogel [87]. It was 

later applied by Boin [58] in the nxsPlotter software for cross section calculations, which we use 

in this work. In this model, all types of neutron scattering of the material at different Debye-Waller 

temperatures as well as varying sample temperatures are included. This is given by its incoherent 

and coherent (elastic and inelastic) scattering as well as its absorption contribution as seen in 

Figure 4.2a. This calculation allows us to study the effect of the Debye-Waller factor on the total 

neutron cross section. Eq. (4.10) assumes the crystal to be a powder-like assembly of small crystal 

grains of random orientation. 

The sum of the contributions from absorption and scattering is used to compute the transmission 

shown in Figure 4.2b via the attenuation coefficient μ as described by Beer–Lambert’s law: 

I = I0 e−μtot l ,                                                                                                                                (4. 14) 

where I0 is the intensity of the incident beam and I is the intensity that is detected, while l is the 

sample thickness and the linear attenuation coefficient μtot is defined by the particle density N 

and the total microscopic cross section σtot: [92, 94] 

μtot = N σtot    ,                                                                                                                               (4. 15) 

 

Figure 4.2. Theoretical neutron cross sections (a) for a fcc iron unit cell and (b) ideal transmission spectrum through 

2-cm thick iron calculated by the nxsPlotter software [58]. 
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4.2 Experimental details  

Neutron wavelength selective experiments were conducted at the BERII research reactor of 

Helmholtz-Zentrum Berlin for Materials and Energy (HZB) in Germany by using the cold neutron 

radiography instrument (CONRAD-2) and a double crystal monochromator [59, 95, 96]. 

The CONRAD imaging setup consists of a 200-µm thick 6LiF-scintillator converting transmitted 

neutrons into visible light, which is guided via a mirror to a CCD detector to form images. A 

double crystal monochromator allows for adjusting the wavelength continuously between 2 Å and 

6 Å. More technical information about the instrumentation can be found elsewhere [7, 59, 63]. 

Ferritic super martensitic stainless steel (SMSS) X1CrNiMoCu12-7-3 (EN 1.4423) was selected 

for the present investigation. Its chemical composition is listed in Table 1. It has a bcc crystal 

structure. 

Table 4-1. Chemical composition of the super martensitic stainless steel in wt%.  

C Mn Si Co Ni Cr Mo Fe 

0.006 1.87 0.294 0.475 6.498 11.65 2.33 76.877 

 

A sample of 33.1 mm х 9.3 mm х 5.6 mm (length x height x thickness) size was heated in a furnace 

while radiographic neutron imaging was performed.  

At CONRAD-2, a series of wavelength scans at different temperatures, namely 21 °C, 200 °C, 

400 °C, 500 °C, 600 °C, 700 °C and 800 °C were conducted. The sample was heated by two 

infrared heaters, each of which were equipped with six halogen quartz lamps and water-cooled 

polished aluminum reflectors which illuminate an area of 100 mm × 75 mm. More technical 

information about the setup can be found elsewhere [97]. The sample was kept inside the innermost 

of two concentrically arranged quartz tubes as shown in Figure 4.3. Furthermore, the tube is sealed 

at the ends and the sample temperature was controlled remotely by a program written in LabVIEW 

utilizing feedback from a thermocouple attached to the sample. The sample was heated to different 

temperatures at a rate of 50 K /min. 
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Figure 4.3. Experimental setup with a) furnace (placed in front of the detector). b) detector (shown without furnace 

for better visibility. c) the radiography image of the sample inside the furnace taken at 4.02 Å neutron wavelength 

(note that there are three samples, but this study focuses only on the sample that is highlighted by an orange box 

(ROI)). 

With an exposure time for each image of 60 s, a wavelength scan from 3.7 Å to 4.2 Å and in some 

cases up to 4.4 Å with steps of 0.02 Å was performed, where for each step the transmission through 

the sample was measured. The transmission was obtained by normalizing the images of the sample 

by open beam images as well as dark field images. Thus, any beam inhomogeneity was corrected. 

The analysis of the images was accomplished by using the software ImageJ [98]. The wavelength 

dependent neutron transmission through the sample can be plotted for each pixel of the detector. 

However, for the presented results, the overall intensity of a region of 91 mm х 33 mm size (length 

х width) (at a constant sample thickness of 5.3 mm) was selected in order to increase the signal 

intensity (for faster measurements) and to reduce noise. 

4.3 Results and Discussion 

Figure 4.4 shows the effect of the temperature on the neutron cross section as calculated using the 

program nxsPlotter based on input parameters such as sample temperature, Debye temperatures 

and crystal lattice constants. 

The largest coherent elastic scattering for any wavelength is found at low temperature 

(Figure 4.4a) and a nearly constant value of the neutron cross section of incoherent elastic 

scattering of 3.5 barn is found for 0.1 K. (Figure 4.4b). 
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Next, the dynamic contributions due to thermal movements at 200 °C, 400 °C, 500 °C and 600 °C 

are calculated. Due to the fact that an atom in a crystal is never in rest but oscillates around its 

average position, and by using the Debye model for crystal vibrations, the coherent elastic 

scattering amplitude is reduced by the Debye-Waller factor as shown in Figure 4.4a.  
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Figure 4.4. Calculated contributions (coherent and incoherent; elastic and inelastic) to the (total) neutron scattering 

cross sections of bcc iron for the static contribution at (0.1 K) and a dynamic contribution at five different temperatures.  
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According to the Bragg law, coherent elastic scattering by a crystalline material cannot occur for 

neutrons with longer wavelengths than λmax, which is twice the largest d-spacing of the possible 

reflections. This causes the typical Bragg edges. At elevated temperatures, the thermal expansion 

of the lattice distance causes a shift of the Bragg edge at wavelength λmax by approximately 0.013 

Å, 0.027 Å and 0.042 Å at 200 °C, 400 °C and 600 °C, respectively. These values are calculated 

according to the lattice parameter of the phase with the same material (X1CrNiMoCu12-7-3) [99]. 

The shifts are seen best when the energy scale is magnified such as in Figure 4.4c. 

As shown in Figure 4.4b the neutron cross section of the disordered (incoherent) part of elastic 

scattering decreases with temperature in a similar way as for the ordered (coherent) component 

because the cross section is proportional to the Debye-Waller factor. Moreover, for longer 

wavelengths beyond the cut-off wavelength for coherent scattering λmax, the incoherent part of the 

cross section provides a constant contribution of about 3.3 barns at 21 °C and the deviation of the 

neutron cross section at elevated temperatures is reduced, see Figure 4.4b. 

The inelastic scattering contributions are shown in Figure 4.4c and Figure 4.4d. With increasing 

thermal motion, inelastic scattering becomes more and more important especially at long 

wavelengths and the effect of the Debye-Waller factor on the total neutron cross section is obvious. 

The cross section values of the coherent inelastic scattering part increase most (Figure 4.4d), for 

example from about 1 barn to 4 barns when going from 21 °C to 600 °C, but also for the incoherent 

inelastic part (Figure 4.4c) that increases significantly from about 0.012 barns to 0.588 barns for 

the same temperature increase (in both cases for 4.2 Å wavelength). For this wavelength, the 

temperature effect in absolute numbers is largest for coherent inelastic scattering, featuring an 

increase of 3.4 barns of cross section compared to 0.58 barns for inelastic incoherent scattering. 

For other wavelengths, the effect is similar.  

In the total neutron cross section (Figure 4.4e), inelastic scattering gives rise to the most 

pronounced effect above the Bragg cut-off scattering at 4.2 Å where the coherent elastic part is 

zero.  

In addition, the total neutron cross sections above the Bragg edge cut-off is proportional to the 

sample temperatures with total neutron cross sections of about 18.6 barns, 19.3 barns, 20.7 barns, 

21.3 barns and 21.7 at 4.2 Å at temperatures of 21 °C, 200 °C, 400 °C, 500 °C and 600 °C, 

respectively as seen in Figure 4.4e. 
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Figure 4.5. Calculated and measured wavelength dependent attenuation coefficients of bcc iron at temperatures 

between 21 °C and 800 °C. a) Measurements at 21 °C, 200 °C, 400 °C, 500 °C and 600 °C b) Measurements at 600 °C, 

700 °C and 800 °C, where we observe a gradual phase transformation from martensite to austenite with temperatures 

exceeding 600 °C c) values calculated using software nxsPlotter d) comparison between experimental data measured 

at 21 °C and 600 °C - taken from a) - and corresponding calculated values given in c). 

Wavelength scans of the wavelength dependent attenuation coefficients at the Bragg edge between 

3.5 Å to 4.4 Å are shown in Figure 4.5.  

The attenuation coefficient at a wavelength of 4.2 Å as seen in Figure 4.5a shows a notable 

increase during heat treatment from 21 °C to 600 °C from about 0.8 cm-1 to 0.95 cm-1 respectively. 

In addition, the changes of the measured attenuation during heating of the sample up to 500 °C at 

a wavelength of 3.9 Å (see Figure 4.5a) are small and agree well with the calculated results 

(Figure 4.5c). However, at 600 °C a significant drop of the measured attenuation coefficient from 

1.46 cm-1 to 1.39 cm-1 at 3.9 Å is observed. 



34 

 

The wavelength-dependent attenuation coefficients measured at 600 °C, 700 °C and 800 °C given 

in Figure 4.5b show that austenitization starts already around 600 °C and the fraction of austenite 

gradually increases upon heating as can be concluded from the Bragg edge appearing at 3.6 Å, 

which corresponds to the (200) plane of a fcc lattice. Correspondingly, the (110) Bragg edge of 

the bcc structure at 4.2 Å is fading, while fcc (200) becomes more pronounced. 

Figure 4.5c shows calculated attenuation coefficients at various temperatures. A rather small 

variation is found for the attenuation coefficient through a temperature rise before the Bragg edge 

at a wavelength of 4.05 Å which is in total a drop of approximately 0.06 cm-1 through temperature 

change from 21 °C to 600 °C (i.e. from 1.69 cm-1 to 1.63 cm-1).  

Furthermore, at elevated temperatures the thermal expansion of the lattice distance causes a shift 

of the Bragg edge at wavelength λmax from 21 °C to 600 °C by approximately 0.040 Å as seen in 

Figure 4.5c. 

In Figure 4.5d, measured and calculated attenuation coefficients are compared. Unlike the sharp 

calculated Bragg edge, the experimental data exhibit a gradual decrease of attenuation from 3.95 

Å to 4.15 Å, which is common for a real microstructure containing local misorientations and 

texture and giving rise to multiple scattering [23, 62]. 

In addition, the influence of the temperature rise from 21 °C to 600 °C in both measured and 

calculated attenuation coefficients is clearly shown at 4.2 Å, showing an increase of the attenuation 

coefficient from about 0.77 cm-1 to 0.91 cm-1. 

Moreover, the comparison between measured and calculated attenuation coefficients at 3.9 Å from 

21 °C to 600 °C shows only minor variations of the calculated attenuation coefficient from 1.65 

cm-1 to 1.62 cm-1, but in contrast, a notable drop of the measured attenuation coefficient from 1.46 

cm-1 to 1.39 cm-1 is observed. This observation also supports the assumption that this notable 

decrease in attenuation is caused by the start of transformation from martensite to austenite since 

the neutron attenuation by martensite is larger than by austenite within the wavelength range 

between 3.6 Å to 4 Å as shown in Figure 4.6. 
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Figure 4.6. Comparisons between the attenuation coefficient of the martensitic structure and the austenitic structure 

at 21 °C as calculated by the software nxsPlotter. 

Bragg edge height and position are extracted from the attenuation coefficient spectrum by using 

nonlinear least squares fitting. The derivative of the attenuation spectrum is taken and a Gaussian 

fit applied. The area of the Gaussian represents the height of the Bragg edge as shown in 

Figure 4.7a. On the other hand, the theoretical Bragg edge height is determined by subtracting the 

minimum from the maximum attenuation coefficient value as a function of temperature. The 

results are shown in Figure 4.7b and Table 4-2. 

 

Figure 4.7. Bragg edge height of the attenuation coefficient profile for the five different temperatures (21 °C, 200 °C, 

400 °C, 500 °C and 600 °C) by; a) Derivative and Gaussian fit of the measured Bragg edge. b) Values of the Bragg 

edge height calculated by subtracting the minimum and maximum value of the attenuation coefficient from 

Figure 4.5c. The distinct shift of the position is a result of changing thermal expansion.   
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Table 4-2. The height and the relative height of the Bragg edge as a function of temperature as measured and 

calculated.   

Temperature 

(°C) 

Bragg edge 

height 

experiment 

FWHM (Δλ/λ) 

(%) 

Bragg 

edge 

height 

calculated 

Relative 

Bragg edge 

height 

experiment 

(%) 

Relative 

Bragg edge 

height 

calculated 

(%) 

21 -0.663±0.014 0.09 2.2 -0.969 100 100 

200 -0.637±0.026 0.09 2.2 -0.920 96±4 95 

400 -0.591±0.014 0.09 2.2 -0.867 89±3 89 

500 -0.561±0.016 0.09 2.2 -0.836 85±3 86 

600 -0.491±0.020 0.09 2.2 -0.802 74±4 83 

 

The spectral resolutions (Δλ/λ) of the CONRAD-2 instrument are given in Table 4-2. The spectral 

resolution remains constant at 2.2% through the temperature rise. The error estimates determined 

from the least squares fit are obtained for the five Bragg edge peaks at several different 

temperatures and the relative total errors are calculated by Eq. (4.17).  

The influence of the thermal vibrations of atoms with increasing temperature on the Bragg edge 

height can be observed in both measured and calculated data. In order to calculate the relative 

decrease, the measured heights must be normalized with respect either to the initial height or to 

final height.  

The value at 21 °C is taken as the initial height h(21 °C ) of the Bragg edge. The relative decrease 

of the Bragg edge height is calculated using Eq. (4.16) for all temperatures applied, for both 

experiment and calculation as shown in Table 4-2.  

Relative Bragg edge height =  [1 −
h(21 °C ) − h(T °C)

h(21 °C)
],                                                (4. 16) 

Total error =  
h(21 °C )−h(T °C)

h(21 °C)
[

√(Eh(21 °C ))2+(Eh(T °C))2

h(21 °C )−h(T °C)
+  

Eh(21 °C )

h(21 °C)
] ,                                      (4. 17)  
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Figure 4.8. Relative decrease of the height of the Bragg edge as a function of temperature as calculated and measured. 

At 600 °C, the experimental value is 33% below the calculation due to effect of incipient transformation to austenite. 

Error bars indicate the total standard deviation calculated from the relative Bragg edge height.   

 

As a result, the Bragg edge height decrease of the experiment at 200 °C, 400 °C and 500 °C are 

about 4%, 11% and 15% respectively lower than a 21 °C as seen in Figure 4.8 and Table 4-2, 

which can be fully attributed to the Debye-Waller factor. This trend, caused by the temperature 

rise, is in good agreement to the calculated results.  

At 600 °C, the experimental Bragg edge height drops to 74.4% whereas the calculation predicts 

only a drop to 83%. This difference can be attributed to the appearance of austenite, which starts 

to form during heating while the volume fraction of the martensitic phase is reduced [99]. In 

addition, the height of the Bragg edge for the austenite is smaller than for the martensitic phase at 

21 °C. Therefore, it can be clearly seen at 600 °C that this change in height of the Bragg edge is 

caused by the superimposition of two effects, the Debye-Waller factor and the martensite-to-

austenite phase transformation. 

4.4 Conclusions 

The influence of thermal effects on the Bragg edge height has been studied by carrying out neutron 

attenuation measurements on a martensitic steel at different temperatures and comparing data with 
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calculations based on the nxsPlotter library. The Debye-Waller factor was used to describe the 

observed effects. 

Thermally induced vibrations affect all contributions to neutron scattering including elastic and 

inelastic scattering. However, with increasing crystal temperature the elastic neutron cross section 

decreases whereas the inelastic scattering cross section increases. In addition, the coherent inelastic 

scattering has a significant effect on the change of the cross section when heating the sample 

compared to the other neutron cross section contributions. 

The changes in the scattering intensities due to the thermal movement of atoms in a martensitic 

sample have been determined by analysing the neutron attenuation coefficients. A significant 

reduction in Bragg edge height was observed at elevated temperatures. The analysis of the 

attenuation coefficients showed that the Bragg edge varies in height for two reasons: the Debye-

Waller factor decreases the diffracted intensity with increasing temperatures and phase change 

reduces the volume fraction of the martensitic phase. In martensitic steel up to 500 °C Bragg edge 

height reduction can be fully assigned to the Debye-Waller factor. 

The theoretical and experimental data are in good agreement except in the high-temperature range 

where the phase starts to change from martensite to austenite, which have not been considered in 

the theoretical calculations  

The observed effect is notable with a 15 % change of attenuation coefficient (Bragg edge height) 

at 500 °C. If this effect is not taken into account properly wrong interpretations of in-situ 

heating/cooling experiments could be the consequence. 

This study can be used as a basis to introduce corresponding corrections in future experiments 

such as precise determination of phase volume fractions during in-situ heat treatments by improved 

interpretation of transmission spectra where typical analysis of the Bragg edges are utilized. 

Besides accounting for this effect, a method to determine sample temperatures in in-situ neutron 

transmission measurements could be developed. 
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5 Energy-selective neutron imaging by exploiting wavelength 

gradients of double crystal monochromators – simulations and 

experiments. 

The capability of wavelength resolved neutron transmission experiments is nowadays well known. 

This chapter focuses on the performance of double crystal monochromators, which are widely used 

at various imaging facilities. Simulation results based on neutron ray tracing are compared with 

experimental results in order to provide a better understanding of the device. Its design and 

geometry is shown in Figure 2.2. 

Note: The following parts have been submitted to the “Nuclear Instruments and Methods in 

Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated 

Equipment”, Authors: A. M. Al-Falahat, N. Kardjilov, T. V. Khanh, H. Markötter, M. Boin, 

R. Woracek, F. Salvemini, F. Grazzi, A. Hilger, S. S. Alrwashdeh, J. Banhart and I. Manke  

5.1 Results and discussion  

The simulation performed here is equivalent to an open beam measurement, i.e. there is no sample 

in the beam to be transmitted. 

Figure 5.1. The wavelength distribution at the detector x and y position for =4 Å obtained by using a 

‘LambdaYPSD_monitor component’ of McStas. a) Y-Position; b) X-Position. 

 

The calculated intensity distribution as a function of neutron wavelength for varying vertical 

positions on the McStas LambdaYPSD_monitor for the monochromator set to 4 Å is shown in 
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Figure 5.1a. A slope of the neutron wavelength distribution (i.e. gradient of wavelength) along 

the (vertical) Y-axis is clearly visible. The analogous horizontal distribution along the X-axis is 

shown in Figure 5.1b. Contrary to the vertical position, the neutron wavelength along the 

horizontal X-axis remains the same, i.e. no change in neutron wavelength over the width of the 

detector occurs. The second order monochromator reflection, which also satisfies the Bragg 

condition, leads to neutron intensity distribution around 2 Å which can be seen in the graph as 

well. This has to be taken into account also for the experimental setup. 

For an estimation of the wavelength distribution at different positions on the detector plane, the 

wavelength monitors were used in two positions (X and Y position) with 10 cm distance between 

them, see Figure 5.2a. The neutron spectra for different mosaicities of the crystals (0.8, 2.0 and 

3.0) were measured in boxes of 1 cm x 1 cm in order to estimate the wavelength gradient in the 

horizontal and vertical directions as described above. The results for the horizontal direction (P4, 

P1 and P5) and for the vertical direction (P3, P1 and P2) are shown in Figure 5.2. In addition, the 

intensity distribution over the detector plane is shown. 
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Figure 5.2. Images in first row – a), b) and c) – show the simulation simulated intensity captured by the PSD-monitor 

of cross section (50 cm х 30 cm) for three different mosaicities 0.8, 2.0 and 3.0. Second and third rows display 

wavelength-resolved intensities captured by the five L-monitors. P3, P1, P2 are arranged vertically (d), e), f), bottom 

to top), P4, P1, P5 horizontally (g), h), j), left to right). The symbols xc and w represent the centre and the FWHM of 

a Gaussian fitting respectively. Monochromator set to 4 Å. 
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The values for the wavelength resolution taken from Figure 5.2 (xc and w, represent the centre 

and the FWHM of Gaussian fitting respectively) are summarised in Table 5-1. 

Table 5-1. The peak positions and the wave resolutions of the middle region (P1) at a different mosaicities. Scatter 

bar reflects values given by the software McStas and the Gaussian fit software Origin.  

 

 

 

 

 

The following statements can be derived from these results: 

 The wavelength resolution (Δλ/λ) gets worse with increasing crystal mosaicity, following a 

linear trend for the used range, see Table 5-1. 

 For crystal mosaicities larger than the divergence of the incident neutron beam (estimated to 

be 1° determined by the reflection from the walls of the neutron guide), the neutron flux at the 

sample position does not depend on the crystal mosaicity, which means that a larger mosaicity 

provides larger beam divergence and the neutrons are distributed over a larger area. In this 

way, the neutron flux is fixed for a certain distance between the monochromator and the 

detector. This statement is confirmed by the values shown in Table 5-1 where the neutron 

flux (area under the curves in Figure 5.2) is the same for the crystal mosaicities (2° and 3°) 

but smaller for the crystal with a mosaicity of 0.8°. 

 The beam size increases asymmetrically with the increase of crystal mosaicity (Figure 5.2 a-

c). The increase is in the direction pointing along the rotation axis of the monochromator only.   

 

5.1.1 Comparison with experimental results 

In order to verify the results of the Monte Carlo simulations wavelength distributions were 

determined experimentally within the detector plane at the neutron imaging instrument CONRAD-

2 located at the reactor of the Helmholtz-Zentrum Berlin for Materials and Energy (HZB, 

Germany) [63, 95]. For this purpose, a mild steel (body-centred cubic (bcc) crystal structure) plate 

of dimensions 30 cm x 30 cm x 1 cm (B x H x T) was used to cover the detector. A double-crystal 

monochromator with the parameters used in the Monte Carlo simulations and mosaicity of 0.8° 

Mosaicity Peak 

position (xc) 

(P1) (Å) 

(Δλ/λ)(%)  Area under 

the curve 

(P1) 

0.8 ̊ 3.9996(4) 1.36 7040.4 

2 ̊ 3.9980(21)  3.20 8081.5 

3 ̊ 3.9957(44) 4.70 8070.8 
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was used to select different neutron wavelengths. A wavelength scan from 3.6 Å to 4.5 Å in steps 

of 0.02 Å was performed. For each step, the transmission through the mild steel plate was 

measured by the position sensitive detector. A transmission map was obtained by normalizing the 

images of the sample by the open beam images, thus correcting for the beam inhomogeneity. As a 

result, a wavelength-dependent neutron transmission through the steel plate can be plotted for each 

point/pixel of the detector.  

The analysis of the images was accomplished by using ImageJ, where the height of the plate was 

discretised by rectangular regions of interest (ROI) of 1 cm height and 25cm width, as shown in 

Figure 5.3a. The wavelength-dependent transmission showing the Bragg edge for bcc steel can be 

plotted for each ROI in the vertical direction as shown in Figure 5.3 for three ROIs (#2, #12 and 

# 22). 

In order to investigate the wavelength variation, a ROI#12 is selected to be the middle of the field 

of view and ROI #2 as well as ROI#22 are at 10 cm distance below and above the middle region 

as shown in Figure 5.3a.  
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Figure 5.3. a) Radiographic image of steel plate divided into 23 ROIs with dimensions of 1 cm height х 25 cm width 

from the lower to the upper edge along the Y-direction. b) Bragg edge positions for three different Y-positions 

(corresponding to P2, P1, P3 in the simulations) c) Derivative and Gaussian fit of the Bragg edge transmission profiles 

for the same three Y-positions. The symbols xc and w represent the centre and the FWHM of the Gaussian fitting, 

respectively. 

  

The position of the Bragg edge was determined by nonlinear least squares fitting. The derivative 

of the transmission spectrum is taken and a Gaussian fit applied. The centre of the Gaussian 

represents the location of the Bragg edge and corresponds to a Bragg peak shift as shown in 

Figure 5.3c. This shift is a result of the wavelength gradient produced by the double-crystal 

monochromator. The obtained Gaussian fitting parameters are shown in Figure 5.3c and allow us 

to compare the experimental data with the Monte Carlo simulation results. Such a comparison is 

presented in Table 5-2. 
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Table 5-2. Comparison of the wavelength shift obtained from the simulation and from the experiment. Mosaicity = 

0.8 ̊. 

position λcentre (Å) 
𝚫𝛌 (Wavelength shift (Å)) 

 Experiment Simulation Experiment Simulation 

Upper ROI#22 4.047 4.053 0.047 0.053 

Middle ROI#12 4.000 3.999 0 0 

Bottom ROI#2 3.946 3.945 0.053 0.054 

 

An agreement between experimental and simulated data better than 1 % for the absolute 

wavelength values was obtained, which proves the reliability of the simulations. In addition, one 

can conclude that the wavelength shift over 10 cm distance in the vertical direction is 

approximately 0.05 Å. 

5.1.2 Wavelength-gradient translation imaging (WGTI) 

While seemingly an undesired effect, the wavelength gradient obtained can be used for imaging 

purposes in order to measure the Bragg edges of different materials without performing a scan 

with the double-crystal monochromator. For this, it is necessary to select a wavelength in the 

middle of the Bragg edge. When the sample is translated through the wavelength gradient (e.g. 

from top to bottom) a narrow Bragg edge profile will be obtained. The advantage compared to the 

traditional wavelength scanning method is an increased wavelength stability due to the missing 

uncertainty coming from the mechanical fine-positioning system of the monochromator 

orientation for each step of a scan.  

An example for such an investigation is presented in Figure 5.4, where a Roman coin made of 

bronze (face-centred cubic (fcc) crystal structure) was fixed by steel screws (bcc crystal structure) 

and visualised using the two energy-selective methods. For the standard wavelength scan using 

the double-crystal monochromator a step of 0.01 Å was used. For wavelength gradient imaging, 

the double-crystal monochromator was set to 3.95 Å, 4.05 Å and 4.15 Å, where for each setting a 

stepwise shift of the sample over 20 cm with a step of 5 mm was performed. The wavelength 

regions covered by the three measurements are marked with different background colours in 

Figure 5.4c. 
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If we consider the measured wavelength shift of 0.05 Å / 10 cm this means that the wavelength 

resolution per step of 5 mm would be 0.0025 Å without considering the wavelength broadening 

due to the mosaicity of the crystals.  

 

Figure 5.4. a) Radiograph of a bronze coin (fcc crystal structure) and steel screws (bcc crystal structure) holding the 

coin. White boxes denote 5 mm-high regions, in which transmission values were averaged. b,c) Comparison of the 

Bragg edges measured for bronze and steel by b) standard scanning and by c) wavelength gradient translation imaging. 

The red box corresponds to the wavelength range in c). 
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The correspondence of the Bragg edge profiles measured by the two methods shows that 

wavelength gradient translation imaging can be used for collecting data with excellent sampling 

resolution and supports a reliable fitting procedure providing the position and the amplitude of the 

Bragg edge. In addition, the WGTI method can be used for precise wavelength scans at facilities 

with static DCM device where the position of the monochromator crystals is fixed.  

5.2 Conclusions 

The double-crystal monochromator is a very important device for energy-selective imaging at 

continuous neutron sources. The simulations and analytical calculations presented herein help to 

understand its functionality and to optimise its parameters. The influence of crystal mosaicity on 

the beam size and intensity at the sample position was studied. The wavelength gradient caused by 

crystal mosaicity was simulated and measured and good agreement obtained. A new method for 

wavelength-gradient translation imaging (WGTI) using a translation scan through the wavelength 

gradient was proposed and tested. Such wavelength-gradient imaging provides better sampling 

(~200 times more points on the plot) of Bragg edge measurements and can be used to determinate 

its position and shape by using a fitting function. In addition, the new technique allows for 

wavelength scans at monochromator devices with fixed crystals. 

 

 

 

 

 

 

 



48 

 

6 Enhancement of the monochromatic beam resolution at the 

CONRAD-2 instrument based on a deconvolution algorithm. 

Note: The following parts will be submitted to a scientific Journal, Authors: Ala’a M. Al-

Falahat, Nikolay Kardjilov, Henning Markötter, Robin Woracek and Ingo Manke. 

6.1 Theory 

The recorded intensity I(λ) spectrum can be represented as a convolution of broadening 

function Io(λ) with a higher resolution spectrum I′(λ) 

I(λ) =  Io(λ)  ×  I′(λ),                                                                                                                             (6. 1) 

The goal of the deconvolution technique is to take out the function I′(λ) from Eq. (6.1). Using the 

convolution theorem, the deconvolution spectrum I′(λ) can be stated as follow [100-102] 

I′(λ) =  F−1  {
D(x)I(x)

Io(x)
}                                                                                                                       (6. 2) 

where F−1 is inverse Fourier transform, D(x) is the familiar apodization function which is used to 

minimizing the amplitude of side-lobes in the deconvoluted spectrum i.e. produce the maximum 

improvement in the spectrum by smoothing the data where the function is unity when x=0 and 

falls to zero when x=1. Different forms of such a function are available [101, 103].    

Io(x) is the Fourier transform (FT) of broadening function Io(λ) where Io(x) describes the line 

shape of the bands. There are various approaches to the interferogram Io(x) used as a 

deconvolution function. The Lorentzian line shape function is implemented in our work; 

Io(λ) =
1

π
 

γ′

(γ′2 + λ2)
 , and                                                                                                                 (6. 3) 

where the γ′ is the half width at half maximum (HWHM) of the new spectrum band. If we consider 

the origin of the HWHM band to be γi then the HWHM will be reduced to (γi −  γ′). It is also to 

note that the area of each band is unchanged and the peak of each band (Ai
0)′ is therefore increased 

to a value given by: 
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(Ai
0)′ =  Ai

0  
γi

(γi −  γ′)
                                                                                                                           (6. 4) 

The ratio of the HWHM before and after deconvolution, γi (γi − γ′)⁄ , is called the resolution 

enhancement factor k [101]. 

For the data analysis presented in the current work, the Fourier deconvolutions code is written in 

MATLAB. The used deconvolution routine is based on the theory described above and it can be 

performed by varying two parameters: “γ′” and “smoothing factor X “. γ′ is the amount by which 

the full bandwidth at half maximum (FWHM) is reduced and the smoothing factor X is used to 

smooth the deconvoluted spectrum which must be between 0 and 1. The larger the γ′ the better the 

band narrowing, and the larger the smoothing factor X, the smoother the deconvoluted spectrum. 

Both parameters must be changed simultaneously to optimized the resolution enhancement 

procedure and to minimize deconvolution artifacts and distortions [102]. 
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Figure 6.1. Series of a progressively deconvoluted spectrum of CONRAD-2 instrument profile at increasing of γ′ 

(here 0.02, 0.03, 0.04 and 0.05) and the smoothing factor X.  

A series of deconvoluted Bragg-edge spectra of bcc steel structure is shown in Figure 6.1 where 

it can be seen that the resolution is greatly improved by using the resolution enhancement 

technique compared with the original spectrum. Since there is always noise present in the 
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experimental spectrum, the appearance of the typical side lobes is observed at around 4.1 Å. 

Therefore, the appearance of side lobes depends on the strength of the deconvolution as it increases 

with the increasing of γ′ value. Furthermore, as smaller as possible the value of the filter should 

be used in order to obtain a comparable degree of smoothing of the deconvoluted spectrum as 

compared to the original spectrum.  

The optimal deconvolution parameters from a theoretical point of view would be optimal to select 

a value for γ′ that is as large as possible, corresponding to the resolution of the spectrum. However, 

in practice, the highest achievable resolution enhancement is limited by the S/N ratio. Noise in the 

spectrum is treated for the deconvolution procedure like bands with very low HWHM.  

It must be noted that the original spectrum should be measured with the highest possible signal to 

noise ratio (S/N) in order to achieve maximum band narrowing and minimizing the noise and the 

side lobes. In some cases, fewer high resolution components through the spectrum range are 

observed and consequently, fewer high-frequency noise components remaining in the resultant 

deconvolved spectrum are negligible.  

6.2 Experimental procedure  

CONRAD-2: With an exposure time for each image of 20s a wavelength scan from 2.0 Å to 4.8 Å 

with steps of 0.02 Å was performed, where for each step the transmission through the sample was 

measured. The transmission was obtained by normalizing the images of the sample by open beam 

images as well as dark field images. Thus, any beam inhomogeneity was corrected. The analysis 

of the images was accomplished by using the software ImageJ [98]. As a result, the wavelength 

dependent neutron transmission through the sample was plotted for each pixel of the detector. The 

full width at half maximum (FWHM) of the Bragg edge was determined by nonlinear least-squares 

fitting. The derivative of the transmission spectrum was taken and a Gaussian fit was applied. 

The higher order wavelength contamination of the monochromatic beam produced by a double 

crystal monochromator should be corrected using the Bragg’s law.  

2dhkl sinθ = nλ                                                                                                                                        (6. 5) 
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Where dhkl is crystal plane spacing, θ is the orientation angle of the crystal planes in respect to the 

beam and λ the reflected wavelength of order n = 1, 2, 3 … For an angle that should diffract the 

wavelength λ, the Bragg condition is fulfilled by λ/2 and λ/3 (and so on) as well. 

This effect becomes very considerable at higher wavelengths as seen in Figure 6.2, therefore, the 

neutron monochromatic beam from the highly oriented pyrolytic graphite HOPG crystal (mosaic 

spread = 0.80) and its higher order were simulated using McStas software for different neutron 

wavelengths. The wavelength distribution for a monochromatic neutron beam with a wavelength 

of 5 Å produced by the double crystal monochromator is plotted in Figure 6.2a. It is clear that the 

intensity of the first order wavelength is contaminated with the higher orders (second and third 

order of reflections). This contamination is non-negligible and it is around 20% from the higher 

order at 5 Å. Consequently, the relative contribution of the first order and the higher orders were 

calculated within the wavelength band from 2.8 Å to 5.3 Å as displayed in Figure 6.2b. It can be 

observed that the percentage of the second order reflection start effected at 3.3 Å and increases 

with the wavelength. For instance, the contribution of the second order at 5.3 Å is at about 28%.  

 

Figure 6.2. a) Recorded the first order and higher order of the CONRAD-2 spectrum for the double crystal 

monochromator set to 5 Å. b) Relative contribution of the higher order component to the total number of a neutron by 

using McStas software.  

 

Therefore, the transmission spectra can be corrected to eliminate the higher order beam 

components as clearly seen in Figure 6.3.  
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Figure 6.3. Comparison between the original and corrected transmission spectrum of CONRAD-2 instrument at a 

different thickness of both bcc and fcc steel structure. 

6.3 Fourier-self deconvolution  

In order to investigate the potential advantage of the deconvolution technique described above a 

wavelength transmission spectrum was measured by time of flight (TOF) technique which 

provides much better resolution (below 1%) than the double-crystal monochromator resolution of 

approximately 2.5 %. For this purpose, the ESS test beamline (TBL) at HZB was used. The neutron 

pulses were prepared by a wavelength frame multiplication (WFM) chopper arrangement at high 

resolution mode.  

The results are shown in Figure 6.3 for the high resolution setting recorded at detector position 

Ldet = 47.63 m from the neutron source. The transmission of the neutron beam was obtained by 

recording the beam spectrum behind the sample. Steel samples with different fractions of bcc and 

fcc phases were selected. A measurement without sample was recorded as well in order to get the 

spectrum of the initial beam which was used to perform intensity normalization of the transmission 

spectra. 
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A python-based interface for processing and stitching of the TOF spectrum was applied within the 

MANTID software framework[72] in order to eliminate the frame overlap regions of the spectrum. 

As a result, the processed TBL spectrum is displayed in Figure 6.4. 
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Figure 6.4. TBL transmission spectrum of high resolution mode at a different thickness of both bcc and fcc steel 

structure. The highest resolution setting produces relatively sharpest Bragg edge as expected and shoulder on the 

Bragg edge at around 4.1 Å is observed due to the double phase of bcc and fcc structure. 

The comparison between the transmissions spectra from the two instruments CONRAD-2 and ESS 

Test beamline (TBL) are shown in Figure 6.5. It can be seen that the sharp Bragg edges from the 

TBL are pronounced while the Bragg edges obtained from the CONRAD-2 instrument show 

coarse resolution. Furthermore, the sharp TBL Bragg edge shows a shoulder like shape with a 

double edge which is not visible at on the CONRAD-2 spectrum around 4.1 Å for the sample with 

50% fcc (austenite) and 50% bcc (10 mm bcc and 10 mm fcc plates placed behind each other).  
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Figure 6.5. Comparison between TBL transmission spectrums of high resolution mode for 10 mm thick of bcc phase 

and 20 mm total thickness (10 mm bcc phase and 10 mm fcc phase behind each other) and corrected CONRAD-2 

spectrums at the same samples  

Using the deconvolution procedure described above the wavelength resolution of the spectra taken 

at the CONRAD-2 instrument can be enhanced and compared with TBL spectrum. The choice of 

optimal deconvolution parameters is important for this type of spectral analysis. In our approach, 

the degree of deconvolution is determined by the values of two parameters: γ′ = 0.065 and a 

smaller value of the filter must be used to obtain a comparable degree of smoothing as compared 

to an original spectrum, here X= 0.02 is selected. In this way, the deconvolution provides the best 

matching between the CONRAD-2 with the TBL spectrum as shown in Figure 6.6a. In our case, 

the resolution enhancement factor K is 3.16, which means that the deconvolution approach 

increases the wavelength resolution of CONRAD-2 instrument by a factor of 3.16. 
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To illustrate the effect of the Fourier deconvolution, the original and deconvolved transmission 

spectra measured at the CONRAD-2 instrument for different steel samples are compared in 

Figure 6.6a. The transmission spectra measured at the TBL are shown for guidance as well. The 

original spectra resolve the position of the broad Bragg edges, where the effect of the different 

fractures of bcc and fcc phases cannot be clearly identified. However, the enhancement of the 

wavelength resolution using the deconvolution technique provides the information that the sample 

material consists of two crystallographic phases. Thus, the obtained Bragg edge from the 

deconvolution spectra at around 4.16 Å are now matching with the data from the TBL instrument 

measurements as displayed in Figure 6.6. The effect of the Fourier self-deconvolution does not 

change the position of the Bragg edges and does not change the Bragg edge shape but increases 

the wavelength resolution. The main advantage of the Fourier self-deconvolution is to reduce 

precisely the widths of individual bands (FWHM) without affecting the position or the total band 

area. 
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Figure 6.6. a) Comparisons between deconvolution spectrum of the CONRAD-2 instrument and both TBL 

transmission spectrums of high resolution mode at 10 mm and 20 mm thickness of steel and corrected CONRAD-2 

spectrums at 10 mm, 15 mm and 20 mm thickness at a different steel structure. b) Simulation Bragg edge spectrum 

for a 20 mm steel thick of the bcc and fcc phases at a different percentage of steel phases. 
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In order to clarify the steel transmission spectra of both the bcc phase and the fcc phases, 

simulations of the Bragg edges for steel sample with 20 mm thickness is performed by using a 

McStas software [57] as shown in Figure 6.6b. The positions of the double phase Bragg edges for 

different phase fractions are clearly identified as well as the small shift in the Bragg edge position 

at around 4.2 Å. 

The simulation results for the two phases steel mixtures agree well with the experimental data 

which allows for a microstructure analysis related to local disorientations and textures [23, 62]. 

Finally, we would like to emphasize that this deconvolution technique is generally applicable to 

any spectrum for improving its information content. The implemented approach to adjust the 

parameters of apodization and deconvolution function is convenient for the user and saves time.  

 

6.4 Conclusions 

Deconvolution technique for enhancing the wavelength resolution in transmission spectroscopy 

experiments at continuous neutron sources using double-crystal monochromator devices is 

proposed. This technique is very useful for microstructural analysis based on a Bragg edge 

spectroscopy.  
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7 Investigation and correction of detector backlighting effects in 

transmission imaging experiments 

In this section, we study the backlight scattering also called “back illumination” in neutron 

imaging. In the detection system, this can affect significantly the quantification of attenuation 

coefficients and can lead to severe errors and image artifacts. Therefore, correction such 

backlighting effects would be desirable. In this study, the backlighting effects in neutron imaging 

experiments are investigated by varying the illuminated detector area and the magnitude of the 

attenuation. The attenuation coefficients of multiple metal plates are determined by polychromatic 

neutrons at the CONRAD-2 instrument. In addition, in section 6.2, we present a newly developed 

algorithm for correction of detector backlighting based on a simplified theoretical model.  

7.1 Investigation of detector backlighting effects 

Note: The following parts will be submitted to a scientific Journal, Authors: Ala’a M. Al-

Falahat, Nikolay Kardjilov, Henning Markötter and Ingo Manke  

7.1.1 Technical details 

In order to investigate the observed effect systematically, we performed an attenuation experiment 

at the cold neutron radiography (CONRAD-2) instrument.  

The neutron detector used at HZB consisted of a Li6F scintillator screen of 10 µm thickness, which 

converts the transmitted neutrons into visible light and an optical CCD camera with an objective 

lens. The effective pixel size in the presented data was 55 µm, resulting in an 11.2×11.2 cm2 field 

of view (FOV).  

 

7.1.2 Variation of the detector coverage: 

The so-called detector backlighting effect is investigated with a standard neutron imaging detector 

[63]. When the neutron beam is almost totally absorbed by a sample, there is still a measurement 

signal behind the sample, because of the backlighting effect.  

In order to investigate the backlight effect systematically for neutron transmission radiography 

with full polychromatic cold neutron spectrum, a standard detector configuration was chosen as 

shown in the schematic drawing in Figure 7.1. A cadmium plate of 10 cm х 6 cm (length х width) 

at a constant thickness of 0.5 mm was selected for this purpose. The thickness was chosen in a way 
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that almost the whole beam is attenuated except for a very small part of about 0.6% (simulating 

the case of an extremely strong absorbing sample). 

 

Figure 7.1. Experimental setup geometry for neutron radiography. 

 

A series of neutron imaging measurements were performed, where a sample of cadmium (Cd) was 

moved stepwise from full coverage of the limited detector area to the completely flat field (without 

sample) through the movable stage. The changes of the transmitted intensities were analyzed in 

order to investigate the effect of the detector backlighting on the attenuation coefficient of the 

selected sample. 
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Figure 7.2. Line profiles taken from open beam neutron radiography images at different detector coverages (from 

10% to fully coverage i.e. 100%) by a 0.5 mm thick cadmium plate. The numbers given in a) refer to the flat field 

(FF) intensity after dark field correction, in b) to the intensity attenuated by the cadmium plate.  
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The intensity of cadmium plates was measured by the detector at different positions of the plate. 

In Figure 7.2, the line profiles through the radiographic projection images taken at different 

coverages with a cadmium plate are shown. Coverages (percentage of covered area) were changed 

from 10% to 90% with steps of 10%. The measured intensity values in the open beam areas are 

not constant but depend on the detector coverage and on the distance to the covered area as shown 

in Figure 7.2a. 

The area covered by cadmium is also affected. The intensity attenuated by the sample is reduced 

gradually by increasing the detector coverage area as shown in Figure 7.2b. e.g. from about 180 

to 16 counts at 10% and 90%, respectively, after dark field correction. 

 

Figure 7.3. Color maps of the beam intensity distributions in the areas covered by a cadmium plate (Cd) as a function 

of detector coverage. The intensity values are given in fractions of the open beam at the corresponding area, i.e. after 

open beam normalization.   

 

Figure 7.3 shows effect of backillumination in the neutron radiographic images for the different 

detector coverages (from full detector coverage to 10%) in the area covered by the Cd plate by 

using a color map and after normalization with the open beam. The spatial distribution of the 

measured intensity is not uniform but shows some increased intensity at both edges, close to the 

illuminated area and on the opposite edge.  

Commonly used flat field and dark field corrections do not take into account such effects, leading 

to data misinterpretation of the sample. 
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Figure 7.4. Discrepancies of the conventional exponential law in polychromatic neutron radiography; top radiographs 

of 0.5 mm cadmium plate at different detector coverage (here: 10, 50 and 90%, from left to right); bottom plot of 

average non-constant cross sections as a function of detector coverage. 

 

From the measurements, the attenuation values of the 0.5 mm cadmium plate were calculated using 

the standard corrections for dark and flat field. The results are shown in Figure 7.4 for different 

detector coverages. At a thickness D = 0.5 mm, the theoretical attenuation coefficient 

μCd(2.95Å)=120.1 cm-1 [104] results in μD = 6.005. However, in order to exclude most pure edge 

effect contributions, the sum of the average transmission values over the whole covered areas were 

taken (excluding the area very close to the edges). 

Apparently, the average attenuation coefficients (μ) at a constant thickness (as calculated from the 

intensity values) increase with the gradual closing of the beam due to the reduced backlighting 

signal. The observed variations – if not corrected – would lead to results not in agreement with the 

Lambert-Beer’s law because the values for the attenuation coefficients depend on the actual 

detector coverage. The largest observed relative difference amounts to approximately 36.7% 

compared to the expected theoretically calculated value. The effect that causes this observed 

variation indicated by different values of attenuation for constant plate thickness and material is 

referred to as detector backlighting (although other effects cannot be excluded completely).  
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7.1.3 Variation of the penetrated thickness 

Next, we have investigated the effect of different sample thicknesses at two different detector 

coverages on the attenuation values. For this purpose, 3 mm thick fcc phase (Fe-austenite) stainless 

steel plates (with dimensions 6 cm x 5 cm) were used and the attenuation gradually increased by 

the number of plates from 1 to 6, i.e., increasing the overall sample thickness .by means if the 

beam limiter, the field of view was adjusted to the sample size. 

The attenuation coefficient of steel (Z=26, ρ=7.8 g/cm3) at wavelength 2.9 Å is μFe= 1.18 cm-1. 

[58]. This results in an attenuation of exp(−0.3543) = 0.702 = exp (−μD)0 per single plate. By 

increasing the number of plates, a linear dependence N*(μD)0 is to be expected in theory if no other 

effect than absorption is taken into account. 

 

7.1.3.1 Full detector coverage 

In the first part of the experiment, the steel plate covered the entire active detector area as shown 

in Figure 7.5a. The red graph in Figure 7.5c shows the measured attenuation µD. The blue graph 

shows the theoretical values for neutrons at a wavelength of 2.9 Å (in case of an ideal 

monochromatic beam, what is an approximation to the polychromatic beam used for these 

experiments). The measured µD values are starting at about the same value as the calculated graph 

at μD=0.356, However, for increasing thickness, the values become smaller than in the calculated 

graph, mostly because of beam hardening due to the use of a polychromatic neutron beam which 

is discussed and corrected in many other works e.g. [105, 106]. Beam hardening causes the value 

to be at µD = 1.99 for 18 mm steel thickness (6 layers), compared to µD = 2.13 for the graph 

calculated for a single wavelength, i.e. for a monochromatic neutron beam with 2.9 Å. This is a 

difference of 7 %. Note: In the case of monochromatic synchrotron X-ray radiation such a 

difference was not reported by Lange et al. [107] as to be expected. 

 

7.1.3.2 Partial detector coverage 

In the second part of the experiment, the plate was covering only a part of the active detector area 

leaving the outside margin fully exposed to the neutron beam (see Figure 7.5b). The black graph 

in Figure 7.5c shows the obtained µD values for the covered area (black). These values differ from 

the values of the red graph (for the experiment with full detector coverage). The difference between 

the measured (μD) and the true (μD)0 value increases as a function of the absorber thickness. The 
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maximum reduction is found to be approximately 6%. This is caused mainly by backlighting 

effects (in addition to other possible effects like e.g. neutron scattering at the sample edges that 

cannot be excluded). The additional light scattered into the covered area “reduces” the found µD 

values. 

 

Figure 7.5. a) Full stainless steel coverage (length х width=5х6 cm2) of the detector area. b) Partial detector coverage 

with stainless steel. c) From the measured intensity values within the yellow marked areas in a) and b) calculated µD 

values. Attenuation coefficient as a function of the number of steel layers at full detector coverage (red line). 

Significant deviations from the linear attenuation as a function of steel layers are visible in case of partial detector 

coverage (black line). Theoretical results are calculated by nxsPlotter [58] of fcc stainless steel as a function of steel 

thickness (blue line). The difference between the red and blue curve is mainly due to beam hardening and the 

polychromatic neutron spectrum not taken into account in the calculated graph. 

 

From the obtained results, we conclude that the normalized images have a non-uniform distribution 

of the intensity as a function of covered and open beam area. This is mostly due to the backlight 

effect which gives false values for the attenuation coefficients and therefore wrong normalization 

results and a nonlinear relationship between the attention coefficients and the material thickness 

that makes the quantitative interpretation of images very challenging. This is especially the case 

for tomographic imaging where a measured sample causes different detector coverages during 

rotation depending on the size and shape of the sample. This results in deviations from the true µD 
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values in every single tomographic projection image that hampers quantification of 3D images and 

may even cause artifacts. 

 

7.1.4 Summary of investigation of the Backlighting effect  

We have shown that backlighting effects can strongly affect the quantification of neutron imaging 

data. Especially for highly absorbing materials, the effect can be very strong, causing measurement 

errors of the attenuation coefficient from a few to over 10%. The effect increases with decreasing 

detector coverages. Furthermore, we have shown that commonly used procedures for flat field and 

dark field corrections (Eq.(1.2)) are not always sufficient because both signals depend on the actual 

detector coverage by the sample and on the location. In general, it can be expected, that the 

backlighting effect strongly depends on the used imaging detection system and scintillator and can 

be much different in other systems. With upcoming improved quantification in neutron imaging 

experiments backlighting has to be taken into consideration in data analysis in future. Our results 

are also important for X-ray imaging experiments at lab and synchrotron sources where highly 

accurate data quantification are key issues in many research fields, like e.g. for quantification of 

water [108-110] or other liquid media [4, 111, 112] in fuel cells or batteries [113-115] and for 

quantitative segmentation [116-118] in tomographic imaging in general. In addition, this effect 

might be important even in many other fields where similar 2D detector systems are used [119-

122]. Next step could be the development of correction algorithms for backlighting effects [123]. 

The final goal is to reach the precision of radiometry (usually performed with photon counting 

single channel detectors) for imaging systems. 
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7.2 Correction approach of detector backlighting in radiography 

The following parts have been submitted to the “Review of Scientific Instruments”, 

Authors: Ala’a M. Al-Falahat, Andreas Kupsch, Manfred P. Hentschel, Axel Lange, 

Nikolay Kardjilov, Henning Markötter, and Ingo Manke 

7.2.1 Backlighting model 

When radiation of intensity Ip enters a detector it is considered that due to scattering a backlight 

factor 𝛼 will cause an additional intensity at the incident positions proportional to Ip and resulting in 

a registered intensity I0 =(1+𝛼) Ip. Such an approach was taken for an empirical correction of 

backlighting of X-ray detectors by Lange et. al. [124-126] using redistribution of an intensity fraction 

throughout all the active detector area. Although substantial improvements of X-ray radiographs 

were reported, no proof of the correction procedure has been provided up to now. A critical 

investigation and improvements are to be discussed in the following.  

For the sake of illustration, the relevant intensity terms related to the background intensity generation 

and correction are schematically shown in Figure 7.6. Ip is the (true) source intensity and It the (true) 

sample transmission intensity. The backlighting factor 𝛼 is a uniform measure of the isotropic 

scattering of the incident radiation at all detector locations, and specific for a selected detector. If the 

measured detector intensity I0 is used for reference at full detector illumination then the primary 

source intensity Ip can be written as  

Ip =
Io

1 +α
 ,                                                                                                                                            (7. 1) 

The detector coverage c represents the detector area covered by the sample cross section. It is a value 

between 0 for no coverage (no sample) and 1 for full coverage (large sample). As shown by 

Figure 7.6, the fraction 𝛼 is assumed to be identical at all excitation position. It refers to 

measurements with sample and without (flat field), accordingly. In an earlier rather empirical 

approach to reveal corrected attenuation values (µD)corr, both images are corrected by subtracting 

the weighted average intensities due to the backlight scattering, resulting in corrected intensities I0 

corr and Icorr [16, 17, 123] 

(μD)corr = ln (
I0 corr 

I corr
) = ln (

I0(r) −αI0

I(r) −αI 
),                                                                                 (7. 2) 
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where I0 (r) is the detected intensity without sample at all detector positions r and I0 its average. I (r) 

is the local intensity with sample and I is the intensity with sample averaged over the open detector 

area and the section covered by the sample. Beyond the requirement of isotropic scattering, the 

idealized scenario implies long range scattering within detector dimensions. Furthermore, parallel 

beam conditions of the source are assumed.   

 

 

Figure 7.6. Illustration of the backlighting effect of the detector based on the source intensity Ip from an idealized 

parallel beam; a) open detector intensity I0 without sample; b) intensities as a function of detector coverage c: the 

open detector intensity including backlighting Ic, the theoretical intensity It after transmission of the sample and the 

observed intensity Ibl with backlighting. 

 

7.2.2 Determination of backlight factor 

The backlight factor  is required for modelling the modified partial intensities and their correction. 

It may be determined by a virtual slit experiment according to Figure 7.6 with a fully absorbing 

sample defining a slit in a diaphragm. A variable (relative) detector coverage c, corresponding to a 

slit opening (1-c) and at given  the detector intensity Ic in the open slit range will be  

Ic =  Ip (1 +α(1 − c))                                                                                                                            (7. 3) 

From the measurable intensities Ic at two different detector coverages c1 and c2 and rearranged Eq. 

(7.3) the backlight factor  is available: 

α =
(Ic1 − Ic2)

Ic2(1 − c1) − Ic1(1 − c2)
                                                                                                             (7. 4) 

For a chosen factor =0.1, Figure 7.7 shows the expected intensities Ic over c according to Eq. 

(7.3) and the source intensity Ip. For convenience, at c = 0, the detector intensity without coverage 
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is I0 = 1. At closed slit, the extrapolated (virtual) intensity level corresponds to Ip. According to the 

discussed scenario, the backlight factor of a specific detector depends on the investigated samples. 

 

 

Figure 7.7. Detector Intensities Ic within slit as a function of coverage c (Eq. (7.3)), backlight factor =0.1 source 

intensity Ip 

 

7.2.3 Modeling of backlighting intensity  

In the following section, the backlighting behavior is considered regarded assuming two different 

backlighting factors 𝛼 in dependence of the detector coverage c. For convenience, a homogeneous 

sample of constant wall thickness D=1 and attenuation is chosen. The measurable intensity Ic in the 

fully irradiated section (1-c) of Figure 7.6b is the sum of the primary beam Ip and the intensity due 

to backlighting of the illuminated detector section 𝛼Ip . For reference I0 = 1 is set. 

According to Eq. (1.2), the correct sample transmission intensity (Figure 7.6b, covered section) is 

denoted by 

It =  Ip exp(−μD)                                                                                                                                   (7. 5)  

Based on It, the modified intensity Ibl due to backlighting is composed of the transmission of the 

sample It and the backlight intensities from the open beam part αIp (1 − c) and from the covered 

detector part αItc 

Ibl =  It +α(Itc + Ip (1 − c)) = It(1 +αc) +αIp (1 − c)                                                          (7. 6) 

 In case of full detector coverage c1 =: 1 by a sample and with Eq. (7.1) Ibl becomes  

Ibl(c1) = (1 +α) It = I0 exp(−μD),                                                                                                 (7. 7)  
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which characterizes an experiment providing the correct µD by an experimental I0 regardless of 

backlighting as required by Eq. (1.2).  

Some examples of modified transmission intensities Ibl are plotted in Figure 7.8 as a function of 

detector coverage c for two selected transmissions 0.2 Ip and 0.5 Ip and at backlight factors 0.02 and 

0.1. The intensity deviations above the It references due to backlighting are stronger for small 

transmission and for high and always decrease over detector coverage c. The simulated intensities 

might be of practical meaning, as the backlight factors are chosen within the range of reported X-ray 

investigations of 2.8 % from a 60 kV polychromatic laboratory fluorescent screen system and of  

= 10.5 % for a transparent CdWO4 single crystal screen at 15 keV [123]. 

 

 

Figure 7.8. Examples of modified transmission intensities Ibl over detector coverage c referring to correct 

transmissions It = 0.2 and It = 0.5 at backlight factors 0.02 and 0.1. 

In order to regard the attenuation (µD)bl with backlighting, the intensity Ics in the open detector 

section is needed. It stands for the experimental reference of the primary beam intensity. Ics is the 

analogue to Ic in Eq. (7.3) supplemented with the backlight contribution from the covered region c 

(see Figure 7.6): 

Ics = Ip(1 +α(1 − c)) +αItc                                                                                                            (7. 8) 

The attenuation (µD)bl with backlighting effect is then derived from Eqs. (7.6) and (7.8):  

(μD)bl =  ln (
Ics

Ibl
) = ln (

Ip(1+α(1−c))+αItc

It+αItc+αIp (1−c)     
)                                                                                     (7. 9)  



70 

 

For demonstrating examples of (µD)bl with backlighting, the above transmission intensities Ibl (of 

Figure 7.8) and the expected Ics of the open beam are introduced into Eq. (7.9) and plotted in 

Figure 7.9. The indicated reference levels µD1 and µD2 (black line) refer to the transmission 

intensities It = 0.2 Ip and It = 0.5 Ip respectively.   

 

Figure 7.9. Examples of (µD)bl with backlighting based on the above transmission intensities Ibl of Figure 7.8 

according to Eq. (7.9) demonstrating considerable deviations from the correct reference levels µD1 and µD2 (black 

lines). 

 

The deviations decrease with increasing coverage but they increase with higher attenuation and of 

course at higher backlight factor. Figure 7.9 shows even a small (µD)bl deviation at full detector 

coverage. This is due to the use of the intensity Ics in Eq. (7.9) instead of I0 which would give the 

true value according to Eq. (7.7). However, in radiography Ics is commonly taken for the open beam 

intensity.  

 

7.2.4 Correction of backlighting effects 

The considerable high deviations of the modelled attenuations by detector backlighting require 

correction. In order to eliminate the effect of backlighting at given  for all detector coverages, the 

correction procedure should rely solely on the intensities Ibl and I0 which would be experimentally 

accessible. By definition, the true µD values are provided by It and Ip according to Eq. (7.5). The 

sample transmission intensity It from Eqs (7.6) and (7.1) is   

It =
1

1+αc
(Ibl −αI0

1−c

1+α
 )                                                                                                              (7. 10)  
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The exactly corrected attenuation coefficient is then 

(μD)excorr = ln (
Ip

It
) = ln (

I0/(1+α)
1

1+αc
 (Ibl−

α

1+α
 I0 (1−c))

) = ln (
I0(1+αc)

(1+α) Ibl−αI0 (1−c)
)                      (7. 11)  

A comparison of Eq. (7.11) with the former empirical formula Eq. (7.2) is drawn by substituting I0 

and I. From Figure 7.6 and Eq. (7.1) the average intensity with a sample is  

I = Ibl c + Ic(1 − c)                                                                                                                            (7. 12) 

From Eqs (7.2) and (7.12) the corrected attenuation follows by 

(μD)corr = ln (
I0(r)−αI0

I(r)−αI 
) = ln (

I0(1−α)

Ibl−α(c Ibl+Ic(1−c) )
),                                                                 (7. 13)  

when Ibl replaces I(r) and I0(r) is a constant I0. With the approximations (1- )  1/ (1+) and the 

expansion of the fraction with (1+) (1+c) it follows  

(μD)corr = ln (
I0(1 +αc)

(Ibl (1 −αc)(1 +α) − I0 α(1 − c)(1 +α(1 − c)))(1 +αc) 
),       (7. 14) 

and with the further approximations  0 and  0 then 

(μD)corr  ln (
I0(1+αc)

(1+α)Ibl – αI0(1−c) 
),                                                                                                   (7. 15)  

which is equal to (µD)excorr in Eq. (7.11). Thus Eq. (7.13) should be a good approximation of Eq. 

(7.11), regarding all higher order terms of  as sufficiently small.  

A numerical test of the currently modelled parameters via Eq. (7.13) reveals a residual mismatch of 

up to 4 % for low sample coverage at the high attenuation case. But at 50 % transmission, the 

deviations do not exceed 1 %. Finally, the approximations determine generally the validity range of 

Eq. (7.1) to compare well with common noise levels in radiography. 

For the current model of homogenous flat samples the new correction formula of Eq. (7.11) provides 

clearly higher precision than the earlier empirical approach of (µD)corr (Eq. (7.2)). The numerical test 

of the (µD)excorr reveals precisely the attenuation input for all parameters considered. However, the 

application of Eq. (7.1) does not require the determination of the sample coverage and may be more 

suitable for experimental requirements. It reduces the backlighting deficiencies always by an order 

of magnitude. 

As backlighting deficiencies strongly depend on the actually used imaging detector system, they 

become especially relevant in case of new detector installations regarding scintillators or optics and 

when high radiometric precision is required.  
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7.2.5 Summary and conclusions of the correction of the backlighting effect 

Based on the concept of backlighting in radiography due to long-range isotropic scattering within 

the irradiated detector volume, an algorithm for the correction of deficient transmission images is 

derived by modelling the backlighting details of partial intensities defined by the detector coverage 

of sample projections. A straightforward procedure is given to determine the backlighting factor that 

provides a measure for the strength of the effects due to the detector scattering properties. The 

deviations from correct attenuation coefficients depending on the backlighting factor, the sample 

transmission and the detector coverage of samples are modelled. At usual radiography conditions, 

backlighting is found to strongly affect materials attenuation data up to some 10%. A former 

correction approach of practical advantages has been verified to be well suitable and an exact 

procedure of higher precision has been obtained. The presented scenario is specific to the incident 

cross section on the detector and limited to long-range scattering. It is universal with reference to the 

physical nature of backlighting in radiation imaging. The given procedures may be useful for all kind 

of imaging detectors beyond radiography in general. 
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8 Summary  

An overview on neutron imaging is given in the beginning of this work. Neutron imaging is a 

highly versatile technique that is used in the field of engineering science and technology. The basic 

principle of making images with neutron is described. The attenuation 𝜇 is described by the Beer-

Lambert law to the neutrons that are transmitted through the sample reach the detector in ideal 

experimental conditions. Moreover, attenuation-based neutron imaging allows in some cases 

changing the material contrast in radiographic images due to wavelength-dependent attenuation 

properties of materials. 

The basic principle of the setups for neutron imaging instruments used within this thesis is 

presented in chapter two. In addition, a virtual model of the instruments was implemented using 

Monte-Carlo ray-tracing simulation based on McStas software package. It is used to compute the 

performance of instruments, optimize the existing instrumentation and compare the results with 

real experiments. A virtual instrument detail was presented in chapter three. 

The principal interaction of neutrons with matter is discussed in chapter four where the total 

microscopic cross-section of the crystalline materials is quantitatively determined by its coherent 

and incoherent scattering as well as absorption contributions. The difference between coherent 

and incoherent scattering was quantitatively described included elastic and inelastic scattering for 

both types of scattering. This calculation based on the nxsPlotter software allows us to study 

neutron scattering from the crystal lattice with thermal motion by calculation of the effect of the 

Debye-Waller factor on the total neutron cross section. 

In order to experimentally investigate the thermal effect on the total neutron cross section, 

wavelength selective neutron imaging was performed. The transmission spectrum shows 

significant variations of the Bragg edge height as a function of sample temperature. It was found 

that the decrease of the Bragg edge after increase of the temperature to 500 °C is only referred to 

the Debye Waller factor. In addition to these basic experiments, phase transformations in selected 

metals i.e. martensitic steels was investigated at high temperatures. 

Given the results described in chapter five we can confirm that the Monte Carlo simulations of the 

double-crystal monochromator which is one of main components in the CONRAD-2 instrument 

provide sufficient information of the performance of the double-crystal monochromator in terms 
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of crystals mosaicity and a wavelength gradient of the neutron beam. The results achieved in this 

study was obtained of about 0.005 Å/cm wavelength gradient caused by crystal mosaicity at the 

sample position and the wavelength resolution gets worse with increasing crystal mosaicity. The 

comparison between simulated and measured of the wavelength gradient was obtained in a good 

agreement. In addition, the wavelength gradient can be exploited to obtain spectroscopic 

information of a sample providing a new energy-selective neutron imaging method as described 

in chapter five section 1.2. 

In chapter six, it is shown how the wavelength resolution of the spectra taken at the CONRAD-2 

instrument using the double-crystal monochromator could be enhanced by about a factor of three 

by applying a Fourier self-deconvolution procedure. The results are compared with results from 

the ESS Test beamline (V20), which provides a much better resolution than the double-crystal 

monochromator at CONRAD-2. 

In chapter seven, it is shown that the commonly used procedures for flat field and dark field 

corrections are not always sufficient because both signals depend on the actual detector coverage 

by the sample. Therefore, the quantification accuracy of neutron radiography was studied by 

investigated the detector backlighting effects caused e.g. by scattered light within the irradiated 

detector area that yield inaccurate quantification of attenuation coefficients. This effect was studied 

in detail by changing the detector coverage area and the magnitude of the attenuation. As a result, 

the backlighting effect is increased with decreasing the detector coverages area, causing 

measurement errors of the attenuation coefficient from a few to over 10%. However, an algorithm 

for a first order correction of detector backlighting based on a simple theoretical model was 

developed as shown in chapter seven section 2. According to this model, a backlighting factor was 

introduced that provides a measure for the strength of the backlighting effect depending on the 

detector coverage by the sample projection and the remaining full beam section. Therefore, a 

straightforward procedure was applied to correct the attenuation coefficients depending on the 

backlighting factor.  
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