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Zusammenfassung

Diese Dissertation beschäftigt sich mit der Herausforderung der sehr schnell wach-

senden Datenrate-Anforderungen in zukünftigen drahtlosen Kommunikationssyste-

men. Dabei liegt der Schwerpunkt auf Kompensierung von RF-Fehlern und Sys-

temdesign. Zwei Anwendungsbereiche wurden betrachtet: der zellulare Mobilfunk

und das drahtlose lokale Netzwerk (WLAN).

Im zellularen Mobilfunk wurde das Konzept von Multi-Band- und Multi-Standard-

Basis-Stationen (BS) diskutiert. Solche BS ermöglicht die Beherrschung der Koexis-

tenz verschiedener Technologie-Generationen (2G/3G/4G) mit angemessenen Kosten.

Für die Realisierung solcher BS ist die RF-Fehler-Kompensierung benötigt, ins-

besondere für den Sender mit Direktmischarchitektur. In dieser Dissertation wurden

praktische Konzepte für die digitale Kompensierung der frequenz-selektiven I/Q-

Fehler und Modulator-DC-Offset-Fehler im Sender solcher BS untersucht. Sowohl

die digitale Kompensierungsschaltung als auch die Parameterschätz- und Tracking-

Verfahren wurden entwickelt. Die entsprechende RF-Fehler-Kompensierung ist flex-

ibel, standard-unabhängige und benötigt wenig Komplexität. Die Effektivität und

die Vorteile der entwickelten Verfahren wurden sowohl durch numerische Simulatio-

nen als auch durch Labor-Experimente verifiziert.

Im Anwendungsbereich des WLANs wurde die Nutzung der 60 GHz-Bänder studiert.

Ein neues Entwurfskonzept wurde für 60 GHz WLAN vorgeschlagen, welches hohe

Datenrate und hohe Nutzerdichte gleichzeitig unterstützen soll. Ein In-Flight-

Entertainment (IFE) System wäre ein Beispiel der Anwendung. Zuerst wurde der

allgemeine Systementwurf vorgestellt. Zum Parametrisieren der Abwärtsstrecke

wurde die Optimierung der Zeitbereichsfensterung und der Schutzbandgröe von

OFDM-Signalen untersucht. Danach konzentriert sich die Dissertation auf die Kom-

pensierung der Sende- und Empfänger- RF-Fehler in der Abwärtsstrecke mithilfe der

empfangsseitigen digitalen Signalverarbeitung. Die betrachteten RF-Fehler enthal-

ten Trägerfrequenzversatz und Sende- und Empfänger-I/Q-Fehler. MIMO OFDM

bertragung wurde angenommen. Für die Kompensierung dieser RF-Fehler wurde

passender Präambel-Entwurf sowie effiziente und effektive Parameterschätzverfahren

entwickelt. Zuletzt wurde die Mehrnutzerentzerrung in der Aufwärtsstrecke auch

untersucht.

Alle Ergebnisse in beiden Anwendungsbereichen können zur Datenrateerhöhung in

zukünftigen drahtlosen Kommunikationssystemen beitragen.
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Abstract

This thesis addresses the challenges of rapidly increasing data rate requirements in

future wireless communication systems, where the emphasis is on RF impairment

compensation and system design. Two scenarios are considered: the mobile cellular

scenario and the Wireless Local Access Network (WLAN) scenario.

In the mobile cellular scenario, the concept of multi-band-/multi-standard Base

Station (BS) is discussed, which allows to manage the coexistence of different tech-

nological standards (2G/3G/4G) with reasonable installation and operation costs.

For the realization of such BSs, the issue of RF impairment compensation has

to be addressed, especially at the transmitter with direct conversion architecture.

In this thesis, practical concepts for digital compensation of frequency selective

I/Q-imbalance and modulator DC-offset are proposed for such BS transmitters.

Both digital pre-equalization circuit and parameter estimation/tracking schemes

are developed, which allow flexible and standard independent impairment compen-

sation with comparatively low-complexity. The effectiveness and advantages of these

schemes are verified by both numerical simulations and laboratory experiments.

In the WLAN scenario, the exploitation of the 60 GHz band is studied. A new de-

sign concept for 60 GHz WLAN systems is proposed to support both high data rate

and high user density for potential applications e.g. the In-Flight Entertainment

(IFE) systems. First, the general system design is described. For the parameteriza-

tion in the downlink (DL), the optimization between the guardband size and time

domain windowing of OFDM signals is studied. Afterwards, the focus is on the

compensation of both Tx- and Rx RF impairments in the DL via Rx side digital

signal processing. The considered RF impairments include Carrier Frequency Offset

(CFO) and Tx-/Rx I/Q-imbalance. MIMO OFDM transmission is assumed. For

impairment compensation, sophisticated preamble designs as well as efficient and

effective parameter estimation schemes are developed, which require comparatively

low computational complexity. Finally, the uplink is also studied, with the emphasis

on efficient Multi-User Detection (MUD) using MIMO configuration.

All results in both scenarios contribute to the data rate enhancement in future

wireless communication systems.



viii



Contents

Contents ix

List of Figures xv

List of Tables xxi

Notations xxiii

1 Introduction 1

1.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Scope and Contributions of This Thesis . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.1 Cellular Mobile Application Case . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.2 60 GHz WLAN Application Case . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Previous Publications and New Contributions . . . . . . . . . . . . . . . . . . . . 5

2 Smart-RF Concept for Cellular Mobile Systems 7

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.1 PA Non-linearity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1.2 I/Q-Imbalance and Modulator DC-Offset Error . . . . . . . . . . . . . . . 9

2.1.3 Different Concepts for the Compensation of PA Non-Linearity, Modulator

DC-offset and I/Q-imbalance . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.4 Pilot-based- and Semi-blind Parameter Estimation Principle . . . . . . . . 10

2.1.5 Related Works and Overview of This Chapter . . . . . . . . . . . . . . . . 11

2.2 Signal-and-System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3 Digital Compensation of Frequency-Selective I/Q- Imbalance and MOD DC-

Offset Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.4 Feedback-Path with Low-IF Structure . . . . . . . . . . . . . . . . . . . . . . . . 19

2.4.1 Receiver Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.4.2 Synchronization Issue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.5 Least-Squares (LS) Based Parameter Estimation . . . . . . . . . . . . . . . . . . 20

2.5.1 Parameter Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

ix



CONTENTS

2.5.2 Calculation of Pre-equalization Coefficients . . . . . . . . . . . . . . . . . 21

2.5.3 Parameter Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.5.4 Matrix Condition Improvement for Pilot-Based Estimation . . . . . . . . 26

2.5.5 Matrix Condition Improvement for Semi-Blind Estimation . . . . . . . . . 27

2.5.5.1 Matrix Condition Analysis . . . . . . . . . . . . . . . . . . . . . 27

2.5.5.2 Practical Interpretation of the Condition Number Bound . . . . 30

2.5.5.3 Practical Solution for Ill-Conditioned Problem . . . . . . . . . . 33

2.5.6 Other Practical Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.5.6.1 Filter Order Estimation . . . . . . . . . . . . . . . . . . . . . . . 36

2.5.6.2 Influence of Time Synchronization Error . . . . . . . . . . . . . 37

2.5.7 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.6 Simplified Two-Phase Parameter Estimation . . . . . . . . . . . . . . . . . . . . . 41

2.6.1 Pilot-Based Initial Calibration . . . . . . . . . . . . . . . . . . . . . . . . 42

2.6.1.1 Initial Parameter Estimation . . . . . . . . . . . . . . . . . . . . 43

2.6.1.2 Calculation of Pre-Equalization Coefficients . . . . . . . . . . . . 44

2.6.2 Semi-Blind Parameter Tracking . . . . . . . . . . . . . . . . . . . . . . . . 44

2.6.2.1 Tracking Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.6.2.2 Matrix Condition Analysis . . . . . . . . . . . . . . . . . . . . . 47

2.6.2.3 Performance Analysis Considering Time Synchronization Error . 49

2.6.2.4 Extension for Tolerance of Time Synchronization Error . . . . . 55

2.6.2.5 Matrix Condition Analysis After Extension . . . . . . . . . . . . 56

2.6.3 Numerical Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . 59

2.7 Complexity Issues and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

2.8 Hardware-In-the-Loop (HIL) Experiment . . . . . . . . . . . . . . . . . . . . . . 71

2.8.1 Structure of the Experimental Device . . . . . . . . . . . . . . . . . . . . 71

2.8.2 HIL Experimental Setup for Smart-RF Test . . . . . . . . . . . . . . . . . 72

2.8.3 HIL Experiment Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

2.9 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3 Design Concept for 60 GHz WLAN 81

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.2 Overall System Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

3.2.1 System Configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

3.2.2 Frame Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

3.2.3 DL Antenna Diversity Scheme . . . . . . . . . . . . . . . . . . . . . . . . 88

3.2.3.1 Space-Time Code (STC) and Maximal-Ratio Combining (MRC) 88

3.2.3.2 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . 89

3.2.4 Power Control Considerations . . . . . . . . . . . . . . . . . . . . . . . . . 91

3.3 Optimization of Time Domain Windowing and Guardband Size for Cellular

OFDM Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

x



CONTENTS

3.3.1 Background and Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

3.3.2 Signal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

3.3.3 Sidelobe Reduction to Meet Spectral Mask . . . . . . . . . . . . . . . . . 96

3.3.4 Optimal RC Guard Period and Guardband Size . . . . . . . . . . . . . . . 99

3.3.5 Numerical Illustration of the Parameter Optimization . . . . . . . . . . . 101

3.3.6 Analysis of Instantaneous Interference per OFDM Symbol . . . . . . . . . 103

3.4 Efficient Joint Estimation and Compensation of I/Q-Imbalance and the MIMO

Channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

3.4.1 Background and Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

3.4.2 Signal- and System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

3.4.3 Joint Channel and Frequency-Selective I/Q-Imbalance Compensation . . 113

3.4.3.1 SISO Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

3.4.3.2 MISO Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

3.4.3.3 SIMO Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

3.4.3.4 MIMO Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

3.4.4 Preamble Design Rules for Joint Channel and Frequency-Selective I/Q-

Imbalance Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

3.4.4.1 Maximum Likelihood Estimation (MLE) . . . . . . . . . . . . . 116

3.4.4.2 Cramer-Rao Lower Bound (CRLB) . . . . . . . . . . . . . . . . 117

3.4.4.3 Optimal Preamble Design Rules . . . . . . . . . . . . . . . . . . 117

3.4.4.4 Practical Considerations . . . . . . . . . . . . . . . . . . . . . . 118

3.4.5 Preamble with Time Domain Separation (TDS) . . . . . . . . . . . . . . . 118

3.4.5.1 Preamble Design . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

3.4.5.2 Estimation Scheme . . . . . . . . . . . . . . . . . . . . . . . . . 119

3.4.6 Preamble with Frequency Domain Separation (FDS) . . . . . . . . . . . . 121

3.4.6.1 Preamble Design . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

3.4.6.1.1 Preamble Construction . . . . . . . . . . . . . . . . . . 121

3.4.6.1.2 Subcarrier Index Selection . . . . . . . . . . . . . . . . 122

3.4.6.2 Estimation Scheme . . . . . . . . . . . . . . . . . . . . . . . . . 123

3.4.7 Design and Application of a Multi-Functional Preamble . . . . . . . . . . 124

3.4.7.1 Preamble Design . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

3.4.7.1.1 Preamble Structure . . . . . . . . . . . . . . . . . . . . 124

3.4.7.1.2 Subcarrier Allocation . . . . . . . . . . . . . . . . . . . 125

3.4.7.1.3 Pilot Symbol Assignment . . . . . . . . . . . . . . . . . 126

3.4.7.1.4 Spatial Diversity for Time Synchronization . . . . . . . 127

3.4.7.2 Estimation Scheme . . . . . . . . . . . . . . . . . . . . . . . . . 128

3.4.7.2.1 Extension of the Received Preamble . . . . . . . . . . . 128

3.4.7.2.2 LSE of Coefficient Subsets . . . . . . . . . . . . . . . . 129

3.4.7.2.3 MLE and LMMSE . . . . . . . . . . . . . . . . . . . . . 130

xi



CONTENTS

3.4.7.3 Pilot Symbol Optimization . . . . . . . . . . . . . . . . . . . . . 130

3.4.8 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

3.4.9 Computational Complexity Issues and Discussion . . . . . . . . . . . . . . 138

3.4.9.1 Computational Complexity of Parameter Estimation . . . . . . . 138

3.4.9.2 Computational Complexity of Equalization Matrix Calculation

and the Actual Compensation . . . . . . . . . . . . . . . . . . . 139

3.4.9.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

3.5 Efficient Joint Estimation and Compensation of CFO, I/Q-Imbalance and the

MIMO Channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

3.5.1 Background and Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

3.5.2 Signal- and System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

3.5.3 Compensation of CFO, Frequency-Selective I/Q-Imbalance and the MIMO

Channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

3.5.4 Joint Estimation Scheme Based on Closed-Form CFO Estimation . . . . . 149

3.5.4.1 Preamble Design . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

3.5.4.2 Estimation Scheme . . . . . . . . . . . . . . . . . . . . . . . . . 150

3.5.4.3 Calculation of Compensation Coefficients . . . . . . . . . . . . . 153

3.5.5 Joint Estimation Scheme Based on Iterative CFO- and Rx-I/Q-Imbalance

Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

3.5.5.1 Preamble Design . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

3.5.5.2 Estimation Scheme . . . . . . . . . . . . . . . . . . . . . . . . . 155

3.5.6 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

3.5.6.1 Simulation Setups . . . . . . . . . . . . . . . . . . . . . . . . . . 157

3.5.6.2 Estimation MSE as a Function of The CFO Value . . . . . . . . 159

3.5.6.3 Estimation MSE as a Function of SNR . . . . . . . . . . . . . . 160

3.5.6.4 Estimation MSE as a Function of the Iteration Number . . . . . 160

3.5.6.5 BER as Functions of SNR and The CFO Value . . . . . . . . . . 165

3.5.7 Computational Complexity Issues and Discussion . . . . . . . . . . . . . . 169

3.5.7.1 Computational Complexity of Parameter Estimation . . . . . . . 169

3.5.7.2 Computational Complexity of Equalization Matrix Calculation

and the Actual Compensation . . . . . . . . . . . . . . . . . . . 169

3.5.7.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

3.6 Efficient Multi-User Detection for the Uplink . . . . . . . . . . . . . . . . . . . . 173

3.6.1 Background and Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

3.6.2 Signal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

3.6.3 Linear One-Stage MUD in SISO Case . . . . . . . . . . . . . . . . . . . . 175

3.6.4 Transmit Antenna Diversity Scheme . . . . . . . . . . . . . . . . . . . . . 176

3.6.5 Receive Antenna Diversity Scheme . . . . . . . . . . . . . . . . . . . . . . 178

3.6.6 MIMO Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

xii



CONTENTS

3.6.7 Implementation and Complexity Considerations . . . . . . . . . . . . . . . 180

3.6.8 Simulation Results and Discussion . . . . . . . . . . . . . . . . . . . . . . 181

3.7 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

4 Summary and Conclusions 187

Appendix for Chapter 2 189

A.1 Statistical and Spectral Characteristics of s[n] . . . . . . . . . . . . . . . . . . . . 189

A.2 Proof of Lemma 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

A.3 Proof of Lemma 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

A.4 Proof of Equation (2.93) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

A.5 Proof of Equation (2.94) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

A.6 Proof of Equation (2.103) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

A.7 Influence of the Signs of θ, ρ as well as the Values of υre and υim on the MSE of K1193

Appendix for Chapter 3 195

B.1 Sidelobe Bound for an OFDM Signal with NB OFDM Symbols . . . . . . . . . . 195

B.2 Proof of Equation (3.72) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

B.3 Possible Combinations of the Compensation of Tx-, Rx-I/Q-Imbalance and the

Radio Channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

B.4 Proof of Shift Orthogonality of the Multi-Functional Preamble in Sec. 3.4.7 . . . 197

B.5 Proof of Equation (3.83) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

B.6 Proof of the Fulfillment of the 3rd Design Rule with the Preamble in Sec. 3.4.7.1 199

B.7 Derivation of the Relation between DMOD input and ALP output in Sec. 3.5.2 . 200

B.8 Alternative Scheme for Joint CFO and Rx-I/Q- Imbalance Estimation Using

Complex-Valued Compensation Filters . . . . . . . . . . . . . . . . . . . . . . . . 201

References 203

xiii



CONTENTS

xiv



List of Figures

1.1 Roadmap of data rate in wireless communications, where several wired commu-

nication standards are included for comparison. Cited from [1] . . . . . . . . . . 2

2.1 Influence of spectral regrowth on multi-band IF signal. . . . . . . . . . . . . . . . 9

2.2 Influence of I/Q-imbalance on single-band signal and multi-band IF signal, re-

spectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3 Two different concepts for the compensation of PA non-linearity, I/Q-imbalance

and MOD DC-offset: (a) Separate estimation and compensation; (b) Joint esti-

mation and compensation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.4 System model of a DCA transmitter . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.5 Equivalent baseband signal model . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.6 Equivalent baseband representation with real FIR filters . . . . . . . . . . . . . . 16

2.7 Pre-equalization structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.8 Principles of low-IF single branch up/down conversion . . . . . . . . . . . . . . . 20

2.9 Adaptive parameter tracking scheme . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.10 Equivalent signal models for parameter tracking . . . . . . . . . . . . . . . . . . . 24

2.11 Condition number as a function of the number of active subbands in an MB

UMTS signal. Different L values were applied. Furthermore, N = 4096. . . . . . 32

2.12 PSD of a MB UMTS signal where only one subband is active . . . . . . . . . . . 32

2.13 PSD of a MB UMTS signal where all 8 subbands are active . . . . . . . . . . . . 33

2.14 Condition number as a function of L. Different signal types were shown. Fur-

thermore, N = 4096. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.15 PSD of an SB LTE signal with BW of 20 MHz, 16 QAM, fs = 30.72 MHz . . . . 34

2.16 Condition number as a function of N with L = 16. . . . . . . . . . . . . . . . . . 35

2.17 Illustration of attaching SIPS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.18 Calibration with different filter taps of hC . No additive noise in the feedback

path. Tx signal without spectral gaps. . . . . . . . . . . . . . . . . . . . . . . . . 38

2.19 Calibration with MB UMTS-F signal; L = 16, 10 log (Pn/Ps) = −50dB, N = 64.

“LS” indicates the proposed scheme, while “Ding” and “Anttila” indicate the

schemes in [2] and [3], respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . 39

xv



LIST OF FIGURES

2.20 Calibration with the LTE signal from Fig. 2.15. SIPS with different power levels

were applied. N = 64 with the averaging number 200. Furthermore, L = 16. . . 40

2.21 Calibration with the LTE signal from Fig. 2.15. SIPS with different power levels

were applied. N = 12800 without averaging. Furthermore, L = 16. . . . . . . . 40

2.22 Calibration with the MB UMTS signal from Fig. 2.12, SIPS with different power

levels were applied. N = 64 with the averaging number 200. Furthermore, L = 16. 41

2.23 Comparison of different cases: 1) No calibration; 2) Calibration and tracking; 3)

Calibration without tracking. IRR is averaged in frequency domain. . . . . . . . 42

2.24 Frequency response of a MOD. Cited from the data sheet of LT5528 1.5 GHz to

2.4 GHz high linearity direct quadrature MOD (Linear Technology). . . . . . . . 43

2.25 Baseband signal model with pre-equalization . . . . . . . . . . . . . . . . . . . . 45

2.26 Equivalent baseband signal model with pre-equalization . . . . . . . . . . . . . . 45

2.27 Theoretical normalized estimation MSE of χ as functions of θ
P and ρ

P for both

proper and improper signals. K1 = 0.9999− 0.0001j. . . . . . . . . . . . . . . . . 53

2.28 Theoretical normalized estimation MSE of K1 as a function of θρ for both proper

and improper signals. K1 = 0.9999− 0.0001j, υ
2P = 0.0075 + 0.0075j. . . . . . . . 54

2.29 Theoretical normalized estimation MSE of K1 as a function of
∣∣ υ

2P

∣∣ i.e.
∣∣∣Rs,s∗ [−ς]
Rs,s[0]

∣∣∣
for improper signals. For simplicity, we assume υre = υim. K1 = 0.9999− 0.0001j 54

2.30 Theoretical normalized estimation MSE of K1 as a function of |K1| for both

proper and improper signals. Im {K1} was fixed to 0.0001. υ
2P = 0.0075 + 0.0075j 55

2.31 Condition number as a function of the number of active subbands in an MB

UMTS signal. Different Toeplitz extension sizes are compared. N = 4096. . . . . 58

2.32 Condition number as a function of the Toeplitz extension. Different signals are

compared. N = 4096. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

2.33 IRR with the simplified two-phase method at different tracking times. 10 log (Pn/Ps) =

−50dB, N = 2048. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

2.34 Tracking with LTE signal. Different schemes are compared. 10 log (Pn/Ps) =

−50 dB. No SIPS was applied. N = 12800. . . . . . . . . . . . . . . . . . . . . . 61

2.35 Tracking with MB UMTS-S signal. Different schemes are compared. 10 log (Pn/Ps) =

−50 dB. No SIPS was applied. N = 12800. . . . . . . . . . . . . . . . . . . . . . 61

2.36 ACF and CACF of different signals (both are normalized by 2P i.e. Rs,s[0]). . . 64

2.37 The correlation functions Rsre,sre [l] and Rsre,sim [l] of different signals. Both are

normalized by P i.e. Rsre,sre [0]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

2.38 The function
∣∣∣Rsre,sim [l]

Rsre,sre [l]

∣∣∣ of different signals. . . . . . . . . . . . . . . . . . . . . . 65

2.39 The theoretical MSE of K1 calculated from the correlation functions of different

signals. The noise influence was ignored. . . . . . . . . . . . . . . . . . . . . . . . 66

2.40 IRR in the first tracking interval after the occurrence of a time synchronization

error. Different signals are compared. 10 log (Pn/Ps) = −50 dB. N = 12800. . . . 66

xvi



LIST OF FIGURES

2.41 IRR in the sixth tracking interval after the occurrence of a time synchronization

error. Different signals are compared. 10 log (Pn/Ps) = −50 dB. N = 12800. . . . 67

2.42 IRR as a function of time with sporadic time synchronization error. LTE signal

was used for estimation. Time synchronization error was 2 samples. The tracking

interval was 0.4 s. 10 log (Pn/Ps) = −50 dB. N = 2048. . . . . . . . . . . . . . . 67

2.43 IRR as a function of time synchronization error after Toeplitz extension with

J = 3. Different signals are compared. 10 log (Pn/Ps) = −50 dB. N = 12800. . . 69

2.44 IRR as a function of time synchronization error after Toeplitz extension with

J = 5. Different signals are compared. 10 log (Pn/Ps) = −50 dB. N = 12800. . . 69

2.45 Number of required samples to achieve IRR > 60 as a function of the Toeplitz

extension. Different signals are compared. 10 log (Pn/Ps) = −50 dB. . . . . . . . 70

2.46 Computational complexity for parameter estimation as a function of N i.e. num-

ber of reference signal samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

2.47 Structure of the experimental device (VR: Variable Gain; PA: Power Amplifier). 73

2.48 HIL experimental setup for Smart-RF test. . . . . . . . . . . . . . . . . . . . . . 74

2.49 HIL result: IRR as a function of frequency applying LSE with an LTE signal.

Different SIPS power levels were applied. N = 256 with 200 averaging. . . . . . . 75

2.50 HIL result: IRR as a function of frequency applying LSE with an MB UMTS-S

signal. Different SIPS power levels were applied. N = 256 with 200 averaging. . . 75

2.51 HIL result: Measured spectrum of the MOD output when an SSB signal was

transmitted. Different schemes are compared: No calibration, frequency inde-

pendent calibration and frequency selective calibration. . . . . . . . . . . . . . . 76

2.52 HIL result: Measured IRR of different temperatures. Different schemes are com-

pared. Pilot Based Always: Pilot based calibration in Sec. 2.6.1 for each tem-

perature value; PB Init. Cal.+Semi-blind Track.: Pilot based calibration in

Sec. 2.6.1 only for 25◦, afterwards the semi-blind tracking scheme in Sec. 2.6.2;

PB Init. Cal.+No Track.: Pilot based calibration in Sec. 2.6.1 only for 25◦,

afterwards apply these parameters for the following calibration; No Cal.: No

calibration at all. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

2.53 HIL result: Measured MOD I/Q-imbalance parameter with different temperatures. 78

2.54 HIL result: Measured spectrum of a two-carrier signal. Different schemes are

compared: No calibration; Only I/Q-imbalance compensation; Only PA pre-

distortion; Both I/Q-imbalance compensation and PA pre-distortion. . . . . . . . 79

3.1 Radio cells with frequency reuse factor 8, different colors of the cells represent

different operation frequencies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

3.2 Cellular system architecture for wireless IFE system . . . . . . . . . . . . . . . . 84

3.3 Frequency allocation for the wireless IFE system . . . . . . . . . . . . . . . . . . 85

3.4 RC windowed OFDM symbols in time domain . . . . . . . . . . . . . . . . . . . . 85

3.5 Frame structure of the DL using OFDMA . . . . . . . . . . . . . . . . . . . . . . 87

xvii



LIST OF FIGURES

3.6 Frame structure of the UL using FDMA/CDMA . . . . . . . . . . . . . . . . . . 88

3.7 Scenario in the cabin for channel measurement . . . . . . . . . . . . . . . . . . . 90

3.8 IR and FR of a 60 GHz channel realization at position 8, OLOS. . . . . . . . . . 90

3.9 BER performance vs SNR, 16 QAM, LOS channels . . . . . . . . . . . . . . . . . 91

3.10 BER performance vs SNR, 16 QAM, OLOS . . . . . . . . . . . . . . . . . . . . . 92

3.11 Upper bound of BER performance vs Tx power . . . . . . . . . . . . . . . . . . . 93

3.12 Power control for CoCI mitigation . . . . . . . . . . . . . . . . . . . . . . . . . . 94

3.13 Interference from neighboring cells . . . . . . . . . . . . . . . . . . . . . . . . . . 97

3.14 RC windowed OFDM signals in frequency domain . . . . . . . . . . . . . . . . . 98

3.15 Sidelobes of 20 logG(κ, r), N=256 . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

3.16 Guardband size as a function of r . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

3.17 Data rate per OFDM symbol as a function of r . . . . . . . . . . . . . . . . . . . 104

3.18 Spectra of OFDM signals with- and without RC windowing. . . . . . . . . . . . . 104

3.19 Different cases of interference sections. . . . . . . . . . . . . . . . . . . . . . . . . 106

3.20 CDF of instantaneous SIR at the left most subcarrier of the interfered signal in

case A with NULL subcarrier reservation. . . . . . . . . . . . . . . . . . . . . . . 107

3.21 CDF of the instantaneous SIR at the left most subcarrier of the interfered signal

in different cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

3.22 MIMO system model with Tx- and Rx- I/Q-imbalance . . . . . . . . . . . . . . . 112

3.23 Illustration of γ[n] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

3.24 The structure of the multi-functional preamble . . . . . . . . . . . . . . . . . . . 125

3.25 MSE as a function of SNR for different schemes, N = 256, N0 = 17. “2SP”:

the scheme with the multi-functional preamble; “NoEg”: the edge subcarriers

are not included in the pilot subcarrier sets; “SlEg”: the edge subcarriers are

included in the pilot subcarrier sets. . . . . . . . . . . . . . . . . . . . . . . . . . 133

3.26 MSE as a function of SNR for different schemes, N = 512, N0 = 91 . . . . . . . . 134

3.27 BER performance as a function of SNR for different schemes with N = 256, N0 =

17 and 8 dB preamble boosting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

3.28 BER performance as a function of SNR for different schemes with N = 512, N0 =

91 and 8 dB preamble boosting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

3.29 BER performance as a function of SNR for different schemes with N = 256, N0 =

17 and 4 dB preamble boosting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

3.30 BER performance as a function of SNR for different schemes with N = 512, N0 =

91 and 4 dB preamble boosting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

3.31 Correlator output for frame detection/time synchronization, N = 256, N0 =

17,SNR is 25 dB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

3.32 Computational complexity (per Rx antenna) of different schemes for parameter

estimation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

xviii



LIST OF FIGURES

3.33 Computational complexity of different schemes for the calculation of the equal-

ization matrices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

3.34 Computational complexity per received data symbol (e.g. 16-QAM) for the com-

pensation of I/Q-imbalance and the MIMO channel. NT = 2. For the “Perf. Tx,

Sep. Rx IQ+Ch.” scheme, we assumed that the Rx-I/Q-imbalance compensation

filters are of length Lc = 8. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

3.35 System model with CFO and frequency selective I/Q-imbalance . . . . . . . . . . 144

3.36 Equivalent BB model with CFO and I/Q-imbalance . . . . . . . . . . . . . . . . 145

3.37 Exchanging the positions of a phase rotator and an FIR filter . . . . . . . . . . . 146

3.38 Simplified baseband model with CFO and frequency selective I/Q-imbalance . . . 147

3.39 Hybrid domain compensation structure . . . . . . . . . . . . . . . . . . . . . . . 147

3.40 Estimation MSE as functions of ε with NI = 1, N = 256,SNR = 20 dB. . . . . . 161

3.41 Estimation MSE as functions of ε with NI = 1, N = 256,SNR = 35 dB. . . . . . 162

3.42 Estimation MSE as functions of SNR, NI = 1, N = 256, ε = 0.25 . . . . . . . . . 163

3.43 Estimation MSE as functions of SNR, NI = 1, N = 512, ε = 0.5 . . . . . . . . . . 164

3.44 Estimation MSE as functions iteration number, N = 256, ε = 0.15 and SNR = 20

dB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

3.45 Estimation MSE as functions iteration number, N = 256, ε = 0.1 and SNR = 35

dB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

3.46 BER performance as a function of SNR, N = 256, N0 = 17 . . . . . . . . . . . . . 168

3.47 BER performance as a function of SNR, N = 512, N0 = 91 . . . . . . . . . . . . . 168

3.48 BER performance as a function of CFO. Left: N = 256, N0 = 17; Right: N =

512, N0 = 91; SNR = 18 dB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

3.49 Numbers of required real MULs for different schemes as a function of NI , N =

256, N0 = 17 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

3.50 Computational complexity of different schemes for the calculation of the equal-

ization matrix (for ZF signal equalization). STC is assumed. . . . . . . . . . . . 172

3.51 Computational complexity of different schemes for the actual compensation of

CFO, I/Q-imbalance and the MIMO channels. STC is assumed. . . . . . . . . . 172

3.52 BER for a single-user scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

3.53 Average BER of each user, P = 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

3.54 Average BER of each user, P = 8 . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

xix



LIST OF FIGURES

xx



List of Tables

2.1 Complexity of Different Pre-Equalization Circuits . . . . . . . . . . . . . . . . . . 69

2.2 Computational Complexity of Different Estimation Schemes . . . . . . . . . . . . 71

3.1 Illustration of Subcarrier Index Selection, N = 256, N0 = 17, L = 32, NT =

2, d = 6, k1,1 = 1, k1,2 = 5, k2,1 = 2, k2,2 = 4 . . . . . . . . . . . . . . . . . . . . . 123

3.2 Illustration of Possible Relations Between Ii0 and −Ii1 ,∀i0, i1, N = 256, N0 = 17 127

3.3 Computational Complexity Expressions . . . . . . . . . . . . . . . . . . . . . . . 139

3.4 Computational Complexity Expressions for Equalization Matrix Calculation . . . 140

3.5 Computational Complexity Expressions for the Actual Compensation . . . . . . 140

3.6 Abbreviations in Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . 159

3.7 Preamble Overheads of Different Schemes (in Number of Samples) . . . . . . . . 159

3.8 Computational Complexity of Different Schemes . . . . . . . . . . . . . . . . . . 170

3.9 Computational Complexity Expressions for Equalization Matrix Computation . . 171

3.10 Computational Complexity Expressions for the Actual Compensation . . . . . . 171

B.1 Possible Combinations of the Compensation of Tx-, Rx-I/Q-Imbalance and the

Radio Channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

B.2 Possible Combinations of the Tx-/Rx-I/Q-Imbalance of different Tx-/Rx Anten-

nas of MIMO Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

xxi



LIST OF TABLES

xxii



Notations

Abbreviations

ACF Auto-Correlation Function

AD Antenna Diversity

ADC Analog-to-Digital Converter

ADD ADDition

AGC Automatic Gain Control

ALP Anti-aliasing Low-Pass

AP Access Point

AST Adaptive Symbol Training

AWGN Additive White Gaussian Noise

BB Baseband

BER Bit Error Rate

BP BandPass

BS BaseStation

BW BandWidth

CACF Complementary Auto-Correlation Function

CAZAC Constant Amplitude Zero Auto Correlation

CCF Cross-Correlation Function

CC Cancellation Carrier

CDF Cumulative Distribution Function

CDMA Code Division Multiple Access

CESAR CEllular Small Area Radio

CF Crest Factor

CFO Common Frequency Offset

CoCI Co-Channel Interference

CP Cyclic Prefix

CPE Common Phase Error

CRLB Cramer-Rao Lower Bound

DAC Digital-to-Analog Converter

xxiii



0. NOTATIONS

DCA Direct Conversion Architecture

DCD DL Channel Descriptor

DCO DC-Offset

DFT Discrete Fourier Transform

DTFT Discrete Time Fourier Transform

DL DownLink

DMOD Demodulator

DS-CDMA Direct-Sequence Code Division Multiple Access

DTFT Discrete Time Fourier Transform

EVM Error Vector Magnitude

FCH Frame Control Header

FDE Frequency Domain Equalization

FDS Frequency Domain Separation

FDMA Frequency Division Multiple Access

FIR Finite Impulse Response

FUSC Full Usage of SubChannels

FPGA Field Programmable Gate Array

FR Frequency Response

GB Guard-Band

Gbps Gigabits per second

GI Guard-Interval

GSM Global System for Mobile Communications

HIL Hardware-In-the-Loop

IAI Inter-Antenna-Interference

ICI Inter-Carrier Interference

IDFT Inverse Discrete Fourier Transform

IDTFT Inverse Discrete Time Fourier Transform

IF Intermediate-Frequency

IFDE Iterative Frequency Domain Estimation

IFE In-Flight Entertainment

IIR Infinite Impulse Response

INTP INTerPolation

IR Impulse Response

IRR Image Rejection Ratio

ItCI Inter-Channel Interference

LES Linear Equation System

LLS Linear Least Square

LMMSE Linear Minimum Mean Square Error

LNA Low Noise Amplifier

xxiv



LO Local Oscillator

LOS Line-Of-Sight

LS Least-Square

LSE Least-Square Estimation

LTE Long Time Evolution

MAC Medium Access Control layer

MAP Media Access Protocol

MAT Multiple Antenna Technique

MB Multi-Band

MCS Multiple Choice Sequence

MFI Mirror-Frequency Interference

MOD Modulator

MIMO Multiple Input Multiple Output

MISO Multiple Input Single Output

MFB Matched Filter Bound

MLE Maximum Likelihood Estimation

MMSE Minimum Mean Square Error

MRC Maximum Ratio Combining

MSE Mean Square Error

MT Mobile Terminal

MU Multi-User

MUD Multi-User Detection

MUI Multi-User Interference

MUL MULtiplication

Nr. Number

NLS Non-linear Least-Square

OFDM Orthogonal Frequency-Division Multiplexing

OLOS Obstructed Line-Of-Sight

PA Power Amplifier

PACF Periodical-Auto-Correlation-Function

PAPR Peak-to-Average-Power-Ratio

PB Pilot Based

PC Personal Computer

PCCF Periodical-Cross-Correlation-Function

PCI Peripheral Component Interconnect

PDS Power Density Spectrum

PDU Packet Data Unit

PHY Physical layer

PL Path Loss

xxv



0. NOTATIONS

PSD Power Spectral Density

PTEQ Per-Tone-EQualization

PUSC Partial Usage of SubChannels

RAM Random-Access-Memory

RC Raised Cosine

RF Radio Frequency

RLP Reconstruction Low-Pass

ROF Roll-Off-Factor

Rx Receiver

SB Single Band

Sc. Subcarrier

SC Single Carrier

SC-FDMA Single-carrier Frequency-Division Multiple Access

SCH SCHeme

SEP SEParation

SIC Successive Interference Cancellation

SIMO Single Input Multiple Output

SINR Signal-to-Interference-and-Noise Ratio

SIPS SuperImposed Pilot Signal

SIR Signal-to-Interference Ratio

SISO Single Input Single Output

SM Spatial Multiplexing

SNR Signal-to-Noise Ratio

SSB Single-Side-Band

STC Space Time Code

TDMA Time Division Multiple Access

TDS Time Domain Separation

Tx Transmitter

UCD UL Channel Descriptor

UL UpLink

UMTS Universal Mobile Telecommunications System

UT User-Terminal

VHT Very High Throughput

VR Variable Gain

WiMAX Worldwide Interoperability for Microwave Access

WLAN Wireless Local Access Network

w.r.t. with respect to

WPAN Wireless Personal Access Network

WWS Wide-Sense-Stationary

xxvi



ZF Zero-Forcing

Mathematical Notations

In the following, the principal mathematical notations are listed. Note that Bold-type letters

denote vectors or matrices.

(·)∗ complex conjugate

(·)T transpose

(·)H conjugate transpose

(())N or mod(·, N) modulo by N operation

(·)† pseudo-inverse

cond(·) condition number of a matrix

sum(·) sum of the vector elements

sgn(·) sign/signum function

||·||2 the Euclidean norm

||·||F the Frobenius norm

λm (A) the mth eigenvalue of A

σm (B) the mth singular value of B

bcc the largest integer smaller than c

dce the smallest integer greater than c

∗ convolution

~N circular convolution with block length N

(̂·) if not specified, the estimate of a parameter or a parameter vector/matrix

~aM a length-M vector [a0, . . . , aM−1]

(A)m,n the (m,n)th element of the matrix A, where the row/column indexes

can be negative valued

OR(~aM ) cyclically right-shifted oder reversed version of a vector ~aM i.e.

[a0, aM−1, aM−2, . . . , a1]

A(R,C) a submatrix obtained from A by eliminating the rows and columns that

are not within index sets R and C, respectively

V R a subvector obtained from V by eliminating the elements that are

not within R

F or FN N ×N Fourier transform matrix with elements

(F )k,n = e−j
2πkn
N , ∀k = −N2 , . . . , N2 − 1;n = 0, . . . , N − 1

1M×N a length-N all ones matrix

0M×N an M ×N zero matrix

IN an identity matrix of size N

−I order-reversed and component-wise negated version of the set I

xxvii



0. NOTATIONS

: the whole index set

I(κ) the κth element of the set I

{a : d : b} an arithmetic sequence with common difference d, which starts from a

and ends with an integer ≤ b
F {x[n]}|ω DTFT i.e. X(ω) = F {x[n]}|ω =

∑∞
n=−∞ x[n]e−jωn

F−1 {X(ω)}|n IDTFT i.e. x[n] = F−1 {X(ω)}|n = 1
2π

∫ π
−πX(ω)ejωndω

FN {x[n]} N -point DFT i.e. X[k] = FN {x[n]} =
∑N−1
n=0 x[n]e−j

2πkn
N ,

∀k = −N/2, . . . , N/2− 1

F−1
N {X[k]} N -point IDFT i.e. x[n] = F−1

N {X[k]} = 1
N

∑N/2−1
k=−N/2X[k]ej

2πkn
N ,

∀n = 0, . . . , N − 1

Re {·} real part

Im {·} imaginary part

subscript re real part

subscript im imaginary

XRe [k] FN {xre[n]}
XIm [k] FN {xim[n]}
XRe(ω) F {xre(t)}
XIm(ω) F {xim(t)}
superscript (i) ith TX

superscript 〈r〉 rth RX

“;” in sub-/superscripts“or”, e.g. hD;I indicates hD or hI

∆2π (ω) Dirac comb function with period 2π

δ[n] unit impulse i.e. δ[0] = 1, δ[n] = 0,∀n 6= 0

δ(t) dirac delta distribution

C complex number set

R real number set

µx the mean value of x
−→
(•) (•)e−j 2π

N εn

←−
(•) (•)ej 2π

N εn

For OFDM systems, the following notations are used:

N total number of subcarriers

N0 the number of NULL subcarriers for guardband reservation

ND the number of used subcarriers i.e. ND = N −N0 − 1 (excluding DC-subcarrier)

N {0, . . . , N − 1}
N1

{
0, . . . , N2 − 1

}
N2

{
N
2 , . . . , N − 1

}
ID

{
−ND2 , . . . ,−1, 1, . . . , ND2

}
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Chapter 1

Introduction

1.1 Background and Motivation

Wireless communication is playing a more and more important role in our life. During the last

decades, the service areas of wireless communication have been expanding with an exponentially

increasing rate. Compared to simple voice application in the early 1990s, wireless communica-

tion systems nowadays can provide service for voice, text, image, multimedia, video streaming,

wireless teleconferencing, internet surfing etc. Along with the expanding service area, rapidly

increasing requirements for wireless communication systems can be observed, including data

rate, coverage, latency, mobility, link quality, spectral efficiency, cost etc. These requirements

have driven the evolution of wireless communication systems. The evolution of wireless com-

munication systems as well as the development trend can be strongly reflected by the data rate

roadmap in wireless communications, which is shown in Fig. 1.1. In this figure, three main

application cases are included: cellular mobile systems, Wireless Local Area Network (WLAN)

and Wireless Personal Area Network (WPAN). While cellular mobile systems are designed to

cover up to 15 kilometers per cell, WLAN and WPAN are intended for coverage of up to 150

meters and 10 meters per Access Point (AP), respectively. As shown, the data rate require-

ments for all application cases have been increased by a factor of 10 in every five years. In the

near future, these data rate requirements can approach 100 Mbps, 10 Gbps and 100 Gbps for

cellular mobile, WLAN and WPAN, respectively [4]. Such high data rate requirements give big

technical challenges to future wireless communication systems. There are generally three ways

to increase data rate: to increase the spectral efficiency, to extend transmission bandwidth and

to exploit frequency resources that were not used for wireless communication so far.

In cellular mobile application, the increasing data rate requirement has driven the evolution

from the 2nd Generation (2G, GSM), the 3rd Generation (3G, UMTS, CDMA2000 etc.) towards

the 4th Generation (4G, LTE, LTE-advanced), which is expected to provide up to 1 Gbps peak

data rate. To achieve such high data rate, 4G has deployed advanced transmission techniques
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1. INTRODUCTION

Figure 1.1: Roadmap of data rate in wireless communications, where several wired communi-
cation standards are included for comparison. Cited from [1]

including Multiple Input Multiple Output (MIMO), Orthogonal Frequency Division Multiplex-

ing (OFDM) and advanced scheduling techniques etc. Moreover, bandwidth of up to 20 MHz

is supported. Except for part of the 2G/3G frequency bands, some new frequency bands are

exploited, including the 2.6 GHz band and the 800 MHz band (digital dividend).

Since the migration from 2G/3G to 4G is a very long process, a big challenge in cellular

systems is to handle the coexistence of different generations of technical standards (2G/3G/4G)

with limited installation and operation costs. On the one hand, Mobile Terminals (MT) should

be able to operate with different standards in different frequency bands (see [5, 6, 7, 8, 9,

10, 11, 12] etc.). On the other hand, the cost of Base Stations (BS) should be restricted,

which is one of the major costs of the mobile operators. Currently, separate BSs are deployed

for 2G and 3G, which is very inefficient due to doubled costs for site, hardware and energy

consumption etc. To reduce the BS costs and to facilitate the migration to LTE, multi-band

multi-standard BSs or in other words, universal BSs, are desired (see [13, 14, 15] etc.). Such BSs

are expected to be very flexible and efficient. They should be able to operate in a wide range of

frequency bands and to handle multiple standards simultaneously. The realization of such BSs

require both multi-technology BaseBand (BB) unit and multi-band-/broadband RF-frontends

e.g. antenna and Power Amplifier (PA). Moreover, the cooperation between digital BB and

analog components is a key element to reduce frontend costs and to enhance energy efficiency,

flexibility and transmission quality. To be more concrete, advanced digital signal processing

techniques should be applied to compensate for the impairments of the RF-frontends and analog

BB components (called “dirty RF” effects [5, 12, 16, 17, 18, 19, 20, 21, 22] etc.). Such a concept

is called “Smart RF”, which was investigated in a German project with the same name [23].

In WLAN and WPAN applications, the extremely high data rate requirements and the
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relatively low coverage range have inspired the exploitation of unlicensed band from 57 to

64 GHz, which is generally called the “60 GHz” band (see [1, 24, 24, 25, 26, 27, 28, 29, 30] etc.).

The specific advantages of this frequency band are the large unlicensed available bandwidth and

the short wavelength, allowing very high data rates and small antenna dimensions, respectively.

Furthermore, there is no interference to the existing wireless systems. Due to high free space

attenuation of such high frequency electromagnetic waves1 as well as their strong penetration

loss in common materials, the system coverage as well as the interference range is relatively

small. Thus, better frequency reuse and higher user density are allowed. Furthermore, according

to recent advances in silicon semiconductor technology, 60 GHz transceivers will soon be able

to be implemented in powerful and marketable integrated circuits.

Currently, the most advanced WLAN standards IEEE 802.11n2 is being extended to the

60 GHz version IEEE 802.11ad for VHT (Very High Throughput), which is supposed to support

rates beyond 1 Gbps [31]. Meanwhile, the high rate WPAN standard IEEE 802.15.3 is being

extended with a millimeter-wave-based alternative Physical Layer (PHY), which is indicated as

IEEE 802.15.3c and should provide data rates above 2 Gbps.

However, there are certain 60 GHz WLAN/WPAN applications which can not be covered by

IEEE 802.11 VHT or IEEE 802.15.3c. One application is the indoor high-user-density WLAN

e.g. an In-Flight Entertainment (IFE) system for aircrafts, which requires a sum data rate in the

order of several Gbps with user densities of up to thousand passengers per system. None of the

existing wireless standards can support such high data rate and high user density at the same

time. Another application is the indoor short-range Point-to-Point (P2P) data transmission

with data rates up to 10 Gbps and transmission range of up to 1 meter. Such applications give

challenge to system design and are being intensively investigated in current 60 GHz research

(e.g. [29, 30, 32, 33] etc.).

1.2 Scope and Contributions of This Thesis

The challenges in cellular and WLAN application cases of wireless communication in Sec. 1.1

are investigated in this thesis.

1.2.1 Cellular Mobile Application Case

In the cellular mobile application case, the “Smart-RF” concept is investigated at BSs. The

desire for low-cost, low power (consumption) and flexible BSs motivates the deployment of the

Direct Conversion Architecture (DCA,see [34]), which is nowadays a trend of transceiver de-

velopment. However, it is well known that the performance of DCA can be severely limited by

impairments of analog components, which are called “dirty RF effects”. These effects include

sampling jitter, I/Q-imbalance, oscillator phase noise, Local Oscillator (LO) signal leakage as

1The LOS path loss of 60 GHz waves at 1 meter distance is 68 dB.
2published on Oct. 29. 2009.
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1. INTRODUCTION

well as non-linearity of the PA, the LNA, the mixer, the ADC and other analog components.

In this thesis, the investigation is restricted to the Tx part of the DownLink (DL). Among the

impairments at Tx, I/Q-imbalance and PA non-linearity put the most severe performance lim-

itation on DCA. While I/Q-imbalance generates Mirror-Frequency Interference (MFI) within

the transmission bandwidth [3], PA non-linearity causes both in-band and out-of-band inter-

ference [35, 36]. Thus, both effects can significantly degrade the achievable spectral efficiency

and thus, the system performance. One of the most effective solution is to compensate these

impairments in the digital BB1. Since the digital compensation at the Tx takes place before

the signals are passed to the analog front-ends, it is called “digital pre-equalization” or “digital

pre-distortion”. Except for effectiveness of compensation, digital compensation has the advan-

tages of flexibility and reconfigurability and can easily cope with changes in operation frequency

band and the bandwidth. Note that digital compensation puts high performance requirements

on the DAC/ADC with regard to BW and resolution. Fortunately, with today’s technology,

such requirements can be fulfilled [12].

In this thesis, advanced digital compensation techniques are proposed for the compensation

of I/Q-imbalance at broadband DCA transmitters. One of the challenges for the compensation

is that the I/Q-imbalance effect in broadband systems shows frequency-selectivity. An even

bigger challenge is that the digital compensation should be able to track the parameter changes

(in time) during the normal operation of the Tx, i.e., when the BS is transmitting normal

communication signals. This means that parameter estimation has to be carried out periodically

without using any dedicated pilot sequence. Instead, the communication signal should be used

as reference for parameter estimation. Such estimation is called “semi-blind” estimation and

should work with communication signals of different characteristics. Finally, the complexity

of both the pre-equalizer and the parameter estimation should be kept low. Based on the

considerations above, two estimation and compensation schemes are proposed. Compared to

the state-of-the-art schemes, improved robustness and lower complexity are achieved. Both

numerical simulation and Hardware-In-the-Loop (HIL) experiments were conducted to test the

effectiveness of these schemes. According to the results, the most effective and practical scheme

among them can be identified.

1.2.2 60 GHz WLAN Application Case

In the 60 GHz WLAN application case, a wireless IFE system design concept is proposed. A

wireless IFE system is a typical example of indoor high-user-density WLAN and requires a

sum data rate in the order of several Gbps with user densities of up to thousand passengers

per system. By exploiting the 60 GHz band, both high data rate and high user density can

be achieved. Compared to the existing IFE systems with wired connections, high flexibility,

significantly reduced weight and low installation cost can be achieved. The proposed system

1Alternative solution to pure digital BB compensation is the digital-assisted hybrid compensation e.g. feed-
forward or mixer IP2 calibration, which are also very effective and viable.
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concept is called “CEllular Small Area Radio (CESAR)”, which is cellular based, with a cell

diameter of about 5 meters and a frequency reuse factor of 8. In the DownLink (DL), MIMO

OFDM is applied to achieve high spectral efficiency and diversity. In the Up-Link (UL), Cyclic-

Prefix (CP) assisted Direct-Sequence Code-Division-Multiple-Access (DS-CDMA) is applied.

With this design concept, several technical challenges were investigated.

First, the sidelobes of the OFDM spectrum was reduced by applying Raised Cosine (RC)

windowing in the time domain. On the one hand, a higher Roll-Off Factor (ROF) of the

RC-window leads to better sidelobe suppression and allows a smaller GuardBand (GB) size, in-

creasing the spectral efficiency. On the other hand, high ROF requires large Guard-Interval (GI)

in time, decreasing the data rate. Based on this phenomenon, a joint optimization technique

for the ROF and guardband size is presented, which maximizes the achievable data rate.

Afterwards, digital compensation of RF-impairments in MIMO OFDM systems are inves-

tigated. Two different concepts are considered: 1) Joint estimation and compensation of fre-

quency selective I/Q-imbalance and the MIMO channel; 2) Joint estimation and compensation

of Carrier-Frequency-Offset (CFO), frequency selective I/Q-imbalance and the MIMO channel.

For each concept, effective schemes are proposed. Compared to state-of-the-art schemes, bet-

ter performance can be achieved with lower preamble overhead and/or lower computational

complexity. The advantages of the proposed schemes are verified by simulation results.

Finally, novel antenna diversity schemes are proposed for the Multi-User-Detection (MUD)

in the UL, incl. SIMO, MISO and MIMO. The proposed schemes operate in the frequency

domain and allow efficient implementation. The performance of the schemes of different antenna

diversity configurations are compared based on numerical simulation. It was found out that

the SIMO scheme achieves the best tradeoff between performance and complexity (both RF-

hardware and computational complexity). Moreover, compared to the most state-of-the-art

scheme, better performance can be achieved requiring slightly higher hardware complexity but

much lower computational complexity.

1.3 Previous Publications and New Contributions

This thesis is partly based on the author’s previous publications [37, 38, 39, 40, 41, 42, 43, 44].

The relations between this thesis and the previous publications are listed below:

• The joint I/Q-imbalance and modulator DC-offset compensation concept, the Least-

Square (LS) based parameter estimation and -tracking method in Ch. 2 have been partly

published in [37];

• The overall system design of the 60 GHz WLAN in Sec. 3.2 has been published in [39];

• The optimization of time domain windowing and GB size for cellular OFDM systems in

Sec. 3.3 has been published in [40];
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• The TDS- and FDS- based joint I/Q-imbalance- and MIMO channel estimation schemes

in Sec. 3.4.5 and Sec. 3.4.6, respectively, have been published in [42];

• The joint CFO, I/Q-imbalance and MIMO channel estimation scheme (based on closed-

form CFO estimator) in Sec. 3.5.4 has been published in [44];

• The antenna diversity schemes for uplink multi-user detection in Sec. 3.6 has been pub-

lished in [43].

In all previous publications, the co-authors1 have provided very valuable comments to im-

prove the presentation. Moreover, the co-authors have used their expertise in RF circuits to

help the author derive system models, develop ideas and define simulation parameters. For the

60 GHz WLAN system design in [39], the co-authors have provided the basic system config-

uration including frequency allocation, frequency plan, downlink- and uplink waveforms etc.,

which serves as a basis for the work in Ch. 3.

Except for the contributions in the previous publications, this thesis also includes the fol-

lowing new (unpublished) contributions:

• In Sec. 2, the work in [37] has been extended. Both matrix condition analysis and

a practical solution for ill-conditioned matrix problem are presented. Moreover, a new

simplified two-phase parameter estimation scheme is proposed. Hardware-In-the-Loop

results are also included;

• In Sec. 3.3, the work in [40] has been extended in this thesis with instantaneous interfer-

ence analysis (Sec. 3.3.6);

• In Sec. 3.4.7, the design and application of a multi-functional preamble for the joint

estimation of I/Q-imbalance and the MIMO channel is proposed;

• In Sec. 3.5.5, an iterative scheme for the estimation of CFO, I/Q-imbalance and the

MIMO channel is proposed;

• The simulation results in Sec. 3.4 and Sec. 3.5 are more detailed and extensive than those

in [42] and [44], respectively.

1Including Dr. Andreas Kortke, Dr. Wilhelm Keusgen and Michael Peter.
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Chapter 2

Smart-RF Concept for Cellular

Mobile Systems

2.1 Introduction

As mentioned in Chapter 1.2.1, the desire for low-cost, low power (consumption) and flexible

BSs motivates the deployment of the Direct Conversion Architecture (DCA), which is a trend

of transceiver development (see [2, 12, 45, 46] etc.).

One advantage of the DCA is that the number, the size and the cost of the required analog

components (e.g. MOD and DMOD) can be significantly reduced compared to those with the

conventional multi-stage (superheterodyne) conversion architecture. Correspondingly, highly

integrated implementation and low power consumption are allowed.

Another advantage is that high flexibility of the communication systems is allowed with

respect to the RF signal generation and demodulation in different frequency bands [47]. This

serves as a basis for ”Software Defined Radio (SDR)”. This advantage is especially beneficial

for the implementation of multi-band multi-standard BSs. Traditionally, multi-band multi-

standard transceivers are implemented by applying parallel dedicated RF chains for the different

bands and standards. However, such implementation requires a large number of RF- and BB

analog components, leading to high hardware cost, high power consumption and low integration

degree. Moreover, such implementation is not flexible. A significant improvement can be

achieved by applying the SDR concept based on DCA with broadband analog frontends and

high sampling rate in the digital BB. Without loss of generality, we describe this concept at the

Tx. First, in the digital BB, individual signal streams are properly oversampled, converted to

different IFs and then overlapped. These signal streams may stem from different communication

standards. The resulting BB signal is called “Multi-Band (MB) IF signal”1 and can be converted

to the radio frequency via a single RF-chain. In this way, easy adjustment of the IFs and the

1It is also called “multi-carrier IF signal” in the literature e.g. [48].
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2. SMART-RF CONCEPT FOR CELLULAR MOBILE SYSTEMS

BW of the individual signal streams as well as the radio carrier frequency are allowed1. The

number of RF- and BB analog components as well as the hardware cost can also be significantly

reduced. A similar concept applies to the Rx.

However, it is well known that the performance of DCA can be severely limited by impair-

ments of analog components i.e. the “dirty RF effects”, which include sampling jitter, I/Q-

imbalance, oscillator phase noise, Local Oscillator (LO) signal leakage as well as non-linearity

of the PA, the LNA, the mixer, the ADC and other analog components. These impairments be-

come stronger, as the cost and size of the analog components decrease and also as the bandwidth

and the carrier frequency are increased [16]. Moreover, the parameters of these impairments can

vary with the operation frequency band. In this Chapter, the investigation is restricted to the

DCA transmitters, for which the key performance limiting impairments are PA non-linearity,

I/Q-imbalance and MOD DC-offset error. These impairments will be described in detail in the

following. As will be shown, they can severely degrade the DCA transmitter performance and

are especially critical for the application of multi-band IF signals.

2.1.1 PA Non-linearity

The non-linearity problem of the PA becomes evident as larger bandwidth and higher order

modulation schemes are deployed to achieve high data rate. As a result, the Peak-to-Average-

Power-Ratio (PAPR) of communication signals increases considerably. To keep both the cost

and the energy consumption of the PA on a reasonable level, the transmitter has to operate

beyond the linear region of the PA and cause inter-modulation due to nonlinearity effects.

Inter-modulation results in both inband distortion and spectral regrowth of the communica-

tion signals. While inband distortion increases the Error Vector Magnitude (EVM) of the

transmitted signal, spectral regrowth causes interference to adjacent channels. Moreover, in

broadband systems, the non-linearity has memory effect, giving more challenge to the modeling

and compensation [46, 49, 50, 51, 52, 53].

Specifically, due to power control, the signals in different subbands of a multi-band IF

signal may have different transmit power. Due to spectral regrowth, a strong subband signal

can generate strong interference to the other subband signals, as illustrated in Fig. 2.1. As a

result, the weak subband signals will suffer from high detection error.

There are generally two digital methods to cope with non-linear distortion: PAPR reduction

and pre-distortion. While many of the PAPR reduction techniques assume certain signal char-

acteristics (e.g. OFDM, see [54, 55, 56, 57, 58] etc.), pre-distortion can generally be applied to

arbitrary signal waveforms and provides high flexibility [35, 46, 51, 59, 60]. There is also work

on the combination of PAPR reduction and pre-distortion [61]2. Except for digital methods,

feedforward linearizer (see [62, 63]) can also be applied, which operates both in digital- and

1However, this concept is only suitable when the carrier frequency difference of the individual signal streams
are within the allowable range of digital BB BW. For signal streams with very large carrier frequency difference
(e.g. larger than 1 GHz), multiple RF chains are still needed.

2The PAPR reduction technique in this paper is independent of the signal characteristic.
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Figure 2.1: Influence of spectral regrowth on multi-band IF signal.

analog domains.

2.1.2 I/Q-Imbalance and Modulator DC-Offset Error

There are generally two I/Q-imbalance effects in DCA-transmitters. The first one is the I/Q-

imbalance in the MOD, which stems from the imperfect quadrature splitting of the LO signal

in the MOD. This imperfect splitting results in two LO signal branches which have unequal

amplitude and a phase difference deviating from 90◦. For a given LO frequency, this effect can

be regarded as constant over the whole signal BW and is called “frequency independent I/Q-

imbalance” in this thesis (however, it may be slowly time-variant). The other I/Q-imbalance

effect stems from unequal Frequency Response (FR) of the I- and Q-signal path analog BB

components, among which the analog Low-Pass (LP) filters for signal reconstruction are most

typical. This effect is generally frequency-selective within the signal BW. In this thesis, the

overall effect including both I/Q-imbalance effects is referred to as “frequency selective I/Q-

imbalance”. In broadband communication systems, the frequency selectivity of I/Q-imbalance

should be taken in to account.

I/Q-imbalance limits the performance of DCA by generating MFI [3]. Fig. 2.2 illustrates

MFI in Single-Band (SB) signals and multi-band IF signals. As shown, especially in the multi-

band case, a strong subband signal can generate strong interference to the subbands in the

mirror positions, resulting in high detection error of the signals on those subbands. Except for

MFI, I/Q-imbalance can significantly degrade the performance of the digital pre-distortion for

PA linearization [47].

MOD DC-offset is an unwished effect caused by the LO signal leakage to the RF output. It

may cause high power density at the carrier frequency and impairs the spectral mask. Moreover,

it will affect the I/Q-imbalance parameter estimation and thus, must be compensated for.
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2. SMART-RF CONCEPT FOR CELLULAR MOBILE SYSTEMS

Figure 2.2: Influence of I/Q-imbalance on single-band signal and multi-band IF signal, respec-
tively.

2.1.3 Different Concepts for the Compensation of PA Non-Linearity,

Modulator DC-offset and I/Q-imbalance

As shown in Fig. 2.3, there are two different concepts for the compensation of PA non-linearity,

I/Q-imbalance and MOD DC-offset. The first one is the separate compensation of DC-offset,

I/Q-imbalance and PA non-linearity. In this case, I/Q-imbalance and DC-offset are first es-

timated and compensated for. Afterwards, PA-identification and PA-predistortion are carried

out. Both pre-compensation units are cascaded. The second one is the joint identification

and predistortion of PA non-linearity, I/Q-imbalance and MOD DC-offset. On the one hand,

for parameter estimation, the separate concept requires both feedback signals from the MOD

output and the PA output, while the joint concept requires only one feedback signal from the

PA output. As a result, the separate concept requires higher hardware complexity (mainly

an RF-switch). On the other hand, the joint concept requires higher complexity both in the

computation of the pre-distortion coefficients and pre-distortion circuit.

The investigations of the separate concept and the joint concept can be found in [3, 37,

47, 64, 65, 66] etc. and [46, 53, 66, 67, 68] etc., respectively. So far, there is no systematical

hardware-based performance comparison of both concepts.

In this thesis, the separate concept is applied. The joint I/Q-imbalance and DC-offset

compensation is investigated.

2.1.4 Pilot-based- and Semi-blind Parameter Estimation Principle

Generally, the parameters of all these effects can vary slowly in time due to environment factors

e.g. temperature. Thus, the parameters have to be estimated periodically (with relatively long

periods).

In the case when the transmitter is not transmitting communication signals e.g. right after

device booting, dedicated pilot sequence can be transmitted for parameter estimation. Such

estimation is called “pilot-based” estimation. In [69], such pilot-based estimation and the
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Figure 2.3: Two different concepts for the compensation of PA non-linearity, I/Q-imbalance
and MOD DC-offset: (a) Separate estimation and compensation; (b) Joint estimation and
compensation.

corresponding impairment compensation are called “off-line” calibration.

However, the estimation has to be carried out also when the transmitter is transmitting

communication signals. This transmission should not be interrupted by the parameter estima-

tion. Thus, instead of dedicated pilot sequence, the transmitted communication signal has to

be used for parameter estimation. Although the transmitted signal is known at the transmit-

ter, little influence can be taken on its characteristic, which can affect the estimation quality.

The parameter estimation under such condition is called “semi-blind” estimation, which

should be flexible and standard independent. Furthermore, once the compensation coefficients

are available, the digital pre-compensation should be applied, even during the estimation for

parameter updates. Thus, the digital pre-compensation circuit should be taken into account

for the parameter update estimation. Such a concept of parameter estimation, update and

impairment compensation is called “on-line” calibration in [69].

2.1.5 Related Works and Overview of This Chapter

There are a number of works considering the I/Q-imbalance compensation in DCA transmitters,

including [2, 3, 37, 38, 42, 44, 45, 46, 47, 64, 65, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78,

79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90, 91], etc.

A considerable part of the reported works have focused on the compensation of Tx I/Q-

imbalance at the Rx (in digital domain), either jointly with Rx I/Q-imbalance [42, 76, 77, 79,

82, 83, 84, 85, 86] or separately [44, 74, 81, 90]1. Although these works have shown promising

1The compensation of Tx I/Q-imbalance is separated from that of Rx I/Q-imbalance. But the Tx I/Q-
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2. SMART-RF CONCEPT FOR CELLULAR MOBILE SYSTEMS

results, they have all assumed perfect linearity of the PA. When PA-nonlinearity is present,

all schemes in these works will suffer from performance degradation. The reason is that the

PA-nonlinearity occurs after the Tx-I/Q-imbalance and can lead to significant model mismatch

of these schemes. Thus, if feedback paths (e.g. those shown in Sec. 2.1.3) are available at the

Tx, it would be more favorable to compensate the Tx-I/Q-imbalance at the Tx. Moreover,

Tx-side I/Q-imbalance compensation is necessary, anyway, for effective PA-predistortion. A

further advantage of Tx side compensation of Tx-I/Q-imbalance is the relaxation of the Rx

signal processing complexity. This is especially true when considering a cellular multi-user UL

scenario (although this is not the target scenario in this thesis).

The Tx-side Tx-I/Q-imbalance compensation have also been studied by a number of works,

including [2, 3, 37, 38, 45, 46, 47, 53, 64, 65, 67, 68, 69, 70, 71, 72, 73, 75, 78, 80, 87, 88, 89, 91]

etc. All of these works assume that there are feedback paths available from the output of the

MOD, PA or the LP filters. Many of these works i.e. [64, 65, 67, 69, 70, 71, 72, 73, 87] only

considered frequency independent I/Q-imbalance (of the MOD). Among these works, [70, 71, 73]

rely on training signals for parameter estimation, while [64, 65, 67, 69, 72, 75, 80, 87] have

presented blind compensation schemes. Most of these works have applied adaptive algorithm

for parameter estimation.

However, in broadband wireless communication, the I/Q-imbalance effect is generally fre-

quency selective. As will be shown in Sec. 2.5.7 and Sec. 2.8, ignoring the frequency selectivity of

I/Q-imbalance in broadband systems can result in significant performance degradation. Thus,

the frequency independent compensation schemes mentioned above are unsuitable for our target

scenario, where broadband DCA transmitters are used.

Frequency selective I/Q-imbalance has been taken into account in [2, 3, 37, 38, 45, 46, 47, 53,

68, 78, 88, 89, 91]. Among these works, [78] only considers the I/Q-imbalance between BB LP-

filters in the I- and Q-branches. The corresponding parameter estimation scheme requires two

feedback paths from the outputs of both LP-filters. Considering the need for additional compen-

sation of MOD I/Q-imbalance, which probably requires an extra feedback path, the hardware

complexity is unnecessarily increased. In contrast, the works [2, 3, 37, 38, 45, 46, 47, 53, 68,

88, 89, 91] consider I/Q-imbalance effects of both the MOD and the BB analog components,

allowing more efficient and effective compensation. In our previous work [88], a self-calibration

method is proposed to compensate Tx- and Rx frequency selective I/Q-imbalance at the Tx

and the Rx of the same device, respectively. However, this method requires the transmission

of special training sequences through a calibration path which connects the MOD output and

the DMOD input. This implies that the regular communication signal transmission has to be

interrupted during calibration. Thus, “on-line” calibration is not allowed. Furthermore, this

method requires symmetric Tx- and Rx structures as well as two LOs at each transceiver device,

which are generally not fulfilled in cellular systems (e.g. in BSs). The work [45] has proposed

a pilot-based compensation scheme for OFDM transmitters. Since dedicated pilot signals are

imbalance may be compensated jointly with the radio channel.

12



necessary, this scheme is also not suitable for “on-line” calibration. Moreover, since OFDM is

assumed, it is not suitable for multi-band multi-standard BSs.

For multi-band multi-standard BSs in cellular mobile communications, the works [2, 3, 37,

38, 46, 47, 53, 68, 89, 91] are more appropriate, since no dedicated training signal is neces-

sary. The works [46, 53, 68] have proposed joint predistortion schemes for frequency selective

I/Q-imbalance and PA-nonlinarity. As mentioned in Sec. 2.1.3, we focus on the separate com-

pensation of I/Q-imbalance and PA-nonlinearity in this thesis. Thus, the other works are

more relevant. In [2, 47], a Least-Square (LS) based parameter estimation scheme was pro-

posed, while a second-order-statistics based scheme and a Widely-Linear (WL) LS scheme were

proposed in [3]. Furthermore, the WL-LS scheme was implemented in DSP and reported in

[91]. In [89], a non-linear modeling approach was proposed for I/Q-imbalance compensation.

In this approach, non-linearities of analog components e.g. DAC and LP filters, are included

in the signal model. Although promising results were shown in [89], the complexity of both

the pre-compensation circuit and the parameter estimation (identification) is very high (from

I/Q-imbalance compensation point of view).

Our previous work [37] is an improvement of the LS-based scheme in [2, 47]. First, a simpli-

fied pre-equalization circuit is proposed. Second, the time variations of both the I/Q-imbalance

parameters and the FR of the RF components are considered. Accordingly, a parameter track-

ing scheme is proposed, which was not considered in most of the above mentioned works i.e.

[2, 3, 47, 89, 91]. Note that parameter tracking is a key enabling component for “on-line”

calibration (see Sec. 2.1.4 or [69]). Compared to [3, 89, 91], MOD DC-offset error is included in

our work. In [38], we have further proposed an Iterative Frequency Domain Estimation (IFDE)

method to solve the problem caused by ill-conditioned data matrices in the LS-estimation.

However, the computational complexity of this scheme could be quite high.

In this thesis chapter, we have extended and improved our previous work [37, 38]. The

extension and new contributions are listed below:

• Optimal sequence design for the LS-based scheme in the initial calibration;

• Condition analysis is conducted for the LS-based scheme in the tracking phase. The cause

of ill-conditioned matrix problem is identified;

• Practical solutions are proposed to solve the ill-conditioned matrix problem in the LS-

estimation;

• A simplified two-phase calibration scheme is proposed1, which is more advantageous than

the LS-based scheme and is free from the ill-conditioned matrix problem2.

• HIL-experiment results are shown for verification of the proposed schemes.

1While the LS-based scheme is an improvement of the scheme in [2, 47], the simplified two-phase calibration
scheme is totally novel.

2If assuming no time synchronization error between the transmitted and feedback signal.
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2. SMART-RF CONCEPT FOR CELLULAR MOBILE SYSTEMS

The novelty of the proposed schemes in this thesis against the previous schemes in the

literature can be summarized as follows:

• The proposed pre-equalization circuit is less complex than those in the literature;

• Except for initial calibration, the proposed schemes also consider parameter tracking;

• The proposed schemes can cope with the ill-conditioned matrix problem (caused by spec-

tral gaps in the transmit signal) in parameter estimation;

• The simplified two-phase calibration scheme has lower computational complexity than

both the LS-based scheme and the reference schemes.

This chapter is organized as follows: In Sec. 2.2, the signal-and-system model of a DCA

transmitter with frequency selective I/Q-imbalance is described. In Sec. 2.3, a simple pre-

equalizer circuit is derived for the joint compensation of frequency selective I/Q-imbalance and

DC-offset. In Sec. 2.4, the structure of the I/Q-imbalance-free feedback path is described.

Sec. 2.5 and Sec. 2.6 present different algorithms for flexible parameter estimation, which can

work with communication signals of different characteristics. The corresponding numerical

simulation results were also presented in these two sections. Sec. 2.7 and Sec. 2.8 provide

complexity analysis and HIL results, respectively. Sec. 2.9 summaries this chapter.

2.2 Signal-and-System Model

Fig. 2.4 shows the structure of the direct-up-conversion Tx, where fc is the carrier frequency.

The amplitude and phase imbalance of the MOD are represented by gT and ϕT , respectively.

The frequency-selectivity of the I/Q-imbalance is modeled to be caused by the Reconstruction

Low-Pass (RLP) filters in the I- and Q-branches, which have different Impulse Response (IR)

hTI (t) and hTQ(t), respectively. Since the imbalance parameters are only very slowly time

variant, we first model them as time-invariant for simplicity. The extension to time-variant

parameters will be given later. In the feedback loop, a single branch low IF down-conversion,

a broadband ADC and a digital I/Q-DMOD are used to avoid additional I/Q-imbalance (see

Sec. 2.4 for more details). Furthermore, both FRs of the MOD1 and the feedback path (including

LP and ADC) should be taken into account, since they will affect the parameter estimation (see

Sec. 2.5 and 2.6). However, they don’t have to be compensated by the calibration scheme, since

they don’t cause any I/Q-imbalance and will be generally compensated by channel equalization

at the Rx. Furthermore, these FRs can be jointly modeled. Finally, as shown in Fig. 2.4,

the DC-offset and I/Q-imbalance parameters are jointly estimated from the known transmitted

signal and the corresponding feedback signal. After the estimation, these parameters are fed to

the digital signal pre-equalization unit.

1Indicated as Hm(f) in Fig. 2.4, which may also co-model the FR of other RF components.
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Figure 2.4: System model of a DCA transmitter

For simplicity of analysis, an equivalent BB signal model should be derived. From Fig. 2.4,

the relation between the MOD inputs sFre(t) and sFim(t) and the modulated signal uRF(t) can be

derived as follows:

uRF(t) = sFre(t) cos(ωct)− sFim(t)gT sin(ωct+ ϕT )

= Re
{

(ure(t) + juim(t)) ejωct
}
,

(2.1)

where ωc := 2πfc. Moreover, ure(t) + juim(t) is the equivalent BB representation of the mod-

ulated signal with ure(t) = sFre(t)− sFim(t)gT sinϕT and uim(t) = sFim(t)gT cosϕT . Accordingly,

the MOD-imbalance can be represented in BB as shown in Fig. 2.5, where discrete time no-

tation is applied. The equivalent BB IR of the MOD and that of the feedback loop are both

included in h[n], which will affect the parameter estimation but need not to be compensated

for1. It will be shown that the desired pre-equalization coefficients can be obtained without

explicitly estimating h[n]. In Fig. 2.5, s[n], d and v[n] are the transmitted data signal, the

complex DC-offset value and the feedback signal.

.

Equivalent
BB model

of the MOD
-Imbalance 

RLP

RLP

Equiv. BB
impulse res-
ponse of RF
components
& feedback
path

Figure 2.5: Equivalent baseband signal model

1Note that the common-mode IR of hTI and hTQ [n] can actually be co-modeled by h[n]. However, this does
not work conversely, since the common-mode IR of hTI and hTQ [n] is real valued and can not co-model h[n],
which is generally complex valued.
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2. SMART-RF CONCEPT FOR CELLULAR MOBILE SYSTEMS

Based on Fig. 2.5, a further BB model can be derived. We express v[n] as:

v[n] = sre[n] ∗ hα[n] + jsim[n] ∗ hβ [n] + d

= (sre[n] ∗ h1[n] + sim[n] ∗ h2[n])

+ j (sre[n] ∗ h3[n] + sim[n] ∗ h4[n])

+ dre + jdim,

(2.2)

where

hα[n] = h1[n] + jh3[n] = hTI [n] ∗ h[n]

hβ [n] = h4[n]− jh2[n] = gT ejϕ
T

hTQ [n] ∗ h[n]
(2.3)

and h1[n], h2[n], h3[n] and h4[n] are real FIR filters. Note that since the power of the feedback

signal is relatively high compared to the received communication signals, the additive noise

contribution is neglected in our analysis. The corresponding signal model is depicted in Fig. 2.6.

As will be shown later, the estimation of h1[n], h2[n], h3[n], h4[n], dre and dim are crucial for

the calculation of the pre-equalization coefficients.

Finally, we remark that similar signal models have been used in the literature e.g. [2, 3, 47].

.

.

Figure 2.6: Equivalent baseband representation with real FIR filters

2.3 Digital Compensation of Frequency-Selective I/Q- Im-

balance and MOD DC-Offset Error

First, we consider the compensation of I/Q-imbalance. As shown in Fig. 2.5, all the I/Q-

imbalance sources are included in the signal path between s[n] and u[n]. Thus, it is sufficient

that the pre-equalization compensates for the influence of I/Q-imbalance in u[n]1. This has

significantly reduced the pre-equalization complexity compared to the scheme in [2, 47, 89],

which compensates both the I/Q-imbalance and h[n]. In the following, the pre-equalization

circuit will be derived by maximizing the system Image Rejection Ratio (IRR), which is an

important measure of the I/Q-imbalance corruption.

1In contrast, v[n] contains both influences of I/Q-imbalance and h[n]. Thus, deriving compensation scheme
based on u[n] is easier than from v[n].
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Let U(ω) := F {u[n]}|ω. From Fig. 2.5, we have:

U(ω) = SRe(ω)HTI (ω) + jSIm(ω)H̃TQ(ω), (2.4)

where H̃TQ(ω) = HTQ(ω)gT ejϕ
T

and SRe(ω), SIm(ω), HTI (ω) and HTQ(ω) are the DTFTs

of sre[n], sim[n], hTI [n] and hTQ [n], respectively. With S(ω) = F {s[n]}|ω and SRe(ω) =

0.5 (S(ω) + S∗(−ω)) and SIm(ω) = −0.5j (S(ω)− S∗(−ω)) (see [92]), we can write U(ω) in

terms of the transmitted signal and its image:

U(ω) = S(ω)
HTI (ω) + H̃TQ(ω)

2
+ S∗(−ω)

HTI (ω)− H̃TQ(ω)

2
. (2.5)

Then, according to the definition in [3], the IRR of U(ω) is the power ratio between the

image part and the desired signal part. From (2.5), this IRR can be expressed as follows as a

function of ω:

IRR(U(ω)) = 10 log


∣∣∣HTI (ω) + H̃TQ(ω)

∣∣∣2∣∣∣HTI (ω)− H̃TQ(ω)
∣∣∣2
 . (2.6)

Due to I/Q-imbalance, HTI (ω) 6= H̃TQ(ω) and IRR(U(ω)) may be insufficient. In order

to compensate for the I/Q-imbalance, we can multiply a correction term C(ω) to SIm(ω) to

maximize the IRR. Now, the new MOD output becomes

Û(ω) = SRe(ω)HTI (ω) + jSIm(ω)C(ω)H̃TQ(ω), (2.7)

and the new IRR becomes

IRR(Û(ω)) = 10 log


∣∣∣HTI (ω) + C(ω)H̃TQ(ω)

∣∣∣2∣∣∣HTI (ω)− C(ω)H̃TQ(ω)
∣∣∣2
 . (2.8)

By setting HTI (ω) = C(ω)H̃TQ(ω), the new IRR becomes infinite, which is equivalent to

the case without I/Q-imbalance. The corresponding expression for C(ω) can be easily obtained:

CRe(ω) =
HTI (ω)

HTQ(ω)gT cosϕT
, CIm(ω) = − sinϕT

cosϕT
. (2.9)

Note that CRe(ω), HTI (ω), HTQ(ω) are probably all complex quantities. However, they all

have real valued IDTFTs. Moreover, CIm(ω) is a real valued constant (independent of ω),

which simplifies the pre-equalization.

Now, we consider the compensation of DC-offset, which can be achieved by adding a complex

correction term ζ to the equivalent BB input of the MOD. According to [47], the following
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2. SMART-RF CONCEPT FOR CELLULAR MOBILE SYSTEMS

relation should be satisfied:[
ζre

ζim

]
=

[∑L−1
n=0 h1[n],

∑L−1
n=0 h2[n]∑L−1

n=0 h3[n],
∑L−1
n=0 h4[n]

]−1 [
−dre

−dim

]
. (2.10)

Finally, the pre-equalized data signal is:

Ŝ(ω) = SRe(ω) + jSIm(ω)C(ω) + ζ∆2π (ω)

= SRe(ω) + jSIm(ω)(CRe(ω) + jCIm(ω)) + ζ∆2π (ω)

=
(
SRe(ω)− SIm(ω)CIm(ω)

)
+ jSIm(ω)CRe(ω) + ζ∆2π (ω) ,

(2.11)

where ∆2π (ω) is the Dirac comb function with period 2π. The IDTFT of (2.11) is:

ŝ[n] = sre[n] + csim[n] + jsim[n] ∗ hC [n] + ζre + jζim, (2.12)

with

c := −CIm(ω) =
sinϕT

cosϕT
(2.13)

hC [n] := F−1
{
CRe(ω)

}∣∣
n

(2.14)

Since spectrum inversion is involved in the calculation of hC [n] with (2.9) and (2.14), hC [n]

is an anti-causal filter i.e. has coefficients at negative indices. In practice, a shift towards the

positive index direction is introduced to attain causality:

hC [n] = F−1

{
HTI (ω)

HTQ(ω)gT cosϕT

}∣∣∣∣
n−nτ

, (2.15)

where nτ is length of the IR part of (2.14) at negative indices. Accordingly, a delay block

should be applied in the I-branch to equalize this shift. Based on (2.12), (2.13) and (2.15), the

pre-equalization structure is depicted in Fig. 2.7. Note that the pre-equalizer is pretty simple,

since only an FIR filter hC [n] and some minor operations are required.

.

Pre-equalization for
I/Q-imbalance

Pre-equal. for
DC-offset

Figure 2.7: Pre-equalization structure
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2.4 Feedback-Path with Low-IF Structure

2.4.1 Receiver Architecture

It is crucial for the parameter estimation that the feedback path does not introduce additional

I/Q-imbalance. To achieve this, the single-branch low IF Rx architecture (i.e. superheterodyne

Rx with digital quadrature downconverter) should be applied. Although this feedback Rx

architecture was already used in earlier literature e.g. [2, 3, 46, 47, 69], we will describe and

discuss this architecture in more details.

First, the modulated signal with signal BW BS is down-converted to a low IF frequency

fI via a single branch converter as shown in Fig. 2.4 and Fig. 2.8. Since no image rejection is

provided by a single branch converter, the image signal (with regard to the DC-frequency) is

down-converted to −fI as shown in Fig. 2.8. After the LP filtering, the IF signal is converted

to the digital domain via an ADC whose BW is larger than 2fI +BS . In digital domain, the IF

signal is perfectly I/Q-demodulated. Due to aliasing of the signal spectrum caused by sampling,

the image parts will appear next to the desired signal in the spectrum, as shown in Fig. 2.8.

These image parts can be easily suppressed by a digital filter (probably IIR). In this way, a

feedback path without I/Q-imbalance can be realized.

Considering that the feedback path requires an ADC with relative large BW, the following

question may arise: why not use a DAC with a comparable BW instead and apply a single

branch up conversion which does not involve I/Q-imbalance (corresponds to a superheterodyne

Tx)? The answer is illustrated in Fig. 2.8. After the BB signal is digitally modulated to the

IF, only the I-branch of the digital signal is converted to analog signal, resulting in an image

part (with regard to the DC-frequency) at −fI . This image is also up converted to the HF

frequency and causes severe interference to adjacent channels. To suppress this image part,

a HF BP filter is required. Since the DAC BW is limited by technical and cost factors, the

frequency separation between the desired signal and the image signal may be small, resulting

in difficulties for the BP filter. Furthermore, if the Tx should operate in multiple frequency

bands, multiple BP filters (maybe tunable) are required. This results in cost enhancement and

flexibility degradation of the Tx.

2.4.2 Synchronization Issue

One practical consideration is the synchronization between the transmit signal and the feedback

signal. Since both the LO signals for the corresponding up- and down-conversion are generated

from the same reference clock in the Tx device, frequency synchronization is straightforward.

However, tiny frequency offset may still be present, which could be the reason for the limited

achievable IRR in practice (see Sec. 2.8).

In contrast, time synchronization may be treated differently in different cases. In the case

of pilot-based estimation, dedicated pilot sequence can be applied for time synchronization.

In the case of semi-blind estimation, the time synchronization has to be carried out based on
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Figure 2.8: Principles of low-IF single branch up/down conversion

the transmitted and feedback versions of the communication signal, probably via correlation

between the two versions. The time synchronization accuracy may depend on the characteristic

of the communication signal. Generally, the higher the spectral occupancy (see Sec. 2.5) of the

communication signal, the better the time synchronization. It will be shown that the parameter

estimation algorithms proposed in this chapter are capable of tolerating certain range of time

synchronization error.

2.5 Least-Squares (LS) Based Parameter Estimation

2.5.1 Parameter Estimation

From Fig. 2.7, the coefficients to be calculated for the pre-equalization are c, hC [n] and ζ.

According to (2.3), (2.13), (2.15) and (2.10), the desired coefficients can be calculated from

hα[n], hβ [n] and d. Since hα[n] and hβ [n] consist of h1[n], h2[n], h3[n] and h4[n], we just need

to jointly estimate the latter four IRs and d. Considering the linear structure of (2.2), LS

method is suitable for the estimation.

First, we rewrite (2.2) into the following two equations:

vre[n] = sre[n] ∗ h1[n] + sim[n] ∗ h2[n] + dre (2.16)

vim[n] = sre[n] ∗ h3[n] + sim[n] ∗ h4[n] + dim. (2.17)

Then, we concentrate on the estimation of h1[n], h2[n] and dre based on (2.16). The esti-

mation of h3[n], h4[n] and dim based on (2.17) follows the same principle. Now, we switch to
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blockwise observation and extend Eq. (2.16) to the following matrix equations:

vre = SToep,reh1 + SToep,imh2 + dre1N×1, (2.18)

vim = SToep,reh3 + SToep,imh4 + dim1N×1, (2.19)

with vre;im = [vre;im[0], · · · , vre;im[N − 1]]
T

, h1;2;3;4 = [h1;2;3;4[0], · · · , h1;2;3;4[L− 1]]
T

. N is the

observed feedback block length with N ≥ 2L + 1. L is the maximal possible filter length of

h1[n] and h2[n]. SToep,re;im is a Toeplitz matrix constructed from the samples sre;im[n]:

SToep,re;im :=


sre;im[0] sre;im[−1] · · · sre;im[−L+ 1]

sre;im[1] sre;im[0] · · · sre;im[−L+ 2]
...

...
. . .

...

sre;im[N − 1] sre;im[N − 2] · · · sre;im[N − L]

 . (2.20)

Note that the number of required data samples is N +L− 1, where the number of required

feedback samples is N . The index 0 is just defined as the starting time point of the observed

signal block and the negative indexes indicate the samples prior to it. Eq. (2.18) can be further

rewritten as:

vre =
[
η1N×1 SToep,re SToep,im

]
︸ ︷︷ ︸

SLS

h12 (2.21)

where h12 =
[
dre

η ,h1
T ,h2

T
]T

with η a real valued scaling factor for adjusting the condition

number of SLS (see Sec. 2.5.4 and 2.5.5). The LS-estimate of h12 can be obtained by:

ĥ12 = S†LSvre, (2.22)

where the estimates of h1[n], h2[n] and dre can be extracted from ĥ12.

In a similar way, h3[n], h4[n] and dim can be estimated by:

ĥ34 = S†LSvim, (2.23)

where h12 =
[
dim

η ,h3
T ,h4

T
]T

. In practice, we can repeat the estimation with many different

data signal blocks and then average the results to mitigate random estimation error caused by

measurement noise. Compared to the application of very large signal blocks (e.g. N = 10240),

the application of averaging with relatively small signal blocks (e.g. N = 64) may allow simpler

implementation.

2.5.2 Calculation of Pre-equalization Coefficients

After the parameter estimation, the coefficient ζ can be easily calculated from (2.10). Let

Hα(ω) and Hβ(ω) be the DTFTs of hα[n] and hβ [n], which can be obtained using (2.3). We
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define W (ω) := Hβ(ω)/Hα(ω). From (2.3), we have:

W (ω) =
Hβ(ω)

Hα(ω)
=
HTQ(ω)gT ejϕ

T

HTI (ω)
. (2.24)

With (2.13), (2.15) and (2.24), c and hC [n] can be obtained by:

c =
W Im(ω)

WRe(ω)
, hC [n] = F−1

{
1

WRe(ω)

}∣∣∣∣
n−nτ

. (2.25)

Note that (2.24) and (2.25) imply the following linear convolutions:

w[n] ∗ hα[n] = hβ [n], hC [n+ nτ ] ∗ wre[n] = δ[n], (2.26)

with w[n] = F−1 {W (ω)}. Since DTFTs are unavailable in practice, we have to calculate with

DFTs. First, the sequences hα[n] and hβ [n] are zero-padded before their DFTs, Hα[k] and

Hβ [k], are calculated. The number of padded zeros has to be sufficiently large so that the

DFT convolution theorem [92] can be applied to the linear convolutions of (2.26). According

to (2.24), we calculate W [k] = Hβ [k]/Hα[k]. Finally, with WRe [k] = 0.5 (W [k] +W ∗[−k]) and

W Im [k] = −0.5j (W [k]−W ∗[−k]), the desired coefficients are obtained:

c =
1

LF

LF /2−1∑
k=−LF /2

W Im [k]

WRe [k]
, (2.27)

hC [n] = F−1
LF

{
H̊C [k]

}∣∣∣
((n−nτ ))LF

, (2.28)

with H̊C [k] :=
1

WRe [k]
, (2.29)

where LF is the DFT-length. Moreover, the notation (̊•) for H̊C [k] is used to indicate that it is

the transfer function of an anti-causal system. Note that when using DFTs, the linear shift by

nτ in (2.25) corresponds to the circular shift by nτ with block length LF in (2.28). In practice,

small values at the tail of hC [n] can be omitted to reduce its length.

In practice, due to the limited steepness of the transfer function of the RLP filters1, Hα;β [k]

will contain a part of the transition area of the RLPs. Due to the filter attenuation, this part of

Hα;β [k] as well as W [k] may suffer strongly from additive noise. In communication systems, a

GB is usually reserved to avoid the transition area of the RLPs. Thus, when calculating c and

hC [n], this area of W [k] does not need to be taken into account, since they do not affect the

signal transmission. Based on this consideration, we can select a symmetrical frequency index

set Ia with |Ia| = L′, which excludes the DC frequency and the GBs. Afterwards, c and hC [n]

1In the HIL platform in Sec. 2.8, the DACs have internal rate-doubler with digital interpolation filter, so
that the steepness requirement for the RLPs is relaxed. However, even the digital interpolation filter has limited
steepness in the transition frequency area.
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can be calculated by:

c =
1

L′

∑
k∈Ia

W Im [k]

WRe [k]

ĥ
C

=
(
F (Ia,LC)

)†
H̊

C

Ia
,

(2.30)

where H̊
C

Ia
= [H̊C [Ia(1)], . . . , H̊C [Ia(L′)]]T , LC = {N − nτ , . . . , N − 1, 0, 1, . . . , L− nτ − 1}

and hC = [hC [0], . . . , hC [L− 1]]T 1.

2.5.3 Parameter Tracking

The algorithm described in Sec. 2.5.1 and 2.5.2 assumes that the pre-equalizer is not activated

and is only suitable for initial calibration. Now, we develop an algorithm to track the parameter

changes. Since the parameter change is very slow, we divide the time index into intervals, which

should be chosen small enough so that the parameters can be regarded as constant within each

interval and the parameter change between consecutive intervals is very small2. In each new

interval, parameter estimation and coefficient calculation needs only to be carried out once to

enable seamless parameter tracking. We denote the old coefficients (in the previous interval)

with the notation (̃·) and the new parameters (in the current interval) without (̃·), as shown in

Fig. 2.9. To maintain sufficient IRR of the system, the pre-equalization should not be shut off

during the parameter estimation. Thus, the pre-equalization block must be taken into account

in the parameter estimation and coefficient calculation. More concretely, the new coefficients

should be obtained based on the s[n], v[n] and the previous pre-equalization coefficients c̃, h̃C [n]

and ζ̃. Actually, due to the small intervals, the previous and the new coefficients only have very

small difference. However, in the long term, parameter changes can be tracked. Note that ŝ[n]

is not used as reference signal, because the pre-equalization introduces correlation between its

I- and Q-branches and offsets, which can lead to unreliable parameter estimates.

As shown in Fig. 2.10, the equivalent BB models with and without the pre-equalizer can

have the same structure i.e. with four FIR filters. To distinguish both models, we use the

notation ˘(•) for the FIR filters in the model with pre-equalizer, which can be written as:

v[n] =
(
sre[n] ∗ h̆1[n] + sim[n] ∗ h̆2[n]

)
+ j

(
sre[n] ∗ h̆3[n] + sim[n] ∗ h̆4[n]

)
+ d̆

= sre[n] ∗ h̆α[n] + jsim[n] ∗ h̆β [n] + d̆.

(2.31)

1The estimation of hC in (2.30) is based on the observation H̊
C
Ia

= F (Ia,LC)h
C .

2Small in the sense that the calibration at the end of an interval using parameters estimated at the beginning
of this interval has only negligible performance degradation (compared to the beginning of this interval).
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Figure 2.9: Adaptive parameter tracking scheme

Figure 2.10: Equivalent signal models for parameter tracking
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Furthermore, the following relations exist:

h̆α[n] = h̆1[n] + jh̆3[n] = hα[n− nτ ]

h̆β [n] = h̆4[n]− jh̆2[n] = h̃C [n] ∗ hβ [n] + jc̃h̆α[n]

d̆ = ζ̃re

L0−1∑
n=0

hα[n] + jζ̃im

L0−1∑
n=0

hβ [n] + dre + jdim

(2.32)

with hα[n] and hβ [n] defined as in (2.3). With the LS method in section 2.5.1, h̆α[n], h̆β [n] and

d̆ can be estimated. From (2.32), we can compute the following quantities:

hα[n] = h̆α[n+ nτ ],

hθ[n] := h̆C [n] ∗ hβ [n] = h̆β [n]− jc̃h̆α[n].
(2.33)

Let Hθ(ω) and H̃C(ω) be the DTFTs of hθ[n] and h̃C [n], respectively. From (2.33), we have:

Hβ(ω) =
Hθ(ω)

H̃C(ω)
. (2.34)

With (2.34) and (2.24), we obtain

W (ω) =
Hθ(ω)

H̃C(ω)Hα(ω)
. (2.35)

Then, the desired coefficients for I/Q-imbalance compensation can be calculated with (2.25).

In practice, DFT-based methods are used as described in section 2.5.2.

Now, the coefficients for DC-offset compensation should be calculated from d̆. We first aim

at obtaining d = dre + jdim from (2.32). Instead of directly calculating hβ [n], we only have to

calculate
∑L0−1
n=0 hβ [n]. With (2.33), the following relation can be derived:

2L0−1∑
n=0

hθ[n] =

2L0−1∑
n=0

(
h̃C [n] ∗ hβ [n]

)
=

L0−1∑
n=0

hβ [n]

L0−1∑
n=0

h̃C [n],

(2.36)

with which we can compute
∑L0−1
n=0 hβ [n] from hθ[n]. With (2.32) and (2.36), d can be easily

computed:

d = d̆− ζ̃re
L0−1∑
n=0

hα[n]− jζ̃im
∑2L0−1
n=0 hθ[n]∑L0−1
n=0 h̃C [n]

. (2.37)

Then, we will compute ζ with (2.10), which requires the terms
∑L0−1
n=0 h1;2;3;4[n]. While

h1[n] and h3[n] can be directly obtained from hα[n], the terms
∑L0−1
n=0 h2[n] and

∑L0−1
n=0 h4[n]

25



2. SMART-RF CONCEPT FOR CELLULAR MOBILE SYSTEMS

are computed according to (2.3) and (2.36) as:

L0−1∑
n=0

h2[n] = −
Im
{∑2L0−1

n=0 hθ[n]
}

∑L0−1
n=0 h̃C [n]

L0−1∑
n=0

h4[n] =
Re
{∑2L0−1

n=0 hθ[n]
}

∑L0−1
n=0 h̃C [n]

.

(2.38)

Finally, ζ is computed with (2.10) and the new coefficients are fed to the pre-equalization

block. In this way, seamless and simple parameter tracking is realized.

2.5.4 Matrix Condition Improvement for Pilot-Based Estimation

The condition number of matrix SLS in the LSE of (2.22) and (2.23) has significant influence on

the reliability of the parameter estimates, which is crucial for the compensation performance.

Actually, this is a general problem of the LSE. Here, we will analyze this problem in the context

of joint I/Q-imbalance and DC-offset estimation and provide practical solution in this section

and also Sec. 2.5.5.

In the case of pilot-based estimation, the pilot signal can be optimized to achieve the min-

imum condition number of SLS i.e. cond (SLS) = 1. In this case, the columns of SLS are all

orthonormal to each other. Thus, S†LS = STLS. By defining

sssre;im[n] := [sre;im[n], . . . , sre;im[n+N − 1]]
T

, this orthonormality can be expressed as the following four conditions:

sre;im[n]Tsre;im[m] = 0, n,m ∈ [−L+ 1, 0], n 6= m,

sre[n]Tsim[m] = 0,∀n,m ∈ [−L+ 1, 0],

11×Nsre;im[n] = sum(sre;im[n]) = 0, n ∈ [−L+ 1, 0],

||sre;im[n]||2 = ||η1N×1||2 = η
√
N,n ∈ [−L+ 1, 0].

(2.39)

Let s[n],∀n = 0, . . . , N − 1 be the pilot sequence. If a CP of length L− 1 can be attached

to this pilot sequence, the columns sre;im[m],∀m = −L + 1, . . . ,−1 are just the circularly

shifted versions of sre;im[0] by a shift m. This inspires the idea of using sequences with perfect

Periodical-Auto-Correlation-Function (PACF). Since perfect PACF is equivalent to DFT with

constant magnitude, we can construct such sequences easily in the frequency domain. First, we

construct a length-N DFT sequence SP,1[k],∀k = −N2 , . . . , N2 − 1 with |SP,1[k]| = 1,∀k and a

conjugate symmetric structure. Its IDFT is a real valued sequence sP,1[n],∀n = 0, . . . , N − 1

with PACF. Afterwards, we can construct another real valued sequence sP,2[n] = sP,1[((n −
L))N ] and use s[n] = sP,1[n]+ jsP,2[n] as the pilot sequence, which is attached a CP. By setting

η = 1, the columns of SLS consist of 1N×1 and circularly shifted versions of the sequence
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sP,1[n] with 2L different shifts. Due to the PACF of sP,1[n], the first two requirements in (2.39)

are fulfilled. The third requirement of (2.39) implies that sP,1[n] has zero mean. This can be

achieved by setting SP,1[0] = 0. After this modification, the PACF values of sP,1[n] will have a

small offset of − 1
N . Since this offset is relatively small, the first two requirements in (2.39) are

still approximately fulfilled. The fourth requirement in (2.39) can be easily achieved by scaling

sP,1[n] with
√
N .

2.5.5 Matrix Condition Improvement for Semi-Blind Estimation

In the case of semi-blind estimation, the condition number depends on the characteristics of

the communication signal s[n]. In the following, we will first give an analysis of the condition

number according to the signal characteristics and then provide a practical way to solve the

ill-conditioned problem.

Although asymptotic bounds on the eigenvalues and the condition numbers of auto-correlation

matrices were already given in text books e.g. [93], they can not be applied here directly to

analyze SLS, since SLS has a different structure. In the following, we will find out the relation

between the condition number of SLS and the spectral characteristic of s[n]. Furthermore, we

will show that the filter order L plays an important role on the matrix condition.

2.5.5.1 Matrix Condition Analysis

First, we assume that N ≥ 2L+ 1 and denote the 2L+ 1 singular values of SLS as:

σ1 (SLS) ≥ σ2 (SLS) ≥ . . . ≥ σ2L+1 (SLS) , (2.40)

with σm (SLS) ≥ 0,∀m 1. The condition number of SLS can be expressed as:

κ (SLS) =
σ1 (SLS)

σ2L+1 (SLS)
. (2.41)

For further analysis, we define R := 1
NS

H
LSSLS, which is a (2L+ 1)×(2L+ 1) positive semi-

definite symmetric matrix. Let λm (R) ,m = 1, . . . , 2L+1 be the eigenvalues of R in descending

order (w.r.t m). We have λm (R) ∈ R and λm (R) = 1
N σ

2
m (SLS). Thus, the following relation

of condition numbers exists:

κ (R) =
λ1 (R)

λ2L+1 (R)
= κ2 (SLS) , (2.42)

which implies that the condition number of SLS can be revealed by that of R. It will be

shown that using the matrix R favors the condition number analysis based on the statistical

characteristics of s[n], e.g. the Auto-Correlation Function (ACF) of sre;im[n] and the Cross-

Correlation Function (CCF) between sre[n] and sim[n].

1Singular values are non-negative real numbers.
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Now, we rewrite R as following:

R =

 η2 µTsre µTsim
µsre Rsre,sre Rsre,sim

µsim Rsim,sre Rsim,sim

 , (2.43)

where

µsre;im
:=

η

N
[1111×Nsssre;im[0], . . . ,1111×Nsssre;im[−L+ 1]]

T
,

RsΠ,sΛ :=
1

N
STToep,ΠSToep,Λ,∀Π,Λ ∈ {re, im} ,

sssre;im[n] := [sre;im[n], . . . , sre;im[n+N − 1]]
T
.

(2.44)

Note that RsΠ,sΛ ,∀Π,Λ ∈ {re, im}, i.e. Rsre,sre ,Rsim,sim ,Rsre,sim ,Rsim,sre , are Toeplitz

matrices. Specifically, RsΠ,sΠ ,∀Π ∈ {re, im} is a positive semi-definite symmetric Toeplitz

matrix. Assuming s[n] to be a zero-mean Wide-Sense-Stationary (WSS) stochastic process and

N →∞, we have

µsre = µsim = 000L×1,

(RsΠ,sΛ)k,l = RsΠ,sΛ [k − l],∀k, l ∈ [0, L− 1] ,∀Π,Λ ∈ {re, im} ,
(2.45)

where

RsΠ,sΛ [l] := E {sΠ[n]sΛ[n+ l]} ,∀Π,Λ ∈ {re, im} (2.46)

is the correlation function between sΠ[n] and sΛ[n] 1. With (2.45), R can be further rewritten

as:

R =

[
η2 000T2L×1

0002L×1 Ř

]
. (2.47)

where

Ř :=

[
Rsre,sre Rsre,sim

Rsim,sre Rsim,sim

]
. (2.48)

Lemma 1. From (2.47), the set of eigenvalues of R consists of η2 and all eigenvalues of Ř.

The proof of Lemma 1 is given in App. A.2.

Lemma 2. With the following value of η:

η =
1√

2NL

∣∣∣∣ŠLS

∣∣∣∣
F
, (2.49)

1From (2.44), we have (RsΠ,sΛ )k,l = 1
N

∑N−1
n=0 sΠ[n − k]sΛ[n − l]. Here, we assumed that the correlation

functions can be approximated by RsΠ,sΛ [l] = lim
N→∞

1
N

∑N−1
n=0 sΠ[n]sΛ[n+ l].
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we can ensure λ2L

(
Ř
)
≤ η2 ≤ λ1

(
Ř
)

and thus

κ (R) = κ
(
Ř
)

=
λ1

(
Ř
)

λ2L

(
Ř
) , (2.50)

which implies that we just need to concentrate on the condition number analysis of Ř.

The proof of Lemma 2 is given in App. A.3.

Considering that Ř is a symmetric (Hermitian) block matrix with Toeplitz blocks, as defined

in Eq. (4) of [94], the eigenvalue bounds of [94] can be applied. To apply these bounds, we first

define:

Φ́sΠ,sΛ(ω,L) :=

L−1∑
l=−L+1

RsΠ,sΛ [l]e−jωn,∀Π,Λ ∈ {re, im} , (2.51)

Φ́s,s(ω,L) :=

L−1∑
l=−L+1

Rs,s[l]e
−jωn = Φ́sre,sre(ω,L) + Im

{
Φ́sre,sim(ω,L)

}
, (2.52)

with Rs,s[l] := 1
2E {s[n]s∗[n+ l]} the ACF of s[n]. Note that

lim
L→∞

Φ́sΠ,sΛ(ω,L) = ΦsΠ,sΛ(ω),∀Π,Λ ∈ {re, im} ,

lim
L→∞

Φ́s,s(ω,L) = Φs,s(ω),
(2.53)

where ΦsΠ,sΛ(ω),∀Π,Λ ∈ {re, im} and Φs,s(ω,L) are Power Spectral Densities (PSD) as defined

in (A.1.6) of App. A.1. Moreover, we assume that s[n] is a proper stochastic process [95]1.

Thus, the properties of ΦsΠ,sΛ(ω),∀Π,Λ ∈ {re, im} and Φs,s(ω,L) in App. A.1, e.g. (A.1.8),

(A.1.9), (A.1.11), (A.1.12) and (A.1.13) can be applied, which also hold for Φ́sΠ,sΛ(ω,L),∀Π,Λ ∈
{re, im} and Φ́s,s(ω,L)2. According to [94], the eigenvalues of Ř is bounded by:

min
ω
λ2

(
Φ́ΦΦ(ω,L)

)
≤ λm

(
Ř
)
≤ max

ω
λ1

(
Φ́ΦΦ(ω,L)

)
,∀1 ≤ m ≤ 2L, (2.54)

where

Φ́ΦΦ(ω,L) :=

[
Φ́sre,sre(ω,L) Φ́sre,sim(ω,L)

Φ́sim,sre(ω,L) Φ́sim,sim(ω,L)

]
(2.55)

is a 2×2 matrix and λ1;2

(
Φ́ΦΦ(ω,L)

)
are the eigenvalues of Φ́ΦΦ(ω,L). To characterize the eigenvalue

bounds, the characteristics of λ1;2

(
Φ́ΦΦ(ω,L)

)
are desired. From (A.1.9) and (A.1.11) in App.

1Most practical complex-alphabet-based communication signals are approximately proper[96]. Moreover,
according to [97], the baseband representation of a band-pass stationary stochastic process has to be proper.

2Φ́sΠ,sΛ (ω,L) and Φ́s,s(ω,L) can be seen as the DFT of the symmetrically windowed versions of RsΠ,sΛ [l]
and Rs,s[l], respectively. Since the symmetrical windowing does not change the properties from (A.1.1) to

(A.1.5), Φ́sΠ,sΛ (ω,L) and Φ́s,s(ω,L) follow the corresponding properties of ΦsΠ,sΛ (ω) and Φs,s(ω), respectively.
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A.1,

Φ́sim,sre(ω,L) = −Φ́sre,sim(ω,L), (2.56)

which yields

Φ́ΦΦ(ω,L) =

[
Φ́sre,sre(ω,L) Φ́sre,sim(ω,L)

−Φ́sre,sim(ω,L) Φ́sre,sre(ω,L)

]
. (2.57)

From (2.57), the eigenvalues of Φ́ΦΦ(ω,L) can be expressed as:

λ1;2

(
Φ́ΦΦ(ω,L)

)
∈
{

Φ́sre,sre(ω,L)± jΦ́sre,sim(ω,L)
}
. (2.58)

By definition, we have λ1

(
Φ́ΦΦ(ω,L)

)
≥ λ2

(
Φ́ΦΦ(ω,L)

)
. Recalling from App. A.1 that

Φ́sre,sim(ω,L) ∈ I and Φ́sre,sim(−ω,L) = −Φ́sre,sim(ω,L), we obtain

λ1

(
Φ́ΦΦ(ω,L)

)
= Φ́sre,sre(ω,L) +

∣∣∣Φ́sre,sim(ω,L)
∣∣∣ ,

λ2

(
Φ́ΦΦ(ω,L)

)
= Φ́sre,sre(ω,L)−

∣∣∣Φ́sre,sim(ω,L)
∣∣∣ . (2.59)

Finally, combining (A.1.13) in App. A.1 and Eq. (2.54), (2.59), the following eigenvalue

bounds can be derived:

min
ω

Φ́s,s(ω,L) ≤ λm
(
Ř
)
≤ max

ω
Φ́s,s(ω,L), ∀1 ≤ m ≤ 2L. (2.60)

According to (2.50), (2.42) and (2.60), the condition numbers of R and SLS are bounded

by

κ (R) ≤
max
ω

Φ́s,s(ω,L)

min
ω

Φ́s,s(ω,L)
and κ (SLS) ≤

√√√√√max
ω

Φ́s,s(ω,L)

min
ω

Φ́s,s(ω,L)
, (2.61)

respectively. Furthermore, the following equations can be obtained from [94],

lim
L→∞

λ2L

(
Ř
)

= min
ω

Φs,s(ω), lim
L→∞

λ1

(
Ř
)

= max
ω

Φs,s(ω),

lim
L→∞

κ (R) =
max
ω

Φs,s(ω)

min
ω

Φs,s(ω)
, lim

L→∞
κ (SLS) =

√√√√max
ω

Φs,s(ω)

min
ω

Φs,s(ω)
,

(2.62)

which provide the convergence trends of the corresponding eigenvalues and condition numbers.

2.5.5.2 Practical Interpretation of the Condition Number Bound

In practice, if N is large enough, Eq. (2.61) provides an asymptotic bound on the condition

number. From (2.61), we can see that if max
ω

Φ́s,s(ω) = ∞ or min
ω

Φ́s,s(ω) = 0, we may have

κ (SLS)→∞ i.e. R becomes singular. Since practical communication signals have finite PSD,

spectral gaps in the communication signals is the main reason for ill-conditioned data matrix
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in the LSE1. This problem can be interpreted as follows: Within the spectral gaps of the input

signal, no signal components are available for the estimation of the corresponding frequency

components of the desired transfer functions. Thus, the estimation error at these frequency

components can be arbitrarily large. When applying LSE, estimation errors at these frequency

components may propagate to the entire signal band, resulting in severe overall estimation

error.

Interestingly, when L 6= ∞, Φ́s,s(ω,L) (instead of Φs,s(ω)) determines the bound of the

condition number. Actually, Eq. (2.52) can be viewed as the Fourier transform of a windowed

version of the sequence Rs,s[l]. Thus, Φ́s,s(ω) is actually the convolution result of Φs,s(ω) and

the DFT of a length-2L − 1 rectangular window function. Since the DFT of the rectangular

window function is sinc(•) shaped and has relative strong sidelobes, the spectral convolution

results in a slightly spreading of the spectral power of the signal (also called “spectral leakage”).

Thus, the spectral gaps in Φs,s(ω) can be slightly ”filled” by this spreading, resulting in a

reduced condition number (compared to L =∞). The condition number reduction due to this

spreading is dependent on the size of the spectral gaps. Generally, the smaller the spectral

gaps, the stronger the condition number reduction.

Fig. 2.11 shows the condition number as a function of the number of active subbands in an

MB UMTS signal2, where different L values were applied. The MB UMTS signal has a total

BW of 40 MHz, while the BW of each subband is 5 MHz. For illustration, the corresponding

spectra of MB UMTS signals with only one active subband and with 8 active subbands are

shown in Fig. 2.12 and Fig. 2.13, respectively. For the results in Fig. 2.11, N = 4096 was used.

As shown in Fig. 2.11, the higher the number of active subbands, the less spectral gaps there

are in the signal, resulting in a lower condition number. Moreover, the smaller L is, the smaller

the condition number.

Fig. 2.14 shows the condition number as a function of L for different signal types, which have

different amount of spectral gaps. The “RAND” signal is a complex valued random sequence,

which has no spectral gaps. The LTE signal was generated according to the 3GPP standard. It

is an OFDM signal with 20 MHz BW, 30.72 MHz sampling frequency, 2048 subcarriers and CPs

of 144 samples. The corresponding signal spectrum is shown in Fig. 2.15. The relatively large

GB can be regarded as a relatively large spectral gap. The “MB UMTS-F”- and “MB UMTS-

S” signals are those shown in Fig. 2.13 and Fig. 2.12, respectively. For all signals, N = 4096

was used. As shown in Fig. 2.14, the larger the value of L, the higher the condition number.

The increase rate of the condition number differs from signal to signal. Generally, the more

spectral gaps a signal has, the faster the initial condition number increase. Furthermore, the

1In practice, the PSD within the spectral gaps can not be exactly zero. Generally, the closer the PSD in the
spectral gaps to zero, the higher the condition number.

2The active subband indexes are listed as follows: {3} for 1 subband; {−1, 1} for 2 subbands; {−1, 1, 2} for 3
subbands; {−2 : 1 : 2} for 4 subbands; {−2 : 1 : 3} for 5 subbands; {−3 : 1 : 3} for 6 subbands; {−3 : 1 : 4} for 7
subbands; {−4 : 1 : 4} for 8 subbands. Note that even with the same number of active subbands, the variation of
the active subband locations can lead to variation of the condition number, since the effect of spectral spreading
(due to a limited L) would be different.
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Figure 2.11: Condition number as a function of the number of active subbands in an MB UMTS
signal. Different L values were applied. Furthermore, N = 4096.
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Figure 2.12: PSD of a MB UMTS signal where only one subband is active
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Figure 2.13: PSD of a MB UMTS signal where all 8 subbands are active

condition number increase corresponding to the signals with larger spectral gaps, e.g. LTE and

MB UMTS-S, tend to reach saturation with smaller L.

Finally, Fig. 2.16 shows the influence of the block length N on the condition number. As

shown, except for the LTE signal, the influence of N is quite small. Thus, the eigenvalue analysis

results can also be applied for small N values. For the LTE signal, there exists a threshold for

N . When N is below this threshold, the condition number of the LTE signal is even higher

than that of the “MB UMTS-S” signal. The reason was that with such N values, the spectral

power within the GB of the LTE signal was lower than that within the spectral gaps of an MB

UMTS-S signal1.

2.5.5.3 Practical Solution for Ill-Conditioned Problem

Based on the discussion in Sec. 2.5.5.2, the ill-conditioned matrix problem can be generally

solved by refilling the spectral gaps of the Tx signal before it is passed to the DACs or to the

pre-equalizer. It was suggested in [47] to add “artificial” low level white circular noise to the Tx

signal and the feedback signal before the LS estimation is carried out. Note that such “artificial”

noise is not transmitted and is used to obtain a flat frequency response of the pre-equalizer in

the spectral gaps. As a result, the I/Q-imbalance in the spectral gaps remains uncompensated

[2]. Moreover, if the spectral gaps are asymmetric (w.r.t. the DC-frequency), a part of the

I/Q-imbalance within the active signal frequency will remain uncompensated. Based on the

above considerations, we propose an improved approach.

Before the parameter estimation, a power spectrum estimation of the Tx signal is performed,

1For an OFDM signal, the longer the observation length, the more symbol switching there are at each
subcarrier, causing more power leakage. As a result, more sidelobe, i.e. higher power within the GB, can be
observed. Thus, a longer signal block can lead to lower condition number.
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Figure 2.14: Condition number as a function of L. Different signal types were shown. Further-
more, N = 4096.
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Figure 2.15: PSD of an SB LTE signal with BW of 20 MHz, 16 QAM, fs = 30.72 MHz
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Figure 2.16: Condition number as a function of N with L = 16.

which can be efficiently implemented with DFT [98]. From the spectrum estimation, the areas

of spectral gaps in the Tx signal can be identified. Afterwards, a length-N OFDM symbol

is generated and superimposed on the Tx signal. Afterwards, the superimposed Tx signal is

transmitted. This OFDM symbol is called “Super-Imposed Pilot Signal (SIPS)”. The Tx signal

with SIPS will be used as the system input for the LS estimation. The SIPS should only have

spectral components with constant magnitude in the spectral gaps of the Tx signal and can

be easily suppressed by digital filtering at the Rx. A CP is attached to this OFDM symbol to

relax the time synchronization requirement of the feedback signal and maintain its periodicity

after passing through linear systems. The time domain OFDM symbol should be properly

windowed (e.g. with an RC window, see Sec. 3.3) to reduce the out-of-band radiation, which

causes interference to the Tx signal. Moreover, GBs should be reserved between the OFDM

spectrum edges and the Tx signal spectrum edges to further reduce interference. These GBs will

not affect the condition number reduction, since they will be filled by the spectral spreading

(leakage) mentioned in Sec. 2.5.5.3. Fig. 2.17 illustrates the attachment of an SIPS both in

time- and frequency domains.

The power of the SIPS should generally be kept low (compared to the transmitted commu-

nication signal in terms of PSD). We consider the following two application scenario classes:

SB- and MB transmissions (see also Sec. 2.1). In SB scenario, spectral gaps are mainly caused

by GB reservation. In this case, the SIPS power must be kept low to minimize the interference

to adjacent channels. More averaging should be done to reduce noise influence in parameter

estimation. In MB scenario, spectral gaps are mainly caused by temporarily inactive subbands.
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If we assume the inactive subbands are licensed by the BS owner1, the SIPS power can be

higher, since no adjacent channel interference will be generated. To make this solution stan-

dard independent, an algorithm should be developed, which can distinguish different scenarios

from the spectral analysis and adaptively adjust the power level of the SIPS and the averaging

number.

Note that in spite of the above measures, applying SIPS could still cause interference to both

the communication signal the own channel (e.g. due to spectral leakage) and adjacent channels.

Moreover, a tiny amount of Tx power is consumed by transmitting SIPS. However, both the

interference power and the increase of the Tx power consumption are generally very small.

Furthermore, SIPS is only applied when estimation is carried out i.e. in a quite small amount

of time. Anyway, analysis of the its influence on the EVM of the transmitted communication

signals as well as the adjacent channel interference would be an interesting topic, which remains

future work.

Figure 2.17: Illustration of attaching SIPS.

2.5.6 Other Practical Issues

2.5.6.1 Filter Order Estimation

The assumed filter order L of h1 ∼ h4 should be properly determined. Let Lact indicate the

actual filter order of h1 ∼ h4
2. If L < Lact, the LSE suffers from under-parametrization. If

L >> Lact, the computational complexity is unnecessarily increased. Moreover, a larger L may

result in a larger condition number of SLS.

One practical solution is to apply a relatively large L in the initial estimation, where the

optimal sequence in Sec. 2.5.4 is applied. With this sequence and a proper averaging number,

relatively high estimation accuracy can be achieved. The proper filter order can be deter-

mined by omitting the trivial coefficients at the beginning and the tail of the estimated IRs.

Afterwards, this proper filter order is used in the following estimation process.

1Spectrum aggregation is a counter-example.
2From (2.3) and the fact that hTI and hTQ do not differ from each other too much, h1 ∼ h4 generally have

the same order.
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2.5.6.2 Influence of Time Synchronization Error

By choosing L > Lact, the proposed LSE can inherently tolerate time synchronization error

(between the transmitted- and feedback signal blocks) within a certain range. In this case, time

synchronization error within the tolerable range just causes a common shift of the taps in the

estimated IRs 1. According to Eq. (2.24) in Sec. 2.5.2, such a shift has no influence on the

pre-equalization coefficients.

2.5.7 Numerical Results

The effectiveness of the proposed schemes was evaluated by numerical simulations. First, the

I/Q-imbalance and DC offset parameters are modeled as time invariant. The amplitude and

phase imbalance of the MOD are set to be around 2% and 2◦ as in [99], respectively. The

transfer functions of the LPs in the I- and Q-branches have amplitude mismatch of up to 10%

and phase difference of up to 10◦. The higher the frequency, the larger the mismatch values2.

For all the simulations, IRR is used as the evaluation criterion.

Fig. 2.18 compares the cases with no calibration, with a calibration which models the I/Q-

imbalance as frequency non-selective (“MOD cal.”) and the proposed frequency selective I/Q-

imbalance calibration. For simplicity, we first assume no additive noise in the feedback signal.

The Tx signal was a random signal without spectral gaps. As shown, in the case of no cal-

ibration, the IRRs are quite weak, especially at the spectrum edges. This complies with the

filter imbalance parameter setup. For the frequency non-selective calibration, a multiplication

by a coefficient HTI (0)

HTQ (0)gT cosϕT
(can be computed with F

{
hC [n]

}∣∣
0
) is applied instead of the

filtering with hC in Fig. 2.7. Actually, this only compensates for the I/Q-imbalance effect at

the DC frequency. Thus, we can see in Fig. 2.18 that the resulting IRR values remain low

except near f = 0 MHz. Therefore, frequency non-selective calibration is noneffective. For

the frequency selective I/Q-imbalance calibration, different numbers of taps of the calibration

filter hC were applied for the pre-equalization. As shown in Fig. 2.18, the achieved overall IRR

increases significantly as the used tap number of hC becomes sufficient. Thus, a sufficient order

of the calibration filter is necessary for good calibration performance.

Fig. 2.19 shows the IRR with the MB UMTS-F signal from Fig. 2.13 3. For comparison, the

schemes in [2] and [3] are included, which are designated as “Ding” and “Anttila”, respectively,

and can be regarded as “state-of-the-art” schemes4. The additive noise level was −50 dB,

which is defined as 10 log (Pn/Ps) with Pn the additive noise power and Ps the power of the

feedback signal. The signal block length for each estimation was 64. Furthermore, L = 16.

1The IRs h1 ∼ h4 will have the same shift.
2In practice, the mismatch of the RLPs is especially serious near the cutoff frequency of the LPs.
3This signal has very small spectral gaps. Thus, no SIPS is necessary.
4The scheme “Ding” applies the same LS-based estimation of h1 ∼ h4 but uses a more complex compensation

structure, which requires different calculation of the compensation coefficients. The “Anttila” scheme refers to
the WL-LS scheme in [3], which applies a complex-valued LS-based estimation method. In our simulation, the
“Anttila” scheme was extended to allow MOD DC-offset estimation.
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Figure 2.18: Calibration with different filter taps of hC . No additive noise in the feedback path.
Tx signal without spectral gaps.

Both the cases without averaging (i.e. only 1 averaging) and the case with 200 averaging were

applied. As shown, for all schemes, the IRR without averaging is already sufficient (about 60

dB), since this signal allows well-conditioned data matrices (both for the proposed- and the

reference schemes). However, averaging allows the IRR to be further enhanced (due to better

noise mitigation). We can also see that the performance of the proposed scheme is similar to

those of the reference schemes. In the case with 200 averaging, the “Ding” scheme has slightly

lower achievable IRR than the proposed scheme and the “Anttila” scheme. The reason may

be that except for I/Q-imbalance compensation, the “Ding” scheme also tries to compensate

for the influence of h[n] and incurs more noise influence. In Sec. 2.7, we will show that the

proposed scheme requires lower computational complexity either for the parameter estimation

or the pre-equalization.

In the next simulation, the Tx-signal was the LTE signal shown in Sec. 2.5.5.2 (Fig. 2.15).

We first apply N = 64 and an averaging number of 200. As can be seen from Fig. 2.16, with

N = 64, this signal leads to large condition numbers of SLS (due to the relatively large GB).

Thus, SIPS should be applied to refill the signal spectrum as described in Sec. 2.5.5. Since

the SIPS and the Tx signal have complementary spectral occupations, we compare their power

levels in terms of average active PSD, which is defined as Φ̄ = 1
Ωin

∫
ω∈Ωin

Φ(ω)dω with Ωin the

frequency set with active spectral contributions. The additive noise level was −50 dB. Fig. 2.20

shows the resulting IRRs. As shown, when no SIPS was applied, the IRR of both the proposed

scheme and the reference schemes are insufficient (about 40 dB). Especially within GBs, the

IRRs can be even worse than that without calibration. In contrast, when SIPS with a relatively

low power level (−40 dB) is applied to the proposed scheme, reasonable IRR (within the signal

BW) can be achieved. Actually, the proposed SIPS can also be applied to the reference schemes
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Figure 2.19: Calibration with MB UMTS-F signal; L = 16, 10 log (Pn/Ps) = −50dB, N = 64.
“LS” indicates the proposed scheme, while “Ding” and “Anttila” indicate the schemes in [2]
and [3], respectively.

to enhance their performance.

In Fig. 2.16, we can see that for large N , the condition number with the LTE signal becomes

lower. To check the corresponding calibration performance, we carried out the IRR test for the

LTE signal with a large block length N = 64 × 200 = 12800. No averaging was applied. The

IRR results are shown in Fig. 2.21. As shown, with such a large block length, sufficient IRR

(about 60 dB) can be achieved by all schemes without using SIPS. However, we should consider

that such a large block length could lead to a more costly implementation.

The same simulation was carried out with the MB UMTS-S signal in Sec. 2.5.5.2 (shown

in Fig. 2.12), which has very large spectral gaps. The signal block length and the averaging

number were 64 and 200, respectively. From Fig. 2.22, we can see that without SIPS, the

IRRs of the proposed scheme and the reference schemes are insufficient (around 40 dB), while

a sufficient power level of SIPS (−30 dB) allows high overall IRR (above 60 dB) to be achieved

by the proposed scheme. This simulation was also carried out with the large block length

N = 12800 and without averaging. However, unlike the case with the LTE signal, the IRR

results remain similar to those with N = 64. The reason was that with this signal, a large block

size does not lead to a strongly reduced condition number, as shown in Fig. 2.16.

Now, the MOD I/Q-imbalance and DC-offset error parameters are modeled to be slowly

time variant as follows: g(t) = g0 + ∆ge−
t
τ , ϕ(t) = ϕ0 + ∆ϕe−

t
τ and d(t) = d0 + ∆de−

t
τ , where

g0 = 1.02, ϕ0 = 2◦, d0 = 0.09 + j0.04, τ = 20s and ∆g = 0.07,∆ϕ = 3◦,∆d = 0.09 + j0.09.

This models the effect of the parameter drift after system cold start. The LPF parameters are

modeled as time invariant, since they have much smaller variance than the MOD parameters in

practical systems. The following cases are compared via simulation: no calibration, calibration
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Figure 2.20: Calibration with the LTE signal from Fig. 2.15. SIPS with different power levels
were applied. N = 64 with the averaging number 200. Furthermore, L = 16.
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Figure 2.21: Calibration with the LTE signal from Fig. 2.15. SIPS with different power levels
were applied. N = 12800 without averaging. Furthermore, L = 16.
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Figure 2.22: Calibration with the MB UMTS signal from Fig. 2.12, SIPS with different power
levels were applied. N = 64 with the averaging number 200. Furthermore, L = 16.

without parameter tracking (the parameters are only estimated at t = 1 s) and calibration with

tracking (applying the algorithm in Sec. 2.5.3). In the case with tracking, the tracking interval

was 0.6 s. The MB UMTS-F signal was used for estimation with N = 12800 and without

averaging. The additive noise level was −50 dB. Fig. 2.23 shows the simulation results. As

shown, when no tracking is applied, high IRR can only be achieved within a short time period

close to t = 1 s. As the parameter changes, the IRR decreases. In contrast, when tracking is

applied, the achievable IRR remains high over the entire observed time.

Finally, in all the simulations mentioned above, as long as the I/Q-imbalance is sufficiently

compensated for (indicated by sufficiently high IRR), the MOD DC-offset was found almost

completely suppressed. Thus, the proposed scheme is effective both against I/Q-imbalance and

MOD DC-offset.

2.6 Simplified Two-Phase Parameter Estimation

In [38], we have proposed an Iterative Frequency Domain Estimation (IFDE) scheme as an

alternative to the LS-based scheme in Sec. 2.5. The goal of the IFDE was to avoid the ill-

conditioned matrix problem (of LSE) without using SIPS. However, the IFDE scheme requires

quite high computational complexity due to iterative processing. Moreover, in some cases, SIPS

still has to be applied1, which can generate interference. In this section, we propose a simplified

yet effective calibration scheme that is generally free of both SIPS and ill-conditioned matrix

problem.

1When the spectral gaps are symmetrical w.r.t. the DC frequency, no SIPS is required. Otherwise, SIPS is
needed.
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Figure 2.23: Comparison of different cases: 1) No calibration; 2) Calibration and tracking; 3)
Calibration without tracking. IRR is averaged in frequency domain.

Both in Sec. 2.5 and [38], it was assumed that all relevant RF parameters can be time-variant.

In this section, we assume that the transfer functions of the BB LP filters are time-invariant,

which is generally the case in practice. The parameters of MOD I/Q-imbalance and DC-offset

as well as the MOD frequency response are assumed to be slowly time variant. Specifically,

we assume that the variation of the MOD frequency response within the observed BW can be

approximately modeled by a time varying scaling factor. This assumption will be verified by

the HIL experiment results in Sec. 2.8. An example of variation of the MOD frequency response

due to temperature fluctuation is shown in Fig. 2.24.

Different parameter estimation methods are applied for the initial calibration phase and

the parameter tracking phase. In the initial calibration phase, a pilot based frequency domain

estimation is applied. In the tracking phase, a semi-blind LS-based time-domain estimation is

applied. Under the assumption of time-invariant filter imbalance, only the MOD I/Q-imbalance

and DC-offset parameters have to be estimated in the tracking phase.

2.6.1 Pilot-Based Initial Calibration

The initial calibration is based on the BB model in Fig. 2.6. In the initial calibration phase,

dedicated pilot sequences can be used to obtain initial estimation of the I/Q-imbalance and

MOD DC-offset parameters. Since high SNR can be achieved for the feedback signals, we

ignore the additive noise in the following descriptions.
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Figure 2.24: Frequency response of a MOD. Cited from the data sheet of LT5528 1.5 GHz to
2.4 GHz high linearity direct quadrature MOD (Linear Technology).

2.6.1.1 Initial Parameter Estimation

First, a length-N real valued sequence x[n] = F−1
N {X[k]} is constructed withX[k] = X∗[−k],∀ |k| <

N
2 − 1, X[−N2 ] = 1 and

|X[k]| =

1, ∀ − N
2 ≤ k ≤ N

2 − 1, k 6= 0

0, k = 0
(2.63)

where N is an even number.

Afterwards, x[n] is extended with a CP and transmitted through the I-branch. No signal is

transmitted through the Q-branch. According to Fig. 2.6, the I- and Q-branches of the feedback

path will contain the signals yII[n] = x[n] ~N h1[n] + dre and yQI[n] = x[n] ~N h3[n] + dim,

respectively. The DFT of these two signals are YII[k] = X[k]H1[k] + Ndreδ[k] and YQI[k] =

X[k]H3[k] +Ndimδ[k], where H1;3[k] = FN {h1;3[n]} and δ[k] is a unit impulse.

We define R1;3[k] := YII;IQ[k]X∗[k] and can obtain the estimates of H1;3[k] as follows:

Ĥ1;3[k] = R1;3[k],∀ − N

2
≤ k ≤ N

2
− 1, k 6= 0. (2.64)

Note that since X[0] = 0, we have R1;3[0] = 0. Thus, H1;3[0] can not be correctly estimated

by R1;3[0]. We define r1;3[n] = F−1
N {R1;3[k]} and assume the maximum length of h1;3[n] to be
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L. Accordingly, the IR h1;3[n] can be estimated by (see also [41]):

ĥ1;3[n] = r1;3[n] +
1

N − L
L−1∑
l=0

r1;3[l],∀0 ≤ n ≤ L− 1. (2.65)

Now, the same x[n] is extended with a CP and transmitted through the Q-branch. No signal

is transmitted through the I-branch. The I- and Q-branches of the feedback path will contain

the signals yIQ[n] = x[n] ~N h2[n] + dre and yQQ[n] = x[n] ~N h4[n] + dim, respectively. The

IRs h2;4[n] can be estimated similarly to the estimation of h1;3[n].

The MOD DC-offset can be estimated by:

d̂ =
1

2N
[YII[0] + YQI[0] + j (YQI[0] + YQQ[0])] , (2.66)

where YIQ;QQ[k] = FN {yIQ;QQ[n]}.
In practice, due to the limited steepness of the transfer function of the RLP filters (mentioned

in Sec. 2.5.2), H1;2;3;4[k] will contain a part of the transition area of the RLPs. This part of

H1;2;3;4[k] may suffer strongly from additive noise. Thus, as in Sec. 2.5.2, we select a frequency

index set Ia excluding the DC frequency and this area and construct IRs which have the same

frequency response as Ĥ1;2;3;4[k] within Ia. Such IRs are obtained as follows:

ĥi =
(
F (Ia,L)

)†
Ĥi,Ia

, ∀i = 1, 2, 3, 4, (2.67)

where hi = [hi[0], . . . , hi[L− 1]]T , Ĥi = [Ĥi[−N2 ], . . . , Ĥi[
N
2 − 1]]T and L = [0, . . . , L− 1].

2.6.1.2 Calculation of Pre-Equalization Coefficients

Now, we have the estimates d̂, ĥ1;2;3;4[n] and Ĥ1;2;3;4[k],∀k ∈ Ia. The MOD offset compensa-

tion coefficients ζ can be calculated according to Sec. 2.3 using ĥ1;2;3;4[n]. For I/Q-imbalance

compensation, we first calculate W [k] with

W [k] = Ĥβ [k]/Ĥα[k],∀k ∈ Ia,

Ĥα[k] = Ĥ1[k] + jĤ3[k],∀k ∈ Ia,

Ĥβ [k] = Ĥ4[k]− jĤ2[k],∀k ∈ Ia.

(2.68)

Afterwards, c and hC [n] can be calculated as described in Sec. 2.5.2.

2.6.2 Semi-Blind Parameter Tracking

2.6.2.1 Tracking Algorithm

For parameter tracking, the time index is divided into intervals. Similar to Sec. 2.5.3, we denote

the coefficients from the previous interval with the notation (̃·). To maintain sufficient IRR of
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the system, the parameter tracking should be carried out without interrupting the ongoing

pre-equalization. Fig. 2.25 illustrates the system model which includes the pre-equalization

with the previous coefficients. Since we assume that the MOD FR only varies with a time

varying scaling factor, we denote the IR of the BB equivalent RF block to be χh[n], where χ is

assumed to be different from interval to interval. For the first tracking interval after the initial

calibration, we set χ̃ = 1.

Figure 2.25: Baseband signal model with pre-equalization

By assuming perfect initial parameter estimation and pre-equalization coefficient calculation,

we have:

hC [n] =
1

g̃T cos ϕ̃T
h̄C [n], (2.69)

with

h̄C [n] := F−1

{
HTI (ω)

HTQ(ω)

}∣∣∣∣
n−nτ

, (2.70)

where nτ is length of the IR part of (2.69) at negative indices. With (2.69) and (2.70), the

signal model of Fig. 2.25 can be transformed into that of Fig. 2.26.

Figure 2.26: Equivalent baseband signal model with pre-equalization

In Fig. 2.26, the following relation exists:

d̄ = ζ̃re

L−1∑
n=0

hα[n] + jζ̃im

L−1∑
n=0

hβ [n] + d, (2.71)
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where unlike (2.3),

hα[n] = hTI [n] ∗ h[n]χ,

hβ [n] = gT ejϕ
T

hTQ [n] ∗ h[n]χ.
(2.72)

Note that at the moment of the parameter tracking, we have the following parameters and

coefficients available:

ϕ̃T = arctan c̃

h̃α[n] = hTI [n] ∗ h[n]χ̃,

h̃β [n] = g̃T ejϕ̃
T

hTQ [n] ∗ h[n]χ̃

(2.73)

as well as χ̃, c̃ and h̃C [n]. Our goal is to calculate the following new pre-equalization coefficients

c = tanϕT ,

hC [n] =
1

gT cosϕT
h̄C [n]

(2.74)

from the communication signal s[n], the feedback signal v[n] and the known parameters and

coefficients. To achieve this goal, we first express the relation between the input and feedback

signals as:

v[n] = (sre[n] + sim[n] (ϑ1 + jϑ2)) ∗ h̄[n]χ+ d̄

= sre[n] ∗ h̄[n]χ+ jsim[n] ∗ h̄[n]χK1 + d̄,
(2.75)

where

ϑ1 := c̃− gT sinϕT

g̃T cos ϕ̃T
, ϑ1 ∈ R

ϑ2 :=
gT cosϕT

g̃T cos ϕ̃T
, ϑ2 ∈ R

K1 :=
gT ejϕ

T

g̃T cos ϕ̃T
− jc̃ = ϑ2 − jϑ1,

h̄[n] := hTI [n] ∗ h[n].

(2.76)

Note that h̄[n] can be calculated by h̃α[n]
χ̃ . We further define

v[n] := [v[n], . . . , v[N + n− 1]]
T
,

s̄1[n] := sre[n] ∗ h̄[n],

s̄2[n] := sim[n] ∗ h̄[n],

s̄1;2[n] := [s̄1;2[n], . . . , s̄1;2[N + n− 1]]
T
.

(2.77)
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With (2.77), (2.75) can be extended to the following matrix equation:

v[n] = [η1N×1, s̄1[n], s̄2[n]]︸ ︷︷ ︸
Γ̄


d̄
η

χ

jχK1


︸ ︷︷ ︸

p

, (2.78)

where N is the observation block length and η ∈ R+ is a scaling factor to improve the condition

number of Γ̄ (see Sec. 2.6.2.2). The vector p can be estimated by:

p̂ =
(
Γ̄
)†
v[n]. (2.79)

From p, the parameters χ,K1 and d̄ can be easily extracted. Now, we can obtain:

ϑ1 = Im {−K1} ,
ϑ2 = Re {K1} .

(2.80)

According to (2.76), we obtain the following desired coefficients:

c = (c̃− ϑ1)ϑ−1
2 ,

hC [n] = h̃C [n]ϑ−1
2 .

(2.81)

From (2.71), if we can compute hα[n] and hβ [n], we can obtain d and further calculate the

new MOD DC-offset compensation parameters ζ. From (2.72), (2.73) and (2.76), we can obtain:

hα[n] = h̃α[n]
χ

χ̃
,

hβ [n] = h̃β [n]

(
ϑ2 + j (c̃− ϑ1)

1 + jc̃

)(
χ

χ̃

)
.

(2.82)

With (2.71) and (2.82), d can be obtained by:

d = d̄− ζ̃re
L−1∑
n=0

hα[n]− jζ̃im
L−1∑
n=0

hβ [n]. (2.83)

Afterwards, ζ can be calculated as in Sec. 2.3.

2.6.2.2 Matrix Condition Analysis

The key step of the parameter tracking is the LSE of the parameters with (2.79). In practice,

additive noise exists. Thus, similar to the LSE in Sec. 2.5, the condition number of Γ̄ is crucial

for the estimation quality. The lower the condition number, the less the noise amplification in

the estimates. In this section, we will analyze the condition number of Γ̄.
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The condition number of Γ̄ can be expressed as:

κ
(
Γ̄
)

=
σ1

(
Γ̄
)

σ3

(
Γ̄
) , (2.84)

where σm,m = 1, 2, 3 is the mth singular value of Γ̄ in descending order 1.

Now, we define Θ := 1
N Γ̄

H
Γ̄, whose eigenvalues are λm (Θ) = 1

N σ
2
m

(
Γ̄
)
,m = 1, 2, 3. Thus,

the condition number of Θ is

κ (Θ) =
σ2

1

(
Γ̄
)

σ2
3

(
Γ̄
) (2.85)

and we have

κ
(
Γ̄
)

=
√
κ (Θ). (2.86)

This indicates that if we know the condition number of Θ, we know that of Γ̄. The matrix

Θ can be written as:

Θ =
1

N

 Nη2 η
∑N−1
n=0 s̄1[n] η

∑N−1
n=0 s̄2[n]

η
∑N−1
n=0 s̄

∗
1[n]

∑N−1
n=0 |s̄1[n]|2 ∑N−1

n=0 s̄
∗
1[n]s̄2[n]

η
∑N−1
n=0 s̄

∗
2[n]

∑N−1
n=0 s̄1[n]s̄∗2[n]

∑N−1
n=0 |s̄2[n]|2

 , (2.87)

When N →∞, Θ can be rewritten as:

Θ =

 η2 ηµs̄1 ηµs̄2

ηµs̄∗1 Rs̄1,s̄1 [0] Rs̄2,s̄1 [0]

ηµs̄∗2 Rs̄1,s̄2 [0] Rs̄2,s̄2 [0]

 , (2.88)

where

Rs̄x,s̄y [l] := E
{
s̄x[n]s̄∗y[n+ l]

}
,∀x, y ∈ {1, 2} (2.89)

is a correlation function and µx indicates the mean value of x. Now, we recall the proper WSS

assumption of s[n] (see Sec. 2.5.5.1 and App. A.1) and the corresponding properties:

Rsre,sre [l] = Rsim,sim [l],

Rsre,sim [−l] = −Rsre,sim [l],

Rsre,sim [0] = 0.

(2.90)

According to [93], the following relations exist:

Rs̄1,s̄1 [l] = h̄[l] ∗ h̄∗[−l] ∗Rsre,sre [l],

Rs̄2,s̄2 [l] = h̄[l] ∗ h̄∗[−l] ∗Rsim,sim [l].
(2.91)

1Γ̄ has rank 3
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With (2.90) and (2.91), we can obtain:

Rs̄1,s̄1 [l] = Rs̄2,s̄2 [l]. (2.92)

We can further show that (see App. A.4):

Rs̄1,s̄2 [l] = h̄[l] ∗ h̄∗[−l] ∗Rsre,sim [l]. (2.93)

With (2.93) and (2.90), we can prove that (see App. A.5)

Rs̄1,s̄2 [−l] = −R∗s̄1,s̄2 [l], (2.94)

which implies Rs̄1s̄2 [0] = 0. Furthermore, according to [97], Rs̄2s̄1 [0] = R∗s̄1s̄2 [0] = 0.

Recalling the zero-mean assumption of s[n], we have:

µs̄1 = µs̄2 = µs̄∗1 = µs̄∗2 = 0. (2.95)

By denoting P := Rs̄1,s̄1 [0] = Rs̄2,s̄2 [0] and assuming that we can choose η2 = P , the matrix

(2.88) becomes:

Θ =

P 0 0

0 P 0

0 0 P

 , (2.96)

which has the eigenvalues λm = P,m = 1, 2, 3. Thus, we have

limN→∞κ (Θ) = 1, and limN→∞κ
(
Γ̄
)

= 1, (2.97)

which means that if the observed signal block for the estimation in (2.79) is long enough, the

condition number of Γ̄ would be close to 1. Thus, the LSE of (2.79) will provide good estimation

quality.

2.6.2.3 Performance Analysis Considering Time Synchronization Error

Although the LSE (2.79) is well-conditioned according to Sec. 2.6.2.2, it can be seen from (2.75)

and (2.78) that the LSE may be sensitive to misalignment between the signal samples v[n] and

s1;2[n]. This can probably be caused by time synchronization error. In this section, we will

analyze the influence of time synchronization error based on the statistical characteristics of

s[n]. Let ς be the number of misaligned samples, (2.78) changes to:

v[n+ ς] = Γ̄ςp (2.98)

with

Γ̄ς = [η1N×1, s̄1[n+ ς], s̄2[n+ ς]] . (2.99)
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Accordingly, the estimation of (2.79) changes to:

p̂ =
(
Γ̄
)†
v[n+ ς]

=
(
Γ̄
H

Γ̄
)−1

Γ̄
H

Γ̄ςp.
(2.100)

From Sec. 2.6.2.2, we have Θ = 1
N Γ̄

H
Γ̄. We further define Q := 1

N Γ̄
H

Γ̄ς . When N → ∞,

we have

Q =

 η2 ηµs̄1 ηµs̄2

ηµs̄∗1 Rs̄1,s̄1 [−ς] Rs̄2,s̄1 [−ς]
ηµs̄∗2 Rs̄1,s̄2 [−ς] Rs̄2,s̄2 [−ς]

 . (2.101)

If s[n] is proper, we have

Rs̄1,s̄1 [l] = Rs̄2,s̄2 [l] (see (2.92)) (2.102)

Rs̄2,s̄1 [l] = −Rs̄1,s̄2 [l] (see the proof in App. A.6). (2.103)

With (2.102), (2.103) and the zero mean assumption of s[n], Q can be rewritten as:

Q =

η
2 0 0

0 Rs̄1,s̄1 [−ς] −Rs̄1,s̄2 [−ς]
0 Rs̄1,s̄2 [−ς] Rs̄1,s̄1 [−ς]

 . (2.104)

With (2.96), (2.104) and (2.78), the estimation of (2.100) becomes:

p̂ = Θ−1Qp

=

P 0 0

0 P 0

0 0 P


−1

×

P 0 0

0 ρ −θ
0 θ ρ

×


d̄
η

χ

jχK1

 =


d̄
η

χ(ρ−jθK1)
P

χ(θ+jρK1)
P

 . (2.105)

where ρ := Rs̄1,s̄1 [−ς] = Rs̄2,s̄2 [−ς], θ = Rs̄1,s̄2 [−ς] = −Rs̄2,s̄1 [−ς]. For simplicity of analysis,

we assume ρ, θ ∈ R1. From (2.105), we can see that time synchronization error only affects the

estimation of χ and K1, which can be written as:

χ̂ = χ
(ρ− jθK1)

P
, (2.106)

K̂1 =
(p̂)3

j (p̂)2

= K1

(
θ

K1ρ
+ j
)

(
K1θ
ρ + j

) . (2.107)

1From (2.91) and (2.93), we can see that ρ, θ ∈ R when h[l] ∗ h∗[−l] ∈ R. According to (2.76), h̄[n] :=
hTI [n] ∗ h[n]. In practice, the FR of h[n] (can be regarded as a joint effect of the FRs of the MOD and the
feedback path) is very flat. Thus, the IR h[n] can be approximated by a one tap filter h[n] = Ghδ[n], Gh ∈ C.
Accordingly, h[l] ∗ h∗[−l] ≈ |Gh|2hTI [l] ∗ hTI [−l] ∈ R.
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While χ is important for the compensation of MOD DC-offset, K1 is crucial for I/Q-imbalance

compensation. The estimate of (2.106) is perfect when θ → 0, ρ → P , while the estimate of

(2.107) is perfect when θ → 0, ρ 6= 0. Otherwise, scaled versions1 of the original parameters

are obtained. Generally, the closer the values of θ and ρ to 0 and P , respectively, the better

the estimation. Interestingly, we notice that the estimation of K1 may be much less affected

by time synchronization error than that of χ. The reason is that with practical I/Q-imbalance

parameters, K1 is very close to one2. Thus, the scaling factor of K1 in (2.107) can also be

close to one. For further analysis, we calculate the normalized estimation MSE of χ and K1 as

follows:

MSEχ =

∣∣∣∣ χ̂− χχ
∣∣∣∣2 =

∣∣∣∣( ρP − 1
)
− jK1

θ

P

∣∣∣∣2 ,
MSEK1

=

∣∣∣∣∣K̂1 −K1

K1

∣∣∣∣∣
2

=

∣∣∣∣∣∣ (1−K2
1 ) θρ

K1

(
θ
ρK1 + j

)
∣∣∣∣∣∣
2

.

(2.108)

Note that in the reality, no signal is perfectly proper. As will be shown, the tracking

performance with time synchronization error is very sensitive to improperness. Thus, improper

signals should also be taken into account in our analysis3. For improper signals, (2.102),

(2.103) can not be fulfilled anymore, which stem from (A.1.3) and (A.1.4). As a result, the

Complementary Auto-Correlation Function (CACF) is not zero.

In practice, signals that have no intersection of active frequency bands with their images can

be regarded as quasi proper4. In contrast, signals that have intersections of active frequency

bands with their images are generally improper. For improper signals, we still assume circularity

i.e. Rsre,sre [0] = Rsim,sim [0] and Rsre,sim [0] = Rsim,sre [0] = 05.

Considering improper signals, (2.105) should be rewritten as:

p̂ = Θ−1Qp

=

P 0 0

0 P 0

0 0 P


−1

×

P 0 0

0 ρ −θ
0 θ′ ρ′

×


d̄
η

χ

jχK1

 =


d̄
η

χ(ρ−jθK1)
P

χ(θ′+jρ′K1)
P

 , (2.109)

1The scaling factors are generally complex valued.
2In practice, gT is close to 1 while ϕT is close to 0. Moreover, we assume the parameter changes from one

tracking interval to another is very small. Thus, according to the definition in (2.76), K1 is close to 1.
3In contrast, the condition number analysis in Sec. 2.5.5.1, Sec. 2.6.2.2 and Sec. 2.6.2.5 are much less

sensitive to improperness. While the condition number only affects the noise influence on the estimation, the
time synchronization error causes model mismatch.

4Let FD and FI be the sets of active frequency bands of a signal and its image, respectively. Properness can
be fulfilled when FD ∩ FI = ∅. One example is a single side band signal. Another example is an MB UMTS
signal with the +pth- and −qth subbands active, where p, q > 0 and p 6= q. However, due to effects e.g. spectral
leakage, the PSD in the inactive frequency bands can not be exactly zero. Thus, the properness of such signals
is not perfect.

5Circularity is a subordinate property of properness [48].
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where ρ := Rs̄1,s̄1 [−ς], ρ′ = Rs̄2,s̄2 [−ς], θ := Rs̄2,s̄1 [−ς] = Rs̄1,s̄2 [ς], θ′ = Rs̄1,s̄2 [−ς]1. We assume

ρ, ρ′, θ, θ′ ∈ R. Accordingly, the estimates and the normalized MSE of χ and K1 become:

χ̂′ = χ
(ρ− jθK1)

P
,

K̂1
′

= K1

(
θ′

K1ρ
+ j ρ

′

ρ

)
(
K1θ
ρ + j

) ,

MSE ′χ =

∣∣∣∣( ρP − 1
)
− jK1

θ

P

∣∣∣∣2 ,
MSE ′K1

=

∣∣∣∣−jυ + j(1−K1)υre + (1−K2
1 )θ

K1(θK1 + jρ)

∣∣∣∣2 =

∣∣∣∣∣∣
−jυ
ρ + j(1−K1)υre

ρ + (1−K2
1 ) θρ

K1

(
θ
ρK1 + j

)
∣∣∣∣∣∣
2

,

(2.110)

where υ = (ρ− ρ′) + j(θ′ − θ) = Rs̄,s̄∗ [−ς] with Rs̄,s̄∗ [l] = h̄[l] ∗ h̄∗[−l] ∗Rs,s∗ [l] and Rs,s∗ [l] the

CACF of s[n]. Note that MSE ′χ = MSEχ. Moreover, MSE ′K1
→ MSEK1

when υ → 0.

Eq. (2.108) and (2.110) show that the estimation MSE of χ and K1 are determined by

the values of θ, ρ, θ′ as well as υ. These values are mainly dependent on the PSD of s[n]2.

Generally, the larger amount of spectral gaps a signal has, the larger |ρ| tends to be. With

the same amount of spectral gaps, the stronger the symmetric part of the PSD3, the larger

|ρ| becomes. Since improper signals probably have stronger symmetric PSD parts than proper

signals, they tend to have larger |ρ|. Furthermore, signals with stronger symmetric PSD parts

tend to have smaller |θ| and |θ′| values. But the |υ| value of such signals tend to be larger.

Fig. 2.27 illustrates the MSE of χ (for both proper and improper signals) as a function of

both ρ
P and θ

P . The applied value K1 = 0.9999 − 0.0001j stems from the parameters g̃T =

1.02, ϕ̃T = 2◦, gT = 1.0199 and ϕT = 1.9945◦, which are extracted from the tracking simulation

in Sec. 2.5.7. As shown, except for ρ
P close to 1 and θ

P close to zero (both simultaneously), the

MSE is quite high. Thus, the estimation of χ is quite sensitive to time synchronization error.

Fig. 2.28 illustrates the MSE of K1 as a function of θρ for both proper and improper signals.

As shown, the MSE of proper signals is generally very small. The reason is that the value
1−K2

1

K1
is very small, which dominates the MSE value (see (2.108)). In contrast, the MSE of

improper signals is much higher. The reason is that with realistic improper signals, we have

|υ| � |(1 −K1)υre| and |υ| � |(1 −K2
1 )θ|. Thus, υ is the dominating factor of the MSE (see

1Note that Θ = diag {[P, P, P ]} is only true when s[n] is proper or h̄[n] is a single tap filter. Anyway, with
realistic circular signals, Θ can still be approximated by diag {[P, P, P ]}. This approximation is used here for
simplicity.

2Actually, they also depend on the FR of ¯h[n]. However, since this FR is generally quite flat, we ignore its
influence.

3The PSD can generally be decomposed into a symmetric part and an anti-symmetric part. While
the symmetric part is the DTFT of Rsre,sre [l] + Rsim,sim [l], the anti-symmetric part is the DTFT of
j (Rsre,sim [l]−Rsim,sre [l]). For the quasi-proper signals mentioned before, the symmetric- and anti-symmetric
PSD parts are almost equally strong.
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(2.110)). It can be seen that another dominant factor is ρ1. Moreover, in the region θ
ρ < 1,

the MSE of K1 is almost independent from θ
ρ . Note that for the results in Fig. 2.28 and the

following two figures, we have assumed θ
ρ > 0 (for improper signals also θ > 0, ρ > 0) for

simplicity. However, App. A.7 shows that the signs of θ and ρ has only negligible influence on

the MSE of K1.

Fig. 2.29 further shows the MSE of K1 as a function of
∣∣ υ

2P

∣∣, which is the magnitude of the

normalized CACF
Rs,s∗ [−ς]
jRs,s[0] . This figure shows that for very small |υ| (|υ| < 0.0025), all variables

θ
ρ , ρ and |υ| have strong influence on the MSE of K1. However, for larger |υ| (|υ| > 0.0025),

the MSE of K1 is mainly determined by ρ and |υ|, while θ
ρ has almost no influence. Note that

for simplicity of illustration, we have assumed υre = υim. However, App. A.7 will show that for

a fixed |υ|, the variation of υre and υim has only negligible effect on the MSE of K1.
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Figure 2.27: Theoretical normalized estimation MSE of χ as functions of θ
P and ρ

P for both
proper and improper signals. K1 = 0.9999− 0.0001j.

The illustrations above assume that K1 is very close to 1. Now, we investigate the influence

of different K1 values on the estimation MSE of K1. Fig. 2.30 illustrates the MSE as a function

of |K1| for both proper and improper signals. As shown, for proper signals, minimums of MSE

can be observed when K1 is close to 1. The larger the deviation of K1 from 1, the higher the

MSE. In contrast, for improper signals, the MSE is much less sensitive to K1 except for the

case with both large θ and large ρ. Note that for improper signals, large θ is of low probability.

The dependence of MSE of K1 on the value of K1 helps to analyze the error propagation

across successive tracking intervals. Generally, if no time synchronization error is present, the

proposed tracking algorithm is free of error propagation2. In the case with time synchronization

1The value of ρ affects the denominator of the expression of MSE ′K1
in (2.110).

2This will be verified in Sec. 2.6.3.
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Figure 2.28: Theoretical normalized estimation MSE of K1 as a function of θ
ρ for both proper

and improper signals. K1 = 0.9999− 0.0001j, υ
2P = 0.0075 + 0.0075j.

0 0.005 0.01 0.015
10

−12

10
−10

10
−8

10
−6

10
−4

10
−2

10
0

| υ
2P |

M
S
E

o
f
K

1

 

 

θ/P=0.01,ρ/P=0.1
θ/P=0.09,ρ/P=0.9
θ/P=0.001,ρ/P=0.1
θ/P=0.009,ρ/P=0.9

Figure 2.29: Theoretical normalized estimation MSE of K1 as a function of
∣∣ υ

2P

∣∣ i.e.
∣∣∣Rs,s∗ [−ς]
Rs,s[0]

∣∣∣
for improper signals. For simplicity, we assume υre = υim. K1 = 0.9999− 0.0001j
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error, the estimation error of K1 causes estimation error of c. From (2.76), estimation errors of

c can probably increase the deviation of |K1| from 1. For proper signals, such deviation of |K1|
will in turn, deteriorate the estimation of c of the next tracking interval. This forms an error

propagation cycle. Thus, as long as time synchronization is present, the tracking performance

(i.e. IRR) can degrade from one tracking interval to another. According to Fig. 2.28, the higher

the value of θ
ρ , the stronger the performance degradation1. In contrast, for improper signals,

the MSE of K1 is insensitive to the value of K1. Thus, the effect of error propagation is much

weaker.
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Figure 2.30: Theoretical normalized estimation MSE of K1 as a function of |K1| for both proper
and improper signals. Im {K1} was fixed to 0.0001. υ

2P = 0.0075 + 0.0075j

2.6.2.4 Extension for Tolerance of Time Synchronization Error

In this section, we extend the proposed tracking algorithm for the toleration of time synchro-

nization errors within a certain range. First, the multiplications with χ and χK1 in the second

line of Eq. (2.75) can be equivalently written as convolutions in the following equation:

v[n− nw] = s̄1[n] ∗ (χδ[n− nw]) + s̄2[n] ∗ (jχK1δ[n− nw]) + d, (2.111)

where δ[n] is the unit-impulse function and nw is a time index shift, which should be chosen

according to the desired tolerable range of the time synchronization error (will be shown later).

We further define J := 2nw − 1. By applying the definitions in (2.77) and considering a

1Note that the MSE in Fig. 2.28 assumes that no timing synchronization was present in the previous tracking
interval, allowing perfect estimation of c̃.
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misalignment of ς in v[n], Eq. (2.111) can be rewritten into the following matrix form:

v[n+ ς] =
[
η1N×1, S̄

Ext
1,J [n], S̄

Ext
2,J [n]

]
︸ ︷︷ ︸

Γ̄Ext
J


d
η

χΞJ,ς

jχK1ΞJ,ς


︸ ︷︷ ︸

pExt

, (2.112)

where

S̄
Ext
1;2,J [n] = [s̄1;2[n+ nw − 1], . . . , s̄1;2[n], . . . , s̄1;2[n− nw + 1]]︸ ︷︷ ︸

N×J Toeplitz matrix

ΞJ,ς =
[
01×(nw−ς−1), 1,01×(nw+ς−1)

]T︸ ︷︷ ︸
J×1 column vector with the(nw−ς)th element equal to 1

.
(2.113)

Now, pExt can be estimated by

p̂Ext =
(
Γ̄

Ext
J

)†
v[n+ ς]. (2.114)

The estimates of the desired parameters χ, jχK1 and d can be obtained by extracting the

three elements of p̂Ext with the largest magnitudes. By applying such an estimation, time

synchronization errors up to ς = ±(nw − 1) = ±J−1
2 can be tolerated, which just result in

position variation of the parameters χ and jχK1 within p̂Ext.

2.6.2.5 Matrix Condition Analysis After Extension

Now, we analyze the condition number of Γ̄
Ext
J . Similar to the analysis in Sec. 2.5.5 and 2.6.2.2,

we first define

ΘExt :=
1

N

(
Γ̄

Ext
J

)H
Γ̄

Ext
J ,

=

 η2 ηµHs̄1 ηµHs̄2
ηµs̄1 Θs̄1,s̄1 Θs̄1,s̄2

ηµs̄2 Θs̄2,s̄1 Θs̄2,s̄2

 , (2.115)

where

µs̄1;2
:=

η

N

(
S̄

Ext
1;2,J [n]

)H
111N×1, (2.116)

Θs̄x,s̄y :=
1

N

(
S̄

Ext
x,J [n]

)H
S̄

Ext
y,J [n],∀x, y ∈ {1, 2} . (2.117)

According to Sec. 2.5.5 and 2.6.2.2, we have the following relation of condition numbers:

κ
(
ΘExt

)
= κ2

(
Γ̄

Ext
J

)
. (2.118)
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When N →∞, the assumption on zero-mean WSS s[n] yields

µs̄1;2
= 000J×1,(

Θs̄x,s̄y

)
k,l

= Rs̄x,s̄y [k − l],∀k, l ∈ [0, J − 1] ,∀x, y ∈ {1, 2} .
(2.119)

Moreover, η should be chosen as

η =
1√

2NJ

∣∣∣∣∣∣[S̄Ext
1,J [n], S̄

Ext
2,J [n]

]∣∣∣∣∣∣
F
, (2.120)

so that the condition number of ΘExt can be determined by1

[
Θs̄1,s̄1 Θs̄1,s̄2

Θs̄2,s̄1 Θs̄2,s̄2

]
. (2.121)

We further define

Φ́s̄x,s̄y (ω, J) :=

J−1∑
l=−J+1

Rs̄x,s̄y [l]e−jωn,∀x, y ∈ {1, 2} . (2.122)

From (2.51), (2.91) and (2.93), we can see that

Φ́s̄1,s̄1(ω, J) =
∣∣H̄(ω)

∣∣2 Φ́sre,sre(ω, J),

Φ́s̄2,s̄2(ω, J) =
∣∣H̄(ω)

∣∣2 Φ́sim,sim(ω, J),

Φ́s̄1,s̄2(ω, J) =
∣∣H̄(ω)

∣∣2 Φ́sre,sim(ω, J).

(2.123)

Following the derivation procedure from (2.55) to (2.61), we can obtain the following eigen-

value bounds:

min
ω

Φ́s̄,s̄(ω, J) ≤ λm
(
ΘExt

)
≤ max

ω
Φ́s̄,s̄(ω, J), ∀1 ≤ m ≤ 2J, (2.124)

where

Φ́s̄,s̄(ω, J) := Φ́s̄1,s̄1(ω, J) + Im
{

Φ́s̄1,s̄2(ω, J)
}
. (2.125)

Moreover, the condition numbers of ΘExt and Γ̄
Ext
J are bounded by

κ
(
ΘExt

)
≤

max
ω

Φ́s̄,s̄(ω, J)

min
ω

Φ́s̄,s̄(ω, J)
, and κ

(
Γ̄

Ext
J

)
≤

√√√√√max
ω

Φ́s̄,s̄(ω, J)

min
ω

Φ́s̄,s̄(ω, J)
, (2.126)

respectively.

1Please refer to App. A.3 for explanation.
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With (2.122), (2.123), (2.125) and (2.52), we obtain

Φ́s̄,s̄(ω, J) =
∣∣H̄(ω)

∣∣2 Φ́s,s(ω, J). (2.127)

Considering that
∣∣H̄(ω)

∣∣2 has a relatively flat shape, the condition number bounds are

mainly determined by Φ́s,s(ω, J) i.e. the spectral characteristics of s[n] and the Toeplitz exten-

sion size J . This is similar to the case in Sec. 2.5.5.

Similar to Fig. 2.11, Fig. 2.31 shows the condition number as a function of the number of

active subbands in an MB UMTS signal, where different J values were applied1. As shown,

the condition number remains very low with J = 1. In the case with relatively small number

of active subbands (e.g. 1 ∼ 4), a small increase in J can already lead to a strong increase of

the condition number. Compared to Fig. 2.11, as the number of active subbands increases, the

condition number decrease (with J = 3 or J = 5) is much faster. The reason is that the J

values are small.
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Figure 2.31: Condition number as a function of the number of active subbands in an MB UMTS
signal. Different Toeplitz extension sizes are compared. N = 4096.

Fig. 2.32 shows the condition number as a function of J for different signal types. As shown,

the larger the value of J , the higher the condition number. The increase rate of the condition

number differs from signal to signal.

1The maximum time synchronization errors that can be tolerated with J = 1, 3, 5 are ±0,±1,±2, respec-
tively.
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Figure 2.32: Condition number as a function of the Toeplitz extension. Different signals are
compared. N = 4096.

2.6.3 Numerical Simulation Results

In the simulation, the I/Q-imbalance and DC offset error parameters are modeled as time

variant. The parameter values and the variation pattern are the same as in the tracking test of

Sec. 2.5.7. A similar variation pattern is applied for χ. In all following simulations, the additive

noise level 10 log (Pn/Ps) = −50 dB was applied. For the initial calibration, pilot sequences

of length 256 were applied. The averaging number was 200. For the tracking, we first use

the three signal types in Sec. 2.5.7, i.e. LTE, MB UMTS-F and MB UMTS-S, for parameter

estimation. More signal types will be used, when time synchronization error is encountered.

The used number of samples for tracking will be specified in the description of each result. For

simplicity, no averaging was applied.

First, we investigate the calibration performance with perfect time synchronization. Fig. 2.33

shows the IRR of the simplified scheme with the MB UMTS-S signal, which has the largest

spectral gap and can cause severe ill-conditioned matrix problem in the LSE. The used signal

block length was 2048. The tracking interval was 0.2 s. As shown, in spite of the large spectral

gaps of the MB UMTS-S signal, relatively high IRR can be achieved by the simplified scheme

both at the initial calibration phase and at the tracking phase. For performance comparison,

we recall the results in Sec. 2.5.7 (see Fig. 2.22). As reported in Sec. 2.5.7, with such a transmit

signal, the LS-based scheme and the schemes in [2] and [3] have bad performance even when a

very large signal block (12800 samples) is applied.

Fig. 2.34 and 2.35 show the IRR as a function of time. The following cases are compared:

no calibration, calibration without parameter tracking (the parameters are only estimated at
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t = 1 s with the scheme in Sec. 2.6.1.), calibration with tracking applying LSE, calibration

with tracking applying IFDE [38] and calibration with tracking applying the simplified scheme.

While the LTE signal is applied in Fig. 2.34, the MB UMTS-S signal is applied in Fig. 2.35.

In all cases, no SIPS is applied. The number of samples used was 12800. The tracking interval

was 0.6 s. As shown in Fig. 2.34, the simplified scheme, the LS scheme and the IFDE scheme

can achieve sufficient IRR over the entire observed time. However, with the same number of

samples used, the IRR achieved by the simplified scheme is much higher than those by the

LSE- and the IFDE schemes. In Fig. 2.35, only the simplified scheme can achieve high IRR.

Both LSE and IFDE show poor performance. Especially, the performance of the IFDE was

much worse than that without calibration. While the LSE suffers from ill-conditioned matrix

problem, the IFDE suffers from divergence, which is caused by the strong correlation between

the real- and imaginary parts of the MB UMTS-S signal1.
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230th cal. (after 45.8s)

Figure 2.33: IRR with the simplified two-phase method at different tracking times.
10 log (Pn/Ps) = −50dB, N = 2048.

Now, we investigate the influence of time synchronization error in the tracking phase. Ac-

cording to the analysis in Sec. 2.6.2.3, the tracking performance under time synchronization

error mainly depends on the characteristics of the signal PSD. For a detailed verification, we

extend the used signal types in the following simulations. The extended signal types are listed

below:

• MB UMTS-S,3: The MB UMTS signal of Fig. 2.12, which can adopt maximum 8

subbands (this also applies to the following MB UMTS signals). However, only one

subband is active. The number “3” indicates that the only active subband is the 3rd

1Due to divergence, the IFDE yields hC [n] with very large values, which strongly amplifies the Q-branch
signal. As a result, the IRR becomes very low.
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Figure 2.34: Tracking with LTE signal. Different schemes are compared. 10 log (Pn/Ps) = −50
dB. No SIPS was applied. N = 12800.
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Figure 2.35: Tracking with MB UMTS-S signal. Different schemes are compared.
10 log (Pn/Ps) = −50 dB. No SIPS was applied. N = 12800.
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subband1;

• MB UMTS-S,0: An MB UMTS signal with only one subband active, which has a zero

IF;

• MB UMTS-M,-3 3: An MB UMTS signal with two subband active, i.e. the −3rd- and

the 3rd subbands. The notation “-M” indicates that multiple subbands are active;

• MB UMTS-M,1 2 3 4: An MB UMTS signal with all four subbands on the right

spectrum side2 active, i.e. the 1st ∼ 4th subbands;

• LTE: The LTE signal of Fig. 2.15;

• MB UMTS-F: The MB UMTS signal of Fig. 2.13 with all subbands active.

The ACF Rs,s[l] and the CACF Rs,s∗[l], the correlation functions Rsre,sre [l] and Rsre,sim [l]

as well as the function
∣∣∣Rsre,sim [l]

Rsre,sre [l]

∣∣∣ of the signals above are illustrated in Fig. 2.36, Fig. 2.37 and

Fig. 2.38, respectively3. While “MB UMTS-S,3” and “MB UMTS-S,1 2 3 4” are quasi proper

signals (see Sec. 2.6.2.3), “MB UMTS-S,0”, “MB UMTS-S,-3 3”, “LTE” and “MB UMTS-F”

are improper signals. From Fig. 2.36 and Fig. 2.37, we can see that the improper signals have

much stronger CACF but much weaker |Rsre,sim [l]| than the quasi proper signals (we mainly

observe the range −7 < l < 7). Fig. 2.38 further shows that the quasi proper signals have much

higher values of
∣∣∣Rsre,sim [l]

Rsre,sre [l]

∣∣∣ than the improper signals. Moreover, we can also see that the more

spectral gap a signal has, the larger the ACF magnitude as well as |Rsre,sre [l]| tend to be4. Note

that since h̄[n] has only minor influence on the characteristics of
∣∣Rs̄x,s̄y [l]

∣∣ ,∀x, y ∈ {1, 2} (see

Sec. 2.6.2.2), we can generally use |Rs,s[l]|, |Rs,s∗[l]|, |Rsre,sre [l]| and |Rsre,sim [l]| to represent

|Rs̄,s̄[l]|, |Rs̄,s̄∗[l]|, |Rs̄1,s̄1 [l]| and |Rs̄1,s̄2 [l]|, respectively, for performance analysis. Applying

the values of the correlation functions in Fig. 2.36 and Fig. 2.37 to (2.110), the theoretical

estimation MSE of K1 with different signal types can be obtained, which is shown in Fig. 2.39.

Fig. 2.40 and 2.41 show the tracking IRRs with the extended signal types as functions of

the time synchronization error. While Fig. 2.40 shows the IRRs of the first tracking interval

after the occurrence of a time synchronization error, Fig. 2.41 shows those of the sixth tracking

interval. Here, for simplicity of illustration, we assume that the time synchronization error

remains constant after its occurrence. Moreover, no Toeplitz extension was applied. As shown,

the IRR results in Fig. 2.40 are generally consistent with the theoretical MSEs in Fig. 2.39.

While the IRRs with quasi proper signals are quite high5 in spite of time synchronization error,

the IRRs with improper signals degrade strongly as the time synchronization error becomes

larger. This can be explained by the stronger CACF of the improper signals shown in Fig. 2.36.

Among the quasi proper signals, the “MB UMTS-S,3” signal has higher IRR than the “MB

1The whole subband index set is {−4,−3,−2,−1, 1, 2, 3, 4}.
2W.r.t. the DC frequency.
3The correlation functions are calculated with a correlation block length of 12800.
4Strictly speaking, the more spectral gaps the symmetric PSD part has, the higher the value of |Rsre,sre [l]|.
5Above 60 dB for time synchronization errors within ±9 samples.
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UMTS-M,1 2 3 4” signal. Actually, if both signals are perfectly proper, the IRR relation of

both signals should follow the relation of the corresponding
∣∣∣Rsre,sim [l]

Rsre,sre [l]

∣∣∣ values (which represents
θ
ρ ) in Fig. 2.38. However, the results in Fig. 2.40 and Fig. 2.38 regarding the quasi proper

signals do not match. The reason is that both signals are not perfectly proper. Although not

obviously shown in Fig. 2.36, the CACF of the “MB UMTS-M,1 2 3 4” signal (about 1× 10−4)

is much higher than that of the “MB UMTS-S,3” signal (about 3 × 10−5), resulting in higher

estimation MSE of K1. Among the improper signals, the best performance is achieved with the

“MB UMTS-S,0” signal. The reason is that the large amount of spectral gaps as well as the

strong symmetric PSD part lead to large values of |Rsre,sre [l]| and thus, ρ (see Fig. 2.37), which

dominates the MSE of K1 for improper signals1

As shown in Fig. 2.41, the IRRs with improper signals in the sixth tracking interval have not

changed too much from those in the first tracking interval. In contrast, depending on the value

of the time synchronization error, the IRRs with quasi proper signals can continuously degrade

from one tracking interval to the next2. This verifies that proper signals are more sensitive

to error propagation3. Especially, the IRR with the “MB UMTS-S,3” signal shows strong

periodical fluctuation (for time synchronization errors within ±10 samples). Such fluctuation

can be explained by the fluctuation of the value
∣∣∣Rsre,sim [l]

Rsre,sre [l]

∣∣∣ in Fig. 2.38, which is determined by

the PSD characteristic of this signal4. For proper signals, the MSE of K1 is mainly determined

by θ
ρ i.e.

∣∣∣Rsre,sim [l]

Rsre,sre [l]

∣∣∣ (see Fig. 2.28). Thus, the fluctuation of
∣∣∣Rsre,sim [l]

Rsre,sre [l]

∣∣∣ causes fluctuation in

the MSE of K1 (as shown in Fig. 2.39), which leads to fluctuation of the error propagation

influence.

Fig. 2.42 shows the IRR as a function of time with sporadic time synchronization error. As

an example, the LTE signal was used for estimation. Moreover, N = 2048 was applied. The

tracking interval was 0.4 s. The three marked areas (in red) in this figure correspond to one,

two and three consecutive tracking procedures with time synchronization errors, respectively.

For simplicity, the value of the time synchronization error was fixed to two (samples). As

shown again, time synchronization causes severe IRR drop. However, as soon as the time

synchronization error disappears, the IRR gets back to high values. This verifies that in the case

without time synchronization error, the proposed tracking algorithm is free of error propagation.

Now, in order to cope with time synchronization error, the Toeplitz extension in Sec. 2.6.2.4

is applied. Fig. 2.43 and 2.44 show the IRRs (as functions of the time syncrhonization error)

with the Toeplitz extension sizes J = 3 and J = 5, respectively, in the first tracking interval

after the occurrence of time synchronization error. The IRRs in the sixth tracking interval are

similar, when the time synchronization error is within J−1
2 samples. As shown, the Toeplitz

extension technique makes the tracking scheme robust against time synchronization error. In

1Considering the CACF values of the improper signals shown in Fig. 2.36. Please refer to Fig. 2.28 and
Fig. 2.29.

2Only when time synchronization does not disappear.
3Please refer to the result in Fig. 2.30 and the corresponding interpretation.
4For MB UMTS-S signals, the further the active subband is away from the DC frequency, the smaller the

fluctuation period.
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Figure 2.36: ACF and CACF of different signals (both are normalized by 2P i.e. Rs,s[0]).
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Figure 2.37: The correlation functions Rsre,sre [l] and Rsre,sim [l] of different signals. Both are
normalized by P i.e. Rsre,sre [0].
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Figure 2.38: The function
∣∣∣Rsre,sim [l]
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∣∣∣ of different signals.
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Figure 2.39: The theoretical MSE of K1 calculated from the correlation functions of different
signals. The noise influence was ignored.
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Figure 2.40: IRR in the first tracking interval after the occurrence of a time synchronization
error. Different signals are compared. 10 log (Pn/Ps) = −50 dB. N = 12800.
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Figure 2.41: IRR in the sixth tracking interval after the occurrence of a time synchronization
error. Different signals are compared. 10 log (Pn/Ps) = −50 dB. N = 12800.
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Figure 2.42: IRR as a function of time with sporadic time synchronization error. LTE signal
was used for estimation. Time synchronization error was 2 samples. The tracking interval was
0.4 s. 10 log (Pn/Ps) = −50 dB. N = 2048.
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Fig. 2.43 and Fig. 2.44, time synchronization errors up to ±1 and ±2, respectively, can be

tolerated. However, we can also see that due to the condition number increase caused by

Toeplitz extension, the achievable IRR with the “MB UMTS-S,3” and “MB UMTS-S,0” signals

(within the tolerable time synchronization error range) is decreased considerably (compared to

the case without Toeplitz extension and without time synchronization error). In contrast, the

IRRs of the other signals remain quite high, since the corresponding condition numbers do not

increase too much due to the Toeplitz extension (see Fig. 2.32).

Fig. 2.45 shows the number of required samples to achieve IRR ≥ 60 as a function of J for

the three main signal types: MB UMTS-F, LTE and MB UMTS-S (i.e. the “MB UMTS-S,3”).

As shown, the required numbers of samples for both the LTE signal and the MB UMTS-F

signal are generally quite small 1. In contrast, when the MB UMTS-S signal is used, much

larger numbers of samples are required.

Finally, considering the results in Fig. 2.40, Fig. 2.41, Fig. 2.43 and Fig. 2.44, we can conclude

that the application of Toeplitz extension should depend on PSD characteristics of the signal

as well as the statistical characteristic of the time synchronization error (which depends on the

applied time synchronization mechanism). For quasi proper signals (e.g. “MB UMTS-S,3” and

“MB UMTS-M,1 2 3 4”), Toeplitz extension is unnecessary, since the tracking with such signals

can inherently tolerate certain range of time synchronization error, as long as this error does

not last for a long time2. For improper signals, Toeplitz extension should be applied, since

such signals are sensitive to time synchronization error. The Toeplitz extension size J should

be chosen according to the statistics of the time synchronization error. The number of signal

samples used for estimation depends on the amount of spectral gaps of the signal. Generally,

the larger the amount of spectral gaps, the larger the number of signal samples required to

achieve a reasonable IRR.

In the results above, we mainly focused on the I/Q-imbalance compensation performance. It

should be remarked that in all the simulations above (except for those with time synchronization

error in Fig. 2.40 and Fig. 2.41), as long as the I/Q-imbalance is sufficiently compensated for,

the MOD DC-offset was found to be almost completely suppressed.

2.7 Complexity Issues and Discussion

Tab. 2.1 shows the complexity of the different pre-equalization circuits. As shown, the proposed

pre-equalization circuit (Fig. 2.7) requires the lowest complexity, while the circuit complexities

of “Ding” and “Anttila” are similar3.

Tab. 2.2 shows the computational complexity expressions for the parameter estimation4

1Except for the case with the LTE signal applying J = 7.
2But the MOD DC-offset compensation can be affected considerably, which needs further investigation.
3For I/Q-imbalance compensation, “Ding” applies four real FIR filters of length L, while “Anttila” applies

one length-L complex FIR filter. Moreover, for fair comparison, the “Anttila” scheme was extended to include
MOD DC-offset compensation.

4This also includes the pre-equalization coefficient calculation. Moreover, it is assumed that the inverse of
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Figure 2.43: IRR as a function of time synchronization error after Toeplitz extension with
J = 3. Different signals are compared. 10 log (Pn/Ps) = −50 dB. N = 12800.
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Figure 2.44: IRR as a function of time synchronization error after Toeplitz extension with
J = 5. Different signals are compared. 10 log (Pn/Ps) = −50 dB. N = 12800.

Table 2.1: Complexity of Different Pre-Equalization Circuits
Scheme Real MULs Real ADDs
Proposed L+ 1 L+ 2

Ding 4L 4L
Anttila 4L 2L+ 2
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Figure 2.45: Number of required samples to achieve IRR > 60 as a function of the Toeplitz
extension. Different signals are compared. 10 log (Pn/Ps) = −50 dB.

of different schemes. We assume that the reference schemes also use the DFT-length LF for

the calculation of pre-equalization coefficients. For the initial estimation of the SIMP scheme,

averaging1 is applied with the averaging number BA =
⌈
N
LF

⌉
. For the IFDE scheme in [38], NI

is the number of iterations. Moreover, NF is the DFT-length for iterative processing and B is the

number of signal blocks for averaging. For fair comparison, we should have N = BNF , so that

the number of used signal samples is the same as the other schemes. Note that both for the LS-

based scheme and the IFDE scheme, the computational complexity for the spectral analysis and

the generation and deployment of SIPS is not included, which may require extra DFT and IDFT

operations and increase the total computational complexity slightly. Recalling that spectral

analysis and SIPS can be applied to the LS-based scheme and the “Ding”- and “Anttila” schemes

to solve ill-conditioned matrix problems, the resulting increase in computational complexity of

all these three schemes will be the same.

By substituting the simulation parameters L = 16 as well as LF = 64, NF = 256, NI = 10

into the expressions in Tab. 2.2, the computational complexity can be shown in Fig. 2.46 as

a function of N . Generally, the lowest and the highest computational complexity are required

by the proposed “SIMP” scheme2 and the IFDE scheme, respectively. We can also see that

the “Anttila” scheme has higher complexity than the “SIMP” tracking scheme, the LS-based

a N × N (real/complex) matrix requires N3−N
3

MULs (real/complex). The pseudo inverse of a matrix X is

computed by
(
XHX

)−1
XH . In practice, different implementations can be used to calculate the pseudo inverse

and thus, can lead to different computational complexities. Finally, we approximate the complexity of a real
division with a real MUL, although the latter is less complex.

1Note that division operation for averaging can be efficiently implemented by using barrel shifters.
2Except for the case of N = 64. Even if we add the complexity of both the initial estimation and tracking

of the “SIMP” scheme, it is still the lowest one (except for N = 64).
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scheme (initial estimation/tracking) and the “Ding” scheme. The reason is that the “Anttila”

scheme requires pseudo-inverse calculation of a N × (2L+1) complex valued matrix1, while the

other three schemes just requires similar calculations with real-valued inputs2. Furthermore, it

should be remarked that according to Sec. 2.5.7 and Sec. 2.6.3, when signals with large spectral

gaps e.g. MB-UMTS-S are applied, the SIMP scheme requires much less signal samples than

the other schemes to achieve comparable performance3. Thus, in such cases, the SIMP scheme

requires significant lower computational complexity than the other schemes.

Based on the comparison above, the proposed schemes can have lower complexity in the

pre-equalization circuit and/or the parameter estimation than the reference schemes. Moreover,

except for initial estimation, the proposed schemes also consider parameter tracking, which is

a very practical issue. Compared to the proposed LS-based scheme, the proposed “SIMP”

scheme has lower computational complexity for parameter estimation and does not require

SIPS, which may generate ItCI and increase Tx power. Thus, the “SIMP” scheme is actually

the most efficient, effective, flexible and practical scheme.

Table 2.2: Computational Complexity of Different Estimation Schemes
Scheme Number of real MULs
LS,init. 10LF (2 + log2 LF ) + 4(2 +N) + 4

3L (1 + 9N + L(3 + 2L+ 6N))
LS,track. 2

3 (3(8 + 11LF + 6LF log2 LF + 2N) + L(5 + 18N + 2L(3 + 2L+ 6N))
SIMP,init. BA(8 + LF (36 + 26 log2 LF ))

SIMP,track.,J = 0 52 + 72N + L(13 + 4L+ 4N)
SIMP,track.,J 6= 0 20 + 13L+ 4L(L+N) + 8

3 (1 + 2J)(3N + 2J(1 + J + 3N))
Ding 4

3 (3(2 + LF (2 + 4 log2 LF ) +N) + L(1 + 9N + L(3 + 2L+ 6N)))
Anttila 4

3 (6 + 6LF + 9LF log2 LF + 6N + 4L(1 + L)(1 + 2L+ 6N))
IFDE 8 + 10LF (2 + log2 LF ) + 16

3 B(L(−1 + 3L′ + L(6 + L+ 6L′))NI
+3NF (log2NF + 4NI))

2.8 Hardware-In-the-Loop (HIL) Experiment

Hardware-In-the-Loop (HIL) experiment is a very efficient and effective way to provide proof-

of-concept of algorithms. It is also an important step towards prototype development. In this

section, the HIL verification of the proposed Smart-RF schemes are described.

2.8.1 Structure of the Experimental Device

The HIL experiments are performed with a broadband wireless experimental device, which

has been developed and fabricated at Fraunhofer Institute for Telecommunication (Heinrich-

Hertz-Institute). Fig. 2.47 shows the structure of the experimental device, which is hosted in

1Note that the “Anttila” scheme is extended to include MOD DC-offset estimation.
2Both the LS-based scheme and the “Ding” scheme require pseudo-inverse of a N × (2L + 1) real-valued

matrix. The “SIMP” tracking requires pseudo-inverse of a real-valued N × (2J + 1) matrix.
3Assuming J ≤ 3.
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Figure 2.46: Computational complexity for parameter estimation as a function of N i.e. number
of reference signal samples.

a high performance Personal Computer (PC) and consists of digital components, analog BB

components and RF components. The digital platform is a commercial ProcStarII FPGA board

(Gidel Ltd.), where high performance FPGA devices (ALTERA Stratix II) and large sample-

memories (64 MB DDR II) are located. This FPGA board exchanges configuration-, control-

and transmission data with software applications (e.g. MatLab) in the host PC via PCI-X bus.

A high speed signal converter board has been developed to connect the analog BB- and RF-

parts with the digital platform. This converter board contains two 16bit IQ-DACs and two 8bit

IQ-ADCs as well as power supply devices and control logic. The sampling rate of the DAC and

ADC can be up to 250 MHz and 500 MHz, respectively. The analog BB- and RF-components

are designed as small form-factor modules that can be plugged onto the converter board. Thus,

they are interchangeable to adapt the device to different RF architectures and RF frequencies.

Currently, frontend components for both the 1.975 ∼ 2.525 GHz band and the 60 GHz band

are available. Moreover, this device can be equipped with two Tx- and two Rx antennas.

2.8.2 HIL Experimental Setup for Smart-RF Test

Fig. 2.48 shows the HIL experimental setup for Smart-RF test. As shown, the BB sampling

rate of the Tx is 40 MHz. Correspondingly, the Tx signal BW is below 40 MHz. Recall from

Fig. 2.47 that the experimental system has two Tx- and two Rx paths1. For the Smart-RF test,

only one Tx path of the experimental device is utilized. The DACs have internal rate-doubler

with interpolation filter. The pass-band of the RLPs is 20 MHz. Different MOD modules are

available2, which can convert the Tx BB signal on to the 2.4 GHz or 2.6 GHz bands. Both the

1Each path has an I/Q-modulator/demodulator.
2Including an ATMEL 700 MHz - 2700 MHz Direct Quadrature Modulator T0790 and an LT5528 1.5 GHz

to 2.4 GHz high linearity direct quadrature MOD (Linear Technology).
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Figure 2.47: Structure of the experimental device (VR: Variable Gain; PA: Power Amplifier).

output signals of the MOD and the PA are coupled with feedback paths, which are mapped

to both Rx paths of the experimental device1. In each feedback path, the RF signal is filtered

and down converted to an IF signal with the IF frequency 40 MHz. Afterwards, each IF signal

is sampled by an ADC with the sampling rate 160 MHz. In the digital BB, the IF signal is

perfectly I/Q-demodulated to a zero-IF signal, filtered and down-sampled to fs = 40 MHz. The

interfacing between the real time signal processing in FPGA and the off-line signal processing

(in MATLAB) is realized by up-/downloading signal samples to/from the sample-memories of

the FPGA board (see Fig. 2.47).

The parameter estimation for I/Q-imbalance and DC-offset as well as for the PA pre-

distortion is carried out in MATLAB (offline processing). While the schemes described in

this chapter are used for I/Q-imbalance and DC-offset estimation, the schemes in [51, 60] are

applied for the calculation of the PA-predistortion coefficients2. In contrast, the pre-equalizer

for I/Q-imbalance compensation (Fig. 2.7) as well as the PA pre-distorter ([60]) are imple-

mented in FPGA and operate in real time. However, unlike in the theoretical model, the MOD

DC-offset compensation is not carried out by adding DC-terms to the Tx signal digitally. The

reason was that in the experimental system, a capacitor at the DAC output will remove the

DC-components of the Tx signal. Thus, the MOD DC-offset compensation is carried out by

adjusting the MOD input DC voltage3.

1the RF switch in Fig. 2.48 just illustrates a way to reduce hardware complexity
2Both the calculation of the PA-predistortion coefficients and the realtime FPGA implementation of the

pre-distortion were implemented by Jacek Liszewski.
3Via an auxiliary control register of the DAC.
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Figure 2.48: HIL experimental setup for Smart-RF test.

2.8.3 HIL Experiment Results

In this section, we mainly focus on the compensation of I/Q-imbalance and MOD DC-offset.

Nevertheless, some results of the combination of I/Q-imbalance compensation and PA pre-

distortion will also be shown. For simplicity, pilot based time synchronization was applied,

which allows near-perfect time synchronization.

Fig. 2.49 and 2.50 show the measured IRR with the LS-based scheme in Sec. 2.5. Both

results with an LTE signal and an MB UMTS-S signal are shown. About 51200 signal samples

were applied for estimation (with signal blocks of length 256 and averaging number of 200).

After parameter estimation and coefficient upload (to the realtime pre-equalizer to activate the

pre-equalization), a reference sequence was transmitted and then captured from the feedback

path for IRR measurement, which was done in MATLAB using a similar method as in [48]. As

shown, when the SIPS power was high enough (40 ∼ 50 dB), average IRR above 50 dB can be

achieved1.

The effectiveness of I/Q-imbalance compensation was also investigated by spectrum mea-

surement. First, a Single-Side-Band (SSB) signal was generated, which has constant spectral

power in the active band. Afterwards, this signal was uploaded to a Random-Access-Memory

(RAM) in the FPGA and was transmitted repeatedly. The spectrum of the MOD output was

measured by a R&S spectrum analyzer. Fig. 2.51 shows the measurement result of the following

difference cases: No calibration, frequency-independent calibration (see 2.5.7) and frequency se-

lective calibration (with the pilot based estimation of the simplified scheme in Sec. 2.6.1). As

shown, when no calibration is applied, relatively high image power is present. Moreover, the

image power shows strong frequency selectivity. When frequency-independent calibration is

applied, only the image power near the DC-frequency is suppressed. The image power at other

1Note that the low IRR at the spectrum edge is caused by the transition area of the decimation filter. In
practice, such spectral areas are usually reserved as GB. Thus, the IRR in these areas are actually out of interest
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Figure 2.49: HIL result: IRR as a function of frequency applying LSE with an LTE signal.
Different SIPS power levels were applied. N = 256 with 200 averaging.
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Figure 2.50: HIL result: IRR as a function of frequency applying LSE with an MB UMTS-S
signal. Different SIPS power levels were applied. N = 256 with 200 averaging.
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frequencies is still quite high. When frequency selective calibration is applied, the image power

within the whole image band is sufficiently removed.
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Figure 2.51: HIL result: Measured spectrum of the MOD output when an SSB signal was trans-
mitted. Different schemes are compared: No calibration, frequency independent calibration and
frequency selective calibration.

Now, the semi-blind tracking scheme in Sec. 2.6.2 is investigated. To achieve variation of

the MOD parameters, the temperature of the MOD chip (on the MOD module) was changed

by applying an aerator. Furthermore, a temperature measurement device is connected to the

MOD chip to control and record the temperature. The investigated temperature values were

25◦,45◦,65◦,85◦ and 30◦. For each temperature value, different IRR measurements were car-

ried out: 1) Without calibration; 2) With the pilot based calibration in Sec. 2.6.1 for each

temperature value; 3) With the pilot based calibration in Sec. 2.6.1 only for 25◦, afterwards

the semi-blind tracking scheme in Sec. 2.6.2 was applied; 4) With the pilot based calibration

in Sec. 2.6.1 only for 25◦, afterwards these initial parameters were used for the following cal-

ibration; 5) No calibration. The measured IRR values are the average values over the signal

bandwidth.

Fig. 2.52 shows the measurement results with an MB UMTS-S signal1. The results with

other signal types were found to be similar. As shown, when no calibration is applied, the IRR

is low (around 40 dB) and changes with temperature. When no tracking is applied, high IRR

(above 55 dB) is only achieved with the initial temperature. Afterwards, the IRR drops down as

the temperature changes. The larger the temperature variation (from the initial temperature of

25◦), the stronger the IRR degradation. In contrast, the IRR of the semi-blind tracking scheme

1It was interesting to note that the parameter change of the Linear Technology LT5528 MOD due to
temperature variation is much stronger than that of the ATMEL T0790 MOD. Thus, we show the results
with the Linear Technology LT5528 MOD. Since the results in Fig. 2.49 ∼ Fig. 2.51 were obtained with the
ATMEL T0790 MOD, different IRR values (without calibration) can be observed.
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remains sufficiently high in spite of temperature change. With each temperature value, the

achieved IRR of the semi-blind tracking scheme is as high as that with the pilot based scheme.

With this result, the simplified assumption about the MOD frequency response variation in

Sec. 2.6 can be verified. As a reference, Fig. 2.53 shows the measured amplitude- and phase

imbalance parameters of the MOD for different temperatures1.
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Figure 2.52: HIL result: Measured IRR of different temperatures. Different schemes are com-
pared. Pilot Based Always: Pilot based calibration in Sec. 2.6.1 for each temperature value;
PB Init. Cal.+Semi-blind Track.: Pilot based calibration in Sec. 2.6.1 only for 25◦, af-
terwards the semi-blind tracking scheme in Sec. 2.6.2; PB Init. Cal.+No Track.: Pilot
based calibration in Sec. 2.6.1 only for 25◦, afterwards apply these parameters for the following
calibration; No Cal.: No calibration at all.

Finally, the combination of I/Q-imbalance compensation and PA pre-distortion was demon-

strated2. A multi-band IF signal of 20 MHz bandwidth was generated, which should have 4

subbands of 5 MHz in total. However, only two subbands left to the carrier frequency were

active. To facilitate spectrum measurement, this signal was stored in a RAM of the FPGA and

was be transmitted repeatedly. With the software interfaces to the FPGA3, the pre-equalization

for I/Q-imbalance compensation as well as the pre-distortion for PA linearization (see [60]) can

be switched on and off. The spectrum of the PA output was measured by a spectrum analyzer.

As shown in Fig. 2.54, four different cases are compared: No compensation of I/Q-imbalance

and PA non-linearity was applied; I/Q-imbalance compensation only; PA pre-distortion only;

Compensation of both effects. As shown, as no compensation was applied, strong image signal

can be observed. Moreover, the out-of-band radiation of the signal was also strong. While

1It is to remark that both temperature- and time values are just roughly measured values
2The corresponding result was produced jointly with Jacek Liszewski and Benjamin Schubert in the Smart-

RF project [23].
3Via controlling-registers.
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Figure 2.53: HIL result: Measured MOD I/Q-imbalance parameter with different temperatures.

I/Q-imbalance compensation could only suppress the image signal, the PA pre-distortion can

only suppress the out-of-band radiation. As both I/Q-imbalance compensation and PA pre-

distortion were switched on, both the image signal and the out-of-band radiation were strongly

suppressed. Anyway, even after compensation of both effects, residual interference can be ob-

served. Further study of such interference as well as further performance improvement remain

future work.

In the results above, we mainly focused on the I/Q-imbalance compensation performance. In

most of the cases, sufficient I/Q-imbalance compensation is accompanied with sufficient MOD

DC-offset suppression. However, due to cross-talk effects and other imperfections, the MOD

DC-offset suppression is still unstable. Further improvements are required in the future.

2.9 Chapter Summary

In this chapter, the Smart-RF concept for cellular mobile systems was investigated with the

emphasis on flexible and robust joint compensation of frequency selective I/Q-imbalance and

MOD DC-offset at the Tx of BSs. To allow multi-band multi-standard BSs, the compensation

scheme should be standard independent. Moreover, the scheme should be able to track the

parameter variations in time.

We assume that an I/Q-imbalance free feedback path is available, so that parameter estima-

tion is allowed at the Tx. Based on the realistic BB- and RF frontend structure, we first derived

an equivalent baseband signal model. Afterwards, a low complexity compensation circuit was

proposed, which requires only one real FIR filter and some minor operations.

Considering the standard independence requirement of the compensation scheme, the pa-
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Figure 2.54: HIL result: Measured spectrum of a two-carrier signal. Different schemes are
compared: No calibration; Only I/Q-imbalance compensation; Only PA pre-distortion; Both
I/Q-imbalance compensation and PA pre-distortion.

rameter estimation should work both with dedicated pilot signals and the regular communi-

cation signals. The latter case is more challenging. To achieve this goal, we first proposed a

LS-based method. Both the cases of initial estimation and parameter tracking were considered.

However, the estimation accuracy of the LS method depends strongly on the condition number

of the data matrix. After carrying out mathematical analysis, we identified that spectral gaps in

communication signals are the main cause of the ill-conditioned matrix problem, which results

in significant performance degradation. To solve this problem, we proposed a spectral refilling

technique, which adds SIPS to the communication signals.

Since adding SIPS can cause interference to the communication signal as well as the neighbor

channels, we proposed a more advanced scheme (indicated by “SIMP”). This scheme is based on

a simplified assumption of the parameter variation: the MOD I/Q-imbalance and the DC-offset

can be time variant, while the filter I/Q-imbalance remains unchanged. Two different estimation

methods are used for the initial estimation and parameter tracking. For the initial estimation, a

pilot-based frequency domain method was proposed. After the initial compensation, we assumed

that the filter I/Q-imbalance was perfectly compensated for. Thus, for the parameter tracking,

only the MOD I/Q-imbalance and the DC-offset have to be estimated. For the tracking, we

proposed a semi-blind time domain method. With this advanced scheme, the ill-conditioned

matrix problem is avoided without applying SIPS. Good estimation quality can be achieved

with communication signals of different characteristics. However, unlike the LSE, the SIMP

scheme can be sensitive to time synchronization errors. To avoid this problem, we have proposed
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a “Toeplitz extension” based solution and have analyzed the corresponding performance.

The effectiveness of all proposed schemes were verified both by numerical simulations and

HIL experiments. Simulation results also show that the proposed schemes outperform the

state-of-the-art schemes. For the HIL experiment, the proposed compensation circuit was im-

plemented in realtime in FPGA. The achievable IRR in the experimental platform was as high

as 55 dB. Finally, the HIL result of the combination of I/Q-imbalance compensation and PA

pre-distortion was also shown. Furthermore, complexity analysis was conducted, which shows

that the proposed schemes have lower complexity in the pre-equalization circuit and/or the

parameter estimation than the state-of-the art schemes. Among the proposed schemes, the

simplified two phase scheme is much less complex than the LS-based scheme.

Based on the simulation- and HIL results as well as the complexity analysis, we can conclude

that the simplified two phase scheme is most practical. Compared to the LS-based scheme, it

has the advantages of higher flexibility, better performance, lower computational complexity

and less implementation effort.
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Chapter 3

Design Concept for 60 GHz

WLAN

3.1 Introduction

Future WLAN systems are expected to provide data rates of up to 10 Gbps, which can only be

achieved by increasing the spectral efficiency of the transmission scheme and by exploiting the

frequency resources that have not been used so far. Recently, 60 GHz millimeter-waves have

attracted great interest for future WLAN systems. The specific advantages of this frequency

band are the large unlicensed available bandwidth and the short wavelength, allowing very high

data rates and small antenna dimensions, respectively. Furthermore, there is no interference to

todays wireless systems. Since these waves have a comparatively high free space attenuation1

and strong penetration loss in common materials, the system coverage is small. This implies

less Inter-Channel Interference (ItCI) and Co-Channel Interference (CoCI) in cellular systems,

which allows a better frequency reuse.

In this chapter, we investigate the design of a future 60 GHz WLAN system which can

serve both high data rate and high user density at the same time at reasonable cost. A typical

application of such system is the IFE system of aircrafts, which requires a sum data rate

in the order of several Gbps with user densities of up to thousand passengers per system.

Currently, IFE systems are based on wired connections with all their disadvantages in terms

of low flexibility, weight and high installation cost. In order to improve IFE systems, wireless

techniques such as IEEE 802.11n and infrared systems have been considered. However, an

IEEE 802.11n system cannot provide the required data rate and the high user density at the

same time. The drawback of infrared systems is that LOS connection is always required. If

it is absent, the signal bandwidth is strongly limited due to the low-pass characteristic of

the channel response function [100]. Currently, IEEE 802.11n is being extended to two VHT

1LOS path loss of 68 dB at 1 meter distance.
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variants, including the IEEE 802.11ac and IEEE 802.11ad, which operate in the 5 GHz band

and the 60 GHz band, respectively. Although these two standards are supposed to proved

data rates beyond 1 Gbps[31, 101], respectively, they may not be able to support the high user

density1. Based on the considerations above, a well designed 60 GHz WLAN system for IFE is

strongly motivated. In this chapter, the technical descriptions are mainly based on this typical

example.

In this chapter, we will first present the overall system design including system configuration,

frame structure, diversity scheme for the DL and power control. A first simulative evaluation

of the system performance is also included. Afterwards, the following specific aspects are

investigated in detail: optimization of time domain windowing and GB size for cellular OFDM

systems, joint estimation and compensation of RF-impairments and the MIMO channel in the

DL, efficient MUD schemes for the UL. An overview of all these aspects is given as follows:

1. Optimization of Time Domain Windowing and Guardband Size for Cellular

OFDM Systems: In the proposed 60 GHz WLAN design, OFDM is applied to achieve

high spectral efficiency, robustness against multipath propagation and low complexity

implementation. It is well known that OFDM signals have sidelobes in the spectrum,

causing ItCI to the neighboring frequency channels in a cellular system. The sidelobes

can be suppressed by RC windowing in time domain, while the ItCI can be reduced by

reserving a GB between neighboring frequency channels. A higher ROF of the RC window

leads to better sidelobe suppression and allows a smaller GB size to increase the spectral

efficiency. However, higher ROF implies longer symbol duration, which reduces the data

rate. Therefore, there exist a tradeoff between the ROF and the GB size. In this thesis,

a joint optimization technique for the ROF and GB size is presented, which maximizes

the data rate.

2. Joint Estimation and Compensation of RF-Impairments and the MIMO Chan-

nels: To allow low-cost, low-power and fully integrated implementation of the 60 GHz

WLAN system, Direct (up/down) Conversion Architecture (DCA) is applied. However,

DCA is sensitive to the RF-impairment I/Q-imbalance, which exists both at the Tx and

the Rx. Due to I/Q-imbalance, the achievable data rate can be severely limited. Thus,

I/Q-imbalance compensation is desired. With the transmission BW of 250 MHz, the

I/Q-imbalance effect is frequency-selective, giving more challenge to the compensation.

In this chapter, we assume that the I/Q-imbalance free feedback path described in Ch.

2 is unavailable. Therefore, both Tx- and Rx I/Q-imbalance have to be compensated at

the Rx. Furthermore, we also consider the presence of CFO. Two concepts of impairment

compensation are studied: 1) Joint digital compensation of I/Q-imbalance and the MIMO

1Although IEEE 802.11ac has adopted OFDMA and Multi-User (MU) MIMO to enhance multi-user perfor-
mance, the small available BW at the 5 GHz band can be a limiting factor for this standard to be applied in a
high-user-density network. In contrast, despite the large available BW at 60 GHz, the multi-user performance
of IEEE 802.11ad can be limited by the lack of advanced multiple access mechanism.
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channel assuming analog CFO compensation (via oscillator adjustment); 2) Joint digital

compensation of CFO, I/Q-imbalance and the MIMO channel. For each concept, effective

schemes are proposed, which are based on low-overhead preambles and require relatively

low computational complexity.

3. Efficient Multi-User Detection Schemes for the Uplink: In the UL, CP-assisted

DS-CDMA transmission scheme is applied to allow low CF of the Tx signals and low

signal processing effort at the User Terminals (UT). With such a transmission scheme,

frequency domain MUD can be applied, which has much lower computational complex-

ity than the conventional time domain MUD. In this thesis, different antenna diversity

schemes are proposed for the frequency domain MUD, including SIMO, MISO and MIMO.

After comparison of these schemes, the most practical scheme is identified by considering

hardware- and computational complexity as well as performance.

3.2 Overall System Design

3.2.1 System Configuration

The proposed system has a cellular structure with a number of Access Points (AP). Fig. 3.1

shows the cell plan in an aircraft, with frequency reuse factor 8. In each cell, an AP serves up

to 32 UT at the seats. The antennas of the APs are mounted inside the sidewall, primarily

radiating into the half space towards the inside of the cabin with a low gain. The antennas

at the UTs have omnidirectional radiation characteristics. The carrier frequencies of adjacent

cells should have maximal possible separation, so that ItCI is minimized.

Figure 3.1: Radio cells with frequency reuse factor 8, different colors of the cells represent
different operation frequencies

Fig. 3.2 shows the cellular system architecture. The APs have access to the data of the

content server by a gigabit ethernet backbone network and communicate with the UTs by

using a 60 GHz air-interface. The UL and DL of the air-interface operate in Frequency Division

Duplex (FDD) mode. The user links to the APs are assigned dynamically, depending on the

momentary channel state. As shown in Fig. 3.2, for UTs on the border of two neighboring

cells, the UL and DL channels can even be assigned to different APs. In the case of very poor
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Figure 3.2: Cellular system architecture for wireless IFE system

channel quality or AP failure, handover of UTs to other APs are possible. Fig. 3.2 also shows

that MIMO is applied to achieve diversity gain, which will be described later.

Fig. 3.3 shows the frequency allocation. There are in total 8 UL channels in the range of

58.5 GHz to 59 GHz with a channel spacing of 62.5 MHz. For the DL, there are 8 channels

in the range of 60.5 GHz to 62 GHz with a spacing of 250 MHz. The difference between UL-

and DL channel spacing results from the different effective data rates per user in UL and DL,

which are 1 Mbit/s and 10 Mbit/s, respectively. The resulting sum raw data rate per AP is 1

Gbit/s in the DL and 250 Mbit/s in the UL. For achieving these data rates, 16-QAM is used for

the DL, while QPSK is used for the UL. It should be noted that if the channel quality is bad,

the system should be capable of switching to more robust modulation schemes via mechanisms

which are similar to the burst-profile management in WiMAX [102].

For the UL, FDMA/CDMA is used as multiple access scheme. Each UL channel is divided

into 5 FDMA subbands, which are separated by Raised-Cosine (RC) filters. The roll-off-factor

of the RC filters is 0.81, which was optimized to achieve a low crest-factor of the UL signal while

maintaining the required data rate of 1 Mbit/s. In each subband, CDMA with code length 8

is applied. Furthermore, the CDMA is transmitted in blocks with CPs, allowing frequency

domain MUD.

For the DL, OFDMA/TDMA broadcast scheme is used. In each DL channel, OFDM signals

with 256 subcarriers are transmitted. The consecutive OFDM symbols are grouped into time
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Figure 3.3: Frequency allocation for the wireless IFE system

Symbol #n Symbol #n+1

Overlapping Raised Cosine
Guard PeriodGuard-Interval
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Guard-Interval
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CP CP

Figure 3.4: RC windowed OFDM symbols in time domain
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slots, each of them dedicated to different groups of UTs. To suppress the side-lobes in the

spectrum of the OFDM signal, RC windowing is used in the time domain, i.e. each block of the

OFDM time domain signal is extended with RC guard periods TRC as shown in Fig. 3.4. It will

be shown in Sec. 3.3 that the ROF of the RC-window, defined as r := TRC

TS
, and the GB size

can be optimized to maximize the achievable data rate. According to the results in Sec. 3.3,

we can either have fs = 250 MHz with r = 5.2% and 17 NULL subcarriers or have fs = 238.6

MHz with r = 5.6% and no NULL subcarriers. These parameter sets lead to the maximized

data rates of 336.4 Mbit/s and 339.6 Mbit/s, respectively.

The main reason of using FDMA/CDMA in the UL and OFDMA/TDMA in the DL is

to realize low cost UTs, since OFDM enables low complexity receivers while the crest-factor

of CDMA signals can be kept relatively low (compared to that of OFDM), reducing the cost

of power amplifiers at the UTs significantly. An additional advantage of CDMA is that very

simple Tx signal generation is allowed, reducing the signal processing complexity of the UTs.

In contrast, SC-FDMA (used in LTE uplink) requires both DFT and IDFT at the UTs. Fur-

thermore, using TDMA provides more time slots for a UT to process a frame, relaxing the

signal processing demand. Another advantage of TDMA is that power control across time slots

is possible, which can be used for CoCI mitigation (see Sec. 3.2.4). The use of FDMA in the

UL reduces the bandwidth of the UL CDMA signals and thus results in a shorter code length,

which reduces the complexity of the multi-user detection at AP significantly [103]. FDMA also

enables adaptive subband allocation in the UL.

3.2.2 Frame Structure

The DL frame structure is adopted from the WiMAX OFDMA PHY [102] as shown in Fig. 3.5.

A frame is extended both in time and frequency, in terms of OFDM symbol number and

subchannels, respectively, where a subchannel is a group of permutated subcarriers. The frame

is divided into preamble, broadcast control field and data bursts. The preamble is used for

time and frequency synchronization, channel estimation, AGC (Automatic Gain Control) etc.

The broadcast control field contains the important control messages including FCH (Frame

Control Header), DL-/UL-MAP (Media Access Protocol), DCD and UCD (DL and UL Channel

Descriptor) [102]. A data burst can be assigned all the subchannels (Full Usage of Subchannels,

FUSC) or only a subset of them (Partial Usage of Subchannels, PUSC). Each data burst

contains one or more MAC PDUs (Packet Data Unit) for one or more UTs and uses specified

modulation and coding schemes represented by the burst-profile [104]. The burst-profile of each

burst as well as the burst location and size (in terms of used subchannels and burst length) are

specified in the DL-MAP messages.

The UL frame structure is defined according to the FDMA/CDMA scheme, as shown in

Fig. 3.6. Each registered UT transmits data in the allocated frequency code channel. The

transmission is performed in blocks with CPs. The frequency and time synchronization of the

UL is derived from that of the DL and information in the UCD and UL-MAP messages [102].
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Figure 3.5: Frame structure of the DL using OFDMA

The UCD message specifies the UL channel frequency and the subband frequency. The UL-

MAP specifies the time offset between the start time of a DL-frame and that of an UL-frame.

Due to the CP and the comparatively low chip rate, time synchronization errors within a certain

range can be tolerated.

Except for the regular data transmission, the AP reserves intervals in the UL for two kinds

of channel estimations. The first one is the channel estimate in an FDMA subband, which

is necessary for the multi-user detection at the AP [103]. All the UTs using this subband

transmit pilot sequences simultaneously, which are circularly shifted CAZAC sequences with

different shifts that are larger than the maximal channel length. At the AP, the periodic

cross-correlation between the received sequence and the original sequence is calculated. The

correlation result contains the time shifted channel IRs of all the involved UTs.

The other one is the channel quality estimation of the whole UL frequency band, which is

needed for the adaptive FDMA subband allocation. This estimation is obtained in a similar

way. All active UTs transmit differently shifted CAZAC sequences simultaneously, which are

longer than that for the subband channel estimation and have a higher chip rate. According to

the estimated channel quality, the AP optimizes the subband assignment for all the UTs.

Moreover, the AP also reserves intervals for initial ranging requests for network entry. They

may cover several FDMA subbands or the whole UL bandwidth. The access to these intervals

is contention based. It is to remark that all the aforementioned allocations are specified in the

UL-MAP message in the DL frame.
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Figure 3.6: Frame structure of the UL using FDMA/CDMA

3.2.3 DL Antenna Diversity Scheme

Multiple Tx- and Rx antennas can be applied to improve the capacity and reliability of commu-

nication links. Since 60 GHz waves allow small antenna dimensions, the application of antenna

diversity technique is very suitable. In this section, we concentrate on the DL. In Sec. 3.6,

antenna diversity schemes for the UL will be described. Furthermore, for simplicity, we don’t

consider any RF impairment here. DL antenna diversity schemes considering RF impairments

will be presented in Sec. 3.4 and 3.5.

3.2.3.1 Space-Time Code (STC) and Maximal-Ratio Combining (MRC)

The IFE system is designed to have 2 Tx antennas at the AP and 2 Rx antennas at each UT.

Thus, the DL corresponds to a 2 × 2 MIMO OFDM transmission. To achieve diversity gain,

an Alamouti-based Space-Time Code (STC) [105] and Maximal-Ratio Combining (MRC) are

used at the Tx and the Rx side, respectively. Let

Sb =

[
Sb[−

N

2
], . . . , Sb[−1], Sb[1], . . . , Sb[

N

2
− 1]

]T
denote the data symbols at the subcarriers, which are transmitted in the bth block. N is the

number of subcarriers. Note that the DC subcarrier is not used. Moreover, for simplicity, we

do not consider the NULL subcarriers. The STC encoder combines two consecutive blocks

according to the following equations:

S(1) =
[
Sb,−S∗b+1

]
S(2) = [Sb+1,S

∗
b ] ,

(3.1)
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where S(1) and S(2) are the inputs of the IDFTs corresponding to the 1st and the 2nd Tx

antenna, respectively. In the in-cabin scenario, the channels are assumed to be quasi-static.

The received symbols at the rth Rx antenna can be written as:[
Y
〈r〉
b ,Y

〈r〉
b+1

]
= diag

{
H〈r,1〉

}
S(1) + diag

{
H〈r,2〉

}
S(2)

=
[
diag

{
H〈r,1〉

}
Sb + diag

{
H〈r,2〉

}
Sb+1,

−diag
{
H〈r,1〉

}
S∗b+1 + diag

{
H〈r,2〉

}
S∗b

]
,

(3.2)

where H〈r,i〉 =
[
H〈r,i〉[−N2 ], . . . ,H〈r,i〉[−1], H〈r,i〉[1], . . . ,H〈r,i〉[N2 − 1]

]T
and H〈r,i〉[k] is the

coefficient of the channel between the ith Tx antenna and the rth Rx antenna at the kth

subcarrier. The STC decoder of each Rx antenna decodes the received signals as follows:

Ŝ
〈r〉
b = diag

{
H〈r,1〉∗

}
Y
〈r〉
b + diag

{
H〈r,2〉

}
Y
〈r〉∗
b+1

Ŝ
〈r〉
b+1 = diag

{
H〈r,2〉∗

}
Y
〈r〉
b − diag

{
H〈r,1〉

}
Y
〈r〉∗
b+1 .

(3.3)

The MRC combined signal at each subcarrier is just the sum of the STC decoded signals

from each Rx antenna [105]. Since the channel coefficients at different subcarriers generally

have different magnitudes, the power of the MRC combined signal at each subcarrier should be

normalized. Thus, the estimations of the kth element of transmitted blocks are:

(
Ŝb

)
k

=

2∑
r=1

(
Ŝ
〈r〉
b

)
k

2∑
i=1

2∑
r=1

∣∣∣(H〈r,i〉)
k

∣∣∣2 ,
(
Ŝb+1

)
k

=

2∑
r=1

(
Ŝ
〈r〉
b+1

)
k

2∑
i=1

2∑
r=1

∣∣∣(H〈r,i〉)
k

∣∣∣2 . (3.4)

3.2.3.2 Simulation Results

The system performance with different antenna configurations (SISO, SIMO, MISO and MIMO)1

was simulated with the measured 60 GHz channels from [106]. The scenario of the in-cabin

channel measurements and the locations of the AP and the UTs are shown in Fig. 3.7. The

IR and FR of a measured 60 GHz channel realization are shown in Fig. 3.8 as an example.

According to [106], an open-ended waveguide was used as Tx antenna. All antennas were ver-

tically polarized. Since the AP-UT separation varies over the UT locations, a different Path

Loss (PL) occurs for each UT. However, the noise power at each UT and the transmit power

of the AP are assumed to be constant. Thus, each transmit power level of the AP results in

different SNR values at the UTs. In order to evaluate the performance of the whole system, the

transmit power of the AP is varied between −3 and 12 dBm. The test signals are transmitted

in blocks with different Tx powers. At each UT, the SNR as well as the BER of each block are

1For MISO, STC is applied at Tx; For SIMO, MRC is applied at Rx; For MIMO, both STC and MRC are
applied as described in Sec. 3.2.3.1.
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calculated and stored in pairs. The whole SNR range is divided into a number of SNR bins.

The BER values of all UTs corresponding to the SNR values in a certain bin are averaged to

obtain a point for the BER-SNR curve. For the simulation, we assumed an ideal LNA (Low

Noise Amplifier) with noise figure NF = 0 dB. However, taking a realistic NF of the LNA into

account is just equivalent to subtracting NF from the Tx power. Separate simulations were

done for LOS channels and OLOS (Obstructed-LOS) channels. It is to remark that for MISO

and MIMO, the Tx power of each Tx antenna is half of that in the case of SISO and SIMO,

so that the total Tx power of each scheme is the same and the comparison is fair. Moreover,

perfect channel knowledge is assumed and no channel coding was applied. The obtained BER-

SNR curves are shown in Fig. 3.9 and 3.10 for LOS and OLOS channels, respectively. In the

SIMO and MIMO case, the SNR is the averaged value at each Rx antenna.

Figure 3.7: Scenario in the cabin for channel measurement
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Figure 3.8: IR and FR of a 60 GHz channel realization at position 8, OLOS.
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As shown in Fig. 3.9 and 3.10, the MIMO configuration achieves the largest diversity gain of

11.7 dB for LOS and 13.13 dB for OLOS, respectively, at a BER of 10−3. The performance in

an AWGN channel is also given for comparison. We can see that the performance with MIMO

is close to that of a SISO transmission over an AWGN channel.
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Figure 3.9: BER performance vs SNR, 16 QAM, LOS channels

3.2.4 Power Control Considerations

In order to find the required Tx power value which enables the desired system performance,

the simulation results in Sec. 3.2.3.2 are further evaluated. We only consider the MIMO case.

For each Tx power level, the average BER at each UT is calculated. These BER values are

compared and the highest one is taken as the upper bound at this Tx power level. Fig. 3.11

shows the BER upper bound as a function of the Tx power. As can be seen, the required

Tx power for a BER of 10−3 is 1.54 dBm for LOS and 9.54 dBm for OLOS. Since OLOS is

the dominant case in an indoor scenario, a Tx power of about 10 dBm is necessary to ensure

the system performance. It is to remark that this value is associated with the gains of the

Tx and Rx antennas used for the channel measurements in [106], which are 5 dBi and 2 dBi,

respectively. This matches the antenna properties described in Sec. 3.2.1.

Since OFDMA/TDMA is used as multiple access scheme, power control can be applied

to optimize the power consumption. The UTs with similar channel qualities can be grouped

together, assigned to the same time slot and supplied with an appropriate Tx power level.
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Figure 3.10: BER performance vs SNR, 16 QAM, OLOS

In this way, the Tx power levels are different in consecutive time slots and the overall power

consumption can be minimized.

Furthermore, since the content server can act as a central resource controller, the APs which

use the same DL channel can be coordinated to mitigate CoCI.

Fig. 3.12 (a) shows the case without coordination. Both APs in the figure operate at

the same carrier frequency. Within a cell, the UTs at the cell edges which are closest to the

interfering APs can be regarded as the worst case UTs. Compared to other UTs in the cell, they

are farthest away from the own AP and closest to the interfering AP. Without coordination,

both APs may transmit signals to these UTs at the same time. Since the PL increases with the

distance between the Tx and Rx [106], the Tx power has to be comparatively high, so that the

Rx power of these UTs is sufficiently high for signal detection. On the other hand, this causes

a high CoCI level.

Fig. 3.12(b) shows the CoCI mitigation scheme in principle. The transmission of the APs

can be coordinated as follows: AP1 transmits a high power signal to UT1, because it is a worst

case UT. At the same time, AP2 transmits a low power signal to UT4, which is closer to it.

In this way, the interference at UT1 is reduced. On the other hand, if the Tx power levels

of the APs are properly adjusted, the SIR of UT4 is still sufficient for signal detection. If we

define high power and low power time slots for the system, this coordination can be regarded

as applying a reuse factor larger than one for high power time slots1.

1In other words, the high power time slots can not be used at the same time by two interfering APs with
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Figure 3.11: Upper bound of BER performance vs Tx power

3.3 Optimization of Time Domain Windowing and Guard-

band Size for Cellular OFDM Systems

3.3.1 Background and Overview

An important issue for the design of a cellular OFDM system is the band-limitation to meet

spectral mask constraints. In time domain, an OFDM signal can be regarded as the sum of

many sinusoidal carriers modulated by data symbols and windowed by a rectangular function

[107]. Rectangular windowing is equivalent to spectral shaping by the sinc pulse. This results in

spectrum spreading, degrades the spectral efficiency [107] and causes interference to neighboring

channels.

There are two common techniques for the spectral sidelobe suppression of OFDM BB signals:

LP filtering and RC windowing. Applying LP filter can effectively reduce the sidelobes, but

requires up-sampling of the transmitted BB signal and very high order digital filter, resulting

in high computational overhead. Furthermore, filtering chops off significant energy from the

outer subcarriers, causing ICI and reduced effective SNR [107].

Further sidelobe suppression techniques were developed in the context of cognitive radio,

including the insertion of Cancellation Carriers (CC) [108], subcarrier weighting [109], Multiple

Choice Sequence (MCS) [110] and Adaptive Symbol Transition (AST) [111]. Although these

the smallest distance.
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Figure 3.12: Power control for CoCI mitigation
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techniques can reduce the sidelobes significantly, they require relatively high computational

complexity. Moreover, CC results in increased PAPR, while subcarrier weighting increases the

BER [111]. For MCS, an extra signaling channel and side information are necessary, which

reduces the system throughput.

In contrast, RC windowing is much simpler, although the sidelobe suppression is not as

significant as with the other techniques. As shown in Fig. 3.4, only an RC guard period needs

to be added to the OFDM signal. RC guard periods of consecutive OFDM symbols can overlap

with each other and are omitted at the receiver [107]. In Fig. 3.4, TRC, TCP and T are the

durations of the RC guard period, the CP (also called Guard-Interval, i.e. GI, for combating

multipath propagation) and the FFT section, respectively. Moreover, we define the symbol

duration TS := TCP + T and the windowed symbol duration Tw := TS + TRC. The notations

NCP, N , NRC, Nw and NS designate the sample number of the corresponding sections. Finally,

the ROF is defined as r := TRC

TS
= NRC

NS
.

The RC period smoothes the signal transition between consecutive symbols and thus reduces

the sidelobe level. However, it can not completely remove the sidelobes. In order to suppress

the ItCI caused by the remaining sidelobes, it’s necessary to introduce a GB between adjacent

channels. This can be done either by reserving NULL subcarriers at the spectrum edges or

reducing the signal BW while maintaining the channel raster. Furthermore, we assume no BB

up-sampling at the Tx. Thus, reducing the signal bandwidth is equivalent to reducing the

sampling frequency fs.

A higher ROF r leads to faster decay of the side lobes [107] and thus requires a smaller

GB, which increases the spectral efficiency. On the other hand, higher r implies longer symbol

duration, which in turn reduces the data rate. Thus, a trade-off between the value of r and the

GB size must be found to obtain the maximal achievable data rate, so that the radio resource

is exploited most efficiently. This optimization problem is studied in following.

The work in this section is based on our previous work [40].

3.3.2 Signal Model

The (periodical) continuous time BB OFDM signal before windowing as well as the correspond-

ing spectrum can be written as:

s(t) =

N
2 −1∑

k=−N2

S[k]ej2πk∆ft

◦−• S(f) =

N
2 −1∑

k=−N2

S[k]δ(f − k∆f),

(3.5)

where N is the number of subcarriers, S[k] is the data symbol modulating the k-th subcarrier,

∆f = fs
N is the subcarrier spacing and δ(f) is the dirac delta distribution. The data symbols
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are drawn from a constellation Q, which can be BPSK, QPSK or M2-QAM (M > 2).

The signal in Fig. 3.4 is obtained by windowing s(t) with an RC window of duration 2TRC +

TS, whose time and frequency domain expressions are given by:

w(t, r) =



1
Tw
, |t| ≤ (1−r)Tw

2

1
2Tw

[
1 + cos

(
π
2r

[
2|t|
Tw

+ r − 1
])]

, (1−r)Tw

2 < |t|
≤ (1+r)Tw

2

0, otherwise

(3.6)

◦−• W (f, r) = sinc(fTw)

[
cos(rπTSf)

1− 4r2T 2
Sf

2

]
. (3.7)

Note that if r = 0, the RC window turns into a rectangular window. Thus, the following

analysis also includes the special case of rectangular windowing. The windowed OFDM signal

in time- and frequency domains can be written as:

ś(t, r) = s(t)w(t, r) ◦−• Ś(f, r) =

N
2 −1∑

k=−N2

S[k]W (f − k∆f, r). (3.8)

It should be stated that a time shift of the window function only causes a linear phase shift

in the spectrum, which has no influence on the decay of the sidelobes. Thus, the usage of non-

causal representation of the RC window in (3.8) is reasonable. Furthermore, the modulation of

the BB OFDM signal to the RF band does not change the sidelobe level. Therefore, the ItCI

is calculated from the equivalent BB signal in the following.

3.3.3 Sidelobe Reduction to Meet Spectral Mask

In cellular systems, the cells using adjacent frequency channels may generate ItCI to each other,

which degrades the transmission quality. This problem is especially severe for the UTs locating

at the cell edges. As shown in Fig. 3.13, these UTs are nearest to the interfering AP and farthest

away from its own AP1. To mitigate this problem, two measures should be taken. The first

measure is to allocate the frequency channels properly, so that the distance between the cells

using adjacent channels is maximized (as depicted in Fig. 3.13). With such channel allocation,

the interference signals will be transmitted over a longer distance than the dedicated signals.

As a result, the interference signal is more attenuated than the dedicated signal. The second

measure is to restrict the power of the out-of-band radiation i.e. the sidelobe of the transmitted

signal. Usually, a spectral mask is predefined, which specifies the maximum allowable sidelobe

level.

Now, we concentrate our analysis on the second measure. As mentioned in Sec. 3.3.1, we

1Since the PL increases with the distance between Tx and Rx [112], such UTs receive relatively strong
interference signal and relatively weak dedicated signal.
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apply RC windowing to reduce the sidelobes of OFDM signals. For simplicity, we assume that

there is only one significant interfering AP (as in Fig. 3.13). Anyhow, the generalization to the

case of more significant interference sources is straightforward 1.

Worst case
UT

Interference
Source

Adjacent channels

Interference

Maximized distance

1 2

AP2AP1

Figure 3.13: Interference from neighboring cells

Based on (3.8), the sidelobe generated by a RC windowed OFDM signal is illustrated in

Fig. 3.14. As shown in Fig. 3.14, when r increases, the oscillation magnitude of W (f, r) de-

creases, resulting in reduced sidelobe level of the OFDM signal. Note that for simplicity, the

sidelobe generated by a single OFDM symbol is observed. As will be shown in App. B.1, the

power spectrum (incl. the sidelobes) of multiple OFDM symbols just scales with the square of

the number of OFDM symbols. Thus, the analysis with a single OFDM symbol is representative.

Without loss of generality, we consider the sidelobes on the right spectrum edge of the

interference signal, which is shown on the left hand side of Fig. 3.14. In the adjacent channel, we

can observe that the closer the frequency to the left spectrum edge, the stronger the interference.

Thus, we can use the sidelobe level (of the interference signal) at the left-most subcarrier of

the adjacent channel as reference for interference suppression. We first assume that no NULL

subcarrier is reserved at the spectrum edges for GB construction. In this case, the frequency

of the left-most subcarrier of the adjacent channel is fν = B − N
2 ∆f , where B is the channel

spacing. The extension of the analysis to the case of NULL subcarriers reservation will be given

later.

We denote the constellation points with the largest magnitude as Smax. From (3.8) and

|S[k]| ≤ |Smax| ,∀k, the sidelobe power at fν is bounded by:

∣∣∣Ś(fν , r)
∣∣∣2 ≤ |Smax|2

 N
2 −1∑

k=−N2

|W (fν − k∆f, r)|

2

, (3.9)

1When the network parameters are known.
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Figure 3.14: RC windowed OFDM signals in frequency domain

where a non-zero DC carrier is considered to simplify the analysis. Let PS be the average

spectral power of the interference signal within its bandwidth. From the predefined spectral

mask, the ratio between PS and the maximum allowable sidelobe power at fν can be derived.

This ratio is denoted as ρSM and is used as interference suppression criterion. For simplicity, we

approximate PS with the mean square magnitude of the constellation points, which is denoted

as P̄Q
1. From the constellation Q, the following ratio is known: λQ := |Smax|2

P̄Q
. Accordingly, to

meet the spectral mask, the following inequality can be applied:

1

λQ

(∑N
2 −1

k=−N2
|W (fν − k∆f, r)|

)2 ≥ ρSM. (3.10)

We further assume that the transmit power levels of all APs are equal and the interfering

signal is attenuated by AdB
I = 10 logAI [dB] more than the dedicated signal (due to a larger

transmission distance). To ensure the transmission quality at the cell edge, the AdB
I of the worst

case UT in Fig. 3.13 should be used. The value of AdB
I can be calculated from the network

parameters i.e. cell size, propagation environment and the PL model [112]. The influence

of the multipath channel is considered by taking the corresponding PL model into account.

Accordingly, when (3.10) is fulfilled, the SIR at the left spectrum edge of the adjacent channel,

ρAC, should suffice:

ρAC ≥ ρSMAI . (3.11)

1Recall that we consider the spectrum of a single OFDM symbol. In practice, PS is usually larger than P̄Q

due to the spectral convolution in (3.8). Thus, using P̄Q to approximate PS leads to even stronger interference
suppression.
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For further analysis, Eq. (3.10) is rewritten as follows:

20 log

 N
2 −1∑

k=−N2

|W (fν − k∆f, r)|

 ≤ ΓdB, (3.12)

where ΓdB := −10 log λQ − 10 log ρSM. Eq. (3.12) provides the requirement on the windowing

function to meet the spectral mask. This requirement will serve as the basis for the optimization

of the RC window and the GB size.

Now, we extend our analysis to the case of reserving N0 NULL subcarriers at the spectrum

edges to construct a GB, where N0 is an odd number. In this case, Eq. (3.12) changes to:

20 log

 N
2 −

N0+1
2∑

k=−N2 +
N0+1

2

|W (f ′ν − k∆f, r)|

 ≤ ΓdB, (3.13)

where f ′ν = B − N−N0−1
2 ∆f .

3.3.4 Optimal RC Guard Period and Guardband Size

The optimal RC guard period and GB size are characterized by maximizing the data rate per

OFDM symbol while satisfying the sidelobe reduction constraint in Sec. 3.3.3.

To simplify the analysis, we normalize the frequency in (3.7) to the subcarrier spacing and

substitute κ = f
∆f . Now, we rewrite the window spectrum (3.7) as a function of κ and r for

fixed NS and N :

Ẃ (κ, r) = sinc

(
κNS(1 + r))

N

)[
cos( rπNSκ

N )

1− 4r2N2
Sκ

2

N2

]
. (3.14)

By substituting (3.14) and κN = fν
∆f − N

2 + 1 and k′ = k− N
2 + 1 into (3.12), we obtain the

following inequality:

20 log

(
0∑

k′=−N+1

∣∣∣Ẃ (κN − k′, r)
∣∣∣) ≤ ΓdB. (3.15)

Note that for the function
∑0
k′=−N+1

∣∣∣Ẃ (κ− k′, r)
∣∣∣, κ = 0 and κ = κN correspond to the

right-most subcarrier frequency of the interference signal and the left-most subcarrier frequency

of the interfered signal, respectively. This simplifies the calculation of the GB size.

In a similar way, the following inequality can be derived from (3.13) for the case with NULL

subcarrier reservation:

20 log

 0∑
k′′=−N
+N0+1

∣∣∣Ẃ (κ′N − k′′, r)
∣∣∣
 ≤ ΓdB, (3.16)
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with κ′N =
f ′ν
∆f − N−N0−1

2 and k′′ = k − N−N0−1
2 . Actually, since

0∑
k′′=−N+1

∣∣∣Ẃ (κ′N − k′′, r)
∣∣∣ ≥ 0∑

k′′=−N+N0+1

∣∣∣Ẃ (κ′N − k′′, r)
∣∣∣ , (3.17)

we just need to observe the function 20 log
(∑0

k′′=−N+1

∣∣∣Ẃ (κ− k′′, r)
∣∣∣) with κ = κN and

κ = κ′N for the two interference criteria above, respectively. Actually, the difference between

both sides of (3.17) is very small, because the contributions which are dropped on the right

hand side of (3.17) come from the left-most subcarriers which have frequency distance of at

least ∆f(N −N0) away from the right-most subcarrier. Their influence on the sidelobe level is

negligible.

Because of the decay property of the spectral pulse Ẃ (κ, r), it is possible to reduce the

number of summation terms on the left hand side of (3.17) to M < N − 1 with sufficient

accuracy (e.g. for N = 256, M = 64 is sufficient). Thus, we approximate the left sum of (3.17)

with
∑0
k′′=−M

∣∣∣Ẃ (κ′N − k′′, r)
∣∣∣ and define the following function:

G(κ, r) :=

0∑
k′=−M

∣∣∣Ẃ (κ− k′, r)
∣∣∣ . (3.18)

For each possible r, i.e. NRC, we search for the optimal location of the left-most subcarrier

in the neighboring channel, κ̃(r), according to the following requirement, which corresponds to

(3.15):

κ̃(r) = min
{
κ́ |∀κ ≥ κ́ : 20 logG(κ, r) ≤ ΓdB

}
. (3.19)

This search can be easily done by standard numeric tools. Finally, the denormalized GB

size is κ̃(r)∆f .

There are 3 different cases of GB construction:

1. Only NULL subcarriers are reserved and fs = B. The number of NULL subcarriers

needed to construct the GB is:

N0(r) = dκ̃(r)e+ ((dκ̃(r)e))2 , (3.20)

where the ((·))2 operator ensures that N0 is an odd number.

The data rate per OFDM symbol can be calculated by:

R
(I)
d (r) =

(N −N0(r)−Np)NbRC
(N +NCP + rNS)fs

bits/s, (3.21)

where Np is the number of pilot subcarriers, Nb is the number of bits per data symbol

and RC is the code rate of the channel code.
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2. Only the sampling frequency fs is reduced, no NULL subcarriers are reserved (N0 = 0)

and B is fixed. For a given r, the following relations exist: κ̃ = fν
∆f − N

2 +1, fν = B− N
2 ∆f

and fs = N∆f . Thus, we have

fs(r) =
NB

κ̃(r) +N − 1
. (3.22)

In this case, Rd(r) becomes:

R
(II)
d (r) =

(N −Np)NbRC
(N +NCP + rNS)fs(r)

bits/s. (3.23)

3. Both NULL subcarriers and fs reduction are used. For a given N0,

fν(r) = B −
(
N

2
− N0 + 1

2

)
∆f(r)

=

[
κ̃(r) +

(
N

2
− N0 + 1

2

)]
∆f(r).

(3.24)

Thus, we have

fs(r) =
NB

κ̃(r) +N −N0 − 1
. (3.25)

In this case, Rd(r) is expressed as:

R
(III)
d (r) =

(N −N0 −Np)NbrC
(N +NCP +NRC)fs(r)

bits/s. (3.26)

For all three cases, Rd(r) can be maximized with respect to r:

r̃ = arg max
r

Rd(r). (3.27)

The search for r̃ can be done by standard numeric tools. It should be stated that since

the GB size is determined by r, the joint optimization of ROF and the GB size becomes a one

dimensional optimization.

3.3.5 Numerical Illustration of the Parameter Optimization

The parameters of the IFE system described in Sec. 3.2 were used to illustrate the optimization

technique. Recall that there are totally eight downlink channels in the range of 60.5 GHz to 62

GHz, with channel spacing B = 250 MHz. The OFDM signals in each channel have N = 256

subcarriers. According to the measured 60 GHz channel length [106], the CP- i.e. the GI length
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is chosen to be NCP = 32. Adjacent frequency channels are not allocated to neighbor cells but

with an additional distance of at least one cell. For a worst case UT at the edge of a cell,

only one interfering AP was considered. With a cell diameter of 5 m, the interfering signal is

attenuated by AdB
I = 7.9 dB more than the dedicated signal according to the path-loss model in

[106]. The modulation scheme is 16-QAM, corresponding to Nb = 4 bits/symbol, Smax =
√

18

and 10 log λQ = 2.55 dB. Furthermore, we set ρdB
SM = 10 log ρSM = 32 dB, which corresponds to

SIR of ρdB
AC = 10 log ρAC ≥ 39.9 dB at the left spectrum edge of the adjacent channel. Such SIR

values should be sufficient for most of the modulation schemes. Based on the above parameters,

κ̃(r) in (3.19) is searched for as follows:

κ̃(r) = min {κ́ |∀κ ≥ κ́ : 20 logG(κ, r) ≤ −34.55 dB} . (3.28)

The ROF values used for the search are:
{
r = NRC

NS
, NRC = 1, . . . , 64

}
. The function 20 logG(κ, r)

is depicted in Fig. 3.15. The corresponding κ̃(r)’s are marked.
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Figure 3.15: Sidelobes of 20 logG(κ, r), N=256

The first two GB construction cases have been considered. Fig. 3.16 shows that in both

cases, the required GB decreases with increasing r. The decrease is particularly fast in the

low ROF region. Fig. 3.17 shows the data rate per OFDM symbol as a function of r (see

(3.21) and (3.23)). As coding scheme, an inner convolution code with code rate 1
2 and an outer

Reed-Solomon-Code with code rate 7
8 were used. Thus, the overall code rate is RC = 7

16 . In

both cases, the data rate functions have convex shapes, which enables simple maximization

of Rd and thus the optimization of r. In the first case, the maximal achievable data rate is

336.4 Mbit/s with N0 = 17 and r = 5.2%, corresponding to NRC = 15. In the second case,

the maximal data rate is 339.6 Mbit/s with a reduced sampling frequency of fs = 238.6 MHz
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and r = 5.6%, corresponding to NRC = 16. A slightly higher maximal data rate is achieved by

reducing fs to construct the GB. The reason is that for the calculation of N0 in (3.20), κ̃(r) is

rounded to the nearest greater integer, which increases the actual GB slightly.
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Figure 3.16: Guardband size as a function of r

To verify the sidelobe reduction, OFDM signals are generated with the optimized parame-

ters. Fig. 3.18 shows the corresponding OFDM signal spectrum with NULL subcarrier reser-

vation. For comparison, an OFDM signal without RC windowing is also included. As shown,

significant sidelobe reduction is achieved by RC windowing, which is consistent with the pre-

defined value of ρdB
SM

1. Similar results can be observed in the case of sampling frequency

reduction.

3.3.6 Analysis of Instantaneous Interference per OFDM Symbol

For the interference analysis in Sec. 3.3.3, we have observed the OFDM signal spectrum in a

general sense. In other words, the observed spectrum corresponds to the signal of (3.8) over

infinite time. This analysis can be used to reduce the sidelobe and to meet the spectral mask.

In this section, we investigate the behavior of the instantaneous interference in each OFDM

symbol as well as the influence of RC windowing on such interference. As shown in Fig. 3.19,

for each OFDM symbol in the interfered channel, only a section of the interference signal with

duration T (the FFT-block duration) is relevant. We call this section as “interference section”.

There are generally two cases of interference sections: A) The interference section does not

contain the RC guard period; B) The interference section contains the RC guard period (the

whole period or only parts of it).

1Note that ρdB
AC is higher since the influence of AdB

I is included.
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The interference behavior in the two cases above was investigated via simulation. In the

simulation, the optimized parameters in Sec. 3.3.5 were used to generate OFDM signal frames

in two adjacent channels (with B = 250 MHz). Each signal frame contains 256 OFDM symbols,

which are generated from randomly chosen 16-QAM symbols. The spectral relation between

these two signal frames was as depicted in Fig. 3.13, where the interference signal has AdB
I = 7.9

dB less power than the interfered signal. For both case A and case B, 1000 OFDM signal

frames per channel were generated. The instantaneous SIR at the left-most subcarrier of each

interfered OFDM symbol is evaluated. Note that in case B, the position of the RC guard period

was random. For comparison, the same simulation was carried out with OFDM signals without

RC windowing.

In case A, the RC windowing has no influence on the interference level. In this case, if

perfect frequency synchronization is achieved between the APs of adjacent channels and NULL

subcarriers are used to construct GBs1, no ItCI is present. The reason is that the subcarriers

of the OFDM signals in adjacent channels reside in the zeros of each other’s sidelobes. This is

verified by Fig. 3.20, which shows the CDF of the instantaneous SIR at the left most subcarrier

of the interfered OFDM symbols. As shown, all SIR values lie above 210 dB. However, if CFO

is present or fs reduction is applied to construct GB, the corresponding SIR will become much

lower. This is shown in Fig. 3.21, where the corresponding CFO value was 90 kHz. We can

also see that the SIR with NULL subcarrier reservation and CFO is still much higher than that

with fs reduction.

In case B, if no RC windowing is applied, the interference section will contain hard transitions

of the modulated data symbols on each subcarrier. As a result, the interference will be stronger

than case A. When RC windowing is applied, the corresponding data symbol transitions are

smoothed, resulting in interference reduction. According to Fig. 3.21, when no RC windowing

is applied, 99.9% of the SIR values lie above 14.6 dB for fs reduction and 15.6 dB for NULL

subcarrier reservation, respectively. When RC windowing is applied, the corresponding SIR

values lie above 17.4 dB and 18.7 dB, respectively. Thus, the SIR gain by RC windowing is

about 3 dB. We can also see that the SIR with RC windowing in case B is similar to that in

case A with fs reduction.

Generally, the instantaneous SIR at the left-most subcarrier of each interfered OFDM symbol

can be much lower than the desired value of ρdB
AC ≥ 39.9 dB (in Sec. 3.3.5). Moreover, the

improvement by RC windowing is relatively small. The reason is that taking an interference

section out of the interference signal is equivalent to an extra rectangular windowing on this

signal. This windowing results in considerable sidelobe regrowth.

If higher instantaneous SIR per OFDM symbol is desired, larger GB should be reserved2.

However, further investigation is still needed to find the optimal GB size and the optimal ROF

which allows high instantaneous SIR per OFDM symbol. To achieve this goal, the sectioning of

the interference signal (i.e. the additional rectangular windowing) should be taken into account

1In other words, if fs = B.
2Further simulations show that reserving more GB is much more effective than increasing r.
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in the signal model, the interference analysis and the optimization procedure. This remains

future work.

Figure 3.19: Different cases of interference sections.

3.4 Efficient Joint Estimation and Compensation of I/Q-

Imbalance and the MIMO Channel

3.4.1 Background and Overview

Except for high data rate, the 60 GHz WLAN system is expected to have low-cost, low-power,

small size and flexible implementation, which leads to the application of DCA both at the Tx

and Rx. Since MIMO technique is applied, multiple RF front-ends and BB analog component

chains are required, which put further restriction on the size and cost of the individual RF and

BB analog components. As a result, hardware impairments, i.e. the “dirty RF effects”, become

more severe. The typical impairments include CFO, DC-Offset and I/Q-imbalance. Since DC-

offset can be easily suppressed by AC-coupling [113], it is not considered in our investigation.

While CFO causes Common Phase Error (CPE) and Inter-Carrier-Interference (ICI), I/Q-

imbalance causes MFI. As a result, the application of high-order modulation (e.g. 16-QAM,

64-QAM) is limited, corresponding to insufficient spectral efficiency. In our investigation, we

consider both the MOD- and DMOD I/Q-imbalance and the I/Q-imbalance of the BB analog

components (typically the LPFs). The overall effect of both I/Q-imbalance effects is referred

to as “frequency selective I/Q-imbalance”.

106



200 210 220 230 240 250 260 270 280
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Instantaneous SIR [dB]

Pr
ob

ab
ili

ty

Figure 3.20: CDF of instantaneous SIR at the left most subcarrier of the interfered signal in
case A with NULL subcarrier reservation.

10 15 20 25 30 35 40 45 50 55 60
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Instantaneous SIR [dB]

Pr
ob

ab
ili

ty

 

 

fs Reduc. Case A
NULL Sc. Case A + CFO
fs Reduc. Case B, RC-Win
NULL Sc. Case B RC-Win
fs Reduc. Case B No RC-Win
NULL Sc. Case B No RC-Win
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As mentioned in Sec. 2.1.5, there are generally two different ways of Tx/Rx-I/Q-imbalance

compensation. The first way is to compensate the Tx-I/Q-imbalance at the Tx and the Rx-

I/Q-imbalance at the Rx, respectively1. The advantages of this way were already given in

Sec. 2.1.5. After Tx-I/Q-imbalance has been compensated for (e.g. using the scheme in Sec. 2),

a number of existing schemes, e.g. [48, 114, 115, 116, 117, 118, 119, 120], can be applied to esti-

mate/compensate for the CFO and/or Rx-I/Q-imbalance at the Rx. However, this way is only

feasible when feedback paths are available at the Tx2. The second way is to compensate both

Tx- and Rx-I/Q-imbalance at the Rx. If the feedback paths mentioned above are unavailable,

e.g. due to cost constraints3, this way should be chosen. Actually, if the PA can be assumed

to be operating within the linear region, this is also a very effective way. Except for allowing

lower hardware complexity at the Tx, this way has an interesting advantage that extra diversity

gain due to Tx-I/Q-imbalance can be exploited [83, 84, 121]. However, such diversity gain can

only be achieved by advanced detection schemes e.g. V-BLAST, which generally requires high

computational complexity. In this thesis, we focus on the second way.

There are also two ways of CFO compensation. The first way is the analog compensation,

where the Rx LO frequency is adjusted according to the estimated CFO value [122]. For the

CFO estimation in the presence of I/Q-imbalance, a lot of methods e.g. [115, 116, 117, 123]

can be applied. Since the CFO varies very slowly in time (mainly due to temperature change),

the corresponding estimation only needs to be carried out with a relatively long period (instead

of for each communication frame). After analog CFO compensation, the CFO can be excluded

from the system model. The second way is the digital compensation. The most common digital

CFO compensation is the time domain sample-wise phase derotation. In this thesis, both ways

of CFO compensation are considered. In this section, perfect analog CFO compensation is

assumed4. Thus, we concentrate our investigation on the digital compensation of Tx- and Rx-

I/Q-imbalance. In the next section (Sec. 3.5), digital CFO compensation is considered jointly

with the digital Tx- and Rx-I/Q-imbalance compensation, which requires more complicated

signal modeling, parameter estimation and impairment compensation.

Assuming Rx-side compensation of Tx-I/Q-imbalance, a further issue would be whether to

estimate and compensate Tx-, Rx-I/Q-imbalance and the radio channel (SISO/MIMO) jointly

or separately. First, we discuss the combination possibilities of Tx- and Rx-I/Q-imbalance com-

pensation according to the following two cases (which correspond to the two CFO compensation

ways mentioned above):

1. No CFO is present (i.e. perfect analog CFO compensation): In this case, the effects

of Tx- and Rx-I/Q-imbalance are generally hard to separate. Thus, most of the existing

1In MIMO systems with Tx-side pre-compensation, the Tx-I/Q-imbalance of different Tx antennas is com-
pensated separately.

2The work in [88] can be regarded as a special case where the Rx of the same device is used as the feedback
path during calibration.

3This is especially true in MIMO systems or peer-to-peer communication (although it is not the target use
case in this thesis).

4This assumption can also be found in a lot of works e.g. [79, 124, 125, 126, 127].
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works estimate/compensate Tx- and Rx-I/Q-imbalance jointly with the radio channel

in one step [42, 79, 83, 84, 121, 125, 126, 127, 128, 129, 130]. In [82, 124], a two-step

estimation method was proposed. While the channel estimates in the first step contains

I/Q-imbalance influence, the estimates in the second step are mixtures of I/Q-imbalance-

and channel coefficients. In [76, 131], a separate estimation scheme was proposed for

the Tx- and Rx- frequency-independent I/Q-imbalance. However, this scheme is based

on approximate assumptions on the I/Q-imbalance parameter values1 and requires large

amount of pilot data, imposing high overhead. Moreover, after the estimation, Tx-,Rx-

I/Q-imbalance and the channel are still compensated jointly. In MIMO systems of this

case, I/Q-imbalance of different Tx-/Rx antennas is generally compensated for jointly.

2. CFO is present: In this case, the most efficient way is to estimate and compensate Tx-

and Rx-I/Q-imbalance separately. The reason is that the CFO effect lies between both

I/Q-imbalance effects (see Sec. 3.5) and allows to decouple Tx- and Rx-I/Q-imbalance.

Examples can be found in the hybrid domain compensation of [44, 81, 90, 123, 132], where

Rx-I/Q-imbalance and CFO are compensated in time domain, while Tx-I/Q-imbalance

and the radio channel are compensated in frequency domain. However, exceptions can

also be found, i.e. in the works [133, 134, 135], where Tx-, Rx-I/Q-imbalance and the

channel are jointly estimated. Moreover, CFO is compensated in time domain, while

Tx- and Rx-I/Q-imbalance as well as the channel are compensated two dimensionally in

time- and frequency domains using Per-Tone-EQualization (PTEQ). The main drawbacks

of this scheme are high computational complexity and slow convergence. Generally, in

MIMO systems of this case, Rx-I/Q-imbalance of different Rx antennas can either be

jointly [133, 134, 135] or separately [44, 90, 123] compensated for. However, the separate

version is more efficient. In contrast, Tx-I/Q-imbalance of different Tx antennas has to

be compensated for jointly2.

In both cases above, I/Q-imbalance3 can be compensated jointly with the radio channels

(SISO or MIMO) [42, 44, 81, 83, 84, 128, 129, 130, 131, 133, 134, 135] or separately from

them [48, 90, 123, 132]. The compensation in [82, 124] is a special case which conducts sepa-

rate STC-decoding but still applies partially joint compensation of Tx-, Rx-I/Q-imbalance and

the channel4. Generally, the joint compensation will increase the signal detection dimension.

For MIMO systems with NT and NR Tx- and Rx- antennas, respectively, the separate and

joint compensation correspond to signal detection dimensions of NT × NR and 2NT × 2NR,

respectively[129]. In the scheme of [82, 124], due to partially joint compensation, the signal de-

tection dimension is 2NT ×2NT
5. However, let ND be the total number of data subcarriers, the

1Assuming very small Tx I/Q-imbalance values.
2Since the Rx signal at each Rx antenna contains the I/Q-imbalance effects of all Tx antennas.
3Only Tx-I/Q-imbalance or both Tx- and Rx-I/Q-imbalance in the case of Rx-side compensation only; Only

Rx-I/Q-imbalance in the case of Tx side Tx-I/Q-imbalance compensation i.e. when perfect Tx is assumed.
4The coefficients a[k], b[k], c[k], d[k] in [82, 124] include the influence of both Tx/Rx-I/Q-imbalance and the

MIMO channel.
5Assuming NT consecutive OFDM data symbols are encoded to NT consecutive OFDM symbol slots and
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joint compensation only requires signal detection on ND
2 subcarriers1, which is half the number

required by the separate compensation. Furthermore, the separate compensation requires ex-

tra complexity2 for the calculation of separate compensation coefficients (for Tx-I/Q-imbalance

and the radio channels) as well as for the actual compensation of I/Q-imbalance (see [90]).

Thus, for small NT and NR and simple equalization schemes (e.g. ZF), the complexity of both

joint- and separate compensation may be similar. For large NT , NR and the cases where com-

plex equalization/detection schemes are applied (e.g. V-BLAST), the separate compensation

generally has lower complexity. An additional advantage of the separate compensation is that

signal detection algorithms can be designed without considering these RF impairments 3. In

contrast, with adequate algorithms that consider I/Q-imbalance e.g. those in [83, 84, 121], the

joint scheme can profit from extra diversity gain introduced by Tx-I/Q-imbalance. In Sec. 3.4.9

and Sec. 3.5.7, some complexity analysis will be given based on the parameters of the 60 GHz

IFE system.

To give a general view, the possible combinations of the compensation of Tx-, Rx-I/Q-

imbalance and the radio Channel are summarized in the two tables in App. B.3.

In this section, we focus on the joint estimation and compensation of Tx-, Rx-I/Q-imbalance

and the MIMO channel in OFDM systems. Since indoor 60 GHz channels can be regarded as

quasi static within each communication signal frame (i.e. block-fading), the most efficient and

practical way for the joint parameter estimation is to apply preambles. In MIMO systems,

different Tx/Rx-branches have different I/Q-imbalance parameters. As a result, the dimension

of parameters to be estimated is much higher than SISO systems. Thus, it is necessary to

design overhead-efficient and optimal preambles.

Regarding our focus, there are a number of related works, which have been mentioned above.

While [129, 136, 137, 138] only investigate frequency independent I/Q-imbalance, [79, 82, 85, 86,

88, 121, 124, 125, 126, 127, 128, 131] consider frequency-selective I/Q-imbalance. The latter are

much more relevant for broadband high data rate wireless communication. Most of the existing

works have some drawbacks. The schemes in [128, 131] require recursive algorithms due to the

absence or incompleteness of parameter estimation. As a result, high computational complexity

and large latency can be expected. The semi-blind based scheme in [121] is only suitable for

QPSK and Spatial Multiplexing (SM). The two-step scheme in [82, 124] is an effective and

efficient scheme for STC coded MIMO OFDM systems. However, it is more suitable for pilot-

data-multiplexed type4 parameter estimation, i.e. in the case of fast fading channels. If the

pilot design in [82, 124] is used as preamble, at least four OFDM symbols are required. Thus,

it is not overhead efficient as preamble5. The pilot design and parameter estimation scheme in

across all NT Tx antennas.
1The joint compensation is done on mirroring subcarrier pairs
2W.r.t. the signal detection.
3In other words, algorithms that have been designed without considering these RF impairments can be

applied.
4Also called “comb-type” in [139].
5More comparison between the proposed schemes and the scheme in [82, 124] can be found in Sec. 3.4.8 and

Sec. 3.4.9.
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[79]1 is overhead efficient but not suitable for OFDM systems with GB. As will be shown, this

scheme will suffer from significant performance degradation due to the presence of OFDM GB.

The most advanced state-of-the-art preamble design and parameter estimation were presented

by [125, 126, 127] and our previous work [42]2. With these schemes, estimation Mean Square

Error (MSE) close to the Cramer-Rao Lower Bound (CRLB) can be achieved. Especially, [127]

provides a large variety of pilot designs for both preambles and pilot-data-multiplexed symbols.

However, most of these designs, except for the [CDM-F;Null] and [FDM;Null] designs, require

multiple OFDM symbols and are not overhead efficient enough as preambles. Moreover, the

estimators in [127] require relatively high computational complexity than our schemes.

The work in this section is an extension of our previous work [42]. First, joint channel and

I/Q-imbalance compensation schemes are derived for different antenna diversity configurations.

Afterwards, optimal preamble design rules are derived. Based on these design rules, three

preamble designs are proposed, which allow low preamble overhead (i.e. of about one OFDM

symbol length) and low CF. Based on these preambles, efficient joint estimation schemes are

proposed. Finally, numerical simulation results as well as complexity analysis are presented to

verify the advantages of the proposed schemes. The novelties of our schemes can be summarized

as follows:

• The proposed preamble designs also consider OFDM systems with large GB, where the

equidistant pilot subcarrier allocation in [125, 126, 127] can not be applied. In this case, we

apply partially equidistant pilot subcarrier allocation. Practical subcarrier index selection

schemes are proposed3 (see Sec. 3.4.6.1 and Sec. 3.4.7.1);

• Edge subcarrier inclusion is proposed to improve estimation accuracy (see Sec. 3.4.6.1);

• Methods for achieving low Crest Factor (CF) of the preambles are proposed, which allows

“preamble power boosting”4;

• The estimation schemes are developed for the individual preamble designs with minimized

computational complexity. In contrast, a common high complexity estimator is applied

for all preamble designs in [125, 126, 127];

• The estimation schemes apply Linear Minimum Mean Square Estimation (LMMSE),

which allows better performance than Maximum Likelihood Estimation (MLE)5 used

in [125, 126, 127] but without increasing computational complexity6;

1Although this scheme was designed for SISO systems, it can be extended to MIMO.
2Our preamble designs and estimation schemes have been developed in parallel to those of [125, 126, 127].

Although they are similar, there are quite a few technical details.
3Only for the Frequency Domain Separation (FDS) scheme and the multi-functional preamble based scheme.
4When the CF of the preamble is much lower than the communication signals, the preamble can be trans-

mitted with much higher power than the communication signal.
5This definition follows those in [140, 141]. However, such estimation is called Least-Square Estimation

(LSE) in [127]. The fact is that, for linear models with Gaussian white noise, the MLE is equivalent to the LSE
[142].

6Only when applying fixed assumed SNR values in the LMMSE estimation.
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3. DESIGN CONCEPT FOR 60 GHZ WLAN

• The proposed multi-functional preamble in Sec. 3.4.7 is only slightly longer than one

OFDM symbol but can be used both for frame detection/time synchronization and joint

I/Q-imbalance- and channel estimation, allowing further reduction of the preamble over-

head.

3.4.2 Signal- and System Model

Fig. 3.22 shows the MIMO OFDM system model, where NT and NR are the numbers of Tx-

and Rx antennas, respectively. The samples of the Tx- and Rx time domain OFDM symbols

are indicated as s[n] and y[n],∀n ∈ N, respectively. Their DFTs are denoted as S[k] and Y [k],

respectively, where k is the OFDM subcarrier index1. Furthermore, we assume that a sufficient

CP is attached to each OFDM symbol at the Tx and will be eliminated at the Rx. In Fig. 3.22,

all individual LPF are modeled to have different IRs. The discrete IRs of the Tx- or Rx LPFs

in the I- and Q-branches are indicated as hTI;RI [n] and hTQ;RQ[n], respectively. The difference

between hTI;RI [n] and hTQ;RQ[n] is the source of frequency selective I/Q-imbalance. The

MOD- or DMOD amplitude- and phase imbalance are indicated by gT ;R and ϕT ;R, respectively.

Furthermore, h
〈r,i〉
RF indicates the radio channel between the ith Tx and the rth Rx. These radio

channels are assumed to be quasi constant within a communication signal frame (i.e. block

fading channels).

Figure 3.22: MIMO system model with Tx- and Rx- I/Q-imbalance

For further analysis, a BB model should be derived. For simplicity, we use h〈r,i〉[n] to indicate

an equivalent BB discrete IR, which includes the cascading effect of h
〈r,i〉
RF and the RF chain.

Furthermore, we denote the equivalent BB version of the ith MOD output and the rth DMOD

input as u(i)[n] and x〈r〉[n], respectively. Due to Tx I/Q-imbalance, u(i)[n] can be expressed in

terms of s(i)[n] (direct part) and s(i)∗[n] (image part) as follows (see e.g. [45, 86, 124]):

u(i)[n] = s(i)[n] ∗ hT (i)
D [n] + s(i)∗[n] ∗ hT (i)

I [n], (3.29)

1Note that the Tx- and Rx antenna indexes are omitted for simplicity.
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with

h
T (i)
D;I [n] :=

(
hTI (i)[n]± gT (i)ejϕ

T (i)

hTQ(i)[n]
)
/2. (3.30)

At the Rx, we define x́〈r〉[n] := x〈r〉[n] + η〈r〉[n], where η〈r〉[n] is the AWGN at the rth Rx.

Due to Rx I/Q-imbalance, y〈r〉[n] can be expressed in terms of x́〈r〉[n] and x́〈r〉∗[n] ((see e.g.

[86, 114, 124])):

y〈r〉[n] = x́〈r〉[n] ∗ hR〈r〉D [n] + x́〈r〉∗[n] ∗ hR〈r〉I [k], (3.31)

with

h
R〈r〉
D;I [n] :=

(
hRI 〈r〉[n]± gR〈r〉e∓jϕR〈r〉hRQ〈r〉[n]

)
/2. (3.32)

Based on (3.29), (3.31) and x〈r〉[n] =
∑NT
i=1 u

(i)[n] ∗ h〈r,i〉[n], the relation between y〈r〉[n]

and s(i)[n] can be obtained:

y〈r〉[n] =

NT∑
i=1

(
s(i)[n] ∗ h〈r,i〉D [n] + s(i)∗[n] ∗ h〈r,i〉I [n]

)
+ η̃〈r〉[n], (3.33)

where

h
〈r,i〉
D [n] = h

T (i)
D [n] ∗ h〈r,i〉[n] ∗ hR〈r〉D [n] + h

T (i)∗
I [n] ∗ h〈r,i〉∗[n] ∗ hR〈r〉I [n],

h
〈r,i〉
I [n] = h

T (i)
I [n] ∗ h〈r,i〉[n] ∗ hR〈r〉D [n] + h

T (i)∗
D [n] ∗ h〈r,i〉∗[n] ∗ hR〈r〉I [n],

η̃〈r〉[n] = η〈r〉[n] ∗ hR〈r〉D [n] + η〈r〉∗[n]h
R〈r〉
I [n].

(3.34)

We call h
〈r,i〉
D [n] and h

〈r,i〉
I [n] the “direct-” and “image” channels, respectively. Moreover, we

assume a maximum length L for h
〈r,i〉
D;I [n] i.e. h

〈r,i〉
D;I [n] = 0,∀n > L. Considering the CP-assisted

structure of OFDM signals, Eq. (3.33) can be equivalently written in frequency domain (for

each OFDM symbol) as

Y 〈r〉[k] =

NT∑
i=1

(
S(i)[k]H

〈r,i〉
D [k] + S(i)∗[−k]H

〈r,i〉
I [k]

)
+ Ñ 〈r〉[k], (3.35)

where Y 〈r〉[k] = FN
{
y〈r〉[n]

}
, S(i)[k] = FN

{
s(i)[n]

}
, H
〈r,i〉
D;I [k] = FN

{
h
〈r,i〉
D;I [n]

}
and Ñ 〈r〉[k] is

the AWGN noise spectrum.

Note that the used signal model complies with that in [125, 126, 127].

3.4.3 Joint Channel and Frequency-Selective I/Q-Imbalance Com-

pensation

Based on the signal model (3.35), joint channel and I/Q-imbalance compensation schemes can

be derived. For simplicity, we consider NT ≤ 2 and NR ≤ 2. The extension to more Tx/Rx

antennas is straightforward. In the following, we will derive the input-output equation systems

for all possible antenna diversity schemes, including STC and SM. Signal detection can be done
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3. DESIGN CONCEPT FOR 60 GHZ WLAN

according to these equation systems. Note that the derivation in this section complies with

the theoretical framework in [129], which was derived considering only frequency-independent

Rx-I/Q-imbalance.

3.4.3.1 SISO Case

In SISO case, NT = NR = 1. Both the Tx and the Rx indexes in (3.35) can be omitted. From

(3.35), we can express Y [k] and Y ∗[−k] in the following matrix notation:[
Y [k]

Y ∗[−k]

]
=

[
HD[k] HI[k]

H∗I [−k] H∗D[−k]

][
S[k]

S∗[−k]

]
+

[
Ñ [k]

Ñ∗[−k]

]
. (3.36)

3.4.3.2 MISO Case

We consider a 2 × 1 MISO system which applies subcarrier-wise Alamouti STC [124]. The

consecutive OFDM symbol pairs to be transmitted from the 1st and 2nd Tx antennas are{
Sb1 [k],−S∗b2 [k]

}
and

{
Sb2 [k], S∗b1 [k]

}
, respectively, where b1 and b2 are consecutive symbol

indexes with b2 = b1 + 1. According to (3.35), the two consecutive received OFDM symbols

can be expressed as:

Yb1 [k] = Sb1 [k]H
(1)
D [k] + S∗b1 [−k]H

(1)
I [k]+

Sb2 [k]H
(2)
D [k] + S∗b2 [−k]H

(2)
I [k] + Ñb1 [k],

Yb2 [k] = −S∗b2 [k]H
(1)
D [k]− Sb2 [−k]H

(1)
I [k]+

S∗b1 [k]H
(2)
D [k] + Sb1 [−k]H

(2)
I [k] + Ñb2 [k].

(3.37)

From (3.37), the received symbols Yb1 [k], Yb2 [k] and their images Y ∗b1 [−k], Y ∗b2 [−k] can be

expressed in the following matrix equation:

Y STC,k = HSTC,kSSTC,k + ÑSTC,k, (3.38)

where Y STC,k =
[
Yb1 [k], Y ∗b1 [−k], Y ∗b2 [k], Yb2 [−k]

]T
, SSTC,k =

[
Sb1 [k], S∗b1 [−k], Sb2 [k], S∗b2 [−k]

]T
,

ÑSTC,k =
[
Ñb1 [k], Ñ∗b1 [−k], Ñb2 [k], Ñ∗b2 [−k]

]T
and HSTC,k is given by


H

(1)
D [k] H

(1)
I [k] H

(2)
D [k] H

(2)
I [k]

H
(1)∗
I [−k] H

(1)∗
D [−k] H

(2)∗
I [−k] H

(2)∗
D [−k]

H
(2)∗
D [k] H

(2)∗
I [k] −H(1)∗

D [k] −H(1)∗
I [k]

H
(2)
I [−k] H

(2)
D [−k] −H(1)

I [−k] −H(1)
D [−k]

 .
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3.4.3.3 SIMO Case

We consider a 1× 2 SIMO system. According to (3.35), the received OFDM symbols and their

images are expressed as:
Y 〈1〉[k]

Y 〈1〉∗[−k]

Y 〈2〉[k]

Y 〈2〉∗[−k]

 =


H
〈1〉
D [k] H

〈1〉
I [k]

H
〈1〉∗
I [−k] H

〈1〉∗
D [−k]

H
〈2〉
D [k] H

〈2〉
I [k]

H
〈2〉∗
I [−k] H

〈2〉∗
D [−k]


[
S[k]

S∗[−k]

]
+ Ñ ′k, (3.39)

where Ñ ′k =
[
Ñ 〈1〉[k], Ñ 〈1〉∗[−k], Ñ 〈2〉[k], Ñ 〈2〉∗[−k]

]T
.

3.4.3.4 MIMO Case

First, we consider the 2 × 2 MIMO case with STC. By extending the expressions of (3.37)

with an Rx index r, we obtain the following relation between the transmitted and the received

symbols: [
Y
〈1〉
STC,k

Y
〈2〉
STC,k

]
=

[
H
〈1〉
STC,k

H
〈2〉
STC,k

]
SSTC,k +

[
Ñ
〈1〉
STC,k

Ñ
〈2〉
STC,k

]
, (3.40)

where

Y
〈r〉
STC,k =

[
Y
〈r〉
b1

[k], Y
〈r〉∗
b1

[−k], Y
〈r〉∗
b2

[k], Y
〈r〉
b2

[−k]
]T
,

Ñ
〈r〉
STC,k =

[
Ñ
〈r〉
b1

[k], Ñ
〈r〉∗
b1

[−k], Ñ
〈r〉
b2

[k], Ñ
〈r〉∗
b2

[−k]
]T

and H
〈r〉
STC,k is constructed by HSTC,k, whose components are extended with an Rx index r.

Now, we consider the case of 2 × 2 MIMO SM, where two parallel data streams, S(1)[k]

and S(2)[k], are transmitted from the two Tx antennas, respectively. According to (3.35), the

following matrix equation can be obtained:

Y SM,k =

[
H
〈1〉
SM,k

H
〈2〉
SM,k

]
SSM,k + Ñ ′k, (3.41)

where

Y SM,k =
[
Y 〈1〉[k], Y 〈1〉∗[−k], Y 〈2〉[k], Y 〈2〉∗[−k]

]T
,

SSM,k =
[
S(1)[k], S(1)∗[−k], S(2)[k], S(2)∗[−k]

]T
and

H
〈r〉
SM,k =

[
H
〈r,1〉
D [k] H

〈r,1〉
I [k] H

〈r,2〉
D [k] H

〈r,2〉
I [k]

H
〈r,1〉∗
I [−k] H

〈r,1〉∗
D [−k] H

〈r,2〉∗
I [−k] H

〈r,2〉∗
D [−k]

]
.

Based on (3.36), (3.38), (3.39), (3.40) and (3.41), the transmitted data symbols can be

detected e.g. with ZF or MMSE equalization. In the SM case, more advanced equalization
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techniques can be applied e.g. V-BLAST [143].

3.4.4 Preamble Design Rules for Joint Channel and Frequency-Selective

I/Q-Imbalance Estimation

The design rules presented in this section is based on the a similar principle as those described

in [125, 126, 127]. However, we have included practical considerations.

3.4.4.1 Maximum Likelihood Estimation (MLE)

Let us consider the general case of using B OFDM symbols as preamble. Since the joint

estimation scheme is the same for all Rx antennas, the Rx index will be omitted in our analysis.

By extending Eq. (3.33) with an OFDM symbol index b, we can write the received B OFDM

symbols in the following matrix form

y = Γh+ η̃, (3.42)

with the following definitions

y :=
[
yT1 , . . . ,y

T
B

]T
,

with yb := [yb[0], . . . , yb[N − 1]]
T
,

h :=

[
h

(1)
D

T
,h

(1)
I

T
, . . . ,h

(NT )
D

T
,h

(NT )
I

T
]T

,

with h
(i)
D;I :=

[
h

(i)
D;I[0], . . . , h

(i)
D;I[L− 1]

]T
,

η̃ :=
[
η̃T1 , . . . , η̃

T
B

]T
,

with η̃b := [η̃b[0], . . . , η̃b[N − 1]]
T
,

(3.43)

Γ :=


Γ

(1)
1 Γ

(1)∗
1 · · · Γ

(NT )
1 Γ

(NT )∗
1

...
...

. . .
...

...

Γ
(1)
B Γ

(1)∗
B · · · Γ

(NT )
B Γ

(NT )∗
B

 , (3.44)

Γ
(i)
b :=


s

(i)
b [0] s

(i)
b [N − 1] · · · s

(i)
b [N − L+ 1]

s
(i)
b [1] s

(i)
b [0] · · · s

(i)
b [N − L+ 2]

...
...

. . .
...

s
(i)
b [N − 1] s

(i)
b [N − 2] · · · s

(i)
b [N − L]

 . (3.45)

Note that the N × L matrix Γ
(i)
b contains circularly shifted versions of the column vector

s
(i)
b :=

[
s

(i)
b [0], . . . , s

(i)
b [N − 1]

]T
. Moreover, we assume that η̃b[n] is approximately white noise1.

1Due to the filtering of the Rx LPFs, η̃b[n] is not exactly white. However, the FR of practical Rx LPFs is
relatively flat within the signal bandwidth. Thus, the deviation of η̃[n] from white noise is generally negligible
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According to [140, 141], the MLE of h is obtained by1.

ĥ =
(
ΓHΓ

)−1

ΓHy. (3.46)

3.4.4.2 Cramer-Rao Lower Bound (CRLB)

According to [142, 144], the MLE in (3.46) attains the CRLB (of MSE)

CRLB =
1

NT
Tr

(
σ2
η

(
ΓHΓ

)−1
)

(3.47)

with σ2
η = E

{
|η̃[n]|2

}
. Assuming constant Tx power for all Tx antennas, i.e.

Ps =
1

N

N−1∑
n=0

∣∣∣s(i)
b [n]

∣∣∣2 ,∀i, b,
the CRLB has the minimum value (see [127, 141, 144, 145])

˘CRLB =
2Lσ2

η

BNPs
, (3.48)

when

ΓHΓ = BNPsI2NTL. (3.49)

3.4.4.3 Optimal Preamble Design Rules

The condition in (3.49) yields the following optimal preamble design rules:

1.
∑B
b=1 Γ

(i)
b

H
Γ

(i)
b = BNPsIL,∀i. This condition corresponds to the separability of different

channel taps within each individual h
(i)
D;I and is called “white noise optimality” in [125,

126, 127];

2.
∑B
b=1 Γ

(i0)
b

H
Γ

(i1)
b = 0L,∀i0 6= i1. This condition corresponds to the separability of the

channels of different Tx antennas, i.e. h
(i0)
D;I and h

(i1)
D;I ,∀i0 6= i1;

3.
∑B
b=1 Γ

(i0)
b

H
Γ

(i1)∗
b = 0L,∀i0, i1. This condition corresponds to the separability between

each direct channel and each image channel, i.e. between h
(i0)
D and h

(i1)
I ,∀i0, i1;

4. BN ≥ 2NTL, so that ΓHΓ has full rank2. This implies that the preamble can be applied

to systems with NT ≤
⌊
BN
2L

⌋
Tx antennas.

(see also [125, 126, 127]).
1This MLE estimator is only used for the derivation of the preamble design rules. Actually, this estimator

requires very high computational complexity. In the following, we will present simplified and improved estimators
for each proposed preamble design.

2Assuming the rules 1),2),3) are fulfilled.
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Note that both design rules 2) and 3) are called “zero cross channel interference conditions”

in [125, 126, 127].

3.4.4.4 Practical Considerations

Following the way of analysis in [141], we found out that rule 1) requires the preamble power to

be evenly distributed (averaged across B OFDM symbols) to cyclically equidistant subcarriers

with a distance 0 ≤ d ≤
⌊
N
L

⌋
. This requirement can be expressed as

1

B

B∑
b=1

∣∣∣S(i)
b [k]

∣∣∣2 =


A, k = md+ k0, ∀m = 0, . . . , L′

∀ − N
2 ≤ k0 ≤ −N2 + d− 1

0, otherwise

(3.50)

for all i, where A = N2Ps
L′ > 0 and L′ = N

d , L
′ ∈ N.

In practical OFDM systems, NULL subcarriers are usually reserved for GB construction1.

Considering that at least L pilot subcarriers are required for the estimation of a single channel

IR of length L2, rule 1) can not be fulfilled when N0 >
N
L . In this case, only partially equi-

distant subcarriers can be allocated [146]. As a result, the minimum CRLB can not be achieved

with the MLE (3.46)3. Fortunately, as we will show, the degradation is relatively small with

the proposed improved estimators.

3.4.5 Preamble with Time Domain Separation (TDS)

3.4.5.1 Preamble Design

This design just requires one OFDM symbol as preamble. For simplicity, we first consider

the case without NULL subcarriers (GB- and DC subcarriers). The preamble for the 1st Tx

antenna is constructed to be a length-N preamble sequence, s[n], with its DFT satisfying

|S[k]| = 1,∀k and S[k] = ejkπS∗[−k],∀k. (3.51)

The first property implies perfect PACF, which fulfills the first design rule. Furthermore,

these two properties correspond to the optimality conditions in [79], which fulfill the second

design rule. Since a sequence with perfect PACF is orthogonal to all circularly shifted versions

of itself, we can assign s[((n− n0))N ] to the 2nd Tx antenna with L ≤ n0 ≤ N
2 −L, so that the

third design rule is fulfilled. Preambles for further Tx antennas can be constructed following

the same principle.

In the case with NULL subcarriers, we have to set |S[k]| = 0,∀k /∈ ID and the design rules

1Corresponds to the 1st case in Sec. 3.3.4.

2This can also be derived from
∑B
b=1 Γ

(i)
b

H
Γ

(i)
b = BNPsIL, ∀i.

3In this case, the schemes in [125, 126, 127] will also suffer from degradation
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are not perfectly fulfilled. As mentioned, we will compensate this imperfectness with a proper

estimation scheme.

Finally, for preamble designs, the CF (of the corresponding analog signal) is also a crucial

factor. If the preamble CF is much lower than the CF of the communication signals, “preamble

boosting” is allowed [41] to enhance estimation performance. By adapting proper phasing

schemes e.g. [147] on S[k],∀k = 1, . . . , ND2 , low preamble CF can be achieved.

3.4.5.2 Estimation Scheme

Let the preambles s[n] and s[((n − n0))N ] be transmitted from the 1st and 2nd Tx antennas,

respectively. According to (3.35), the received frequency domain OFDM symbol is:

Y [k] =
(
H

(1)
D [k] +H

(2)
D [k]ej

2πkn0
N

)
S[k] +

(
H

(1)
I [k] +H

(2)
I [k]ej

2πkn0
N

)
S∗[−k] + Ñ [k]. (3.52)

Afterwards, we multiply Y [k] by S∗[k]. WithR[k] := S∗[k]Y [k] and S∗[k]S∗[−k] = ejkπ |S[k]|2,

we have:

R[k] =
(
H

(1)
D [k] +H

(2)
D [k]ej

2πkn0
N

)
|S[k]|2 +

(
H

(1)
I [k] +H

(2)
I [k]ej

2πkn0
N

)
ejkπ |S[k]|2 + N̆ [k],

(3.53)

where N̆ [k] = S∗[k]Ñ [k]. In the case without NULL subcarriers, |S[k]|2 = 1,∀k. After per-

forming the IDFT γ[n] := F−1
N {R[k]}, we obtain:

γ[n] = h
(1)
D [n] + h

(2)
D [((n− n0))N ] + h

(1)
I [((n− N

2
))N ] + h

(2)
I [((n− N

2
− n0))N ] + η̆[n] (3.54)

with η̆[n] denoting the IDFT of N̆ [k]. Fig. 3.23 illustrates γ[n]. Note that with practical I/Q-

imbalance parameters,
∣∣∣h(i)

I

∣∣∣ ,∀i is relatively small. As shown, the individual length-L IR can

be easily separated in time domain and then transformed back to frequency domain. This is

actually the MLE which minimizes noise influence by exploiting the channel length information.

noise

Figure 3.23: Illustration of γ[n]

However, in the presence of NULL subcarriers, we have |S[k]| = 1,∀k ∈ ID and |S[k]| =

0,∀k /∈ ID, which can be regarded as a window function. We define W [k] := |S[k]|2, whose

N -point IDFT is:

w[n] =
1

N

 sin
(
πn(N−N0)

N

)
sin
(
πn
N

) − 1

 . (3.55)
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From (3.53), the IDFT of R[k] becomes:

γ′[n] =

(
h

(1)
D [n] + h

(2)
D [((n− n0))N ] + h

(1)
I [((n− N

2
))N ]

+h
(2)
I [((n− N

2
− n0))N ] + η̆[n]

)
~N w[n]

= γ[n] ~N w[n].

(3.56)

The circular convolution in (3.56) results in interference between different IR taps and

between the individual IRs, which will increase estimation error. To solve this problem, we first

rewrite Eq. (3.56) in matrix notation:

γγγ′ = w(:,L)h+ η′, (3.57)

where

γγγ′ := [γ′[0], . . . , γ′[N − 1]]
T
,

h :=
[
h

(1)
D [0], . . . , h

(1)
D [L− 1], h

(2)
D [0], . . . , h

(2)
D [L− 1], h

(1)
I [0], . . . ,

h
(1)
I [L− 1], h

(2)
I [0], . . . , h

(2)
I [L− 1]

]T
,

(3.58)

and w is an N ×N convolution matrix with its i, jth element (w)i,j = w[((i− j))N ]. Moreover,

the noise term is η′ = [η′[0], . . . , η′[N − 1]] with η′[n] = η̆[n] ~N w[n]. The index set L is{
0, . . . , L− 1, n0, . . . , n0 + L− 1,

N

2
, . . . ,

N

2
+ L− 1,

N

2
+ n0, . . . ,

N

2
+ n0 + L− 1

}
.

Considering that the power of γ′[n] is concentrated in the samples with indexes in L, we

can apply the following two estimators for h:

1. MLE (see also [41]):

ĥ =
(
w(L,L)

)−1
γγγ′(L,:). (3.59)

2. LMMSE:

ĥ =

(
w(L,L) +

2NTL

ρ
I2NTL

)−1

︸ ︷︷ ︸
w

γγγ′(L,:), (3.60)

where ρ is the Rx SNR at each Rx antenna.

The condition number of w(L,L) depends on N , L and N0. Generally, the LMMSE is more

robust against ill-conditioned w(L,L). Note that for the MLE in (3.59),
(
w(L,L)

)−1
can be

pre-computed from the system parameters and stored in the Rx device. Moreover, it has only

real valued elements. Thus, the computational complexity is relaxed. For the LMMSE in

(3.60), if w is recalculated for each signal frame (due to an updated ρ value), the computational
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complexity will be much higher. However, in practice, a fixed ρ can be assumed and used for

the calculation of w. With a properly chosen fixed value, this assumption has only negligible

influence on the estimation quality1. In this way, the LMMSE has the same computational

complexity as the MLE.

The desired coefficients H
〈r,i〉
D;I [k] can be estimated by extracting the individual IRs from ĥ

and transform them back to frequency domain:

Ĥ
(i)
D;I[k] =

L−1∑
n=0

ĥ
(i)
D;I[n]e−j

2πkn
N ,∀k ∈ ID. (3.61)

Generally, this estimation scheme requires 4(N −N0 − 1) + 8N2
TL

2 + 2(2NT + 1)N log2N

real multiplications (MULs), where 4N log2N real MULs are required for IDFT/DFT. However,

when there are no NULL subcarriers reserved2, the deconvolutions in (3.59) and (3.60) can be

omitted. The required number of real MULs reduces to about 4(N − N0 − 1) + 2(2NT +

1)N log2N , which is relatively low.

Finally, this scheme can be regarded as the extension of the first one in [41] to include the

I/Q-imbalance effect. This preamble can also be regarded as the MIMO extension of that in

[79] with improved estimation scheme to cope with the GB problem.

3.4.6 Preamble with Frequency Domain Separation (FDS)

3.4.6.1 Preamble Design

3.4.6.1.1 Preamble Construction

This preamble is constructed in frequency domain and requires also just one OFDM symbol.

First, each Tx antenna (i) is assigned a subcarrier set Ii with |Ii| = L′,∀i. The preamble of

each Tx antenna should fulfill:

∣∣∣S(i)[k]
∣∣∣ =

1, k ∈ Ii

0, otherwise
. (3.62)

Furthermore, the subcarrier sets Ii,∀i should have the following properties:

1. L′ ≥ L, so that this subcarrier set can be used to estimate an IR with L taps (e.g. h
(i)
D [n]).

2. Ii,∀i is an equidistant subcarrier set, so that the 1st design rule is fulfilled3.

3. Ii0 ∩ Ii1 = ∅,∀i0 6= i1, so that the 2nd design rule is fulfilled.

4. Ii0 ∩ (−Ii1) = ∅,∀i0, i1, so that the 3rd design rule is fulfilled.

1Within the realistic SNR range.
2Corresponding to the second case of Sec. 3.3.4.
3In the ideal case, Ii should be a circularly equidistant subcarrier set. However, in the practice, especially

in the presence of large GBs, Ii can also be a partially equi-distant subcarrier set (see Sec. 3.4.4.4).
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3. DESIGN CONCEPT FOR 60 GHZ WLAN

Considering the properties above, this preamble can only be applied to the cases with

NT ≤
⌊
ND
2L′

⌋
Tx antennas.

To obtain low CF preambles, the non-zero subcarriers of S(i)[k] of each Tx antenna can be

assigned values of a length-L′ CAZAC sequence T (i)(κ) with
∣∣T (i)(κ)

∣∣ = 1, i.e. S(i)[(Ii)κ] =

T (i)(κ),∀κ = 0, . . . , L′−1. In this way, the analog signal of the preamble possesses a CF as low

as that of the analog signal of the original CAZAC sequence 1.

3.4.6.1.2 Subcarrier Index Selection

Here, we present a subcarrier index selection scheme for Ii,∀i, so that the desired properties

above can be matched.

First, the distance d is computed as d =
⌊
ND
L′

⌋
−∆d, where the integer ∆d ≥ 0 is an adjust-

ment factor. Increasing ∆d leads to increase of the number of subcarriers used for estimation.

This will result in an increase in computational complexity. Note that d ≥ 2NT should hold.

For each Tx, we choose two equidistant positive index sets Ii,1 =
{
ki,1 : d : ND2

}
and Ii,2 ={

ki,2 : d : ND2
}

, where ki,1 6= ki,2,∀i; ki0,1;2 6= ki1,1;2,∀i0 6= i1 and 1 ≤ ki,1;2 ≤ d,∀i. The desired

index set is obtained by Ii = (−Ii,2) ∪ Ii,1. If possible, ki,1 and ki,2 should be chosen to meet

ki,1 + ki,2 = d so that the equi-distance requirement is perfectly fulfilled. However, if d = 2NT ,

one of the index sets can not suffice ki,1+ki,2 = d. Fortunately, this has only negligible influence

on the CF and the estimation performance.

In the proposed estimation schemes (Sec. 3.4.6.2), the noise influence on estimation is mainly

suppressed by exploiting the correlation between neighboring subcarriers. Due to the GB (expe-

cially when the GB size exceeds the distance between the pilot subcarriers), the edge subcarriers

(the subcarriers that are very close to the NULL subcarrers) may have less neighboring subcar-

riers within the allocated pilot subcarrers set. In other words, less correlation can be exploited

for the edge subcarriers. As a result, the estimation error on the edge subcarriers may be larger

than the other subcarriers. To avoid this problem, the subcarriers closest to the NULL subcar-

riers may be allocated to the preambles. Thus, if the equi-distant subcarrier sets do not include

these subcarriers, they should be additionally included. The inclusion should be properly done,

so that the desired properties in Sec. 3.4.6.1.1 are still matched. Although the inclusion of such

subcarriers could slightly impair the equi-distance requirement, we will show in Sec. 3.4.8 that

both performance enhancement and complexity reduction can be achieved.

Tab. 3.1 illustrates the proposed subcarrier selection with- and without additional edge

subcarriers. Note that with the parameters in Tab. 3.1, only one of the subcarrier sets can

have additional edge subcarrier: Either I1 includes −117 or I2 includes 117.

1For a CAZAC sequence, the CF remains constant after DFT or IDFT. Assigning the values of a CAZAC
sequence to partially equidistant subcarriers can be interpreted as a d-fold repetition, phase rotation (constant
phase difference between neighboring samples) and fractional oversampling (due to GB reservation) of the IDFT
of the original CAZAC sequence. All these operations have negligible effect on the CF. Note that not the CF of
the discrete sequence but of the corresponding analog BB signal is used as criterion.
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Table 3.1: Illustration of Subcarrier Index Selection, N = 256, N0 = 17, L = 32, NT = 2, d =
6, k1,1 = 1, k1,2 = 5, k2,1 = 2, k2,2 = 4

Parameters Index Sets
Without additional I1 = {−115, . . . ,−11,−5, 1, 7, . . . , 119}

edge subcarriers I2 = {−118, . . . ,−10,−4, 2, 8, . . . , 116}
With additional I1 = {−117,−115, . . . ,−11,−5, 1, 7, . . . , 119}
edge subcarriers I2 = {−118, . . . ,−10,−4, 2, 8, . . . , 116}

3.4.6.2 Estimation Scheme

From (3.35) and the properties in Sec. 3.4.6.1.1, we can express the received OFDM symbol as

Y [k] =

S(i)[k]H
(i)
D [k] + Ñ [k], k ∈ Ii

S(i)∗[−k]H
(i)
I [k] + Ñ [k], k ∈ −Ii

. (3.63)

Eq. (3.63) can be rewritten into the following matrix notations:

Y (Ii,:) = T (i)F (Ii,L)h
(i)
D + Ñ (Ii,:),

Y (−Ii,:) = T́
(i)∗
F (−Ii,L)h

(i)
I + Ñ (−Ii,:),

(3.64)

where

Y = [Y (−ND/2), . . . , Y (ND/2)]
T
,

T (i) = diag
{[
T (i)[0], . . . , T (i)[L′ − 1]

]}
,

T́
(i)

= diag
{[
T (i)[L′ − 1], . . . , T (i)[0]

]}
,

L = {0, . . . , L− 1} ,

h
(i)
D;I =

[
h

(i)
D;I[0], . . . , h

(i)
D;I[L− 1]

]
,

Ñ =
[
Ñ (−ND/2) , . . . , Ñ (ND/2)

]T
.

(3.65)

Two different estimators of h
(i)
D;I can be obtained:

1. The MLE:

ĥ
(i)

D = T
(i)
D T

(i)∗Y (Ii,:),

ĥ
(i)

I = T
(i)
I T́

(i)
Y (−Ii,:),

(3.66)

with

T
(i)
D :=

(
F (Ii,L)

)†
,

T
(i)
I :=

(
F (−Ii,L)

)†
.

(3.67)
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2. The LMMSE:

ĥ
(i)

D = Q
(i)
D T

(i)∗Y (Ii,:),

ĥ
(i)

I = Q
(i)
I T́

(i)∗
Y (−Ii,:)

(3.68)

with

Q
(i)
D :=

(
FH(Ii,L)F (Ii,L) +

L

ρ
IL

)−1

FH(Ii,L),

Q
(i)
I :=

(
FH(−Ii,L)F (−Ii,L) +

L

ρ
IL

)−1

FH(−Ii,L).

(3.69)

Note that the condition numbers of F (Ii,L) and F (−Ii,L) depend on the parameters N , N0, L

and L′. Similar to the TDS scheme, the LMMSE is more robust against ill-conditioned problem

of F (Ii,L) and F (−Ii,L) than the MLE. Afterwards, the desired frequency domain coefficients

can be obtained with (3.61).

Similar to the TDS-based scheme, the LMMSE is more robust against ill-conditioned prob-

lem of F (Ii,L). Moreover, the matrices T
(i)
D Y (Ii,:) and T

(i)
I T́

(i)
in the MLE as well as Q

(i)
D T

(i)∗

and Q
(i)
I T́

(i)
in the LMMSE can be regarded as known and pre-computed (assuming that a

fixed ρ is used for LMMSE). Based on the considerations above, this scheme requires 8NTL
′L+

4NTN log2N real MULs.

Finally, this preamble can be regarded as the extension of frequency domain sequence in

[41] to include I/Q-imbalance effect. It can also be regarded as MIMO extension of [86] and is

optimized for block fading channels.

3.4.7 Design and Application of a Multi-Functional Preamble

Although the TDS- and the FDS preambles only require one OFDM symbol as preamble, they

can only be used for the estimation of I/Q-imbalance and the MIMO channel. Extra preamble

may be needed for frame detection and time synchronization, increasing the preamble overhead.

To further reduce the preamble overhead, we propose a new preamble, which is slightly longer

than an OFDM symbol but can be used both for frame detection/time synchronization and

joint MIMO channel and I/Q-imbalance estimation. In other words, this preamble is multi-

functional.

3.4.7.1 Preamble Design

3.4.7.1.1 Preamble Structure

Instead of applying a single- or multiple OFDM symbols as preamble, we construct a preamble

which consists of two OFDM symbol halves. The structure of the preamble is shown in Fig. 3.24,
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with

sss
(i)
b,half =

[
s

(i)
b [0], . . . , s

(i)
b [

N

2
− 1]

]
,∀b = 1, 2

sss
(i)
b,CP =

[
s

(i)
b [N − L], . . . , s

(i)
b [N − 1]

]
,∀b = 1, 2,

(3.70)

where s
(i)
b [n],∀n ∈ N,∀b = 1, 2,∀i are two different OFDM symbols. As will be shown, when all

even subcarriers are nulled, all information of the OFDM symbol s
(i)
b [n],∀n ∈ N is contained

in sss
(i)
b,half

1. Moreover, we restrict

s
(i)
2 [n] = s

(i)
1 [n]ejφ,∀n ∈ N1, (3.71)

so that this preamble can be used for frame detection and time synchronization (e.g. applying

the methods in [148, 149]). Under the restriction of (3.71), the OFDM symbols s
(i)
b [n],∀b = 1, 2

are constructed according to the optimal design rules in Sec. 3.4.4, so that this preamble can be

used for joint MIMO channel- and I/Q-imbalance estimation. Note that with such structure,

the preamble length is just slightly over one OFDM symbol

Figure 3.24: The structure of the multi-functional preamble

3.4.7.1.2 Subcarrier Allocation

Let S
(i)
b [k],−N2 ≤ k ≤ N

2 − 1 be the DFT of s
(i)
b [n],∀n ∈ N. As mentioned before, all even

subcarriers are nulled. In this case, we have

s
(i)
b [n+

N

2
] = −s(i)

b [n],∀n ∈ N1, (3.72)

which implies that all information of the OFDM symbol is contained in the first half of its time

domain sequence. The proof for (3.72) is given in App. B.2. Note that (3.72) implies that

s
(i)
b,CP =

[
−s(i)

b [N2 − L], . . . ,−s(i)
b [N2 − 1]

]
.

Let Iodd =
{
−N2 + 1 : 2 : N2 − 1

}
be the index set of the odd subcarriers, while INULL is the

index set of the NULL subcarriers for GB reservation. To fulfill the requirement in (3.71), the

two OFDM symbols of the same Tx antenna should have the same active pilot subcarrier sets.

To approximately fulfill the 1st design rule (see Sec. 3.4.4.4), we allocate partially equi-distant

1Generally, this is fulfilled when either the even- or the odd subcarriers are nulled. However, since the even
subcarriers contains the DC subcarrier, which is already nulled, they are chosen instead of the odd subcarriers.
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subcarriers to each Tx antenna with the following index set

Ii =
{
k

(i)
0 : d : k

(i)
0 + (L′ − 1)d

}
,∀i, (3.73)

with −ND2 + 1 ≤ k
(i)
0 ≤ −ND2 + d and d ≤

⌊
ND
L

⌋
. Note that |Ii| = L′ and L′ ≥ L1. Moreover,

the following relation can be observed:

Ii ⊂ Iodd,∀i
Ii ∩ INULL = ∅,∀i.

(3.74)

To fulfill the 2nd design rule, we set k
(i0)
0 6= k

(i1)
0 ,∀i0 6= i1 so that

Ii0 ∩ Ii1 = ∅,∀i0 6= i1. (3.75)

To fulfill the 3rd design rule i.e. the separability between each direct channel and each image

channel, the relation between Ii0 and −Ii1 ,∀i0, i1 has to be investigated. With the subcarrier

allocation in (3.73), there are generally three possible relations between Ii0 and −Ii1 ,∀i0, i1,

which are listed as follows:

1. Ii0 = −Ii1 , for a certain Tx pair (i0, i1) with i0 6= i1. Considering (3.75), we have

±Ii0;i1 ∩ ±Ii2 = ∅,±Ii0;i1 ∩ ∓Ii2 = ∅∀i2 6= i0 and i2 6= i1.

2. Ii = −Ii for a certain i. Considering (3.75), we have ±Ii∩±Ii′ = ∅,±Ii∩∓Ii′ = ∅,∀i′ 6= i.

3. For a certain Tx i0, Ii0 ∩ −Ii0 = ∅,−Ii0 ∩ Ii1 = ∅,∀i1 6= i0. Considering (3.75), we have

±Ii0 ∩ ±Ii1 = ∅,±Ii0 ∩ ∓Ii1 = ∅,∀i1 6= i0.

Tab. 3.2 illustrates the above relations with several examples. As shown, depending on

the design parameters, the selected subcarrier index sets may have one or more relations listed

above. In Sec. 3.4.7.1.3 and 3.4.7.2.2, we will show that the 3rd design rule can be fulfilled by

applying an adequate pilot symbol assignment scheme according to the relations above.

Similar to Sec. 3.4.6.1, certain edge subcarriers may be properly included to avoid large

estimation error on the edge subcarriers. This inclusion should be properly done so that the

requirements of case 1), 2) and 3) are still fulfilled.

3.4.7.1.3 Pilot Symbol Assignment

To achieve low CF, the allocated subcarriers for each antenna are assigned the values of a

length-L′ CAZAC sequence, T
(i)
b [κ], with

∣∣∣T (i)
b [κ]

∣∣∣ = 1,∀κ = 0, . . . , L′− 1. This assignment can

be expressed as:

S
(i)
b [Ii(κ)] = T

(i)
b [κ],∀κ = 0, . . . , L′ − 1,∀i, b, (3.76)

1This means that the proposed preamble can be applied to systems with NT ≤ ND
2L

Tx antennas
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Table 3.2: Illustration of Possible Relations Between Ii0 and −Ii1 ,∀i0, i1, N = 256, N0 = 17
Parameters Index Sets Relations
NT = 3 I1 = {. . . ,−7,−1, 5, 11, . . .} 1) I1 = −I2

L = 32 I2 = {. . . ,−11,−5, 1, 7, . . .} 2) I3 = −I3

d = 6 I3 = {. . . ,−9,−3, 3, 9, . . .} ±I1;2 ∩ ±I3 = ∅
±I1;2 ∩ ∓I3 = ∅

NT = 2 I1 = {. . . ,−9,−3, 3, 9, . . .} 2) I1 = −I1

L = 32 I2 = {. . . ,−7,−1, 5, 11, . . .} 3) I2 ∩ −I2 = ∅
d = 6 ±I1 ∩ ±I2 = ∅

±I1 ∩ ∓I2 = ∅
NT = 2 I1 = {. . . ,−19,−7, 5, 17, . . .} 3) I1;2 ∩ −I1;2 = ∅
L = 18 I2 = {. . . ,−13,−1, 11, 23, . . .} ±I1 ∩ ±I2 = ∅

±I1 ∩ ∓I2 = ∅

which implies ∣∣∣S(i)
b [k]

∣∣∣ =

1, k ∈ Ii

0, otherwise
. (3.77)

In this way, the analog signal of the preamble possesses a CF as low as that of the analog

signal of the original CAZAC sequence (similar to the FDS design). Furthermore, to fulfill

(3.71), we restrict:

T
(i)
2 [κ] = T

(i)
1 [κ]ejφ, ∀i, κ. (3.78)

In Sec. 3.4.7.3, we will show how to adjust φ to fulfill the 3rd design rule.

3.4.7.1.4 Spatial Diversity for Time Synchronization

In [149], it was shown that by exploiting spatial diversity, the performance of time synchro-

nization can be enhanced. Moreover, the preamble structure in (3.71) was also investigated in

[149]. According to [149], the short sequences sss
(i)
b,half between different Tx antennas should be

shift-orthogonal to each other (with a maximum shift of L), so that spatial diversity can be

exploited effectively. It can be proved that this requirement is fulfilled by the proposed pream-

ble (see App. B.4). However, I/Q-imbalance was not investigated in [149]. When applying the

correlation method in [149], the correlation peak power will be reduced due to I/Q-imbalance1.

Fortunately, since the mirror interference usually has relatively low power, the degradation of

the time synchronization performance is minor.

1Due to I/Q-imbalance, the received signal of the second short preamble will contain a term with a e−jφ

phase shift. Moreover, the correlation output will contain terms with sss
(i0)
b,half and sss

(i1)∗
b,half , ∀i0, i1, which are not

always shift orthogonal to each other.
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3.4.7.2 Estimation Scheme

First, the received preamble is extended to reconstruct the two OFDM symbols. Afterwards,

LSE 1 is performed on the pilot subcarriers (both Ii and −Ii). Finally, MLE or LMMSE of

H
〈r,i〉
D;I [k] can be obtained.

3.4.7.2.1 Extension of the Received Preamble

We first define

Ȳb[k] :=

NT∑
i=1

(
S

(i)
b [k]H

(i)
D [k] + S

(i)∗
b [−k]H

(i)
I [k]

)
,

ȳb[n] := F−1
N

{
Ȳb[k]

}
,∀n ∈ N,

(3.79)

which is the received signal (after CP removal) without noise influence, when s
(i)
b [n], n ∈ N (the

complete OFDM symbol) was transmitted. Based on (3.72)and (3.79), we can easily prove that

(see App. B.5)

ȳb[n+
N

2
] = −ȳb[n],∀n ∈ N1. (3.80)

For the joint estimation, Ȳb[k] is desired. However, from the received preamble, we only

have the following signal which contains just a half of {ȳb[n], n ∈ N}:

yb[n] = ȳb[n] + η̃b[n], n ∈ N1, (3.81)

where η̃b[n] is the corresponding noise term. To reconstruct Ȳb[k], {yb[n], n ∈ N1} can be ex-

tended to the following length-N sequence

yEb [n] =

yb[n], n ∈ N1

−yb[n− N
2 ], n ∈ N2

. (3.82)

Eq. (3.80), (3.81) and (3.82) yield the following relation:

yEb [n] = −yb[n−
N

2
] = ȳb[n]− η̃b[n−

N

2
],∀n ∈ N2. (3.83)

From (3.81), (3.82) and (3.83), we have

yEb [n] = ȳb[n] + ήb[n],∀n ∈ N (3.84)

1According to the definition in [139].

128



where ήb[n] = η̃b[n],∀n ∈ N1 and ήb[n] = −η̃b[n− N
2 ],∀n ∈ N2. Finally, the DFT of yEb [n] is1

Y Eb [k] = Ȳb[k] + Ńb[k]

=

NT∑
i=1

(
S

(i)
b [k]H

(i)
D [k] + S

(i)∗
b [−k]H

(i)
I [k]

)
+ Ńb[k],

(3.85)

where Ńb[k] = FN {ήb[n]}. Based on (3.85), the estimation of H
(i)
D;I[k],∀k ∈ ID can be carried

out.

3.4.7.2.2 LSE of Coefficient Subsets

Now, we apply LSE to estimate the coefficient subsets H
(i)
D [k],∀k ∈ Ii and H

(i)
I [k],∀k ∈ −Ii.

The LSE is derived according to the subcarrier relations described in Sec. 3.4.7.1.2 as follows:

Case 1)

In case 1), Ii0 = −Ii1 with i0 6= i1. From (3.77) and (3.85), we obtain:

Y Eb [k] = S
(i0)
b [k]H

(i0)
D [k] + S

(i1)∗
b [−k]H

(i1)
I [k] + Ńb[k], ∀k ∈ Ii0 with i0 6= i1,

Y Eb [k] = S
(i1)
b [k]H

(i1)
D [k] + S

(i0)∗
b [−k]H

(i0)
I [k] + Ńb[k], ∀k ∈ Ii1 with i0 6= i1.

(3.86)

Substituting b = 1, 2 into the first Eq. of (3.86), we can obtain the following matrix Eq. for

k ∈ Ii0 : [
Y E1 [k]

Y E2 [k]

]
︸ ︷︷ ︸

Yk

=

[
S

(i0)
1 [k] S

(i1)∗
1 [−k]

S
(i0)
2 [k] S

(i1)∗
2 [−k]

]
︸ ︷︷ ︸

Sk

[
H

(i0)
D [k]

H
(i1)
I [k]

]
︸ ︷︷ ︸

Hk

+

[
Ń1[k]

Ń2[k]

]
︸ ︷︷ ︸

Ńk

. (3.87)

With (3.87), the LSE of H
(i0)
D [k] and H

(i1)
I [k],∀k ∈ Ii0 can be obtained by:

Ȟk = (Sk)
−1 Yk + Ńk. (3.88)

With the second Eq. of (3.86), the LSE of H
(i1)
D [k] and H

(i0)
I [k],∀k ∈ Ii1 can be obtained

in a similar way.

Case 2)

In case 2), Ii = −Ii. From (3.85), we obtain the following matrix equation for k ∈ Ii:[
Y E1 [k]

Y E2 [k]

]
︸ ︷︷ ︸

Yk

=

[
S

(i)
1 [k] S

(i)∗
1 [−k]

S
(i)
2 [k] S

(i)∗
2 [−k]

]
︸ ︷︷ ︸

Sk

[
H

(i)
D [k]

H
(i)
I [k]

]
︸ ︷︷ ︸

Hk

+

[
Ń1[k]

Ń2[k]

]
︸ ︷︷ ︸

Ńk

. (3.89)

1Actually, Ȳb[k] can also be reconstructed from the N
2

-point DFT of yb[n], n ∈ N1, i.e. Ȳb[2k+1]+Ńb[2k+1] =

FN
2

{
yb[n]e−j

2πn
N

}
=
∑N

2
−1

n=0 yb[n]e−j
2πn
N e−j

4πkn
N , ∀− N

4
≤ k ≤ N

4
−1. However, in practical implementation,

this method will require extra multiplication (with e−j
2πn
N ) and an extra DFT block of length-N

2
. In contrast,

the operations (3.83) requires negligible computation effort. Moreover, the output of (3.83) can be fed to the
DFT block that is used for the OFDM data symbols. In this way, the computational complexity is kept low.
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Thus, the LSE of H
(i)
D [k] and H

(i)
I [k],∀k ∈ Ii can be obtained with (3.88).

Case 3)

In case 3), Ii0 ∩ (−Ii0) = ∅, (−Ii0)∩ Ii1 = ∅,∀i1 6= i0. From (3.77) and (3.85), we obtain for

k ∈ Ii0 :

Y Eb [k] = S
(i0)
b [k]H

(i0)
D [k] + Ńb[k],

Y Eb [−k] = S
(i0)∗
b [k]H

(i0)
I [−k] + Ńb[−k],

(3.90)

With (3.77), the LSE is simply:

Ȟ
(i0)
D [k] =

1

2

2∑
b=1

S
(i0)∗
b [k]Y Eb [k],∀k ∈ Ii0

Ȟ
(i0)
I [−k] =

1

2

2∑
b=1

S
(i0)
b [k]Y Eb [−k],∀k ∈ Ii0

(3.91)

3.4.7.2.3 MLE and LMMSE

Now, for each Tx, we have obtained the LSEs Ȟ
(i)
D [k],∀k ∈ Ii and Ȟ

(i)
I [k],∀k ∈ −Ii. Similar to

the FDS preamble based scheme, h
(i)
D;I can be estimated with the following two methods:

1. The MLE:

ĥ
(i)

D = T
(i)
D Ȟ

(i)

D,Ii ,

ĥ
(i)

I = T
(i)
I Ȟ

(i)

I,−Ii ,
(3.92)

with T
(i)
D;I defined as in (3.67).

2. The LMMSE:

ĥ
(i)

D = Q
(i)
D Ȟ

(i)

D,Ii ,

ĥ
(i)

I = Q
(i)
I Ȟ

(i)

I,−Ii .
(3.93)

with Q
(i)
D;I defined as in (3.69).

Afterwards, estimates of H
(i)
D;I[k] can be obtained with (3.61). The overall estimation scheme

requires 16NTL
′ + 8NTL

′L+ 4NTN log2N real MULs.

3.4.7.3 Pilot Symbol Optimization

In this section, we will show how to adjust the pilot symbols to minimize estimation error

and meanwhile, to fulfill (3.78) so that the preamble can be used for frame detection and time

synchronization. Similar to Sec. 3.4.7.2.2, we investigate the different cases of subcarrier relation

in Sec. 3.4.7.1.2.
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In case 1), since Ii0 = −Ii1 with i0 6= i1, we have

S
(i1)∗
b [−Ii0(κ)] = S

(i1)∗
b [Ii1(κ′)] = T

(i1)∗
b [κ′], (3.94)

where κ′ = L′ − κ − 1. Substituting (3.94) into the definition of Sk in (3.87), the following

expression can be obtained

SIi0 (κ) =

[
T

(i0)
1 [κ] T

(i1)∗
1 [κ′]

T
(i0)
2 [κ] T

(i1)∗
2 [κ′]

]
. (3.95)

To eliminate noise amplification in (3.88), the condition number of SIi0 (κ) has to be 1, which

implies the following conditions:∣∣∣T (i0)
1 [κ]

∣∣∣2 +
∣∣∣T (i0)

2 [κ]
∣∣∣2 =

∣∣∣T (i1)∗
1 [κ′]

∣∣∣2 +
∣∣∣T (i1)∗

2 [κ′]
∣∣∣2 (3.96)

T
(i0)∗
1 [κ]T

(i1)∗
1 [κ′] + T

(i0)∗
2 [κ]T

(i1)∗
2 [κ′] = 0. (3.97)

Since
∣∣∣T (i)
b [κ]

∣∣∣ = 1,∀κ, the condition (3.96) is automatically fulfilled. Actually, this condition

complies with the 1st design rule. By substituting (3.78) into (3.97), we found out that (3.97)

is fulfilled when φ = π
2 + mπ,∀m ∈ Z, while T

(i)
1 [κ],∀i can be an arbitrary length-L′ CAZAC

sequence.

In case 2), since Ii = −Ii, we have

S
(i)∗
b [−Ii(κ)] = S

(i)∗
b [Ii(κ

′)] = T
(i)∗
b [κ′]. (3.98)

Substituting (3.98) into the definition of Sk in (3.89), we obtain:

SIi(κ) =

[
T

(i)
1 [κ] T

(i)∗
1 [κ′]

T
(i)
2 [κ] T

(i)∗
2 [κ′]

]
. (3.99)

To force the condition number of SIi(κ) to 1, the following condition is required:

T
(i)∗
1 [κ]T

(i)∗
1 [κ′] + T

(i)∗
2 [κ]T

(i)∗
2 [κ′] = 0. (3.100)

Similarly to case 1), we found out that when φ = π
2 +mπ,∀m ∈ Z, (3.100) is fulfilled.

In case 3), the estimation (3.91) implies that the noise influence on the LSE is independent

of φ. Moreover, according to (3.77), (3.85) and (3.91), there is no noise amplification in the

LSE. Thus, in this case, φ can be arbitrary.

Interestingly, it can be shown that the pilot symbol adjustment above leads to the fulfillment

of the 3rd design rule. In summary, both the optimal preamble design rules and (3.71) can be

fulfilled (see the proof in App. B.6). For all cases of subcarrier relation, T
(i)
1 [κ],∀i can be

an arbitrary length-L′ CAZAC sequence. Especially, if the pilot subcarrier allocation only
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contains the 3rd case of subcarrier relation (e.g. the last example in Tab. 3.2), φ can be

arbitrary. Otherwise, φ = π
2 +mπ,∀m ∈ Z1.

3.4.8 Simulation Results

In our simulations, we observe the case of of NT = 2. The amplitude and phase imbalance

of the MOD/DMOD are about 5% and 5◦, respectively. The LPFs in the I- and Q-branches

(in all Tx-/Rx branches) have relative amplitude mismatch and phase differences of up to

10% and 10◦, respectively. All different Tx- and Rx branches have different I/Q-imbalance

parameters. Furthermore, all imbalance parameters are assumed to be time invariant. The

measured 60 GHz channels in [150] with Obstructed-Line-Of-Sight (OLOS) were used2, which

are severely frequency selective and are typical for broadband indoor short range transmission.

Accordingly, we set L = 32. Among the three GB-reservation cases in Sec. 3.3.4, we only

observe the first case, i.e. only NULL subcarriers are used. The Nyquist rate of 250 MHz was

applied. Two different OFDM parameter sets are investigated: N = 256, N0 = 17 (designed for

the IFE system) and N = 512, N0 = 91 (WiMAX for comparison). Note that in both cases, we

have N0 >
N
L . Thus, the circularly equi-distant subcarrier allocation of [125, 126] can not be

applied. Thus, no comparison was conducted with the schemes in [125, 126].

Fig. 3.25 and Fig. 3.26 show the estimation MSE3 of the proposed preamble based joint

channel and I/Q-imbalance estimation schemes4. While Fig. 3.25 shows the case of N =

256, N0 = 17 (relatively small N0 i.e. GB), Fig. 3.26 shows the case of N = 512, N0 = 91

(relatively large N0 i.e. GB). Except for the proposed schemes, the direct MIMO extension

of the scheme in [79] (designated as “Lopez”)5 and the CRLB in Sec. 3.4.4 were included for

comparison. For the FDS- and 2SP schemes, L′ was chosen as small as possible to reduce

computational complexity. Moreover, both results with MLE and LMMSE are presented6. For

LMMSE, a fixed ρ was applied with 10 log10 ρ = 30 dB (see Sec. 3.4.5.2, 3.4.6.2 and 3.4.7.2).

Furthermore, the cases with and without including the edge subcarriers are compared.

As shown, the scheme in [79] has a relatively high error floor due to influence of the NULL

subcarriers. This error floor is removed by the proposed schemes. We can see that when the GB

is relatively small (Fig. 3.25), all the proposed schemes can achieve performance that is quite

close to the CRLB. The performance difference between MLE and LMMSE as well as between

the cases with and without including edge subcarriers (for FDS and 2SP) is negligible. When

the GB is relatively large (Fig. 3.26), more performance difference can be observed. While TDS

1With φ = π
2

+ mπ,∀m ∈ Z, the proposed preamble can be seen as an extension of the [FDM;C-T] design
in [127]

2Unlike the channel realizations used in Sec. 3.2.3.2, the channel realizations used here have normalized gain.
SNR variation was achieved by scaling the Rx signal power.

3This MSE has normalized value and is defined as MSEn = E

{∑
i

∑
k

∑
Π={D,I}

∣∣∣Ĥ(i)
Π [k]−H(i)

Π [k]
∣∣∣2∑

i

∑
k

∑
Λ={D,I}

∣∣∣H(i)
Λ [k]

∣∣∣2
}

.

4Since the multi-functional preamble consists of two short preambles, it is indicated by “2SP”.
5Using the TDS preamble but omitting the deconvolution part in the corresponding estimation.
6With TDS, the performance of MLE and LMMSE have just negligible difference. Thus, only the MLE

result is shown. Moreover, the scheme in [79] is neither MLE nor LMMSE estimation.
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with MLE can still achieve near-CRLB performance, FDS and 2SP with MLE and without edge

subcarrier inclusion have extremely high MSE. The reason was that the channel coefficients at

the edge subcarriers have been estimated with very high estimation error. Both LMMSE and

edge subcarrier inclusion can significantly reduce the MSE of FDS and 2SP. However, the best

performance was achieved by combining LMMSE with edge subcarrier inclusion. By comparing

Fig. 3.25 and Fig. 3.26, we will see that for the same SNR, the MSE in Fig. 3.26 is lower than

that in Fig. 3.25. The reason is that longer preambles (N = 512) corresponding to Fig. 3.26

leads to more energy used for the parameter estimation.
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Figure 3.25: MSE as a function of SNR for different schemes, N = 256, N0 = 17. “2SP”: the
scheme with the multi-functional preamble; “NoEg”: the edge subcarriers are not included in
the pilot subcarrier sets; “SlEg”: the edge subcarriers are included in the pilot subcarrier sets.

Fig. 3.27 and Fig. 3.28 show the BER performance of the proposed schemes as well as

several reference cases. For the BER simulation, a 2 × 2 MIMO OFDM system with 16-

QAM modulation was considered, which applies STC at the Tx and ZF equalization at the Rx

according to the compensation scheme in Sec. 3.4.3. The following reference cases were included

in the simulation: 1) Application of the MIMO extension of the scheme in [79] (“Lopez”); 2)

Application of the scheme in [82, 124] (“Zou”). To apply this scheme in our context, four

OFDM symbols are used as preamble, which is the lowest allowable number 1. Moreover, all

subcarriers are allocated pilot symbols2; 3) BER without I/Q-imbalance compensation (“No

Comp.”); 4) BER with perfect joint channel and I/Q-imbalance estimation (“Perf. Est.”); 5)

BER without I/Q-imbalance influence (“No Imb.”). Note that the cases 1)∼4) are under I/Q-

imbalance influence. In the cases 3) and 5) (both are without I/Q-imbalance compensation),

1Corresponding to two pilot slots defined in [82, 124]. Each pilot slot contains a STC-coded block, including
two consecutive OFDM symbols. Note that this scheme can also be used for the case that pilot subcarriers and
data subcarriers are multiplexed (mainly for the case of fast-fading channels).

2In the simulation, we have allocated QPSK symbols following the design in [82, 124].
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Figure 3.26: MSE as a function of SNR for different schemes, N = 512, N0 = 91

the MIMO channel estimation scheme in [41], the ordinary STC-decoder and the MRC (see

Sec. 3.2.3.1) were applied. Simulation shew that all proposed preambles have low CFs (about

2.5 dB), allowing “preamble boosting”1. For simplicity, we assume that the “preamble boosting”

of all schemes requiring preamble (including the reference schemes) is 8 dB. Moreover, the SNR

values shown in Fig. 3.27 and Fig. 3.28 are the average SNR values per Rx antenna.

As shown in Fig. 3.27 and Fig. 3.28, both the scheme without I/Q-imbalance compensation

and the “Lopez” scheme have error-floors, where the error-floor of the the “Lopez” scheme

is even higher. In contrast, the scheme with perfect joint estimation can achieve almost the

same performance as the case without I/Q-imbalance. Furthermore, the proposed schemes can

achieve performance quite close to that with perfect joint estimation. The SNR losses of the

proposed schemes (due to estimation error) can be quite low (except those with “NoEg”), i.e.

between 0.4 dB and 0.9 dB in Fig. 3.27 and about 0.25 dB in Fig. 3.28, respectively, at the BER

of 10−5. The reason for the slightly smaller SNR losses in Fig. 3.28 (considering only “SlEg”)

is the lower estimation MSE due to a longer preamble (as mentioned above). We can also see

that in the case of relatively large GB (Fig. 3.28), if no edge subcarriers are included, both FDS

and 2SP scheme will have error floors. According to both Fig. 3.27 and Fig. 3.28, the lowest

SNR losses can be achieved by TDS (with either MLE or LMMSE) or by FDS/2SP applying

both LMMSE and edge subcarrier inclusion. As another reference, the “Zou” scheme has SNR

losses of about 1.3 dB in both Fig. 3.27 and Fig. 3.28. Despite the use of four OFDM symbols

as preamble2, the “Zou” scheme is outperformed by the proposed schemes by about 0.8 dB

in Fig. 3.27 and about 1.15 dB in Fig. 3.28, respectively. The reason is that the correlation

between channel coefficients at neighboring subcarriers (in other word, the channel IR length

1The 16-QAM OFDM signal has CF of about 10.5 dB. Thus, we apply preamble boosting of 8 dB.
2In contrast, the proposed schemes just require about one OFDM symbol as preamble.
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information) is explored better by the proposed scheme for noise mitigation1.

From Fig. 3.27 and Fig. 3.28, we can see that with the same SNR, the BER of N = 512 is

generally lower than that of N = 256. The reason is that the GB for N = 512 is much larger.

Thus, for the same time domain SNR, the SNR per subcarrier is higher.
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Figure 3.27: BER performance as a function of SNR for different schemes with N = 256, N0 =
17 and 8 dB preamble boosting.

Fig. 3.29 and Fig. 3.30 show the BER results with lower preamble boosting i.e. 4 dB. As

seen, compared to the results with 8 dB preamble boosting, slightly higher SNR losses can be

observed. For the proposed schemes, the additional SNR losses (due to lower preamble boosting)

are about 0.6 ∼ 1 dB and 0.25 dB in the cases of N = 256 and N = 512, respectively. For the

“Zou” scheme, the corresponding additional SNR losses are 1.1 dB and 1.8 dB, respectively,

which are higher than those of the proposed schemes.

Now, we examine the suitability of the multi-functional preamble for frame detection/time

synchronization. Fig. 3.31 shows the output of the Schmidl-Cox correlator [148], which takes

the received multi-functional preamble as input and applies a correlation length of L+ N
2 (we

applied N = 256, N0 = 17). The SNR of the preamble was 25 dB. As shown, a relatively

strong peak can be produced by the correlator, which can be used for frame detection/time

synchronization. Further investigation on the time synchronization mechanism and performance

is beyond the scope of this thesis.

1In the original papers of Zou i.e. [82, 124], such correlation was explored to reduce the number of pilot
subcarriers (e.g. via interpolation) but not for noise mitigation. Thus, the estimation accuracy of the “Zou”
scheme is comparable to the LS scheme defined in [139]. As a result, despite the increased preamble length, the
SNR loss in Fig. 3.28 remains almost the same as in Fig. 3.27, since the influence of increase preamble length (i.e.
increased pilot energy) is compensated for by the same increase in the number of coefficients to be estimated.
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Figure 3.28: BER performance as a function of SNR for different schemes with N = 512, N0 =
91 and 8 dB preamble boosting.
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Figure 3.29: BER performance as a function of SNR for different schemes with N = 256, N0 =
17 and 4 dB preamble boosting.
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Figure 3.30: BER performance as a function of SNR for different schemes with N = 512, N0 =
91 and 4 dB preamble boosting.
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Figure 3.31: Correlator output for frame detection/time synchronization, N = 256, N0 =
17,SNR is 25 dB.
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3.4.9 Computational Complexity Issues and Discussion

We divide the computational complexity into three parts. The first part is dedicated to the

parameter estimation, e.g. estimation of HD;I (for all subcarriers and antennas) of the proposed

schemes. The second part is dedicated to the calculation of the equalization matrices (or just

coefficients) from the parameter estimates. For the proposed schemes, such calculations are

carried out based on the matrix equations in Sec. 3.4.3 1. For the reference schemes, similar

matrix equations can be found in the corresponding literatures. The third part is dedicated

to the actual compensation i.e. the equalization of the received signal symbols. While the

first- and the second parts are only required once per signal frame, the third part is needed

for each received OFDM symbol. Note that in the computational complexity analysis, the

regular operations required for OFDM signal reception2 is not taken into account. Moreover,

the analysis in this section just provides a rough estimation of the required computational

complexity. The actual numbers would depend on the actual implementation.

3.4.9.1 Computational Complexity of Parameter Estimation

Tab. 3.3 summarizes the computational complexity expressions (for each Rx antenna) of the

different schemes for parameter estimation3. For the “Zou” scheme, NP indicates the number

of pilot slots [82, 124]. Note that the TDS scheme in the case without NULL subcarrier can be

regarded as the MIMO extension of the “Lopez” scheme.

Applying the simulation parameters, the required number of real MULs of the different

schemes can be shown in Fig. 3.32. As shown, the MLE in [125, 126, 127] requires much

higher computational complexity than the proposed schemes and the “Zou” scheme. Among

the proposed schemes in the case with NULL subcarriers, the highest- and lowest computational

complexities are required by TDS and FDS, respectively. To achieve comparable performance,

the 2SP scheme has only slightly higher computational complexity than the FDS scheme (about

1 ∼ 3%). Compared to the propsed schemes, the “Zou” scheme has even slightly lower compu-

tational complexity. However, we should recall that estimation of the “Zou” scheme is just LSE

(defined in [139]). If MLE or LMMSE should be applied to this scheme to enhance estimation

accuracy (which would be comparable to that of the proposed schemes), the computational

complexity of the “Zou” scheme will be considerably increased4.

In the case without NULL subcarriers, the proposed TDS scheme has the lowest compu-

tational complexity. The reason is that the deconvolution in (3.59) or (3.60) can be omitted

1Different signal detection schemes e.g. ZF, MMSE etc., can lead to different complexity.
2E.g. transforming the received OFDM symbols to the frequency domain via DFT.
3For STC, we assumed NT consecutive OFDM data symbols are encoded to NT consecutive OFDM symbol

slots and across all NT Tx antennas. For SM, we assumed that NT OFDM data symbols are transmitted
simultaneously via one OFDM symbol slot.

4A part of such complexity increase can be compensated for by decreasing the number of pilot subcarriers.
However, since the mixed I/Q-imbalance- and channel coefficients a, b, c, d in [82, 124] involve convolution be-
tween more than two channel IRs, the required number of pilot subcarriers is more than doubled compared to
that of the proposed schemes.
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(see Sec. 3.4.5.2), which allows significant computational complexity reduction. In contrast, the

computational complexity of the other schemes remains almost unchanged1.

Table 3.3: Computational Complexity Expressions
Schemes Computational complexity (per Rx antenna)

TDS (with NULL subc.) 4(N −N0 − 1) + 8N2
TL

2 + 2(2NT + 1)N log2N
TDS (no NULL subc.) 4(N −N0 − 1) + 2(2NT + 1)N log2N

FDS 8NTL
′L+ 4NTN log2N

2SP 16NTL
′ + 8NTL

′L+ 4NTN log2N
Zou 8ND(1 +NR)N2

TNP
MLE in (3.46) 8NTNLB + 4NTN log2N

Est. in [125, 126, 127]
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Figure 3.32: Computational complexity (per Rx antenna) of different schemes for parameter
estimation.

3.4.9.2 Computational Complexity of Equalization Matrix Calculation and the

Actual Compensation

Tab. 3.4 and Tab. 3.5 summarize the computational complexity expressions of the different

schemes for the calculation of equalization matrices and for the actual compensation, respec-

tively. Except for the applied joint compensation scheme in Sec. 3.4.3 (indicated by “Joint”

or “Jnt Tx/Rx IQ+Ch.”), two reference schemes are included: 1) The “Zou” scheme [82, 124],

which first conducts STC-decoding and then joint channel and I/Q-imbalance compensation; 2)

A scheme assuming perfect Tx (i.e. no Tx I/Q-imbalance) and conducts first Rx-I/Q-imbalance

compensation in time domain using real- or complex valued FIR filters (see Sec. 3.4.3 and

Sec. B.8, respectively) and then STC/SM-decoding in the frequency domain. This scheme is

indicated by “Sep.” or “Perf. Tx, Sep. Rx IQ+Ch.”. Furthermore, the use of real- or complex

1For simplicity, they are not shown in Tab. 3.3 or Fig. 3.32.
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valued FIR filters is indicated by “R” or “C”, respectively1. For all schemes, ZF-equalization

is assumed. Note that for simplicity, the equalization matrices are just calculated by simple

pseudo-inverse or inverse of the coefficient matrices in Sec. 3.4.3. However, further computa-

tional complexity reduction could be achieved by exploiting the structures of the coefficient

matrices (see [129]). This is not considered in the analysis here.

Table 3.4: Computational Complexity Expressions for Equalization Matrix Calculation
Scheme Number of real MULs

Joint, STC 4
3NDNT (−1 + 4(1 + 6NR)N2

T )
Joint, SM, NT 6= NR

4
3NDNT (−1 + 4NT (6NR +NT ))

Joint, SM, NT = NR
4
3NDNT (−1 + 4N2

T )
Zou, STC 4

3NDNT (−1 + 3NRNT + 4N2
T )

Sep., STC 4
3NDNT (−1 + (1 + 6NR)N2

T )
Sep., SM, NT 6= NR

4
3NDNT (−1 + (1 + 6NR)N2

T )
Sep., SM, NT = NR

4
3NDNT (−1 +N2

T )

Table 3.5: Computational Complexity Expressions for the Actual Compensation
Scheme Number of real MULs (per data symbol)

Joint, STC 8NTNR
Joint, SM 8NR
Zou, STC 4NT (NR + 2)

Sep., STC,R (1+Lc)NR(NCP+N)
ND

+ 4NTNR

Sep., STC,C 4NR

(
Lc(NCP+N)

ND
+NT

)
Sep., SM,R NR

(
4 + (1+Lc)(NCP+N)

ND

)
Sep., SM,C 4NRND+Lc(NCP+N)

ND

By applying the simulation parameters on the expressions in Tab. 3.4 and Tab. 3.5, Fig. 3.33

and Fig. 3.34 can be obtained. Note that in Fig. 3.34, NT was fixed to 2 while NR is variable.

From Fig. 3.33, we can see that both for STC and SM, the “Joint” scheme requires considerably

higher computational complexity for the equalization matrix calculation than the reference

schemes. The main reason is the increased matrix dimension.

Fig. 3.34 shows that in the actual compensation phase, the highest computational complexity

is required by the “Sep.” scheme. The reason is that an FIR filter (real- or complex valued)

has to be used in each Rx path to compensate for the Rx-I/Q-imbalance, which consumes

considerable complexity. It is also shown that except for NR = 1, 2, the “Zou” scheme requires

less computational complexity than the “Joint”- and the “Sep.” schemes (when STC is applied).

1Note that the used FIR filters have no influence on the computational complexity of the equalization matrix
calculation. Thus, “R” and ”C” are not used in Tab. 3.4.
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Figure 3.33: Computational complexity of different schemes for the calculation of the equaliza-
tion matrices.
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Lc = 8.
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3.4.9.3 Discussion

According to the analysis and the results in Sec. 3.4.9.1 and Sec. 3.4.9.2, the computational

complexity of the proposed schemes for parameter estimation is much lower than that of the

schemes in [125, 126, 127] but comparable with that of the “Zou” scheme. However, the compu-

tational complexity of the applied joint compensation scheme, which includes both equalization

matrix calculation and the actual compensation, is generally higher than that of the “Zou”

scheme.

Except for computational complexity, we should also consider preamble overhead and per-

formance. On the one hand, compared to the “Zou” scheme, the proposed schemes allow much

lower preamble overhead i.e. about one OFDM symbol length. On the other hand, Sec. 3.4.8

has shown that the performance of the proposed schemes is considerably better than that of

the “Zou” scheme, despite the fact that the “Zou” scheme has applied much longer preambles

for estimation. Note that the performance of the “Zou” scheme can be further enhanced by

applying more pilot slots. Thus, as mentioned in Sec. 3.4.1, the “Zou” scheme is more suitable

for outdoor scenarios (where pilot-data-multiplexed type estimation should be used), while the

proposed schemes are more suitable for indoor scenarios (where preamble-based estimation is

more advantageous).

Based on the discussion above, the proposed schemes can achieve quite a good trade-off

between performance, overhead and computational complexity. Thus, they are very suitable

for indoor broadband wireless communications. Among the proposed schemes, the 2SP scheme

may be the most practical one, since multi-functional preamble is applied to further reduce

preamble overhead. However, the choice on the scheme should be made based on the context and

constraints of the system design as well as the advantages and disadvantages of the candidate

schemes.

3.5 Efficient Joint Estimation and Compensation of CFO,

I/Q-Imbalance and the MIMO Channel

3.5.1 Background and Overview

In this section, we investigate the joint estimation and compensation of CFO, Tx- and Rx

frequency selective I/Q-imbalance and the MIMO channel. Compared to Sec. 3.4, CFO is

included in the system model and should be compensated digitally.

A lot of related background information was already given in Sec. 3.4.1. Here, we give a

brief overview of the related works. The compensation of CFO and I/Q-imbalance in SISO-

and MIMO OFDM systems has been studied in a number of works e.g. [81, 115, 116, 117, 119,

132, 151, 152] and [44, 90, 118, 120, 123, 130, 135], respectively. Among them, [116, 118, 119,

120, 151, 152] only considered frequency-independent I/Q-imbalance, which is not suitable in

broadband wireless communication systems. In contrast, the other works considered frequency-
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selective I/Q-imbalance. The work [115] has proposed a Non-linear Least-Square (NLS) based

scheme for CFO estimation and Rx-I/Q-imbalance compensation. This scheme requires exhaus-

tive numerical search and thus, results in high computational complexity. Improvements have

been made by [81, 117] and [90, 123], which have proposed a closed-form Linear Least Square

(LLS) estimator and a suboptimal iterative estimator, respectively. Both schemes have lower

computational complexity than that in [115]. In [135], perfect CFO estimation was assumed

and a PTEQ scheme was proposed for impairment compensation. As mentioned in Sec. 3.4.1,

the PTEQ scheme suffers from slow convergence and high computational complexity. In [130],

Kalman filter is applied for compensation, which can cope with fast fading MIMO channels.

However, this scheme requires high pilot overhead (e.g. ten OFDM symbols as preamble). Many

of the works above, including [115, 116, 117, 118, 119, 120, 130], have the additional drawback

that only Rx impairments were considered in the system model. Thus, if Tx-I/Q-imbalance

is present, the schemes of these works may suffer from severe performance degradation1. In

[48], blind Rx-I/Q-imbalance estimation and compensation scheme was proposed. When the

CFO is sufficiently large, this scheme can provide good Rx-I/Q-imbalance estimation even in

low SNR region. The reason is that the Rx noise (which is influenced by Rx-I/Q-imbalance)

is also exploited for estimation. For the estimation of CFO, Tx-I/Q-imbalance and the MIMO

channel, this scheme needs to be extended.

The most advance state-of-art schemes considering CFO and both Tx- and Rx- frequency-

selective I/Q-imbalance in MIMO OFDM systems are those in [90, 123] as well as in our

previous work [44]. The drawback of the schemes in [90, 123] is that the used preambles are

not overhead- and interference optimal. Moreover, the estimation schemes in[90, 123] require

quite hight computational complexity.

This section presents our previous work [44] and a lot of extension, including a new scheme

and more detailed simulation results and analysis. First, a novel preamble design is proposed.

Afterwards, two efficient estimation schemes are developed based on the preambles and a hybrid

domain compensation structure. Both numerical simulation results and complexity analysis

are presented to show the advantages of the proposed schemes. The novelties of the proposed

schemes can be summarized as follows:

• The proposed preamble is used both for the estimation of CFO and Rx-I/Q-imbalance

as well as that of the joint coefficients of Tx-I/Q-imbalance and the MIMO channel.

In contrast, most existing schemes apply different preambles for these two estimation

procedures (e.g. [81, 90, 117, 123]). Thus, compared to the preambles used in the reference

works, our preamble is much more overhead efficient;

• When designing the preamble, the orthogonality between different Tx antennas as well

as between direct- and image channels (see Sec. 3.4.4) are taken into account, allowing

better estimation accuracy than [90, 123];

1Some performance comparison has been shown in [81].
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• The proposed preambles have low CF, which enables “preamble power boosting”1.

• The proposed estimation schemes require much lower computational complexity than

those in [90, 123];

• As most of the existing schemes, the CFO estimation and Rx-I/Q-imbalance estima-

tion/compensation of proposed schemes rely on the negative phase-rotation2 in the mir-

ror interference signal caused by Rx-I/Q-imbalance. As a result, small CFOs can cause

difficulties for both estimation and compensation. Conventionally e.g. in [81, 117], “hard

switching” is applied, i.e. CFO values smaller than a threshold are regarded as zero 3.

However, an improperly chosen threshold can cause performance degradation. To solve

this problem, we have proposed soft metrics which change adaptively with the SNR and

allow “soft switching”.

3.5.2 Signal- and System Model

Fig. 3.35 shows the MIMO system model considering both CFO and frequency selective I/Q-

imbalance. Like in Sec. 3.4, the numbers of Tx- and Rx antennas are NT and NR, respectively.

The amplitude- and phase imbalance at the ith MOD or at the rth DMOD are indicated by

gT (i);R〈r〉 and ϕT (i);R〈r〉, respectively. The IR of Tx- or Rx LPFs in the I- and Q-branches are

indicated by hTI (i);RI 〈r〉(t) and hTQ(i);RQ〈r〉(t), respectively. All different Tx-/Rx branches have

different I/Q-imbalance parameters as well as different LPF-IRs. The ordinary carrier frequency

is fc, while a CFO, ∆f , is assumed at all Rx DMODs. The IRs of the RF components at the

ith Tx or the rth Rx are modeled as h
(i);〈r〉
RF,Tx;Rx(t). The radio channel between the ith Tx and

the rth Rx is modeled by h
〈r,i〉
RF (t) and is assumed to be quasi-static (block-fading).

Figure 3.35: System model with CFO and frequency selective I/Q-imbalance

For further analysis, an equivalent BB model should be derived. From Fig. 3.35, the relation

between the RLP inputs, s
(i)
re (t) and s

(i)
im(t), and the modulated signal uRF(i)(t) (before h

(i)
RF,Tx

1See also Sec. 3.4.
2Compared to the direction of the phase-rotation (caused by CFO) without Rx-I/Q-imbalance.
3Correspondingly, another I/Q-imbalance- and channel estimation scheme will be applied, which is suitable

for the cases without CFO.
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can be expressed as

uRF(t) =
(
sre(t) ∗ hTI (t)

)
cos (2πfct)−

(
sim(t) ∗ hTQ(t)

)
gT sin

(
2πfct+ ϕT

)
= Re

{
u(t)ej2πfct

} (3.101)

with u(t) := s(t) ∗ hTD(t) + s∗(t) ∗ hTI (t) and hTD;I(t) :=
(
hTI (t)± gT ejϕT hTQ(t)

)
/2 1. Note

that u(t) is the complex envelope of uRF(t). Let the DMOD input signal be expressed as

vRF(t) = Re
{
v(t)ej2πfct

}
2. The relation between v(t) and the ADC input y(t) can be expressed

as (see App. B.7):

y(t) =
(
v(t)e−j2π∆ft

)
∗ hRD(t) +

(
v(t)e−j2π∆ft

)∗ ∗ hRI (t), (3.102)

with hRD;I(t) :=
(
hRI (t)± gRe∓jϕRhRQ(t)

)
/2. Based on (3.101) and (3.102), the equivalent

discrete time BB model in Fig. 3.36 can be obtained, where h
T (i)
D;I [n] and h

R〈r〉
D;I [n] are defined

as in (3.30) and (3.32), respectively. Moreover, h〈r,i〉[n] is the equivalent BB channel between

the ith Tx and the rth Rx and includes the effects of h
〈r,i〉
RF (t), h

(i)
RF,Tx(t) and h

〈r〉
RF,Rx(t) in

Fig. 3.35. The CFO influence is modeled by the multiplication with ej
2πεn
N , where ε = −∆fN

fs

and fs is the sampling frequency. Finally, η〈r〉[n] is the AWGN at the rth Rx branch with

E
{∣∣η〈r〉[n]

∣∣2} = σ2
n.

Tx#   I/Q-Imb. Rx#   I/Q-Imb.

...

...

...

Tx# 
channel

Figure 3.36: Equivalent BB model with CFO and I/Q-imbalance

To further simplify the BB model, the following relation is observed:

(
s[n]ej

2π
N εn

)
∗ h[n] =

∞∑
m=−∞

h[m]
(
s[n−m]ej

2π
N ε(n−m)

)
=

( ∞∑
m=−∞

h[m]e−j
2π
N εms[n−m]

)
ej

2π
N εn

=
[
s[n] ∗

(
h[n]e−j

2π
N εn

)]
ej

2π
N εn,

(3.103)

where s[n] and h[n] represent an arbitrary input sequence and an FIR filter, respectively.

Eq. (3.103) implies the equivalent system structures in Fig. 3.37, where the following nota-

1The Tx index i is omitted for simplicity.
2The Rx index r is omitted for simplicity.
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tion is used throughout this section (similar to [117]):

−→
(•) := (•)e−j 2π

N εn

←−
(•) := (•)ej 2π

N εn.
(3.104)

...

Figure 3.37: Exchanging the positions of a phase rotator and an FIR filter

Based on the equivalent structure in Fig. 3.37, the input-output relation of the BB model

in Fig. 3.36 can be rewritten as:

y〈r〉[n] = x
〈r〉
D [n]ej

2πεn
N + x

〈r〉
I [n]e−j

2πεn
N + η̃〈r〉[n],

x
〈r〉
D [n] :=

NT∑
i=1

s(i)[n] ∗ h〈r,i〉1 [n] + s(i)∗[n] ∗ h〈r,i〉2 [n],

x
〈r〉
I [n] :=

NT∑
i=1

s(i)[n] ∗ h〈r,i〉3 [n] + s(i)∗[n] ∗ h〈r,i〉4 [n],

η̃〈r〉[n] := η〈r〉[n]ej
2πεn
N h

R〈r〉
D [n] + η〈r〉∗[n]e−j

2πεn
N h

R〈r〉
I [n],

(3.105)

with

h
〈r,i〉
1;2 [n] := h

T (i)
D;I [n] ∗ h〈r,i〉[n] ∗

−−−−−→
h
R〈r〉
D [n],

h
〈r,i〉
3;4 [n] := h

T (i)∗
I;D [n] ∗ h〈r,i〉∗[n] ∗

←−−−−−
h
R〈r〉
I [n],

(3.106)

where h
〈r,i〉
1 ∼ h

〈r,i〉
4 are assumed to be length-Lh FIR filters. Eq. (3.105) yields the simplified

BB model in Fig. 3.38.

Finally, we remark that although the model of Fig. 3.36 can be found in similar mathematical

expression in the literature e.g. [90, 123], the model of Fig. 3.38 is novel (to the best of the

authors knowledge).

3.5.3 Compensation of CFO, Frequency-Selective I/Q-Imbalance and

the MIMO Channel

For the compensation of CFO, frequency-selective I/Q-imbalance and the MIMO channel, an

extended version of the hybrid domain compensation structure in [81] is applied (similar to

[90, 123]), which is shown in Fig. 3.39. Within each Rx branch, Rx I/Q-imbalance and CFO

146



...

...

Tx#

...

...

...
...

...

...

...

Figure 3.38: Simplified baseband model with CFO and frequency selective I/Q-imbalance

are compensated in time domain. Afterwards, Tx I/Q-imbalance and MIMO channels are

compensated in frequency domain.

DFT

Joint freq.
domain

comp. of
Tx I/Q-imb.
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MIMO
channel
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Other Rx branches

CFO comp.

Equivalent low
complexity
 implemen

-tation
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Figure 3.39: Hybrid domain compensation structure

From Fig. 3.39, the Rx signal after Rx I/Q-imbalance compensation can be expressed as:

ý〈r〉[n] = y〈r〉re [n− nτ ] + j
(
cy〈r〉re [n− nτ ] + hC〈r〉[n] ∗ y〈r〉im [n]

)
, (3.107)

where nτ is the dominant-tap index1 of the FIR filter hC〈r〉[n], which is of length Lc. Eq.

(3.107) can be equivalently written as:

ý〈r〉[n] = w
〈r〉
D [n] ∗ y〈r〉[n] + w

〈r〉
I [n] ∗ y〈r〉∗[n] (3.108)

with

w
〈r〉
D;I[n] =

1

2

(
δ[n− nτ ]

(
1 + jc〈r〉

)
± hC〈r〉[n]

)
, (3.109)

1We assume the index starts from 0.
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where δ[n] is the discrete time impulse function. By substituting (3.105) into (3.108), we have

ý〈r〉[n] = ej
2πεn
N

NT∑
i=1

[
s(i)[n] ∗ hE〈r,i〉D [n] + s(i)∗[n] ∗ hE〈r,i〉I [n]

]
+ e−j

2πεn
N

NT∑
i=1

[
s(i)[n] ∗ ϑE〈r,i〉D [n] + s(i)∗[n] ∗ ϑE〈r,i〉I [n]

]
+ ή〈r〉[n],

h
E〈r,i〉
D;I [n] := h

〈r,i〉
1;2 [n] ∗

−−−−→
w
〈r〉
D [n] + h

〈r,i〉∗
4;3 [n] ∗

−−−−→
w
〈r〉
I [n],

ϑ
E〈r,i〉
D;I [n] := h

〈r,i〉
3;4 [n] ∗

←−−−−
w
〈r〉
D [n] + h

〈r,i〉∗
2;1 [n] ∗

←−−−−
w
〈r〉
I [n],

(3.110)

where ή〈r〉[n] is the noise after Rx I/Q-imbalance compensation. From Fig. 3.36, we can see that

the phase rotation e−j
2πεn
N in (3.105) and (3.110) is caused by the Rx I/Q-imbalance. Thus,

after Rx I/Q-imbalance compensation, all signal components in (3.110) having the e−j
2πεn
N

phase rotation should be eliminated i.e.,

ϑ
E〈r,i〉
D [n] = 0, ϑ

E〈r,i〉
I [n] = 0, ∀i. (3.111)

With (3.106) and (3.109), it can be proved that the two equations in (3.111) are equivalent.

After successful compensation of Rx I/Q-imbalance and CFO, the signal y̌〈r〉[n] in Fig. 3.39

can be expressed as

y̌〈r〉[n] =

NT∑
i=1

(
s(i)[n] ∗ hE〈r,i〉D [n] + s(i)∗[n] ∗ hE〈r,i〉I [n]

)
+ η̌〈r〉[n], (3.112)

where η̌〈r〉[n] is the corresponding noise term.

Let s
(i)
b [n],∀n ∈ [0, N − 1] be the bth transmitted OFDM symbol at the ith Tx antenna and

y̌
〈r〉
b [n],∀n ∈ [0, N−1] be the corresponding received OFDM symbol after Rx I/Q-imbalance and

CFO compensation. Their DFTs are indicated by S
(i)
b [k] and Y̌

〈r〉
b [k], respectively. Assuming

sufficient CP length NCP, (3.112) yields

Y̌
〈r〉
b [k] =

NT∑
i=1

(
S

(i)
b [k]H

E〈r,i〉
D [k] + S

(i)∗
b [−k]H

E〈r,i〉
I [k]

)
+ Ň 〈r〉[k], (3.113)

where H
E〈r,i〉
D;I [k] = FN

{
h
E〈r,i〉
D;I [n]

}
. Eq. (3.113) can be rewritten in different matrix equations

for all possible antenna diversity or spatial multiplexing schemes according to Sec. 3.4.3. Based

on these matrix equations, various equalization techniques e.g. ZF and MMSE can be used to

recover the original data symbols. In the following, we will show how to obtain the compensation

coefficients based on novel preamble designs.
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3.5.4 Joint Estimation Scheme Based on Closed-Form CFO Estima-

tion

This scheme is developed based on the BB model of Fig. 3.38. First, a special preamble is applied

to estimate ε and h
〈r,i〉
1 [n] ∼ h

〈r,i〉
4 [n]. Based on the estimates of ε and h

〈r,i〉
1 [n] ∼ h

〈r,i〉
4 [n], all

required coefficients for the compensation of CFO and I/Q-imbalance can be calculated.

3.5.4.1 Preamble Design

Inspired by [116], the proposed preamble consists of a 3 fold repetition of a basic sequence

ṡ(i)[n], n = 0, . . . , NP −1, which is constructed according to FDS design in Sec. 3.4.6 and varies

for different Tx antennas. To illustrate the transmission of the preamble, all signals in Fig. 3.38

are extended with the notation ˙(•). The 3 fold repetition structure is used to estimate ε, ẋ
〈r〉
D [n]

and ẋ
〈r〉
I [n] in Fig. 3.38. Based on ẋ

〈r〉
D [n] and ṡ(i)[n], h

〈r,i〉
1 [n] and h

〈r,i〉
2 [n] can be estimated,

while based on ẋ
〈r〉
I [n] and ṡ(i)[n], h

〈r,i〉
3 [n] and h

〈r,i〉
4 [n] can be estimated.

Since 3 fold repetition is applied, we should minimize the length of the basic sequence, NP ,

to minimize the preamble overhead. To apply the FDS design in Sec. 3.4.6, ṡ(i)[n] is constructed

as an OFDM symbol with NP subcarriers, where NP could be different from N 1. Let Ṡ(i)[k] =

FNP
{
ṡ(i)[n]

}
. As mentioned above, ṡ(i)[n] is used to estimate 2NT equivalent channel IRs

of length Lh (i.e. h
〈r,i〉
1;3 [n] and h

〈r,i〉
2;4 [n]). Thus, at least 2NTLh subcarriers should be active

within Ṡ(i)[k]. In order to reserve the same GB as the OFDM data symbols, we should have

NP ≥ 2NTLhN
ND

. To facilitate the FFT implementation, we choose NP = 2

⌈
log2

(
2NTLhN

ND
+Na

)⌉
,

where Na is a number to adjust NP . The number of NULL subcarriers in the basic sequence is

N0,P =
⌈
NPN
ND

⌉
, while the number of active subcarriers is ND,P = NP −N0,P . Now, the active

subcarriers can be allocated to different Tx antennas according to the FDS design in Sec. 3.4.6.

Let Ii with |Ii| = L′ be the index set of the allocated subcarriers for the ith Tx, which fulfills

the requirements in Sec. 3.4.6.1.1. By assigning values of a length-L′ CAZAC sequence T (i)(κ)

with
∣∣T (i)(κ)

∣∣ = 1 to the allocated subcarriers of each basic sequence, i.e.

Ṡ(i)[(Ii)κ] = T (i)(κ),∀κ = 0, . . . , L′ − 1, and Ṡ(i)[k] = 0,∀k /∈ Ii, (3.114)

low CF of the basic sequence can be achieved. Finally, the total length of the preamble is

NCP + 3NP .

Note that using a different DFT-length (NP ) in the preamble from that in the data signals

(N) will require extra2 DFT-blocks or reconfigurable DFT-blocks (w.r.t. the block length) in the

signal processing implementation (e.g. in FPGA). As a result, the implementation complexity

will be higher3. In contrast, the preambles in Sec. 3.4 use the same DFT-length as the data

OFDM symbols and allows lower implementation complexity.

1N is the number of subcarriers in the data OFDM symbols.
2W.r.t. the DFT-blocks for the ordinary OFDM data symbols.
3The corresponding increase in computational complexity will be included in the computational complexity

expressions of Sec. 3.5.7
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3.5.4.2 Estimation Scheme

Let ẏ
〈r〉
b [n] be the received signal of the bth repetition of the basic sequence. Eq. (3.105) yields

the following expression:

ẏ
〈r〉
b [n] = ż

〈r〉
D [n]ej

2πεNP (b−1)

N + ż
〈r〉
I [n]e−j

2πεNP (b−1)

N + ˙̃η
〈r〉
b [n],∀n = 0, . . . , NP − 1,

with ż
〈r〉
D [n] := ẋ

〈r〉
D [n]ej

2πεn
N , ż

〈r〉
I [n] := ẋ

〈r〉
I [n]e−j

2πεn
N .

(3.115)

With b = 1, 2, 3, (3.115) yields 3 equations. According to [116], if we ignore the noise term,

the following matrix equation can be obtained:

ẏ22 cos Ω = ẏ13, (3.116)

where

Ω :=
2πεNP
N

,

ẏ2 :=

[(
ẏ
〈1〉
2

)T
, . . . ,

(
ẏ
〈NR〉
2

)T]T
,

ẏ13 :=

[(
ẏ
〈1〉
1 + ẏ

〈1〉
3

)T
, . . . ,

(
ẏ
〈NR〉
1 + ẏ

〈NR〉
3

)T]T
,

ẏ
〈r〉
b :=

[
ẏ
〈r〉
b [0], . . . , ẏ

〈r〉
b [NP − 1]

]T
.

The LSE of cos Ω is

ˆcos Ω =
1

2
Re
{

(ẏ2)
†
ẏ13

}
=

1

2 ||ẏ2||22
Re
{

(ẏ2)
H
ẏ13

}
, (3.117)

which yields the following CLosed-Form Estimator (CLFE):

ε̂ = ± N

2πNP
cos−1

(
ˆcos Ω
)
. (3.118)

Note that (3.118) is the extension of the estimator in [116] (Eq. (15)) to exploit the Rx

array- and diversity gains. The sign ambiguity in (3.117) can be solved by taking the sign of

the following rough CFO estimator:

ε̂′ =
N

2πNP
arg
{[
ẏT1 , ẏ

T
2

]∗ [
ẏT2 , ẏ

T
3

]T}
. (3.119)

To obtain estimates of ẋ
〈r〉
D;I[n], ż

〈r〉
D [n] and ż

〈r〉
I [n] should be obtained first. For this purpose,
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we rewrite Eq. (3.115) into the following matrix form:
(
ẏ
〈r〉
1

)T(
ẏ
〈r〉
2

)T(
ẏ
〈r〉
3

)T


︸ ︷︷ ︸
Ẏ
〈r〉

=

 1 1

ejΩ e−jΩ

ej2Ω e−j2Ω


︸ ︷︷ ︸

�Ω


(
ż
〈r〉
D

)T(
ż
〈r〉
I

)T


︸ ︷︷ ︸
ŻZZ
〈r〉

+


(

˙̃η
〈r〉
1

)T(
˙̃η
〈r〉
2

)T(
˙̃η
〈r〉
3

)T


︸ ︷︷ ︸
ṅ〈r〉

, (3.120)

where ż
〈r〉
D;I =

[
ż
〈r〉
D;I[0], . . . , ż

〈r〉
D;I[NP − 1]

]T
and ˙̃η

〈r〉
b =

[
˙̃η
〈r〉
b [0], . . . , ˙̃η

〈r〉
b [NP − 1]

]T
.

Now, ŻZZ
〈r〉

can be estimated by
ˆ̇
ZZZ〈r〉 = A〈r〉Ẏ

〈r〉
, (3.121)

where A〈r〉 is a 2×3 matrix and can be obtained by applying the following two different criteria:

1. Minimization of the cost function
∥∥∥ŻZZ〈r〉 −A〈r〉Ẏ〈r〉∥∥∥2

F
. In this case, we have

A〈r〉 = (�Ω)
†
,∀r, (3.122)

which corresponds to an LSE 1.

2. Minimization of the cost function E

{∥∥∥ŻZZ〈r〉 −A〈r〉Ẏ〈r〉∥∥∥2

F

}
. In this case, we have

A〈r〉 = D〈r〉�HΩ

(
�ΩD

〈r〉�HΩ +
1

ρ〈r〉
I3

)−1

, (3.123)

where ρ〈r〉 is the Rx SNR at the rth Rx antenna and D〈r〉 = diag

{[
P
〈r〉
D

P 〈r〉
,
P
〈r〉
I

P 〈r〉

]}
with

P
〈r〉
D;I = 1

NP
E

{(
ż
〈r〉
D;I

)H
ż
〈r〉
D;I

}
and P 〈r〉 = P

〈r〉
D + P

〈r〉
I . By assuming an approximate

value υ̂ 2 for the Rx IRR υ〈r〉 :=
P
〈r〉
D

P
〈r〉
I

at all Rx branches, we can approximate D〈r〉 with

D = diag
{[

υ̂
υ̂+1 ,

1
υ̂+1

]}
,∀r. Thus, A〈r〉 becomes independent of r. The estimation using

(3.123) corresponds to an LMMSE.

In Sec. 3.5.6, the performance of the two estimators above will be compared based on

simulation results.

With
ˆ̇
ZZZ〈r〉 and ε̂, we can easily obtain estimates of ẋ

〈r〉
D;I[n] from (3.115). Let

ẋ
〈r〉
D;I =

[
ẋ
〈r〉
D;I[0], . . . , ẋ

〈r〉
D;I[NP − 1]

]T
1This is true only when Ω is perfectly known.
2With realistic components, υ̂ = 200 ∼ 1000 can be assumed. Moderate deviation of υ̂ from the real IRR

has negligible influence on the estimation.
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and Ẋ
〈r〉
D;I = FNP ẋ

〈r〉
D;I. According to (3.105), h

〈r,i〉
1;2 [n] can be estimated with ẋ

〈r〉
D [n], while

h
〈r,i〉
3;4 [n] with ẋ

〈r〉
I [n]. Similar to the FDS estimation scheme in Sec. 3.4.6, the following relation

can be obtained (when ignoring noise):

Ẋ
〈r〉
D;I,Ii = T (i)FNP(Ii,Lh)h

〈r,i〉
1;3 , Ẋ

〈r〉
D;I,−Ii = T́

(i)∗
FNP(−Ii,Lh)h

〈r,i〉
2;4 , (3.124)

where T (i) and T́
(i)

are defined as in (3.65) and

h
〈r,i〉
1;2;3;4 =

[
h
〈r,i〉
1;2;3;4[0], . . . , h

〈r,i〉
1;2;3;4[Lh − 1]

]T
,

Lh = {0, . . . , Lh − 1} .

Correspondingly, h
〈r,i〉
1;2;3;4 can be estimated with the following two methods:

1. The MLE:

ĥ
〈r,i〉
1;3 = T

(i)
D T

(i)∗Ẋ
〈r〉
D;I,Ii ,

ĥ
(i)

2;4 = T
(i)
I T́

(i)
Ẋ
〈r〉
D;I,−Ii ,

(3.125)

with

T
(i)
D :=

(
FNP(Ii,Lh)

)†
,

T
(i)
I :=

(
FNP(−Ii,Lh)

)†
.

(3.126)

2. The LMMSE:

ĥ
〈r,i〉
1;3 = Q

(i)
D T

(i)∗Ẋ
〈r〉
D;I,Ii ,

ĥ
(i)

2;4 = Q
(i)
I T́

(i)
Ẋ
〈r〉
D;I,−Ii

(3.127)

with

Q
(i)
D :=

((
FNP(Ii,Lh)

)H
FNP(Ii,Lh) +

Lh

ρ〈r〉
ILh

)−1 (
FNP(Ii,Lh)

)H
,

Q
(i)
I :=

((
FNP(−Ii,Lh)

)H
FNP(−Ii,Lh) +

Lh

ρ〈r〉
ILh

)−1 (
FNP(−Ii,Lh)

)H
,

(3.128)

where ρ〈r〉 is the SNR at each Rx antenna. To reduce complexity, a fixed value can be

assumed for ρ〈r〉. In this case, both Q
(i)
D T

(i)∗ and Q
(i)
I T́

(i)
can be regarded as know (and

can be pre-computed).

In practice, when Ω→ 0 and Ω→ ±π, the CLFE in (3.118) will suffer from high sensitivity

to noise. Moreover, the condition number of �Ω will become very large, resulting in large
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estimation error for ż
〈r〉
D;I. Sec. 3.5.6 will show that in such cases, the rough estimator ε̂′ will be

much more accurate than the CLFE. Moreover, instead of applying (3.121), we should set

ˆ̇z
〈r〉
D =

1

3

(
ẏ
〈r〉
1 + ẏ

〈r〉
3 + sgn

(
cos Ω̂

)
ẏ
〈r〉
2

)
, ˆ̇z
〈r〉
I = 000NP×1, (3.129)

which implies that the Rx-I/Q-imbalance will not be separately compensated for but jointly

with the Tx-I/Q-imbalance and the MIMO channel. For the detection of such cases, we observe

the relation 1
NRNP

E
{
||ẏ13 − 2sgn (cos Ω) ẏ2||22

}
≥ 6σ̃2

n, which follows from (3.120) (we assume

E
{∣∣η̃〈r〉[n]

∣∣2} = σ̃2
n). The equality applies when Ω = 0 or Ω = ±π. Accordingly, we can define

the following metric:

P∆ :=
1

NRNP
||ẏ13 − 2sgn (cos Ω) ẏ2||22 − 6ζσ̃2

n, (3.130)

where ζ ≥ 1 is an adjusting factor. Once P∆ < 0, both ε̂′ and (3.129) are applied. Otherwise,

we apply
∥∥∥�Ω̂ ˆ̇

ZZZ
∥∥∥2

F

1 as a further metric to switch between ε̂ and ε̂′, where
ˆ̇
ZZZ =

[
ˆ̇
ZZZ〈1〉, . . . ,

ˆ̇
ZZZ〈NR〉

]
.

The estimator that leads to a larger
∥∥∥�Ω̂ ˆ̇

ZZZ
∥∥∥2

F
is chosen. Compared to [81], the metrics above

allow soft switching.

To further improve the CFO estimation and the separation of ż
〈r〉
D [n] and ż

〈r〉
I [n], the fol-

lowing iterative processing can be applied. First, ´̇y
〈r〉
b = ẏ

〈r〉
b − ˆ̇z

〈r〉
I e−jΩ̂(b−1),∀b, r is calculated

to eliminate the influence of Rx I/Q-imbalance on the received preamble. Afterwards, (3.119)

is applied with ´̇yb instead of ẏb to obtain a new estimate of ε. With the new estimate of ε,

(3.121) is used to obtain a new version of
ˆ̇
ZZZ〈r〉,∀r. The above calculation can be carried out

iteratively.

3.5.4.3 Calculation of Compensation Coefficients

Now, we have the estimates of ε and h
〈r,i〉
1 [n] ∼ h〈r,i〉4 [n]. According to Sec. 3.5.3, successful Rx-

I/Q-imbalance compensation requires the fulfillment of the two conditions in (3.111). Since both

conditions are equivalent, we only have to choose one of them. We consider that with realistic

I/Q-imbalance parameters, h
T (i);R〈r〉
D [n] would have much larger power gain than h

T (i);R〈r〉
I [n].

Thus, according to (3.106), h
〈r,i〉
1 [n] would have much larger power gain than h

〈r,i〉
2;3;4[n] and can

be estimated with much lower estimation error (due to noise). According to (3.110), ϑ
E〈r,i〉
I [n]

consists partly of h
〈r,i〉
1 [n]. Thus, it should be used to obtain reliable compensation coefficients.

From (3.104), (3.109) and (3.111), we obtain(
1 + jc〈r〉

)
γ
〈r,i〉
1 [n] + hC〈r〉[n] ∗ γ〈r,i〉2 [n] = 0, ∀i (3.131)

1This corresponds to the power of the signal part in (3.120).

153



3. DESIGN CONCEPT FOR 60 GHZ WLAN

with

γ
〈r,i〉
1 [n] :=

(
h
〈r,i〉∗
1 [n− nτ ] + h

〈r,i〉
4 [n− nτ ]

)
e−j

2π
N ε(n−nτ ),

γ
〈r,i〉
2 [n] :=

(
−h〈r,i〉∗1 [n] + h

〈r,i〉
4 [n]

)
e−j

2πεn
N .

(3.132)

Eq. (3.131) can be rewritten with real valued signals as

−γ〈r,i〉1,re [n] = −cγ〈r,i〉1,im [n] + hC〈r〉[n] ∗ γ〈r,i〉2,re [n], ∀i
−γ〈r,i〉1,im [n] = cγ

〈r,i〉
1,re [n] + hC〈r〉[n] ∗ γ〈r,i〉2,im [n], ∀i.

(3.133)

Let V
Re;Im,〈r,i〉
1;2 [k] := FNP

{
γ
〈r,i〉
1;2,re;im[n]

}
and HC〈r〉[k] := FNP

{
hC〈r〉[n]

}
. Eq. (3.133)

yields: 

−V Re〈r,1〉
1 [k]

−V Im〈r,1〉
1 [k]

...

−V Re〈r,NT 〉
1 [k]

−V Im〈r,NT 〉
1 [k]


︸ ︷︷ ︸

ν
〈r〉
k

=



−V Im〈r,1〉
1 [k] V

Re〈r,1〉
2 [k]

V
Re〈r,1〉
1 [k] V

Im〈r,1〉
2 [k]

...
...

−V Im〈r,NT 〉
1 [k] V

Re〈r,NT 〉
2 [k]

V
Re〈r,NT 〉
1 [k] V

Im〈r,NT 〉
2 [k]


︸ ︷︷ ︸

Θ
〈r〉
k

λ
〈r〉
k , (3.134)

with λ
〈r〉
k =

[
c〈r〉, HC〈r〉[k]

]T
. Thus, λ

〈r〉
k can be estimated by

λ̂
〈r〉
k =

(
Θ
〈r〉
k

)†
ν
〈r〉
k . (3.135)

Afterwards, c〈r〉 and hC〈r〉[n] can be calculated by:

ĉ〈r〉 =
1

ND,P

∑
k∈ID,P

(
λ̂
〈r〉
k

)
1
, ĥ

C〈r〉
=
(
F (ID,P ,L)

)†
Ĥ

C

ID,P
, (3.136)

with ID,P :=
{
−ND,P2 , . . . ,−1, 1, . . . ,

ND,P
2

}
, hC〈r〉 :=

[
hC〈r〉[0], . . . , hC〈r〉[Lc − 1]

]T
, L :=

{0, . . . , Lc − 1} and HC〈r〉 is a length-NP column vector with
(
HC〈r〉

)
k

= HC〈r〉[k]. Note

that Tx antenna diversity is exploited in this calculation. Moreover, the influence of GB is

taken into account in (3.136). Finally, since V
Re;Im〈r,i〉
1;2 [k] is a conjugate symmetrical function

of k, the calculation of (3.135) only needs to be carried out for 1 ≤ k ≤ ND,P
2 .

To further reduce computational complexity, the DFT block size of V
Re;Im,〈r,i〉
1;2 [k] can be

reduced to a number NV which just has to be larger than Lh + Lc + nτ . Furthermore, instead

of ID,P , a proper subcarrier index set ID,V , with |ID,V | = ND,V , should be defined according

to the GB size and the sampling rate.

Finally, with (3.110) and (3.109), we can calculate h
E〈r,i〉
D;I [n] i.e. also H

E〈r,i〉
D;I [k].
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3.5.5 Joint Estimation Scheme Based on Iterative CFO- and Rx-I/Q-

Imbalance Estimation

This scheme is developed directly based on the compensation structure in Fig. 3.39. This

scheme uses a similar preamble. First, the preamble is applied to estimate ε and hC [n] in an

iterative manner. Afterwards, the influence of the CFO and Rx I/Q-imbalance on the preamble

is eliminated. Finally, the coefficients H
E〈r,i〉
D;I [k] are calculated.

Note that the basic idea of the CFO and Rx I/Q-imbalance estimation is similar to that in

[123]. However, our scheme is developed based on an Rx-I/Q-imbalance compensation struc-

ture with real-valued coefficients, which allows lower computational complexity1. Moreover,

practical extension is developed to cope with the troublesome cases of Ω→ 0 and Ω→ ±π.

3.5.5.1 Preamble Design

This scheme applies a similar preamble design as in Sec. 3.5.4.1. The same basic sequence

is applied for each Tx antenna. However, the repetition number of this basic sequence can

be as low as two. Let Nrep be the number of repetitions, the total length of the preamble is

NCP +Nrep ∗NP .

3.5.5.2 Estimation Scheme

For simplicity of description, we first assume Nrep = 2. The extension to preambles with

Nrep > 2 will be shown later. Similar to Sec. 3.5.4.2, ẏ
〈r〉
b [n] indicates the received signal of the

bth repetition of the basic sequence. This estimation scheme is based on the observation that

assuming perfect CFO knowledge, perfect Rx I/Q-imbalance compensation coefficients and no

noise, we have for each Rx- antenna(
ẏ
〈r〉
re,1 + jẎ

〈r〉
CB,1h

C,Ext,〈r〉
)
ejΩ = ẏ

〈r〉
re,2 + jẎ

〈r〉
CB,2h

C,Ext,〈r〉 (3.137)

with

Ẏ
〈r〉
CB,b =

[
ẏ
〈r〉
re,b, Ẏ

〈r〉
im,b

]
hC,Ext,〈r〉 :=

[
c,
(
hC,〈r〉

)T]T
,

(3.138)

where Ẏ
〈r〉
im,b is an NP × Lc Toeplitz matrix with the nth

τ column equal to ẏ
〈r〉
im,b.

1Both for parameter estimation and the actual compensation.
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Eq. (3.137) can be rewritten as[
ẏ
〈r〉
re,1 cos Ω− ẏ〈r〉re,2

ẏ
〈r〉
re,1 sin Ω

]
︸ ︷︷ ︸

T
〈r〉
ε

=

[
Ẏ
〈r〉
CB,1 sin Ω

Ẏ
〈r〉
CB,2 − Ẏ

〈r〉
CB,1 cos Ω

]
︸ ︷︷ ︸

R
〈r〉
ε

hC,Ext,〈r〉. (3.139)

According to (3.139), if ε is known, hC,Ext,〈r〉 can be estimated by

ĥ
C,Ext,〈r〉

= R〈r〉ε
†
T 〈r〉ε . (3.140)

Thus, we first carry out an initial CFO estimation by

ε̂init =
N

2πNP
arg
{(
ẏT1
)∗
ẏ2

}
, (3.141)

where ẏb,∀b = 1, 2 is defined as in Sec. 3.5.4.2. Afterwards, the initial CFO estimate is applied

to (3.140) to obtain an initial estimate of hC,Ext,〈r〉,∀r, which is used to carry out Rx I/Q-

imbalance compensation on the received preambles:

´̇y
〈r〉
b = ẏ

〈r〉
re,b + jẎ

〈r〉
CB,bh

C,Ext,〈r〉. (3.142)

Now, the operation in (3.141) is applied again, but with ´̇y
〈r〉
b instead of ẏ

〈r〉
b , to obtain a

new estimate of ε. This new CFO estimate is applied again to (3.140) to obtain a new estimate

of hC,Ext,〈r〉,∀r. Afterwards, Rx I/Q-imbalance compensation is carried out with this new

estimate. This process is repeated iteratively until a predefined allowable iteration number is

exceeded.

After all iterations, a final CFO- and Rx I/Q-imbalance compensation is carried out on the

received preamble sequences according to Fig. 3.39. We denote the received preamble sequences

after this compensation as ˇ̇y
〈r〉
b . First, we carry out averaging over the two repetitions:

¯̇y〈r〉 =
1

2

2∑
b=1

ˇ̇y
〈r〉
b . (3.143)

Let ¯̇Y 〈r〉 := FNP ¯̇y〈r〉. If we ignore the noise influence, the following relation exists:

¯̇Y
〈r〉
Ii

= T (i)FNP(Ii,Lh)h
E〈r,i〉
D , ¯̇Y

〈r〉
−Ii = T́

(i)∗
FNP(−Ii,Lh)h

E〈r,i〉
I . (3.144)

Finally, we can obtain the MLE

ĥ
E〈r,i〉
D = T

(i)
D T

(i)∗ ¯̇Y
〈r〉
Ii
, ĥ

E〈r,i〉
I = T

(i)
I T́

(i) ¯̇Y
〈r〉
−Ii (3.145)
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and the LMMSE

ĥ
E〈r,i〉
D = Q

(i)
D T

(i)∗ ¯̇Y
〈r〉
Ii
, ĥ

E〈r,i〉
I = Q

(i)
I T́

(i) ¯̇Y
〈r〉
−Ii , (3.146)

where TD;I and QD;I are defined as in (3.126) and (3.128), respectively. Finally, we calculate

Ĥ
E〈r,i〉
D;I [k] = FN

{
ĥ
E〈r,i〉
D;I [n]

}
.

Similar to the scheme in Sec. 3.5.4.2, the estimation scheme above will have poor performance

when Ω→ 0 or Ω→ ±π. The reason is that this scheme utilizes the phase rotation caused by

CFO to identify the Rx I/Q-imbalance characteristic. However, this identification is impossible

when Ω = 0 or Ω = ±π. Actually, if we ignore the noise in these cases, R〈r〉ε and T 〈r〉ε in (3.140)

will become zero-valued.

To avoid this problem, we observe the following relation:

1

NP
E
{∥∥ẏ1e

jΩ − ẏ2

∥∥2

2

}
≥ 2σ̃2

n, (3.147)

from which the following soft-metric can be defined:

P ′∆ :=
1

NP

∥∥∥ẏ1e
j

2πε̂NP
N − ẏ2

∥∥∥2

2
− 2ζσ̃2

n, (3.148)

with ζ an adjusting factor. If P ′∆ > 0, the iterative estimation scheme can be applied. However,

if P ′∆ ≤ 0, we can assume that Ω → 0 or Ω → ±π. In this case, we should omit the iterative

estimation. Moreover, the initial CFO is used to carry out CFO correction on the received

preamble. Based on the corrected preamble, joint Tx- and Rx I/Q-imbalance and MIMO

channel estimation is carried out with the FDS-preamble based scheme in Sec. 3.4.6. This

implies that no separate Rx I/Q-imbalance compensation is applied.

The proposed estimation scheme can be easily applied to preambles containing more than

two repetitions of the basic sequence. To enable this, we just need to reorder the multiple basic

repetitions into two augmented repetitions. These two augmented repetitions are allowed to

have overlapped areas.

3.5.6 Simulation Results

3.5.6.1 Simulation Setups

The I/Q-imbalance parameters in Sec. 3.4.8 were applied. Moreover, the measured 60 GHz

channels in [106] were used. As in Sec. 3.4.8, the following OFDM parameter sets are investi-

gated: N = 256, N0 = 17 and N = 512, N0 = 91. Furthermore, we apply NT = 2, NR = 2,

Lh = 32 and Lc = 8. Both the CLFE-based scheme in Sec. 3.5.4 (indicated as “SCH1”) and

the iterative scheme in Sec. 3.5.5 (indicated as “SCH2”) were applied to estimate CFO, Tx-

and Rx I/Q-imbalance and the MIMO channel. For “SCH1”, the LSE (applying (3.122)) and
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the LMMSE estimation (applying (3.123)) of ŻZZ
〈r〉

are compared1. For “SCH2”, the application

of the real valued Rx-I/Q-imbalance compensation structure in Fig. 3.39 and that of a complex

valued Rx-I/Q-imbalance compensation structure (as described in App. B.8 or in [123]) are

compared. For both “SCH1” and “SCH2”, both MLE and LMMSE2 of HE
D;I (corresponding to

(3.125), (3.145) and (3.127), (3.146), respectively) are compared. When applying LMMSE, we

assume a fixed value 10 log10 ρ
〈r〉 = 30dB,∀r for the calculation of QD;I. For a fair comparison

between “SCH1” and “SCH2”, the same preamble was applied. No matter N = 256 or N = 512,

the applied preamble consists of 3 repetitions of a basic sequence with NP = 256 3. Thus, the

total preamble length was 800. To apply “SCH2”, the three repetitions were reordered to two

augmented repetitions of length-512 4 as described in Sec. 3.5.5.2.

As reference, the original iterative estimation scheme of [123] was also applied, which is

indicated as “Hsu”. This scheme uses a non-optimal preamble, which consists of two parts.

The first part consists of MST repetitions of a length-NST short training sequence and is used

for CFO and Rx-I/Q-imbalance estimation. The second half consists of MLT repetitions of a

length-NLT long training sequence (each is attached a CP)5 and is used for the estimation of

HE
D;I [k],∀k. Thus, the total preamble length is NTL = MSTNST +MLTNLT + (MLT + 1)NCP.

Two cases of the “Hsu” scheme were observed. The first case (indicated as “Hsu S”) is that

“Hsu” has the same preamble length as “SCH1/SCH2” i.e. NTL = 800. Correspondingly,

MST = 5, NST = 64,MLT = 2 and NLT = 192. The second case (indicated as “Hsu L”) is that

the first part of the preamble is already of length 800, with MST = 12, NST = 64. The second

part of the preamble contains of MLT = 2 OFDM symbols of regular length (NLT = N). We

will show that even with such a long preamble, “Hsu L” is still outperformed by our proposed

schemes. Note that the CFO- and Rx-I/Q-imbalance estimation scheme of “Hsu” is almost

the same as that of “SCH2,C” (App. B.8), except for the soft switching. To apply the “Hsu”

scheme, the short training sequences are reordered into two augmented repetitions. The first-

and the second augmented repetitions contain the first- and the last (MST − 1)
th

short training

sequences, respectively.

Tab. 3.6 gives an overview of the abbreviation used in the simulation results. Tab. 3.7 lists

the preamble overhead of the different schemes.

1Since the estimation of ŻZZ
〈r〉

corresponds to the separation of ż
〈r〉
D and ż

〈r〉
I , it is indicated by “SEP” in the

simulation results.
2Both MLE and LMMSE can be decomposed in to two steps:1) LSE of coefficients on pilot subcarriers;

2) Interpolation of the LSE. Since the difference between MLE and LMMSE only lies in the interpolation, the
corresponding simulation results are indicated by “INTP”.

3Note that the preamble length is not directly related to the OFDM symbol length but the parameters NT
and Lh (see Sec. 3.5.4.1).

4With an overlapping area.
5These long training sequences are constructed as OFDM symbols whose subcarriers have constant amplitude

and random phases.
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Table 3.6: Abbreviations in Simulation Results
Abbreviation Meaning

SCH1 The CLFE-based joint estimation scheme in Sec. 3.5.4
SCH2 The iterative joint estimation scheme in Sec. 3.5.5

SEP1 For SCH1: Estimation of ŻZZ
〈r〉

using LSE i.e. applying (3.122)

SEP2 For SCH1: Estimation of ŻZZ
〈r〉

using LMMSE i.e. applying (3.123)
R For SCH2: apply the real valued Rx-I/Q-imbalance

compensation structure (Sec. 3.5.5.2)
C For SCH2: apply the complexed valued Rx-I/Q-imbalance

compensation structure as in [123]
INTP1 For SCH1/SCH2: using the MLE in (3.125) or (3.145), respectively
INTP2 For SCH1/SCH2: using the LMMSE in (3.127) or (3.146), respectively
Hsu,S The scheme in [123], with a preamble of length-800
Hsu,L The scheme in [123], with a much longer preamble

Table 3.7: Preamble Overheads of Different Schemes (in Number of Samples)
Schemes N = 256 N = 512

SCH1;SCH2;Hsu,S 800 800
Hsu,L 1376 1888

3.5.6.2 Estimation MSE as a Function of The CFO Value

Fig. 3.40 and 3.41 show the estimation MSEs1 of the CFO, the Rx-I/Q-imbalance compensation

coefficients andHE
D;I as functions of ε (N = 256) 2. While Fig. 3.40 shows the case with relatively

low SNR (20 dB), Fig. 3.41 shows the case with relatively high SNR (35 dB). For comparison,

the CFO estimations of (3.118), indicated by “Cosine”, and that of (3.119), indicated “Rough”,

are included. As shown, the CFO MSEs of both the “Cosine”- and the “Rough” estimators

depend strongly on ε. With SNR = 20 dB, the “Rough” estimator outperforms the “Cosine”

estimator for a large range of ε values. However, with SNR = 35 dB, the ”Cosine” estimator

has lower MSE within the major ε range (except for ε values close to 0 or 0.5). For both SNR

values, the soft switching method and iterative improvement proposed in “SCH1” allows MSE

that is equal to or lower than the lower one between “Cosine” and “Rough”. Especially with

SNR = 20 dB, “SCH1” with “SEP2” can achieve much lower MSE than both “Cosine” and

“Rough”. Compared to “SCH1”, both “SCH2” and Hsu’s schemes have CFO MSE that is

less dependent on ε, where “Hsu,S” has relatively high MSE floor. With most of the ε values,

“SCH2,R/C” leads to the lowest CFO MSE.

With all the proposed schemes, the MSEs of the Rx-I/Q-imbalance compensation coefficients

and HE
D;I show “U” shapes over the observed ε range. The highest MSE are found with ε

1Unnormalized MSE is used for the estimation of both CFO- and Rx-I/Q-imbalance compensation coeffi-
cients, while normalized MSE is used for the estimation of HE

D;I.
2Since the MSE behavior with ε < 0 is generally symmetric to that with ε > 0, we only show the case with

ε > 0. Furthermore, the results with N = 512 are similar. When N = 512, the observed ε range becomes 0 ∼ 1.
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values close to 0 or 0.5. The reason was that with such values, the distance between ejΩ and

e−jΩ becomes quite small, leading to difficulties in the identification of the mirror interference

generated by Rx-I/Q-imbalance. Although Hsu’s schemes can achieve similar Rx-I/Q-imbalance

MSE as the proposed schemes, they have much poorer estimations of HE
D;I due to non-optimized

preamble design 1. Note that the “Hsu,S/L” schemes do not have MSE increase for ε values

close to 0.5, since a smaller repetition distance was applied (NST = 64), which allows a larger

range of CFO estimation range.

By comparing the MSE results of CFO and Rx-I/Q-imbalance compensation coefficients, we

can see that: For “SCH1”, “SEP1” allows better estimation of Rx-I/Q-imbalance compensation

coefficients, while “SEP2” can lead to better CFO estimation2. Thus, we suggest to apply

“SEP2” within the iterations to obtain CFO estimation and to apply “SEP1” in the final

iteration to obtain the estimation of Rx-I/Q-imbalance compensation coefficients.

3.5.6.3 Estimation MSE as a Function of SNR

Fig. 3.42 and 3.43 show the estimation MSE of all relevant quantities as functions of SNR with

{N = 256, N0 = 17, ε = 0.25} and {N = 512, N0 = 91, ε = 0.5}, respectively. As reference, the

CRLBs are included. As shown, the proposed schemes can achieve MSE close to the CRLB. It is

also shown that the performance difference between MLE (“INTP1”) and LMMSE (“INTP2”)

is significant only when the GB is relatively large 3. As mentioned in Sec. 3.5.4.2 and 3.5.5.2,

with a fixed assumed ρ value, the computational complexity of the LMMSE is identical to

that of the MLE. Thus, we suggest to apply LMMSE. Furthermore, the CFO- and Rx-I/Q-

imbalance MSE of the proposed schemes are similar to that of “Hsu,L” scheme, while the MSE

of HE
D;I with the proposed schemes (applying LMMSE) is much lower than that with Hsu’s

scheme. Remember that the “Hsu,L” scheme requires much higher preamble overhead than the

proposed schemes (see Tab. 3.7).

3.5.6.4 Estimation MSE as a Function of the Iteration Number

Fig. 3.44 and 3.45 show the MSE of all related quantities as a function of the iteration number

NI with {N = 256, ε = 0.15,SNR = 20 dB} and {N = 256, ε = 0.1,SNR = 35 dB}, respectively.

The results for other ε- and SNR values as well as with N = 512 were found to be similar4. As

shown, with SNR = 20 dB, all the schemes have MSE improvement of CFO estimation at the

first iteration, where the improvement of “SCH2” is larger than that of “SCH1”. We can also

observe that further iteration only leads negligible improvement or even slight degradation.

In contrast, the MSE of the Rx-I/Q-imbalance compensation coefficients and HE
D;I with all

1Non-optimized in avoidance of inter-Tx-antenna interference and mirror interference.
2Better CFO estimation of “SEP2” is mainly achieved in the case of relatively low SNR.
3For “SCH1”, the choice between MLE and LMMSE affects both the estimation of the Rx-I/Q-imbalance

compensation coefficients and HE
D;I. However, for “SCH2”, this choice only has influence on the estimation of

HE
D;I.

4For “SCH1”, the iteration gain of CFO estimation decreases as ε approaches 0.25 (for N = 256), since both
”Cosine”- and “Rough” estimators can already provide very good estimation accuracy.
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Figure 3.40: Estimation MSE as functions of ε with NI = 1, N = 256,SNR = 20 dB.
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Figure 3.41: Estimation MSE as functions of ε with NI = 1, N = 256,SNR = 35 dB.
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Figure 3.42: Estimation MSE as functions of SNR, NI = 1, N = 256, ε = 0.25
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Figure 3.43: Estimation MSE as functions of SNR, NI = 1, N = 512, ε = 0.5
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schemes is quite independent of NI . With SNR = 35 dB, the schemes “SCH2” and “Hsu” have

MSE improvement at the 1st iteration for both CFO- and HE
D;I estimation, while almost no

iteration gain can be observed for the estimation of Rx-I/Q-imbalance compensation coefficients.

Furthermore, with this SNR value, “SCH1” does not benefit from iterative processing. By

comparing Fig. 3.44 and 3.45, we can see that for the schemes “SCH2” and “Hsu”, the higher

the SNR, the larger the iteration gain (only for CFO and HE
D;I). In contrast, “SCH1” only

benefits from iterative processing for CFO estimation at relatively low SNR region. Based on

these results, we suggest to apply NI = 1 for all the schemes to achieve a tradeoff between

performance and complexity.

3.5.6.5 BER as Functions of SNR and The CFO Value

Except for the cases with the proposed schemes and Hsu’s schemes, the following cases are

also included in the BER simulation as reference: 1) With a CFO- and channel estimation and

compensation scheme ignoring I/Q-imbalance (“No I/Q-Comp.”); 2) Applying the compensa-

tion in Sec. 3.5.3 with perfect parameter estimation (“Perf. Est.”); 3) Without impairments

and assuming perfect channel estimation (“No Imp.”). In the simulations, the CFO value was

evenly distributed between 0 and 0.45N
NP

. To avoid influence of residual CFO, only 8 OFDM

symbols are transmitted within each signal frame 1. The used modulation scheme was 16-QAM.

Moreover, subcarrier-wise STC and ZF equalization (see Sec. 3.5.3) were applied. “Preamble-

boosting” of 8 dB was applied for all schemes requiring parameter estimation. Fig. 3.46 and

3.47 show the BER as functions of SNR for N = 256, N0 = 17 and N = 512, N0 = 91, re-

spectively. As shown, provided perfect parameters, the performance with the compensation in

Sec. 3.5.3 can be as good as that without impairments. We can also see that the SNR losses

(due to parameter estimation error) of the proposed schemes with “INTP2” are relatively small

(within 0.9 dB)2. Note that the longer the OFDM symbol, the more ICI and CPE are caused by

residual CFO. This may be the reason for the slightly higher SNR loss with N = 512, N0 = 91.

In contrast to the proposed schemes, both the “Hsu S/L” schemes and the scheme ignoring

I/Q-imbalance have error floors. While the latter scheme suffers from model mismatch, the

scheme in [123] mainly suffers from large estimation error of H
E〈r,i〉
I [k],∀k, which is resulted

from a non-optimized preamble design.

Fig. 3.48 shows the BER as a function of ε for both N = 256, N0 = 17 and N = 512, N0 = 91.

As shown, these results comply with the MSE results in Fig. 3.40. Slight BER increase can be

observed at about εNP
N = 0.05 and εNP

N = 0.5. Note that at both ε = 0 and εNP
N = 0.5, the

separate Rx-I/Q-imbalance compensation is deactivated3. For ε = 0, Rx-I/Q-imbalance can be

co-modeled by HE
D;I. Thus, no model mismatch is present and no BER increase is observed.

In contrast, εNP
N = 0.5, Rx-I/Q-imbalance can not be co-modeled by HE

D;I due to the CFO

influence. The corresponding model mismatch results in considerable BER increase.

1This is just a simulation example to investigate the performance without the need of phase tracking.
2There is only small performance difference between the proposed schemes with “INTP2”.
3Since separate estimation of the corresponding coefficients is impossible, see Sec. 3.5.4.2 and 3.5.5.2
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Figure 3.44: Estimation MSE as functions iteration number, N = 256, ε = 0.15 and SNR = 20
dB.
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Figure 3.45: Estimation MSE as functions iteration number, N = 256, ε = 0.1 and SNR = 35
dB.
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Figure 3.46: BER performance as a function of SNR, N = 256, N0 = 17
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Figure 3.47: BER performance as a function of SNR, N = 512, N0 = 91
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Figure 3.48: BER performance as a function of CFO. Left: N = 256, N0 = 17; Right: N =
512, N0 = 91; SNR = 18 dB

3.5.7 Computational Complexity Issues and Discussion

Similar to Sec. 3.4.9, the computational complexity is divided into three parts: parameter

estimation, equalization matrix calculation and the actual compensation.

3.5.7.1 Computational Complexity of Parameter Estimation

Tab. 3.8 shows the computational complexity expressions of different schemes (in number of

real MULs). By applying the simulation parameters, Fig. 3.49 can be obtained, which shows

the number of required real MULs as a function of NI for different schemes. As shown, the

“Hsu” schemes have the highest computational complexity. The main reason is the inefficient

calculation of HE
D;I (see [90, 123]). Furthermore, “SCH1” has much lower computational com-

plexity than “SCH2”. The main reason was that the pseudo-inverse computation in (3.140)

of “SCH2,R” and that in (B.8.26) of “SCH2,C” are quite costly. Compared to “SCH2,C”,

“SCH2,R” has lower computational complexity, since real valued computation is applied which

considerably eased the pseudo-inverse computation in (3.140).

3.5.7.2 Computational Complexity of Equalization Matrix Calculation and the

Actual Compensation

Tab. 3.9 and Tab. 3.10 summarize the computational complexity expressions of three different

schemes for the calculation of equalization matrices and for the actual compensation, respec-

tively. The three schemes only differ in the compensation method of the Tx-I/Q-imbalance and

MIMO channel. These schemes include: 1) The applied joint Tx-I/Q-imbalance and MIMO

channel compensation in Sec. 3.5.3 (indicated by “Joint Tx IQ+Ch.”) 1; 2) The separate Tx-

1The corresponding matrix equations can be found in Sec. 3.4.3.
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Table 3.8: Computational Complexity of Different Schemes
Scheme Number of real MULs (per Rx antenna)

SCH1 352 + 8LcNR +NPNR(129 + 2 log2NP ) + 2 [22NI(4 +NPNR)
+NRNT (4Lh + 8LcL

′ + 2N log2N + 4nτ +NV log2NV )
+2NRNV,D(1 + Lc + 10NT )]

SCH2,R 2NP + 2NRNP log2NP + 8LhL
′NRNT + 4NTNRN log2N+

4NRNrepNP + 1
3NR(NI + 1) [(60 + 3Nrep)NP+

Lc (2 + 30NP + Lc(3 + Lc +NP ) + 3NrepNP )]
SCH2,C 2NP + 2NRNP log2NP + 8LhL

′NRNT + 4NTNRN log2N+
4NRNrepNP + 4

3NR(NI + 1)
[
9NP + Lc(−1 + L2

c + 6NP
+3LcNP + 3NrepNP )]

Hsu 2(MST − 1)NST + 44NNTNR log2N + 8
3LhNT

(
−1 + 4L2

hN
2
T

+3MLTNLT (NR + 4NTLh)) + 4NRNTL + 4
3NR(1 +NI)(

9(MST − 1)NST + Lc

(
−1 + L2

c + (6 + 3Lc)(MST − 1)NST + 3NTL
))
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Figure 3.49: Numbers of required real MULs for different schemes as a function of NI , N =
256, N0 = 17
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I/Q-imbalance and MIMO channel compensation in [90] (indicated by “Sep. Tx IQ+Ch.”). In

[90], general MIMO structures of Linear-Dispersion (LD) codes are considered, with STC and

SM as special cases. It was assumed that at each subcarrier, ns data symbols are encoded in

κ consecutive OFDM symbols slots over NT Tx antennas. Furthermore, in this scheme, the

Tx-I/Q-imbalance is conducted subcarrier-wise in frequency domain; 3) The Tx-I/Q-imbalance

is assumed to be already compensated for at the Tx (indicated by “No Tx IQ-Imb”). For all

schemes, both real- and complex valued FIR filters (see Sec. 3.4.3 and Sec. B.8, respectively)

are applied to compensate Rx-I/Q-imbalance (indicated by “R” and “C”, respectively). The

CFO compensation is done as described in Sec. 3.4.3. For simplicity, only ZF-equalization and

STC are considered.

Table 3.9: Computational Complexity Expressions for Equalization Matrix Computation
Scheme Nr. of real MULs

Joint Tx IQ+Ch. 4
3NDNT (−1 + 4(1 + 6NR)N2

T )
Sep. Tx IQ+Ch. 2

3NDns(−2 + 12κ2N2
R + 8n2

s + 3κNR(16ns +NT ))
No Tx IQ-Imb. 4

3NDNT (−1 + (1 + 6NR)N2
T )

Table 3.10: Computational Complexity Expressions for the Actual Compensation
Scheme Nr. of real MULs (per data symbol)

Joint Tx IQ+Ch.,R (6+Lc)NR(NCP+N)
ND

+ 8NTNR

Joint Tx IQ+Ch.,C (5+4Lc)NR(NCP+N)
ND

+ 8NTNR

Sep. Tx IQ+Ch.,R κNR((6+Lc)NCP+4ND(κNR+ns)+(6+Lc)N)
NDns

Sep. Tx IQ+Ch.,C κNR((5+4Lc)NCP+4ND(κNR+ns)+(5+4Lc)N)
NDns

No Tx IQ-Imb.,R (6+Lc)NR(NCP+N)
ND

+ 4NTNR

No Tx IQ-Imb.,C (5+4Lc)NR(NCP+N)
ND

+ 4NTNR

With the simulation parameters, the complexity comparison in Fig. 3.50 and Fig. 3.51 can be

obtained1. As shown in Fig. 3.50, the “Sep. Tx IQ+Ch.” scheme requires the highest compu-

tational complexity for equalization matrix calculation. The reason is that the subcarrier-wise

calculation of the Tx-I/Q-imbalance compensation coefficients in [90] is quite costly. Complex-

ity reduction can be achieved by selecting just a subset of subcarriers where such coefficients are

calculated. Afterwards, interpolation should be applied. Compared to the “Sep. Tx IQ+Ch.”

scheme, the “Joint Tx IQ+Ch” scheme has lower computational complexity. Compared to

both “Sep. Tx IQ+Ch.”- and “Joint Tx IQ+Ch” schemes, the scheme assuming no Tx-I/Q-

imbalance has much lower computational complexity.

Fig. 3.51 shows that for the actual compensation of all schemes, using complex FIR filters

for Rx-I/Q-imbalance compensation requires much higher complexity than using real valued

FIR filters. Furthermore, assuming the same filters for Rx-I/Q-imbalance compensation, the

1For scheme 2), we have ns = 2 and κ = 2.
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“Sep. Tx IQ+Ch.” scheme requires the highest computational complexity for the actual com-

pensation. The complexity of the “Joint Tx IQ+Ch.” scheme is lower than that of the “Sep.

Tx IQ+Ch.” scheme but higher than that in the case without Tx-I/Q-imbalance.
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Figure 3.50: Computational complexity of different schemes for the calculation of the equaliza-
tion matrix (for ZF signal equalization). STC is assumed.
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Figure 3.51: Computational complexity of different schemes for the actual compensation of
CFO, I/Q-imbalance and the MIMO channels. STC is assumed.

3.5.7.3 Discussion

According to the analysis and the results in Sec. 3.4.9.1 and Sec. 3.4.9.2, conducting Tx-side

Tx-I/Q-imbalance can considerably simplify the Rx signal processing. However, if Tx-I/Q-

imbalance has to be compensated for at the Rx, it will be more efficient to compensate it

jointly with the channels (assuming ZF-equalization). Moreover, it is much more efficient to

apply real valued FIR filters to compensate for Rx-I/Q-imbalance. Compared to the state-

of-the-art schemes, the proposed schemes require much lower computational complexity both

for parameter estimation and impairment compensation. According to Sec. 3.5.6, the proposed

schemes outperform the state of the art reference schemes. Thus, the proposed schemes are more

suitable for the desired application. Among the proposed schemes, “SCH1” has the advantage of
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lower computational complexity, while “SCH2” can work with less preamble overhead1. When

both “SCH1” and “SCH2” apply three repetitions of the basic sequence as preamble, “SCH2”

can achieve slightly better performance than “SCH1”. Thus, similar to Sec. 3.4.9.3, we suggest

to make the choice on the schemes based on the context and constraints of the system design

as well as the advantages and disadvantages of the candidate schemes.

An interesting future extension of the work in this section may be to combine the bind

Rx-I/Q-imbalance estimation scheme in [48] with preamble-based estimation of CFO, Tx-I/Q-

imbalance and the MIMO channel. The reason is that the bind scheme in [48] may provide

better Rx-I/Q-imbalance estimation than preamble-based schemes due to exploitation of the

noise.

3.6 Efficient Multi-User Detection for the Uplink

3.6.1 Background and Overview

When considering the UL of broadband cellular systems with severely time-dispersive channels,

CP-assisted Single-Carrier (SC) block transmission with Frequency Domain Equalization (FDE)

is one of the most suitable techniques. Unlike OFDM systems, both the DFT and IDFT blocks

are positioned at the Rx of the AP, keeping the signal processing complexity of the UT low.

Moreover, SC signals have lower signal PAPR than OFDM signals and thus allow the application

of low cost PA with high efficiency in the UTs [153]. Other advantages of SC transmission

include low sensitivity to RF impairments e.g. CFO and the exploitation of frequency diversity

in uncoded case [154].

At the AP, MUD is needed to separate the different user signals, which are affected by

different propagation channels. As described in Sec. 3.2.1, DS-CDMA is applied in the UL of the

60 GHz WLAN system to enable MUD. Note that DS-CDMA is a special case of SC modulation

and has the advantages of high capacity and flexibility [103]. By combining DS-CDMA with CP-

assisted block transmission, efficient frequency domain receiver can be implemented. In [103],

an iterative FD-MUD scheme was proposed for CP-assisted DS-CDMA systems. By applying

IB-DFE as well as Successive Interference Cancellation (SIC), this scheme achieves performance

close to the single-user Matched Filter Bound (MFB), which is an optimal performance bound

[155]. However, IB-DFE with SIC requires relatively high computational complexity in the Rx.

An elegant way to reduce the Rx computational complexity without degrading the performance

is to drop the IB-DFE with SIC and apply Multiple Antenna Techniques (MAT). As will be

shown in this thesis, proper MAT schemes can achieve even better performance than IB-DFE

with SIC. In [156], a combination of MAT and the MUD scheme of [103] was presented, where

spatial multiplexing was applied to enhance the transmission rate. Unlike [156], we propose a

combination of MAT and the MUD scheme to achieve diversity gains. Finally, the proposed

schemes in this section have been previously published in our work [43].

1Two repetitions of the basic sequence are sufficient for “SCH2”, while “SCH1” requires three.
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3.6.2 Signal Model

A CP-assisted DS-CDMA block transmission system with P users and one AP is considered.

For simplicity, we begin with a system without antenna diversity i.e. with a SISO system. The

extension to the cases with multiple Tx- and Rx antennas will be shown later. Note that the

signal model used here follows that in [103].

Let aMp = [ap[0], . . . , ap[M − 1]]
T

indicate a size-M data block transmitted by the pth user,

whose elements are drawn from a given constellation e.g. QPSK. If necessary, a block index b

can be attached to aMp , i.e. aM,b
p indicates the bth transmitted data block. The spreading code of

the pth user is cKp = [cp[0], . . . , cp[K − 1]]
T

, where the code length K is the same for all the users.

We denote the corresponding chip block after code spreading as sNp = [sp[0], . . . , sp[N − 1]]
T

with N = MK and sp[n] = ap[
⌊
n
K

⌋
]cp[((n))K ]. We further define Ap[k] := FN {ap[n]} and

Sp[k] := FN {sp[n]}.
Similar to the signal model as in [103], two length-N vectors, ǎMp = [ǎp[0], . . . , ǎp[N − 1]]

T

and čMp = [čp[0], . . . , čp[N − 1]]
T

, are introduced, whose elements are defined as:

ǎp[n] =

ap[m], n = mK;m = 0, . . . ,M − 1

0, otherwise,
(3.149)

čp[n] =

cp[n] n = 0, . . . ,K − 1

0 n = K, . . . , N − 1.
(3.150)

The corresponding DFTs are written as Ǎp[k] = FN {ǎp[n]} and Čp[k] = FN {čp[n]}, re-

spectively. It was shown in [103] that:

Sp[k] = Ǎp[k]Čp[k], ∀k = 0, . . . , N − 1. (3.151)

To maintain the periodicity of the received signal block even in multipath propagation

environment, a CP is added to each chip block sNp at the Tx. This CP is removed after signal

reception. The DFT of the corresponding received signal block is (see [103]):

Y [k] =

P∑
p=1

Ǎp[k]Čp[k]Hch
p [k] +N [k]

=

P∑
p=1

Ǎp[k]Hp[k] +N [k]

(3.152)

with N [k] the spectral noise, Hch
p [k] the transmission channel FR for the pth user and Hp[k] :=

Čp[k]Hch
p [k] the equivalent channel FR including the code-spreading. Note that except for the

radio channel, Hch
p [k] also includes the influence of the RF component chain and the linear

digital filtering.
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It was shown in [103] that Ǎp[k] = Ap[((k))M ]. Thus, the following relation exists:

Ǎp[q + lM ] = Ap[q], ∀q = 0, . . . ,M − 1; l = 0, . . . ,K − 1 (3.153)

which implies a Kth-order frequency diversity effect in Y [k].

3.6.3 Linear One-Stage MUD in SISO Case

According to [103], the linear one-stage detection of the transmitted data block in the frequency

domain is performed as follows:

Ãp[q] =

K−1∑
l=0

Y [q + lM ]Gp[q + lM ]; q = 0, 1, . . . ,M − 1, (3.154)

where Ãp[q] is the reconstructed data symbol (in frequency domain) and Gp[q+ lM ] is the spec-

tral equalization coefficient of the pth user at the (q+ lM)th frequency point. These coefficients

are determined according to the MMSE criterion, i.e. by minimizing the expectation:

E

{∣∣∣Ãp[q]−Ap[q]∣∣∣2} . (3.155)

By applying Wirtinger-Calculus [157], the coefficients Gp[q + lM ] which minimize (3.155)

suffice:
∂

∂ F ∗p [q + lM ]
E

{∣∣∣Ãp[q]−Ap[q]∣∣∣2} = 0. (3.156)

After substituting (3.154) into (3.156) and some straight forward manipulations, we obtain:

E

{(
K−1∑
l′=0

Y [q + l′M ]Gp[q + l′M ]−Ap[q]
)
Y ∗[q + lM ]

}
= 0. (3.157)

With (3.152), Eq. (3.157) can be rewritten as

E


 P∑
p′=1

A∗p′ [q]H
∗
p′ [q + lM ] +N∗[q + lM ]


K−1∑
l′=0


P∑

p′′=1

Ap′′ [q]Hp′′ [q + l′M ] +N [q + l′M ]

Gp[q + l′M ]

−Ap[q]
 = 0.

(3.158)

To solve Eq. (3.158), the following assumptions are made:

1. Zero-mean white noise: E {N [k]N∗[k′]} = 0,∀k 6= k′

2. Uncorrelated data: E
{
Ap[k]A∗p[k

′]
}

= 0,∀k 6= k′
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3. Zero cross power spectral density of different users: E
{
Ap[k]A∗p′ [k]

}
= 0,∀p 6= p′

4. Equal spectral power distribution of different users: E
{
|Ap[k]|2

}
= E

{
|Ap′ [k]|2

}
With the above assumptions, Eq. (3.158) can be simplified to the following equation:

H∗p [q + lM ] =

P∑
p′=1

H∗p′ [q + lM ]

K−1∑
l′=0

Hp′ [q + l′M ]Gp[q + l′M ]

+ αpGp[q + lM ] ,

(3.159)

where αp =
E{|N [q]|2}
E{|Ap[q]|2} . For each p and q, a Linear Equation System (LES) with K unknowns,

{Gp[q + l′M ]; l′ = 0, . . . ,K − 1}, has to be solved. According to (3.159), the LES can be written

in the following matrix notation:

H∗p,q =

αpIK +

P∑
p′=1

H∗p′,qH
T
p′,q

Gp,q , (3.160)

where

Hp,q = [Hp[q + 0 ·M ], . . . ,Hp[q + (K − 1)M ]]
T
,

Gp,q = [Gp[q + 0 ·M ], . . . , Gp[q + (K − 1)M ]]
T
.

By solving this LES, the equalization coefficients can be obtained.

3.6.4 Transmit Antenna Diversity Scheme

In this section, a MISO system with two Tx antennas is considered. The extension to more

Tx antennas is possible. Based on the linear MUD in section 3.6.3, Alamouti’s STC [158] is

applied, which was originally developed for narrow-band transmission signals. For the applica-

tion of STC, the system parameters should assure that the frequency spacing between the DFT

components of the transmitted signal is within the channel coherence bandwidth, so that these

components can be regarded as parallel transmitted narrow-band signals, which are suitable for

STC. According to [158], the DFTs of consecutive data block pairs to be transmitted from the

1st and 2nd Tx antennas are
{
AM,b1
p ,−AM,b2 ∗

p

}
and

{
AM,b2
p ,AM,b1 ∗

p

}
, respectively, where

AM,b
p =

[
Abp[0], . . . , Abp[M − 1]]

]T
.

Moreover, b1 and b2 are consecutive block indexes with b2 = b1 +1. From [159], the correspond-

ing time-domain data block pairs are
{
aM,b1
p ,−

(
OR(aM,b2

p )
)∗}

and
{
aM,b2
p ,

(
OR(aM,b1

p )
)∗}

.

This implies that the STC requires no extra DFT and IDFT operations but only simple time

reverse operations, which enables simple implementation.
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With (3.152) and (3.153), the DFTs of the two consecutive received blocks can be expressed

as:

Y b1 [k] =

P∑
p=1

(
Ǎb1p [k]H(1)

p [k] + Ǎb2p [k]H(2)
p [k]

)
+N b1 [k],

Y b2 [k] =

P∑
p=1

(
Ǎb1 ∗p [k]H(2)

p [k]− Ǎb2 ∗p [k]H(1)
p [k]

)
+N b2 [k],

(3.161)

where H
(i)
p [k] is the equivalent channel FR corresponding to the ith Tx antenna. At the AP,

the STC decoder processes the received signal as follows:

Ãb1p [q] =
1

2

K−1∑
l=0

(
Y b1 [q + lM ]G(1)

p [q + lM ] + Y b2 ∗[q + lM ]G(2) ∗
p [q + lM ]

)
,

Ãb2p [q] =
1

2

K−1∑
l=0

(
Y b1 [q + lM ]G(2)

p [q + lM ]− Y b2 ∗[q + lM ]G(1) ∗
p [q + lM ]

)
,

(3.162)

where G
(i)
p [q + lM ],∀q, l are the equalization coefficients corresponding to the ith transmission

channel. Now, G
(1)
p [q + lM ] and G

(2)
p [q + lM ] must be jointly determined by minimizing the

MSE E

{∣∣∣Ãb1p [q]−Ab1p [q]
∣∣∣2}, which implies [157]:

∂

∂ G
(i) ∗
p [q + lM ]

E

{∣∣∣Ãb1p [q]−Ab1p [q]
∣∣∣2} = 0, ∀i = 1, 2. (3.163)

Substituting (3.162) into (3.163) for i = 1, 2, we obtain the following equations:

E

{[
K−1∑
l′=0

1

2

(
Y b1 [q + l′M ]G(1)

p [q + l′M ] + Y b2 ∗[q + l′M ]G(2) ∗
p [q + l′M ]

)
−Ab1p [q]

]
1

2
Y b1 ∗[q + lM ]

}
= 0,

E

{[
K−1∑
l′=0

1

2

(
Y b1 ∗[q + l′M ]G(1) ∗

p [q + l′M ] + Y b2 [q + l′M ]G(2)
p [q + l′M ]

)
−Ab1 ∗p [q]

]
1

2
Y b2 ∗[q + lM ]

}
= 0.

(3.164)

We further substitute (3.161) into (3.164). In addition to the assumptions in section 3.6.3,

we assume uncorrelated noise and data in different signal blocks, i.e. E
{
N b1 [k]N b2 ∗[k]

}
= 0
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and E
{
Ab1p [k]Ab2 ∗p [k]

}
= 0, respectively. Finally, the equations become:

H(1) ∗
p [q + lM ] =

1

2

P∑
p′=1

K−1∑
l′=0

[(
H

(1) ∗
p′ [q + lM ]H

(1)
p′ [q + l′M ]+

H
(2) ∗
p′ [q + lM ]H

(2)
p′ [q + l′M ]

)
G(1)
p [q + l′M ] +

(
H

(1) ∗
p′ [q + lM ]H

(2) ∗
p′ [q + l′M ]

−H(2) ∗
p′ [q + lM ]H

(1) ∗
p′ [q + l′M ]

)
G(2) ∗
p [q + l′M ]

]
+

1

2
αpG

(1)
p [q + lM ] ,

(3.165)

H(2) ∗
p [q + lM ] =

1

2

P∑
p′=1

K−1∑
l′=0

[(
H

(2) ∗
p′ [q + lM ]H

(1) ∗
p′ [q + l′M ]−

H
(1) ∗
p′ [q + lM ]H

(2) ∗
p′ [q + l′M ]

)
G(1) ∗
p [q + l′M ] +

(
H

(1) ∗
p′ [q + lM ]H

(1)
p′ [q + l′M ]

+H
(2) ∗
p′ [q + lM ]H

(2)
p′ [q + l′M ]

)
G(2)
p [q + l′M ]

]
+

1

2
αpG

(2)
p [q + lM ] .

(3.166)

For each p and q, an LES with 2K unknowns,
{
G

(i)
p [q + l′M ]; i = 1, 2; l′ = 0, . . . ,K − 1

}
,

has to be solved. Eq. (3.165) and (3.166) can be written in the following matrix notation:[
H(1) ∗

p,q

H(2)
p,q

]
=

[
Ap,q Bp,q

BH
p,q A∗p,q

][
G(1)
p,q

G(2) ∗
p,q

]
, (3.167)

where

H(i)
p,q =

[
H(i)
p [q + 0 ·M ], . . . ,H(i)

p [q + (K − 1)M ]
]T
,

G(i)
p,q =

[
G(i)
p [q + 0 ·M ], . . . , G(i)

p [q + (K − 1)M ]
]T
,

(3.168)

Ap,q =
1

2
αpIK +

1

2

P∑
p′=1

2∑
i=1

(
H

(i) ∗
p′,qH

(i)T
p′,q

)
,

Bp,q =
1

2

P∑
p′=1

(
H

(1) ∗
p′,q H

(2)H
p′,q −H

(2) ∗
p′,q H

(1)H
p′,q

)
.

(3.169)

By solving (3.167), the equalization coefficients can be obtained.

3.6.5 Receive Antenna Diversity Scheme

We assume that two Rx antennas are available. Let the received signal block of the rth Rx

antenna be:

Y 〈r〉[k] =

P∑
p=1

Ǎp[k]H〈r〉p [k] +N 〈r〉[k], (3.170)
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where H
〈r〉
p [k] and N 〈r〉[k] are the equivalent channel FR and the noise spectrum of the rth Rx

antenna signal, respectively. The multi-user signal should be detected in the following way:

Ãp[q] =

K−1∑
l=0

2∑
r=1

Y 〈r〉[q + lM ]G〈r〉p [q + lM ] , (3.171)

where G
〈r〉
p [q + lM ],∀q, l are the equalization coefficients corresponding to the rth Rx antenna

and are determined by minimizing the MSE of (3.155), which implies:

∂

∂ G
〈r〉 ∗
p [q + lM ]

E

{∣∣∣Ãp[q]−Ap[q]∣∣∣2} = 0, ∀r = 1, 2. (3.172)

Similarly to the derivation in section 3.6.4, we substitute (3.171) and (3.170) into (3.172)

and make the additional assumption of uncorrelated noise of different Rx antennas, i.e.,

E
{
N [k]〈1〉N 〈2〉 ∗[k]

}
= 0.

Finally, the equalization coefficients can be calculated by solving the following matrix equation

system: [
H〈1〉 ∗p,q

H〈2〉 ∗p,q

]
=

[
A〈1〉p,q Bp,q

BH
p,q A〈2〉p,q

][
G〈1〉p,q

G〈2〉p,q

]
, (3.173)

where

A〈r〉p,q = αpIK +

P∑
p′=1

H
〈r〉 ∗
p′,q H

〈r〉T
p′,q ,

Bp,q =

P∑
p′=1

H
〈1〉 ∗
p′,q H

〈2〉T
p′,q ,

(3.174)

and H〈r〉p,q and G〈r〉p,q are defined accordingly to (3.168).

3.6.6 MIMO Scheme

We consider a 2× 2 MIMO configuration. At the Tx, STC is performed as described in section

3.6.4. Then, the consecutive received signal blocks corresponding to the rth Rx antenna are:

Y b1〈r〉[k] =

P∑
p=1

(
Ǎb1p [k]H〈r,1〉p [k] + Ǎb2p [k]H〈r,2〉p [k]

)
+N b1〈r〉[k],

Y b2〈r〉[k] =

P∑
p=1

(
Ǎb1 ∗p [k]H〈r,2〉p [k]− Ǎb2 ∗p [k]H〈r,1〉p [k]

)
+N b2〈r〉[k],

(3.175)
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where H
〈r,i〉
p [k] is the FR of the equivalent channel between the ith Tx antenna and the rth Rx

antenna. From (3.162) and (3.171), the FD-MUD should be done by:

Ãb1p [q] =
1

2

K−1∑
l=0

2∑
r=1

(
Y b1〈r〉[q + lM ]G〈r,1〉p [q + lM ] + Y b2〈r〉 ∗[q + lM ]G〈r,2〉 ∗p [q + lM ]

)
,

Ãb2p [q] =
1

2

K−1∑
l=0

2∑
r=1

(
Y b1〈r〉[q + lM ]G〈r,2〉p [q + lM ]− Y b2〈r〉 ∗[q + lM ]G〈r,1〉 ∗p [q + lM ]

)
,

(3.176)

where G
〈r,i〉
p [q + lM ],∀q, l are the equalization coefficients corresponding to H

〈r,i〉
p [k]. They are

determined by minimizing the MSE E

{∣∣∣Ãb1p [q]−Ab1p [q]
∣∣∣2}, which implies [157]:

∂

∂ G
〈r,i〉 ∗
p [q + lM ]

E

{∣∣∣Ãb1p [q]−Ab1p [q]
∣∣∣2} = 0, ∀i, r = 1, 2. (3.177)

Similarly to the derivation in section 3.6.4, we substitute (3.176) and (3.175) into (3.177).

With all the assumptions from sections 3.6.3, 3.6.4 and 3.6.5, we obtain the following matrix

equation system for calculating the equalization coefficients:
H〈1,1〉 ∗p,q

H〈2,1〉 ∗p,q

H〈1,2〉p,q

H〈2,2〉p,q

 =


A〈1〉p,q Bp,q C〈1〉p,q Dp,q

BH
p,q A〈2〉p,q −DT

p,q C〈2〉p,q

C〈1〉Hp,q −D∗p,q A〈1〉 ∗p,q B∗p,q

DH
p,q C〈2〉Hp,q BT

p,q A〈2〉 ∗p,q



G〈1,1〉p,q

G〈2,1〉p,q

G〈1,2〉 ∗p,q

G〈2,2〉 ∗p,q

 , (3.178)

where

A〈r〉p,q =
1

2
αpIK +

1

2

P∑
p′=1

2∑
i=1

H
〈r,i〉 ∗
p′,q H

〈r,i〉T
p′,q ,

Bp,q =
1

2

P∑
p′=1

(
H
〈1,1〉 ∗
p′,q H

〈2,1〉T
p′,q +H

〈1,2〉 ∗
p′,q H

〈2,2〉T
p′,q

)
,

C〈r〉p,q =
1

2

P∑
p′=1

(
H
〈r,1〉 ∗
p′,q H

〈r,2〉H
p′,q −H〈r,2〉 ∗p′,q H

〈r,1〉H
p′,q

)
,

Dp,q =
1

2

P∑
p′=1

(
H
〈1,1〉 ∗
p′,q H

〈2,2〉H
p′,q −H〈1,2〉 ∗p′,q H

〈2,1〉H
p′,q

)
,

(3.179)

and H〈r,i〉p,q and G〈r,i〉p,q are defined accordingly to (3.168).

3.6.7 Implementation and Complexity Considerations

The proposed MUD schemes involve solving PM LESs. According to (3.160), (3.167), (3.173)

and (3.178), the parameter matrix of each LES is a KNTNR×KNTNR Hermitian matrix, where
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NT and NR are the number of Tx and Rx antennas, respectively. Since the parameter matrices

are Hermitian, the LES solutions can be efficiently implemented. For practical applications,

a relatively small spreading factor K should be chosen to further reduce the complexity for

solving the LES. This is possible with an FDMA/CDMA scheme, since not all users have to be

separated in the code domain. Furthermore, the number of data symbols in each transmission

block, M , is proportional to the number of LESs to be solved. Note that the calculation of the

equalization coefficients Gp[q + lM ] only requires the channel information, the spreading code

and the Rx SNR (to obtain αp). These parameters can be assumed quasi constant within a

communication frame whose duration is in the range of the channel coherence time. This implies

that the equalization coefficients need only to be calculated once per signal frame. Thus, the

demand on computation power is relaxed. The larger the channel coherence time, the lower the

required computation power.

The proposed antenna diversity schemes require higher RF hardware complexity (for diver-

sity branches) than the scheme in [103]. However, due to the linear one-stage Rx structure of

the antenna diversity schemes, the computational complexity at the Rx is moderate or even

lower (with MISO/SIMO) than that of IB-DFE SIC in [103]. Moreover, since no feedback loop

is necessary, the diversity schemes are more time efficient.

Among the antenna diversity schemes, MIMO has the highest RF hardware complexity,

since both the AP and P UTs must be equipted with diversity branches. MISO also requires

diversity branches for all the P UTs. In contrast, SIMO only requires diversity branches at

the AP and has the lowest RF hardware complexity. The computational complexity of the

MIMO scheme is also the highest, while those of MISO and SIMO are almost the same. In

section 3.6.8, it will be shown that SIMO achieves the best tradeoff between performance and

complexity.

3.6.8 Simulation Results and Discussion

To simulate the proposed antenna diversity schemes for FD-MUD, we considered a CP-assisted

DS-CDMA system with a spreading factor K = 8 and M = 16 data symbols in each data block.

Furthermore, QPSK with Gray mapping was applied. The channel was Rayleigh fading with 16

independent fading taps and an exponential power delay profile. The applied antenna configu-

rations are: SISO, SIMO (1× 2), MISO (2× 1) and MIMO (2× 2). Under the assumptions of

perfect synchronization, channel estimation and power control, the uncoded BER performance

of the antenna diversity schemes were obtained from numerical simulations. To achieve fair

comparison of the schemes, the total Tx power is the same for all antenna configurations. For

the performance evaluation of the proposed schemes, the corresponding single-user MFB (see

[155] and [160]) are included in the diagrams of all antenna configurations. Note that if ρ is

the SNR of the received signal at an Rx antenna, the SNR per bit per user is calculated by
Eb
σ2

n
= ρ·GC

PNb
, where

σ2
n

2 is the spectral power density of the white noise (see [97]), GC = K is the

processing gain of the spectrum spreading and and Nb is the number of bits per modulation
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Figure 3.52: BER for a single-user scenario

Fig. 3.52 shows the BER in a single-user scenario with different antenna configurations. In

this scenario, the performance of the antenna diversity schemes are very close to the corre-

sponding MFBs, which verifies their effectiveness. Fig. 3.53 and 3.54 show the performance

with P = 4 (half loaded case) and P = 8 (fully loaded case). We can see that the performance

margins between the proposed schemes and the MFBs become larger as the number of users

increases. The reason is that with severely frequency selective channels, the residual Multi-

User Interference (MUI) and noise amplification caused by the MUD aggravate quickly with

increasing user number. Thus, the system performance is degraded. However, the weaker the

frequency selectivity, the closer the performance in multi-user case to that in single user case.

From Fig. 3.53 and 3.54, we can see that SIMO and MIMO exhibit enormous performance

improvement compared to SISO, indicating the fact that by exploiting spatial diversity, the

influence of the channel frequency selectivity is mitigated and thus, the MUD becomes much

more effective. In contrast, the improvement by MISO scheme is relatively small. The reason

is that the MMSE algorithm can not afford perfect STC decoding and sufficient suppression of

MUI and noise at the same time. Instead, it introduces Inter-Antenna-Interference (IAI, inter-

ference between signals from different Tx antennas) and finds a tradeoff between IAI, residual

MUI and noise. As a result, the diversity exploitation is degraded. Thus, the performance

improvement from SIMO to MIMO is not significant, either.

With the complexity analysis in section 3.6.7 and the simulation results, we can conclude

that SIMO achieves the best tradeoff between performance and complexity (both RF hardware-

and computational complexity). This conclusion complies with the design criterion of cel-

lular systems that the complexity of the UTs should be kept low. Furthermore, while the
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Figure 3.53: Average BER of each user, P = 4
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Figure 3.54: Average BER of each user, P = 8
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IB-DFE SIC scheme in [103] only achieves performance close to the SISO MFB, the SIMO

and MIMO schemes outperform both SISO and MISO single-user MFB. Although SIMO and

MIMO schemes have higher RF hardware complexity than the scheme in [103], they show better

performance and require only moderate or even lower (with SIMO) computational complexity.

Thus, we can conclude that they are superior to IB-FDE with SIC.

3.7 Chapter Summary

In this chapter, the design of a 60 GHz WLAN was investigated. The IFE system was described

as an example.

First, the overall system design was proposed, including the system configuration and frame

structure. While OFDMA is used in the DL, CP-assisted DS-CDMA is applied in the UL.

For the DL, performance simulation was carried out with the measured 60 GHz channels in an

airplane cabin. In the simulation, STC and MRC were applied. Simulation shew that diversity

gains of 11.7 dB and 13.13 dB can be achieved for LOS and OLOS, respectively. The worst

case Tx power level is also derived from simulation.

Afterwards, the following specific aspects were investigated:

1. Optimization of time domain windowing and GB size for cellular OFDM sys-

tems: To reduce the sidelobes of OFDM signals for matching the spectral mask, we

proposed to apply RC windowing in time domain. On the one hand, reducing the side-

lobe allows smaller GB in frequency domain and leads to higher spectral efficiency. On the

other hand, applying RC windowing requires more overhead in time domain and results

in data rate decrease. To solve this problem, we have derived a mathematical model of

the side-lobe power and finally obtained an expression of the data rate as a function of

the ROF (of the RC window). Simulation results shew that the data rate function has a

convex shape. Based on this function, the optimal ROF (as well as the optimal RC guard

period and the optimal GB) can be found, which maximizes the data rate.

2. Efficient joint estimation and compensation of I/Q-imbalance and the MIMO

channel: In practical systems with DCA, I/Q-imbalance effect can severely limit the

system performance and should be compensated for. Since the 60 GHz WLAN system is

intended for indoor scenarios, block-fading channels can be assumed. Based on the above

considerations, we proposed three preamble based joint channel and Tx/Rx frequency-

selective I/Q-imbalance compensation schemes for MIMO OFDM. The first and second

schemes apply TDS- and FDS preambles, respectively. The third scheme applies a multi-

functional preamble, which can also be used for frame detection/time synchronization

(leading to overhead saving). All preambles have low overhead and consider the influence

of NULL subcarriers. Numerical simulations have verified the effectiveness of the proposed

schemes. While the TDS-based scheme is most robust, the FDS-based scheme has the
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lowest computational complexity. Anyway, the multi-functional preamble based scheme

is the most practical one that achieves the best tradeoff between performance, preamble

overhead and computational complexity.

3. Efficient joint estimation and compensation of CFO, I/Q-imbalance and the

MIMO channel: Here, the CFO is also included in the system model. Two preamble

based joint CFO, Tx/Rx frequency-selective I/Q-imbalance and channel compensation

schemes were proposed for MIMO OFDM. The first scheme applies three repetitions of a

basic sequence and uses a closed-form CFO estimation. The second scheme applies two

repetitions of the same basic sequence and uses iterative CFO- and Rx-I/Q-imbalance

estimation. For both schemes, we have proposed soft metric based methods to solve the

problems caused by some special CFO values (e.g CFO values close to zero). Numerical

simulations have verified the effectiveness of the proposed schemes. While the second

scheme provides slightly better performance and requires less preamble overhead, the

first scheme has much lower computational complexity.

4. Efficient multi-user detection for the uplink: For the UL of the 60 GHz WLAN,

CP-assisted DS-CDMA is applied, which allows low complexity frequency domain MUD.

Based on this transmission scheme, we have proposed frequency domain MUD schemes

with different antenna diversity configurations, including MISO, SIMO and MIMO. Simu-

lation results shew that by exploiting diversity, the MUD performance can be significantly

improved. It was also shown that SIMO exploits the diversity more effectively than MISO.

Moreover, SIMO requires only multiple antennas at the AP i.e. lower hardware complex-

ity. Finally, we could conclude that SIMO achieved the best tradeoff between performance

and complexity (both RF hardware- and computational complexity).

185



3. DESIGN CONCEPT FOR 60 GHZ WLAN

186



Chapter 4

Summary and Conclusions

This thesis have proposed several enabling techniques for future broadband high speed wireless

communications.

In the first part of this thesis (Ch. 2), the Smart-RF concept for cellular mobile systems

was investigated with the emphasis on flexible and robust joint compensation of frequency se-

lective I/Q-imbalance and modulator DC-offset at the transmitter of basestations. For this

compensation, a low complexity compensation circuit was proposed, which requires only one

real FIR filter and some minor operations. Moreover, two estimation schemes were developed:

an Least-Square-Estimation (LSE) scheme and a simplified two-phase scheme. Both schemes

allow to estimate with normal communication signals as reference. Thus, they are standard

independent. Due to spectral gaps in the communication signals, the LSE scheme may suf-

fer from ill-conditioned matrix problem. In contrast, the simplified scheme can achieve good

performance that is almost independent of the communication signal characteristic. Complex-

ity analysis has shown that proposed schemes require lower computational complexity than the

state-of-the-art schemes. Furthermore, results form numerical simulations and HIL experiments

have verified the the effectiveness of the proposed schemes. For the HIL experiment, the pro-

posed compensation circuit was implemented in realtime in FPGAs. The achievable IRR on

the experimental platform was as high as 55 dB. Finally, the HIL result has also verified the

effectiveness of combining the proposed I/Q-imbalance compensation with PA pre-distortion.

In the second part of this thesis (Ch. 3), the design of a 60 GHz WLAN was investigated. An

In-Flight Entertainment (IFE) system was described as an example. First, the overall system

design was proposed, including the system configuration and frame structure. While OFDMA

is used in the DL, CP-assisted DS-CDMA is applied in the UL. For the DL, performance simu-

lation was carried out with the measured 60 GHz channels in an airplane cabin. Large diversity

gains can be observed from the simulation results. Second, the optimization of time domain

windowing and guardband size for cellular OFDM systems was studied. Based on mathematical

modeling of the OFDM signal sidelobe power, we have developed a scheme to find the optimal

roll-off-factor (of the time domain window), which maximizes the data rate and achieves the
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best tradeoff between guardband- and windowing overhead. Third, the joint estimation and

compensation of RF-impairments and the MIMO channel were investigated. Two different con-

cepts of RF-impairment compensation were studied: 1) Joint digital compensation of frequency

selective I/Q-imbalance and the MIMO channel assuming analog CFO compensation (via os-

cillator adjustment); 2) Joint digital compensation of CFO, frequency selective I/Q-imbalance

and the MIMO channel. For each concept, efficient and effective preamble-based parameter

estimation and compensation schemes were presented. The effectiveness of these schemes were

verified by numerical simulation. Furthermore, complexity analysis was conducted to show that

compared to the state-of-the-art schemes, the proposed schemes can achieve a good tradeoff

between performance, preamble overhead and computational complexity. Finally, efficient an-

tenna diversity schemes were proposed for the multi-user detection in uplink, including MISO,

SIMO and MIMO schemes. Simulation results shew that by exploiting diversity, the MUD

performance can be significantly improved. Moreover, the required computational complexity

is much lower than that of a state-of-the-art scheme which applies iterative processing. Finally,

we found out that among the proposed diversity schemes, SIMO can achieve the best tradeoff

between performance and complexity (both RF hardware- and computational complexity).
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Appendix for Chapter 2

A.1 Statistical and Spectral Characteristics of s[n]

According to [97], we have

RsΠ,sΠ [l] = RsΠ,sΠ [−l],∀Π ∈ {re, im} (A.1.1)

Rsre,sim [−l] = Rsim,sre [l]. (A.1.2)

A proper process s[n] has the following properties [95, 97]:

Rsre,sre [l] = Rsim,sim [l] (A.1.3)

Rsre,sim [l] = −Rsre,sim [−l], (A.1.4)

where (A.1.4) implies that Rsre,sim [0] = 0. Recalling that Rs,s[l] := 1
2E {s[n]s∗[n+ l]} is the

ACF of s[n], the following relation exists [97]:

Rs,s[l] = Rsre,sre [l]− jRsre,sim [l]. (A.1.5)

Now, we define

ΦsΠ,sΠ(ω) := F {RsΠ,sΠ [l]}|ω ,∀Π ∈ {re, im}
Φs,s(ω) := F {Rs,s[l]}|ω

(A.1.6)

to be the Power Spectral Density (PSD) of sΠ[n],∀Π ∈ {re, im} and s[n], respectively. Moreover,

ΦsΠ,sΛ(ω) := F {RsΠ,sΛ [l]}|ω is the cross PSD between sΠ[n] and sΛ[n],∀Π,Λ ∈ {re, im} ,Π 6= Λ.

From (A.1.5), we have

Φs,s(ω) = Φsre,sre(ω)− jΦsre,sim(ω). (A.1.7)
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According to [97], we have the following properties:

ΦsΠ,sΠ(ω) ∈ R+ and ΦsΠ,sΠ(ω) = ΦsΠ,sΠ(−ω),∀Π ∈ {re, im} (A.1.8)

Φ∗sΠ,sΛ(ω) = ΦsΛ,sΠ(ω) and Φ∗sΠ,sΛ(ω) = ΦsΠ,sΛ(−ω),∀Λ,Π ∈ {re, im} (A.1.9)

where (A.1.4) implies that Rsre,sim [l] is an odd function. Correspondingly, we have

Φsre,sim(ω) ∈ I i.e. Φsre,sim(ω) = jIm {Φsre,sim(ω)} . (A.1.10)

Furthermore, with (A.1.9), we obtain:

Φsre,sim(−ω) = −Φsre,sim(ω), (A.1.11)

which indicates that Φsre,sim(ω) is also an odd function. With (A.1.5) and (A.1.10), Eq. (A.1.7)

can be rewritten as:

Φs,s(ω) = Φsre,sre(ω) + Im {Φsre,sim(ω)} with Φs,s(ω) ∈ R+. (A.1.12)

With (A.1.8) and (A.1.11), we can easily show that:

max
ω

Φs,s(ω) = max
ω

(Φsre,sre(ω) + Im {Φsre,sim(ω)}) = max
ω

(Φsre,sre(ω) + |Φsre,sim(ω)|)

min
ω

Φs,s(ω) = min
ω

(Φsre,sre(ω) + Im {Φsre,sim(ω)}) = min
ω

(Φsre,sre(ω)− |Φsre,sim(ω)|) .
(A.1.13)

The statistical and spectral properties listed above will be used to derive asymptotic bounds

on the condition number of SLS.

A.2 Proof of Lemma 1

Let λ be an eigenvalue of Ř, there exist a column vector u so that

Řu = λu. (A.2.14)

With (2.47), the following relation exists:

R

[
0

u

]
=

[
0

Řu

]
= λ

[
0

u

]
, (A.2.15)
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which indicates that λ is also an eigenvalue of R.

The equation

R

[
α

0002L×1

]
= η2

[
α

0002L×1

]
, ∀α 6= 0 (A.2.16)

indicates that η2 is an eigenvalue of R.

A.3 Proof of Lemma 2

Since λm
(
Ř
)
≥ 0,∀m and

λ2L

(
Ř
)
≤ 1

2L

2L+1∑
m=1

λm
(
Ř
)
≤ λ1

(
Ř
)
, (A.3.17)

we can choose

η2 =
1

2L

2L+1∑
m=1

λm
(
Ř
)

(A.3.18)

to ensure (2.50). By defining ŠLS := [SToep,re,SToep,im], we have Ř = Š
H

LSŠLS, yielding

2L+1∑
m=1

λm
(
Ř
)

= Trace
(
Ř
)

=
1

N

∣∣∣∣ŠLS

∣∣∣∣2
F
. (A.3.19)

Substituting (A.3.19) into (A.3.18) yields:

κ (R) = κ
(
Ř
)

=
λ1

(
Ř
)

λ2L

(
Ř
) . (A.3.20)
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A.4 Proof of Equation (2.93)

Rs̄1s̄2 [l] = E {s̄1[n]s̄∗2[n− l]}
= E

{(
sre[n] ∗ h̄[n]

) (
sim[n] ∗ h̄∗[n]

)}
= E

{( ∞∑
k=−∞

h̄[k]sre[n− k]

)
( ∞∑
k′=−∞

h̄∗[k′]sim[n− l − k′]
)}

=

∞∑
k=−∞

∞∑
k′=−∞

h̄[k]h̄∗[k′]E {sre[n− k]

sim[n− l − k′]}

=

∞∑
k=−∞

h̄[k]

∞∑
k′=−∞

h̄∗[k′]Rsresim [l + k′ − k]

k′′=−k′
=

∞∑
k=−∞

h̄[k]

∞∑
k′′=−∞

h̄∗[−k′′]Rsresim [l − k′ − k]

=

∞∑
k=−∞

h̄[k]
(
h̄∗[−(l − k)] ∗Rsresim [(l − k)]

)
= h̄[l] ∗ h̄∗[−l] ∗Rsresim [l]

(A.4.21)

A.5 Proof of Equation (2.94)

Rs̄1s̄2 [−l] = h̄[−l] ∗ h̄∗[l] ∗Rsresim [−l]
using (2.90)

= −h̄[−l] ∗ h̄∗[l] ∗Rsresim [l]

= −h̄∗[l] ∗ h̄[−l] ∗Rsresim [l]

= −
(
h̄[l] ∗ h̄∗[−l] ∗Rsresim [l]

)∗
= −R∗s̄1s̄2 [l].

(A.5.22)

Note that Rsresim [l] ∈ R.

A.6 Proof of Equation (2.103)

Rs̄2s̄1 [l] = h̄[l] ∗ h̄∗[−l] ∗Rsimsre [l]

using (A.1.2)
= h̄[l] ∗ h̄∗[−l] ∗Rsresim [−l]

using (A.1.4)
= −h̄[l] ∗ h̄∗[−l] ∗Rsresim [l]

= −Rs̄1s̄2 [l].

(A.6.23)
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A.7 Influence of the Signs of θ, ρ as well as the Values of

υre and υim on the MSE of K1

For proper signals, we have

MSEK1 =

∣∣∣∣∣∣ (1−K2
1 ) θρ

K1

(
θ
ρK1 + j

)
∣∣∣∣∣∣
2

=

∣∣∣∣ (1−K2
1 )

K1

∣∣∣∣2
∣∣∣ θρ ∣∣∣2∣∣∣ θρK1 + j

∣∣∣2
(A.7.24)

As seen, the signs of θ and ρ only have influence on the term
∣∣∣ θρK1 + j

∣∣∣2. With realistic

I/Q-imbalance parameters, Im {K1} is very small. Thus, this term can be approximated by

MSEK1
≈
∣∣∣∣θρRe {K1}+ j

∣∣∣∣2 =

∣∣∣∣θρRe {K1}
∣∣∣∣2 + 1, (A.7.25)

which is independent of the signs of θ and ρ.

For improper signals, we have

MSE ′K1
=

∣∣∣∣−jυ + j(1−K1)υre + (1−K2
1 )θ

K1(θK1 + jρ)

∣∣∣∣2 . (A.7.26)

Since |υ| � |(1−K1)υre|, |υ| � |(1−K2
1 )θ| and |Im {K1} | � 1, MSE ′K1

can be approximated

by

MSE ′K1
≈ |υ|2
|K1|2(|θRe {K1} |2 + |ρ|2)

, (A.7.27)

which is independent of the signs of θ and ρ as well as the variation of υre and υim when fixing

|υ|.
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Appendix for Chapter 3

B.1 Sidelobe Bound for an OFDM Signal with NB OFDM

Symbols

We extend Eq. (3.8) to describe an OFDM signal with NB OFDM symbols as follows:

śExt(t) =

NB−1∑
b=0

sb(t)w(t− bTw), (B.1.1)

where b is the index of the OFDM symbol. The frequency response of this signal can be written

as:

ŚExt(f) =

N
2 −1∑

k=−N2

(
NB−1∑
b=0

Sb[k]e−j2πfbTw

)
W (f − k∆f). (B.1.2)

With |Sb[k]| ≤ |Smax| and the triangle inequality, the following relations can be obtained:

∣∣∣ŚExt(fν)
∣∣∣2 ≤ N2

B |Smax|2
 N

2 −1∑
k=−N2

|W (fν − k∆f)|

2

, (B.1.3)

which provide an upper-bound on the sidelobe level at the frequency fν . Compared to (3.9),

this upper-bound is just a scaled version with the factor N2
B . It can be easily shown that the

average spectral power of the interference signal within its bandwidth also scales with N2
B .

Therefore, the sidelobe reduction requirement remains the same as in (3.10). In other words,

the analysis using a single OFDM symbol is equivalent to that using multiple OFDM symols.
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B.2 Proof of Equation (3.72)

Here, we will prove that S[k] = FN {s[n]}|k = 0,∀k odd results in s[n + N
2 ] = −s[n],∀n ∈ N1.

Since s[n] = 1
N

∑
k∈ID
k odd

S[k]ej
2πkn
N , we have as proof ∀n ∈ N1:

s[n+
N

2
] =

1

N

∑
k∈ID
k odd

S[k]ej
2πk(n+N

2 )
N =

1

N

∑
k∈ID
k odd

S[k]ej
2πkn
N ejkπ︸︷︷︸

=−1

= − 1

N

∑
k∈ID
k odd

S[k]ej
2πkn
N = −s[n].

(B.2.4)

B.3 Possible Combinations of the Compensation of Tx-,

Rx-I/Q-Imbalance and the Radio Channel

Table B.1: Possible Combinations of the Compensation of Tx-, Rx-I/Q-Imbalance and the
Radio Channel

Cases Tx-Rx-Comp. Rx-Only-Comp.
No CFO Tx, Rx+Ch. Tx+Ch.+Rx

Tx, Rx,Ch. Tx+Rx,Ch
With CFO Tx, Rx+Ch. (e.g. PTEQ) Rx, Tx+Ch.

Tx, Rx,Ch. Rx,Ch.,Tx
Tx+Ch.+Rx (e.g. PTEQ)

Table B.2: Possible Combinations of the Tx-/Rx-I/Q-Imbalance of different Tx-/Rx Antennas
of MIMO Systems

Cases Tx-I/Q-Imb. Rx-I/Q-Imb.
Tx-Rx-Comp.,no CFO separate separate, joint

Tx-Rx-Comp.,with CFO separate separate, joint (e.g. PTEQ)
Rx-Only-Comp.,no CFO joint joint

Rx-Only-Comp.,with CFO joint separate, joint (e.g. PTEQ)

In the tables above, “Tx-Rx-Comp.” means Tx-side compensation of the Tx-I/Q-imbalance

and Rx-side compensation of Rx-I/Q-imbalance (and CFO), while “Rx-Only-Comp.” means

Rx-side compensation of both Tx- and Rx-I/Q-imbalance (and CFO).
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B.4 Proof of Shift Orthogonality of the Multi-Functional

Preamble in Sec. 3.4.7

Let s
(i)
b,l [n] be the circularly shifted version of s

(i)
b [n] with

s
(i)
b,l [n] = s

(i)
b [((n− l))N ],∀n ∈ N,∀0 ≤ l ≤ L, (B.4.5)

and

S
(i)
b,l [k] = FN

{
s

(i)
b,l [n]

}
= S

(i)
b [k]e−j

2πkl
N

∀ − N

2
≤ k ≤ N

2
− 1,∀0 ≤ l ≤ L.

(B.4.6)

The shifted version of the short preambles will be
{
s

(i)
b,l [n], n = 0, . . . , N2 − 1

}
. The correla-

tion between shifted short preambles of different Tx antennas can be expressed as:

N
2 −1∑
n=0

s
(i0)
b,l0

[n]s
(i1)
b,l1

[n],∀i0 6= i1,∀0 ≤ l0, l1 ≤ L. (B.4.7)

Expressing s
(i)
b,l [n] as IDFT of S

(i)
b,l [k] according to (B.4.6), (B.4.7) can be rewritten as:

1

N2

N
2 −1∑
n=0


N
2 −1∑

k=−N2
k odd

S
(i0)∗
b [−k]ej

2πk(n−l0)
N




N
2 −1∑

k′=−N2
k′ odd

S
(i1)
b [k′]ej

2πk′(n−l1)
N


=

1

N2

N
2 −1∑

k=−N2
k odd

N
2 −1∑

k′=−N2
k′ odd

S
(i0)∗
b [−k]S

(i1)
b [k′]e−j

2π(kl0+k′l1)
N

N
2 −1∑
n=0

ej
2π(k+k′)n

N .

(B.4.8)

With both odd numbers k and k′, (k + k′) is an even number. Thus,
∑N

2 −1
n=0 ej

2π(k+k′)n
N
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equals zeros except when k + k′ = 0. Thus, (B.4.8) becomes

1

2N

N
2 −1∑

k=−N2
k odd

S
(i0)∗
b [k]S

(i1)
b [k]e−j

2πk(l0+l1)
N . (B.4.9)

From (3.77) and Ii0 ∩ Ii1 = ∅,∀i0 6= i1, it is obvious that (B.4.9) equals zero.

B.5 Proof of Equation (3.83)

According to the definition in Sec. 3.4.7.2.1, ȳb[n] =
∑NT
i=1

(
s

(i)
b [n] ~N h

(i)
D [n] + s

(i)∗
b [n] ~N h

(i)
I [n]

)
,∀n ∈

N. First, we define ȳ
(i)
D [n] := s

(i)
b [n] ~N h

(i)
D [n] and ȳ

(i)
I [n] := s

(i)∗
b [n] ~N h

(i)
I [n]. Assuming

L < N
2 , we have the following expressions for n ∈ N1:

ȳ
(i)
D [n] =

L−1∑
m=0

h
(i)
D [m]s

(i)
b [((n−m))N ],

ȳ
(i)
D [n+

N

2
] =

L−1∑
m=0

h
(i)
D [m]s

(i)
b [ n+

N

2
−m︸ ︷︷ ︸

∈[N/2−L+1,N−1]

].
(B.5.10)

With (3.72), (B.5.10) and n−m ∈
[
−L+ 1, N2 − L

]
, the following relation can be obtained:

s
(i)
b [n+

N

2
−m] =

−s
(i)
b [n−m], n−m ∈ N1

−s(i)
b [n−m+N ], n−m ∈ −N1

, (B.5.11)

which is equivalent to s
(i)
b [n+ N

2 −m] = −s(i)
b [((n−m))N ]. Thus,

ȳ
(i)
D [n+

N

2
] = −ȳ(i)

D [n],∀n ∈ N1, (B.5.12)

Similarly, with s
(i)∗
b [n+ N

2 ] = −s(i)∗
b [n],∀n ∈ N1, we can prove:

ȳ
(i)
I [n+

N

2
] = −ȳ(i)

I [n],∀n ∈ N1. (B.5.13)

With (B.5.12), (B.5.13) and ȳb[n] =
∑NT
i=1

(
ȳ

(i)
D [n] + ȳ

(i)
I [n]

)
, Eq. (3.83) can be easily ob-

tained.
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B.6 Proof of the Fulfillment of the 3rd Design Rule with

the Preamble in Sec. 3.4.7.1

The matrix Γ
(i)
b with circulant structure in (3.45) can be decomposed as

Γ
(i)
b =

1

N
FHD

(i)
b F (:,L), (B.6.14)

where D
(i)
b is a diagonal matrix containing the DFT-elements of s

(i)
b [n] i.e.

D
(i)
b = diag

{[
S

(i)
b [−N2 ], . . . , S

(i)
b [N2 − 1]

]}
and L = {0, . . . , L− 1}. Thus, we have

Γ
(i0)
b

H
Γ

(i1)∗
b =

1

N
FH(:,L)∆

(i0,i1)
b F (:,L),∀i0, i1 (B.6.15)

where ∆b is a N ×N diagonal matrix with the diagonal elements

(
∆

(i0,i1)
b

)
k,k

=

S
(i0)∗
b [k]S

(i1)∗
b [k], k = −N2

S
(i0)∗
b [k]S

(i1)∗
b [−k], −N2 + 1 ≤ k ≤ N

2 − 1
. (B.6.16)

Applying (B.6.15) to design rule 3) yields

2∑
b=1

Γ
(i0)
b

H
Γ

(i1)∗
b =

1

N
FH(:,L)

(
2∑
b=1

∆
(i0,i1)
b

)
F (:,L)

= 0L, ∀i0, i1,
(B.6.17)

which is fulfilled when
2∑
b=1

∆
(i0,i1)
b = 0L, ∀i0, i1. (B.6.18)

Now, we consider the subcarrier selection cases in 3.4.7.1.2 and assume that the subcarrier

k = −N2 is within the guardband. In case 1), Ii0 = −Ii1 with i0 6= i1, we have

(
2∑
b=1

∆
(i0,i1)
b

)
k,k

=

0, k /∈ Ii0∑2
b=1 S

(i0)∗
b [k]S

(i1)∗
b [−k], k ∈ Ii0

. (B.6.19)

For k ∈ Ii0 , we have for each k = Ii0(κ) the following relation:

S
(i0)∗
b [k] = T

(i0)
b [κ],

S
(i1)∗
b [−k] = T

(i1)
b [κ′],

(B.6.20)
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where κ′ is defined as in Sec. 3.4.7.3. With (B.6.19) and (B.6.20), the requirement of (B.6.18)

can be transformed to

2∑
b=1

T
(i0)∗
b [κ]T

(i1)∗
b [κ′], ∀κ = 0, . . . , L′ − 1, (B.6.21)

which is equivalent to Eq. (3.97). In case 2), Ii = −Ii. Eq. (B.6.18) to Eq. (B.6.21) apply with

i0 = i1 = i. Particularly, by applying i0 = i1 = i, Eq. (B.6.21) is equivalent to Eq. (3.100).

Since the preamble designs in case 1) and 2) fulfill Eq. (3.97) and Eq. (3.100), respectively, the

3rd design rule is fulfilled. In case 3), Ii0 ∩ (−Ii0) = ∅, (−Ii0) ∩ Ii1 = ∅,∀i1 6= i0. We have

S
(i0)∗
b [k]S

(i1)∗
b [−k] = 0, ∀k ∈ Ii0 , (B.6.22)

which implies (B.6.18) according to (B.6.19). Thus, the 3rd design rule is also fulfilled in this

case.

B.7 Derivation of the Relation between DMOD input and

ALP output in Sec. 3.5.2

The relation between v(t) and the ALP outputs yre(t) and yim(t) can be written as

yre(t) =
1

2

vre(t)

cos (2π (2fc + ∆f) t)︸ ︷︷ ︸
suppressed by ALP

+ cos (2π∆ft)


−vim(t)

sin (2π (2fc + ∆f) t)︸ ︷︷ ︸
suppressed by ALP

− sin (2π∆ft)


 ∗ hRI (t)

=
1

2
[vre(t) cos (2π∆ft) + vim(t) sin (2π∆ft)] ∗ hRI (t)

yim(t) =
1

2
gR

−vre(t)

sin
(
2π (2fc + ∆f) t+ ϕR

)︸ ︷︷ ︸
suppressed by ALP

+ sin
(
2π∆ft+ ϕR

)
−vim(t)

cos
(
2π (2fc + ∆f) t+ ∆ϕR

)︸ ︷︷ ︸
suppressed by ALP

− cos
(
2π∆ft+ ϕR

)
 ∗ hRQ(t)

=
1

2
gR
[
−vre(t) sin

(
2π∆ft+ ∆ϕR

)
+ vim(t) cos

(
2π∆ft∆ + ϕR

)]
∗ hRQ(t),

(B.7.23)
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where the Rx index r is omitted for simplicity. Substituting Eq. (B.7.23) into y(t) = yre(t) +

jyim(t), (3.102) can be obtained.

B.8 Alternative Scheme for Joint CFO and Rx-I/Q- Im-

balance Estimation Using Complex-Valued Compen-

sation Filters

Except for the real valued Rx-I/Q-imbalance compensation structure in Sec. 3.5.3, a complex

valued filter based compensation can also be applied (as described in [123]). The Rx-I/Q-

imbalance compensation using a complex valued filter can be expressed as:

ý〈r〉[n] = y〈r〉[n]− y〈r〉∗[n] ∗ ρC,〈r〉[n], (B.8.24)

where ρC [n] denotes a length-Lc complex valued FIR filter with a dominant tap index nτ .

Providing perfect Rx-I/Q-imbalance compensation coefficients, we have the following relation,

which is equivalent to Eq. (3.137):

(
ẏ
〈r〉
1 − Ẏ〈r〉∗1 ρC,〈r〉

)
ejΩ = ẏ

〈r〉
2 − Ẏ〈r〉∗2 ρC,〈r〉, (B.8.25)

where ρC,〈r〉 =
[
ρC,〈r〉[0], . . . , ρC,〈r〉[Lc − 1]

]T
and Ẏ〈r〉b is a NP × Lc Toeplitz matrix with the

nth
τ column equal to ẏ

〈r〉
b . Based on (B.8.25), if we have a temporary estimate of ε i.e. Ω, the

filter ρC,〈r〉 can be obtained by

ρ̂C,〈r〉 = R〈r〉ε
†
T〈r〉ε ,

R〈r〉ε := Ẏ〈r〉∗1 ejΩ − Ẏ〈r〉∗2 ,

T〈r〉ε := ẏ
〈r〉
1 ejΩ − ẏ〈r〉2 .

(B.8.26)

An alternative joint CFO- and Rx-I/Q-imbalance scheme can be obtained by replacing

(3.140) with (B.8.26) in Sec. 3.5.5.2 (The other steps of the scheme in Sec. 3.5.5.2 remains

unchanged).
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