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#### Abstract

Second order systems of differential-algebraic equations arise naturally in many industrial applications. The classical approach of transforming a second order system into a first order system and then discretizing the first order system may lead to certain numerical difficulties. Therefore, a direct discretization and numerical solution of the second order system is preferred. We study BDF methods, Runge-Kutta methods and general linear methods for the numerical solution of second order differential-algebraic systems in semi-explicit form and demonstrate their behavior with numerical examples.


## 1 Introduction

Second order systems of differential-algebraic equations (DAEs) of the form $F(t, y, \dot{y}, \ddot{y})=0$ arise naturally in many technical applications. One important application is the modeling and simulation of mechanical multibody systems, where we usually have second order differential equations to describe the dynamics of the system coupled with some algebraic equations describing constraints [7]. Other applications where second order DAEs frequently arise are models of electrical circuits [10, 11]. In this paper we will restrict ourselves to second order semi-explicit differential-algebraic systems of the form

$$
\begin{align*}
\ddot{y}(t) & =f(t, y(t), \dot{y}(t), \lambda(t)), \\
0 & =g(t, y(t)), \tag{1}
\end{align*}
$$

with sufficiently smooth functions $f:\left[t_{0}, t_{0}+T\right] \times \mathbb{R}^{m_{y}} \times \mathbb{R}^{m_{y}} \times \mathbb{R}^{m_{\lambda}} \rightarrow \mathbb{R}^{m_{y}}$ and $g:\left[t_{0}, t_{0}+T\right] \times \mathbb{R}^{m_{y}} \rightarrow \mathbb{R}^{m_{\lambda}}$ and initial values $y\left(t_{0}\right)=\eta_{0}, \dot{y}\left(t_{0}\right)=\eta_{1}, \lambda\left(t_{0}\right)=\lambda_{0}$.
The classical approach for the numerical solution of second order differential-algebraic systems is the transformation into a first order system by introducing new variables for the first order derivatives and then to discretize and numerically solve the first order system. The aim of this work is to show that the direct discretization of the second order system yields better numerical results and is able to prevent certain numerical difficulties.

For DAEs the accuracy and stability of the numerical solution strongly depends on a characteristic quantity called the index, in a way that the higher the index of the DAE the more sensitive is the numerical solution to perturbations and errors in the data. A higher index leads to difficulties in the numerical solution as the numerical method may not converge for higher index problems and instabilities may occur. There are several index concepts, the differentiation index (d-index) [2, 14], the strangeness index (s-index) [18], the perturbation index ( $p$-index) [14] or the tractability index (t-index) [9, 19], but in this paper we will only
consider the perturbation index, because it is best suited for higher order equations. The notion of the perturbation index is based on the investigation of the sensitivity of a solution of the DAE with respect to initial values and right-hand sides. For the exact definition see $[4,14]$. An extension of the definition for second order nonlinear DAEs can be given as follows.

Definition 1.1. The differential-algebraic equation $F(t, y, \dot{y}, \ddot{y})=0$ has perturbation index (p-index) $m$ along a solution $y(t)$ on an interval $[0, \bar{t}]$, if $m$ is the smallest integer such that for all functions $\hat{y}(t)$ having a defect $F(t, \hat{y}, \dot{\hat{y}}, \ddot{\hat{y}})=\delta(t)$, with sufficiently small $\delta$, there exists on $[0, \bar{t}]$ an estimate
$\|\hat{y}(t)-y(t)\| \leq C\left(\|\hat{y}(0)-y(0)\|+\max _{0 \leq \xi \leq t}\|\delta(\xi)\|+\max _{0 \leq \xi \leq t}\left\|\delta^{\prime}(\xi)\right\|+\cdots+\max _{0 \leq \xi \leq t}\left\|\delta^{(m-1)}(\xi)\right\|\right)$,
with a constant $C$.
The approach of transforming a second order DAE into a first order DAE leads to two major problems. On the one hand it may increase the index of the DAE [21, 24] and on the other hand the numerical method can fail $[1,2,22]$. To illustrate the first problem we consider the following trivial example, taken from [21]:

Example 1.2. The linear second order system

$$
\left[\begin{array}{ll}
1 & 0  \tag{2}\\
0 & 0
\end{array}\right] \ddot{x}(t)+\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] \dot{x}(t)+\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right] x(t)=f(t), \quad t \in \mathbb{I},
$$

with $x(t)=\left[x_{1}(t), x_{2}(t)\right]^{T}$ and $f(t)=\left[f_{1}(t), f_{2}(t)\right]^{T}$ has the unique solution

$$
\left\{\begin{array}{l}
x_{1}(t)=f_{2}(t)  \tag{3}\\
x_{2}(t)=f_{1}(t)-\dot{f}_{2}(t)-\ddot{f}_{2}(t)
\end{array}\right.
$$

Using the classical transformation to first order with

$$
v(t)=\left[v_{1}(t), v_{2}(t)\right]^{T}=\left[\dot{x}_{1}(t), \dot{x}_{2}(t)\right]^{T}, \quad y(t)=\left[v_{1}(t), v_{2}(t), x_{1}(t), x_{2}(t)\right]^{T}
$$

we obtain the first order system

$$
\left[\begin{array}{llll}
1 & 0 & 0 & 0  \tag{4}\\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \dot{y}(t)+\left[\begin{array}{rrrr}
1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{array}\right] y(t)=\left[\begin{array}{c}
f_{1}(t) \\
f_{2}(t) \\
0 \\
0
\end{array}\right]
$$

which has the unique solution

$$
\left\{\begin{array}{l}
x_{1}(t)=f_{2}(t)  \tag{5}\\
x_{2}(t)=f_{1}(t)-\dot{f}_{2}(t)-\ddot{f}_{2}(t) \\
v_{1}(t)=\dot{f}_{2}(t) \\
v_{2}(t)=\dot{f}_{1}(t)-\ddot{f}_{2}(t)-f_{2}^{(3)}(t)
\end{array}\right.
$$

The solution of the first order system requires the derivatives of $f_{2}$ up to order 3 and thus it is obvious that the p-index is 3, while the solution of the original system only requires $\ddot{f}_{2}$ and thus has p-index 2. If the degree of differentiability of the function $f$ is limited, then the transformation to first order may be mathematically incorrect and there may not exist any continuous solution to the resulting first order system, whereas there exist continuous solutions to the original second order system. The extra differentiation occurring in the solution of the first order system is responsible for the increase in the p-index. However, if we only introduce $v=\dot{x}_{1}$ as new variable, then no extra derivations of $f$ are needed and, therefore, no increase in the p-index occurs.

As we see in Example 1.2, introducing only some derivatives in the transformation to first order systems may avoid an increase of the index, but in general we do not know which derivatives can be included without difficulties. To solve this problem a condensed form for linear higher order differential-algebraic systems is introduced in [21, 24], which allows an identification of those higher order derivatives of variables that can be replaced to obtain a first order system without changing the smoothness requirements or increasing the index.

The second problem, i.e., the failure of numerical methods is illustrated by the following example taken from [1, 22].
Example 1.3. Consider the second order system

$$
\begin{align*}
{\left[\begin{array}{l}
\ddot{y}_{1} \\
\ddot{y}_{2}
\end{array}\right] } & =2\left[\begin{array}{c}
y_{2} \\
-y_{1}
\end{array}\right]+\lambda\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right],  \tag{6}\\
0 & =y_{1}^{2}+y_{2}^{2}-1 .
\end{align*}
$$

A corresponding first order system reads

$$
\begin{align*}
{\left[\begin{array}{c}
\dot{y}_{1} \\
\dot{y}_{2}
\end{array}\right] } & =\left[\begin{array}{c}
z_{1} \\
z_{2}
\end{array}\right] \\
{\left[\begin{array}{c}
\dot{z}_{1} \\
\dot{z}_{2}
\end{array}\right] } & =2\left[\begin{array}{c}
y_{2} \\
-y_{1}
\end{array}\right]+\lambda\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right],  \tag{7}\\
0 & =y_{1}^{2}+y_{2}^{2}-1
\end{align*}
$$

The equations model a particle on a circular track subject to a tangential force and form a semi-explicit differential-algebraic system of p-index 3.
For the numerical solution of the first order system (7) we use BDF methods of order $k=1,2$ once with constant stepsize and once with variable stepsize. In Table 1 the absolute errors of the algebraic variable $\lambda$ are presented, which are obtained by solving the first order system (7) with the BDF method of order $k=1$ and the variable stepsizes given in the second column of Table 1. We can observe large errors (displayed in bold face), whenever there is a change in the stepsize. The reason for this effect is, that for problems of $p$-index $\nu \geq 3$ the BDF method with $k=1$ (implicit Euler method) in general produces large errors in the first $\nu-2$ steps after a change of stepsize. In Table 2 the absolute errors of the algebraic variable $\lambda$ are given, which are obtained by solving the first order system (7) with constant stepsize BDF methods of order $k=1,2$. More precisely, we use the BDF method of order $k=1$ in the first step and then BDF methods of order $k=2$ in the following steps with the stepsize $h=0.005$ in the first case and $h=0.01$ in the second case. Here, we observe again high errors at the first step after the stepsize changes from 0 to $h$. In addition, large errors occur when the order is changed after the first step. In general, BDF methods for solving higher index DAEs may suffer from a reduction of the convergence order, whenever there is a change in the stepsize or in the order of the method, see [2].

A third difficulty that arises in practice, is that the second order system may be badly scaled and that there are disturbances and perturbations in the data, such that the transformation to first order leads to very different solutions in the perturbed systems [14]. Furthermore, the transformation to first order leads to systems of double dimension and it may destroy certain structures, e.g. symmetries of the second order system as can be seen in Example 1.2.

In the following we will present numerical methods for the numerical solution of semi-explicit second order DAEs. First, we will describe numerical methods for the numerical solution of second order ordinary differential equations and extend these methods to the solution of second order semi-explicit DAEs. Altogether, we will consider BDF methods, RungeKutta methods and general linear methods. Finally, we give some numerical examples to demonstrate the behavior of the discussed methods.

| Step <br> no. | Stepsize <br> $\times 10^{-3}$ | $\left\|\lambda\left(t_{j}\right)-\lambda_{j}\right\|$ <br> $(\mathrm{BDF})$ |
| :---: | :---: | :---: |
| 1 | 1.000 | $\mathbf{2 . 0 0 8 0}$ |
| 2 | 1.000 | 0.0080 |
| 3 | 0.200 | $\mathbf{8 . 0 3 0 3}$ |
| 4 | 0.040 | $\mathbf{8 . 0 3 4 8}$ |
| 5 | 0.008 | $\mathbf{8 . 0 3 5 7}$ |
| 6 | 0.008 | 0.0001 |
| 7 | 0.016 | $\mathbf{1 . 0 0 4 7}$ |
| 8 | 0.032 | $\mathbf{1 . 0 0 4 8}$ |
| 9 | 0.064 | $\mathbf{1 . 0 0 5 2}$ |
| 10 | 0.064 | 0.0006 |

Table 1: Absolute errors for the algebraic variable $\lambda$ in Example 1.3 obtained by BDF methods of order $k=1$ with variable stepsizes.

| Step <br> no. | time <br> $t_{n}$ | $\left\|\lambda\left(t_{j}\right)-\lambda_{j}\right\|$ <br> $h=0.005$ | $\left\|\lambda\left(t_{j}\right)-\lambda_{j}\right\|$ <br> $h=0.01$ |
| :---: | :---: | :---: | :---: |
| 1 | 1.0050 | $\mathbf{2 . 0 4 0 0}$ |  |
| 2 | 1.0100 | $\mathbf{4 . 0 1 9 0}$ | $\mathbf{2 . 0 8 1 0}$ |
| 3 | 1.0150 | $\mathbf{1 . 0 1 2 0}$ |  |
| 4 | 1.0200 | 0.0012 | $\mathbf{4 . 0 3 5 0}$ |
| 5 | 1.0300 | 0.0013 | $\mathbf{1 . 0 2 8 0}$ |
| 6 | 1.0400 | 0.0013 | 0.0052 |
| 7 | 1.0500 | 0.0014 | 0.0054 |

Table 2: Absolute errors for the algebraic variable $\lambda$ in Example 1.3 obtained by constant stepsize BDF methods of order $k=1,2$. We use the BDF method of order $k=1$ in the first step and then BDF methods of order $k=2$ in the following steps with the stepsize $h=0.005$ in the first case and $h=0.01$ in the second case.

## 2 Numerical Methods for Second Order Systems

### 2.1 BDF Methods

For the direct numerical solution of second order differential-algebraic systems with BDF methods we follow an approach introduced in [22], where a variable-step version of the implicit Euler method for second order DAEs of p-index $\nu \in\{2,3\}$ is introduced and a generalization to variable-step variable-order BDF methods is given. To explain this approach we consider the semi-explicit second order differential-algebraic initial value problem (1) of p-index 3.
Following the classical approach of transforming the second order system (1) into a first order system leads to

$$
\begin{align*}
\dot{y}_{0}(t) & =y_{1}(t) \\
\dot{y}_{1}(t) & =f\left(t, y_{0}(t), y_{1}(t), \lambda(t)\right)  \tag{8}\\
0 & =g\left(t, y_{0}(t)\right)
\end{align*}
$$

where $\left[y_{0}(t), y_{1}(t)\right]:=[y(t), \dot{y}(t)]$.
We want to discretize systems (1) and (8) on an interval $\mathbb{I}=\left[t_{0}, t_{0}+T\right]$, where $t_{n}=t_{n-1}+h_{n}$ for all $n=1, \ldots, N$ and $h_{n}$ denotes the stepsize in step $n$. First, we consider the first order system (8). Approximating the first order derivatives using the implicit Euler method (BDF
method of order $k=1$ ) leads to the implicit Euler approximation

$$
\begin{align*}
\frac{\hat{y}_{0, n}-\hat{y}_{0, n-1}}{t_{n}-t_{n-1}} & =\hat{y}_{1, n} \\
\frac{\hat{y}_{1, n}-\hat{y}_{1, n-1}}{t_{n}-t_{n-1}} & =f\left(t_{n}, \hat{y}_{0, n}, \hat{y}_{1, n}, \lambda_{n}\right)  \tag{9}\\
0 & =g\left(t_{n}, \hat{y}_{0, n}\right)
\end{align*}
$$

where $\hat{y}_{0,0}=\eta_{0}$ and $\hat{y}_{1,0}=\eta_{1}$. Here, $\hat{y}_{0, n}, \hat{y}_{1, n}$ and $\lambda_{n}$ approximate $y_{0}\left(t_{n}\right), y_{1}\left(t_{n}\right)$ and $\lambda\left(t_{n}\right)$, respectively. We have stated the difficulties which arise using this approach above, see also [2, 22]. For the direct numerical solution of the second order system (1) we now exchange order reduction and discretization. This means that the second order initial value problem (1) is first discretized by divided differences and after that the discrete equations are written as a system of equations. We denote by $y\left[t_{n}, \ldots, t_{n-k}\right]$ the $k$-th divided difference of $y$, which is recursively defined by

$$
\begin{aligned}
y\left[t_{n}\right] & :=y_{n} \\
y\left[t_{n}, t_{n-1}, \ldots, t_{n-k}\right] & :=\frac{y\left[t_{n}, \ldots, t_{n-k+1}\right]-y\left[t_{n-1}, \ldots, t_{n-k}\right]}{t_{n}-t_{n-k}}
\end{aligned}
$$

For divided differences and small stepsize $h_{n}=t_{n}-t_{n-1}$ it is well known that $k!y\left[t_{n}, \ldots, t_{n-k}\right] \approx$ $y^{(k)}\left(t_{n}\right)$, see [6], and thus we get the approximation

$$
\begin{align*}
2!y\left[t_{n}, \ldots, t_{n-2}\right] & =f\left(t_{n}, y_{0, n}, y_{1, n}, \lambda_{n}\right)+R  \tag{10a}\\
0 & =g\left(t_{n}, y_{0, n}\right) \tag{10b}
\end{align*}
$$

where $R$ denotes a remainder term. Here, $y_{j, n}$ is an approximation to $y^{(j)}\left(t_{n}\right)$ for $j=0,1$ and $\lambda_{n}$ is an approximation to $\lambda\left(t_{n}\right)$. With the relation

$$
y_{j, n} \approx j!y\left[t_{n}, \ldots, t_{n-j}\right] \approx \frac{y_{j-1, n}-y_{j-1, n-1}}{\left(t_{n}-t_{n-j}\right) / j}
$$

we can write (10a) as a system of equations and obtain the discretization

$$
\begin{align*}
\frac{y_{0, n}-y_{0, n-1}}{t_{n}-t_{n-1}} & =y_{1, n} \\
\frac{y_{1, n}-y_{1, n-1}}{\left(t_{n}-t_{n-2}\right) / 2} & =f\left(t_{n}, y_{0, n}, y_{1, n}, \lambda_{n}\right)  \tag{11}\\
0 & =g\left(t_{n}, y_{0, n}\right)
\end{align*}
$$

where $y_{j, 0}=\eta_{j}$ for $j=0,1$ and $t_{m}=t_{0}$ if $m<0$.
In contrast to approximation (9), which only depends on the current stepsize, the modified Euler approximation (11) considers a mean value of the current stepsize $h_{n}$ and the previous stepsize $h_{n-1}=t_{n-1}-t_{n-2}$ for the approximation of $y_{2, n}$. Thus, for constant stepsizes the two approximations are the same. It is interesting to note that method (11) differs from the implicit Euler approximation (9) only in the first step after a change of stepsize. If we have a system of p-index 3 , this is just the step where the implicit Euler method (9) produces large errors as we have seen in Example 1.3.
Method (11) can be generalized to variable-step variable-order methods based on BDF methods. To derive the variable-step variable-order methods given in [22] we follow the idea, that if we apply a BDF method of order $k$ for the estimation of $y^{(j+1)}\left(t_{n}\right)$, then the result should be exact if $y$ is a polynomial of degree at most $k+j$. For $j=0$ this is achieved by the ordinary variable stepsize BDF method of order $k$

$$
\begin{equation*}
\sum_{i=1}^{k} \prod_{m=1}^{i-1}\left(t_{n}-t_{n-m}\right) y_{0}\left[t_{n}, t_{n-1}, \ldots, t_{n-i}\right]=y_{1, n} \tag{12}
\end{equation*}
$$

For $j=1$ this BDF method of order $k$ has to be modified in order to produce exact values of $\ddot{y}\left(t_{n}\right)$ for polynomials $y(t)$ of degree $k+1$. The resulting method is given by

$$
\begin{equation*}
\sum_{i=1}^{k} \alpha_{i, n}^{[2]} y_{1}\left[t_{n}, t_{n-1}, \ldots, t_{n-i}\right]=y_{2, n} \tag{13}
\end{equation*}
$$

where the coefficients $\alpha_{i, n}^{[2]}$ are the BDF-coefficients for the approximation of $y_{2, n}$. In order to obtain exact solutions for polynomials of degree up to $k+1$, these coefficients $\alpha_{i, n}^{[2]}$ have to satisfy the conditions

$$
\begin{equation*}
\sum_{i=1}^{k} \alpha_{i, n}^{[2]} \tilde{y}_{1}\left[t_{n}, t_{n-1}, \ldots, t_{n-i}\right]=\frac{(s+1)!}{(s-1)!} t_{n}^{s-1} \tag{14}
\end{equation*}
$$

for $\tilde{y}_{0}(t)=t^{s+1}$ and $s=1,2, \ldots, k$. In the same way, variable-step variable-order BDF methods for systems of arbitrary high order can be constructed.
Using (12) for the approximation of the first order derivatives and (13) for the approximation of the second order derivatives, a variable-step, variable-order BDF discretization of the second order semi-explicit system (1) is given by

$$
\begin{align*}
\sum_{i=1}^{k} \alpha_{i, n}^{[2]} y_{1}\left[t_{n}, t_{n-1}, \ldots, t_{n-i}\right] & =f\left(t_{n}, y_{0, n}, y_{1, n}, \lambda_{n}\right), \\
0 & =g\left(t_{n}, y_{0, n}\right),  \tag{15}\\
y_{1, n} & =\sum_{i=1}^{k} \prod_{m=1}^{i-1}\left(t_{n}-t_{n-m}\right) y_{0}\left[t_{n}, t_{n-1}, \ldots, t_{n-i}\right]
\end{align*}
$$

for given initial values $y_{0,0}, y_{1,0}$ and $\lambda_{0}$ and with the unknowns $y_{1, n}, y_{0, n}$ and $\lambda_{n}$ at time $t_{n}$ and the divided differences

$$
\begin{align*}
& y_{0}\left[t_{n}, t_{n-1}, \ldots, t_{n-i}\right]=\sum_{j=0}^{i} \alpha_{j}\left(y_{0, n-j+1}-y_{0, n-j}\right),  \tag{16}\\
& y_{1}\left[t_{n}, t_{n-1} \ldots, t_{n-i}\right]=\sum_{j=0}^{i} \hat{\alpha}_{j}\left(y_{1, n-j+1}-y_{1, n-j}\right),
\end{align*}
$$

depending on the current unknowns $y_{1, n}, y_{0, n}$ and on previous values and coefficients $\alpha_{j}, \hat{\alpha}_{j}$ depending on $t_{n}, \ldots, t_{n-i}$.

For the BDF method (13) of fixed order $k$ we get different coefficients $\alpha_{i, n}^{[2]}$, as the calculation of the $\alpha_{i, n}^{[2]}$ depends on the current and previous stepsizes and on the accuracies of the last taken steps. This means that we have to consider the order of the ordinary BDF methods used for the approximation of $y_{1, n}, \ldots, y_{1, n-i}$ occurring in (14). As the coefficients $\alpha_{i, n}^{[2]}$ depend on the current stepsizes, we have to solve a linear system of equations to determine $\alpha_{i, n}^{[2]}$ in each step, provided the stepsize has changed in one of the last taken steps. This linear system is of the form

$$
\begin{equation*}
A \alpha=b \tag{17}
\end{equation*}
$$

where

$$
b=\left[\begin{array}{c}
2  \tag{18}\\
6 t_{n} \\
\vdots \\
\frac{(k+1)!}{(k-1)!} t_{n}^{k-1}
\end{array}\right], \quad A=\left[\tilde{y}_{1}^{(i)}\left[t_{n}, \ldots, t_{n-j}\right]\right]_{i, j=1, . ., k}, \quad \alpha=\left[\alpha_{1, n}^{[2]}, \ldots, \alpha_{k, n}^{[2]}\right]^{T}
$$

arising from (14). Here, we have used

$$
\begin{equation*}
\tilde{y}_{1, s}^{(i)}=\sum_{l=1}^{k_{s}} \prod_{m=1}^{l-1}\left(t_{s}-t_{s-m}\right) \tilde{y}_{0}^{(i)}\left[t_{s}, . ., t_{s-l}\right] \quad \text { for } s=n, . ., n-j, \tag{19}
\end{equation*}
$$

with $\tilde{y}_{0}^{(i)}\left(t_{n}\right)=t_{n}^{i+1}$ in the divided differences occurring in $A$. In this formula, $k_{s}$ denotes the order of the BDF method used for approximating $\tilde{y}_{1, s}^{(i)}$ for $s=n, \ldots, n-j$. If we only write $k$ we will always mean the order $k_{n}$ of the current step $n$.
The algorithm for the numerical solution of system (15) will be briefly described in the following. In every step of the integration procedure we have to solve a nonlinear system of equations with unknown values $x_{n}=\left[y_{0, n}^{T}, \lambda_{0, n}^{T}, y_{1, n}^{T}\right]^{T}$ at time $t_{n}$. This nonlinear system can be written as

$$
F\left(x_{n}\right)=\left[\begin{array}{c}
\sum_{i=1}^{k} \alpha_{i, n}^{[2]} y_{1}\left[t_{n}, \ldots, t_{n-i}\right]-f\left(t_{n}, y_{0, n}, y_{1, n}, \lambda_{n}\right)  \tag{20}\\
g\left(t_{n}, y_{0, n}\right) \\
y_{1, n}-\sum_{i=1}^{k} \prod_{m=1}^{i-1}\left(t_{n}-t_{n-m}\right) y_{0}\left[t_{n}, \ldots, t_{n-i}\right]
\end{array}\right]=0 .
$$

In each time step this nonlinear system may be iteratively solved for $x_{n}$ using Newton's method, i.e.,

$$
\begin{equation*}
x_{n}^{(m+1)}=x_{n}^{(m)}-D F\left(x_{n}^{(m)}\right)^{-1} F\left(x_{n}^{(m)}\right), \tag{21}
\end{equation*}
$$

with a given starting value $x_{n}^{(0)}$. This can be written in the equivalent form

$$
\begin{equation*}
D F\left(x_{n}^{(m)}\right)(\underbrace{x_{n}^{(m+1)}-x_{n}^{(m)}}_{:=\Delta x^{(m+1)}})=-F\left(x_{n}^{(m)}\right) \tag{22}
\end{equation*}
$$

The new iterate $x_{n}^{(m+1)}$ is then given by $x_{n}^{(m+1)}=x_{n}^{(m)}+\Delta x^{(m+1)}$. The solution of the linear system (22) requires the evaluation of the Jacobian $D F\left(x_{n}\right)$ in each step. For system (20) the Jacobian $D F\left(x_{n}\right)$ is given by

$$
D F\left(x_{n}\right)=\left[\begin{array}{ccc}
-f_{y_{0}} & -f_{\lambda_{0}} & \sum_{i=1}^{k} \alpha_{i, n}^{[2]} \frac{1}{\prod_{m=1}^{i}\left(t_{n}-t_{n-m}\right)}-f_{y_{1}}  \tag{23}\\
g_{y_{0}} & 0 & 0
\end{array}\right]
$$

Here, $f_{x}$ denotes the partial derivative of $f$ with respect to $x$, i.e., $f_{x}():.=\frac{\partial}{\partial x} f($.$) and for$ simplicity we have omitted the arguments of the functions and the index $n$.
The initial guess $x_{n}^{(0)}$ for the Newton method is formed by evaluating a predictor polynomial $w_{p}(t)$ at $t_{n}$, which interpolates $x_{n-1-i}$ at the last $k+1$ time steps $t_{n-1-i}$, i.e., $w_{p}\left(t_{n-1-i}\right)=x_{n-1-i}$, for $i=0, \ldots, k$. For the termination of the Newton iteration we use the same strategy that is used in the code DASSL and is described in [2]. The following algorithm in MATLAB [20] notation summarizes the procedure.

Algorithm Modified BDF method for second order systems
INPUT: $X=\left[x_{n-k_{n}}, \ldots, x_{n-1}\right], T=\left[t_{n-k_{n}}, \ldots, t_{n}\right]$
OUTPUT: $x_{n}=\left[y_{0, n}^{T}, \lambda_{0, n}^{T}, y_{1, n}^{T}\right]^{T}$
Determine $b, A$ as in (18);
$\alpha=A \backslash b ;$
$x^{(0)}=w_{p}(X, T) ;\{$ starting value for Newton Iteration $\}$
$m=0$;
repeat $\{$ Newton Iteration\}

```
    Determine \(F\left(x^{(m)}\right), D F\left(x^{(m)}\right)\) as in (20), (23);
    \([L, U, P]=l u(D F)\);
    \(f=-P \cdot F\);
    \(z=L \backslash f ;\)
    \(\Delta x^{(m+1)}=U \backslash z ;\)
    \(x^{(m+1)}=x^{(m)}+\Delta x^{(m+1)} ;\)
    \(m=m+1\);
until converged
\(x_{n}=x^{(m)}\);
```

Here, $l u(D F)$ denotes the LU-decomposition of the matrix $D F$ into an upper and lower triangular matrix, multiplied with a permutation matrix, and $A \backslash b$ denotes Gaussian elimination with partial pivoting as used in MATLAB.

In [22] existence and uniqueness of the solution as well as convergence of the modified implicit Euler methods, i.e., the modified BDF method of order $\mathrm{k}=1$, applied to a $d$-th order semiexplicit differential-algebraic system of index $\nu=d+1$ has been shown. Further, multistep methods for second order ordinary differential equations are treated in [12]. For the special case of second order ordinary differential equations, where the first derivative does not occur explicitly on the right-hand side there are stability, consistency and convergence results as well as order conditions given in $[12,17]$.

Remark 2.1. A proof of convergence for the modified BDF methods of higher order and the examination of stability properties of these methods when applied to second order differentialalgebraic systems are currently under investigation.

### 2.2 Runge-Kutta Methods

To derive Runge-Kutta methods for second order DAEs we will use the concept of collocation for the second order initial value problem. The concept of Runge-Kutta methods as collocation methods is described in detail in [14]. The basic idea of collocation is to find a polynomial of degree $s$ whose derivative coincides at $s$ given points with the vector field of the differential equation. We will first derive the Runge-Kutta methods for second order ordinary differential equations and later extend the approach to DAEs.
Consider the second order initial value problem

$$
\begin{align*}
\ddot{y}(t) & =f(t, y(t), \dot{y}(t)),  \tag{24}\\
y\left(t_{0}\right) & =\eta_{0}, \quad \dot{y}\left(t_{0}\right)=\eta_{1},
\end{align*}
$$

with a function $f:\left[t_{0}, t_{0}+T\right] \times \mathbb{R}^{m} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ on the interval $\left[t_{0}, t_{0}+h\right]$. The polynomial $w_{s}(t)$ of degree $s$ is a collocation polynomial for the initial value problem (24) if it satisfies the conditions

$$
\begin{align*}
w_{s}\left(t_{0}\right) & =\eta_{0}, \\
\dot{w}_{s}\left(t_{0}\right) & =\eta_{1},  \tag{25}\\
\ddot{w}_{s}\left(t_{0}+c_{i} h\right) & =f\left(t_{0}+c_{i} h, w_{s}\left(t_{0}+c_{i} h\right), \dot{w}_{s}\left(t_{0}+c_{i} h\right)\right) .
\end{align*}
$$

We can write $\ddot{w}_{s}\left(t_{0}+x h\right)$ and $\dot{w}_{s}\left(t_{0}+x h\right)$ by means of the Lagrange interpolation formula as

$$
\begin{align*}
& \ddot{w}_{s}\left(t_{0}+x h\right)=\sum_{j=1}^{s} \ddot{w}_{s}\left(t_{0}+c_{j} h\right) L_{j}(x) \\
& \dot{w}_{s}\left(t_{0}+x h\right)=\sum_{j=1}^{s} \dot{w}_{s}\left(t_{0}+c_{j} h\right) L_{j}(x), \quad \text { for } x \in[0,1] \tag{26}
\end{align*}
$$

with the Lagrange polynomials

$$
\begin{equation*}
L_{j}(x)=\prod_{\substack{l=1 \\ l \neq j}}^{s} \frac{x-c_{l}}{c_{j}-c_{l}}, \quad j=1, \ldots, s \tag{27}
\end{equation*}
$$

Integrating the equations (26), it follows that

$$
\begin{align*}
\dot{w}_{s}\left(t_{0}+c_{i} h\right) & =\dot{w}_{s}\left(t_{0}\right)+h \int_{0}^{c_{i}} \sum_{j=1}^{s} \ddot{w}_{s}\left(t_{0}+c_{j} h\right) L_{j}(x) d x \\
& =\dot{w}_{s}\left(t_{0}\right)+h \sum_{j=1}^{s} a_{i j} f\left(t_{0}+c_{j} h, w_{s}\left(t_{0}+c_{j} h\right), \dot{w}_{s}\left(t_{0}+c_{j} h\right)\right),  \tag{28a}\\
\dot{w}_{s}\left(t_{0}+h\right) & =\dot{w}_{s}\left(t_{0}\right)+h \sum_{i=1}^{s} b_{i} f\left(t_{0}+c_{i} h, w_{s}\left(t_{0}+c_{i} h\right), \dot{w}_{s}\left(t_{0}+c_{i} h\right)\right) \tag{28b}
\end{align*}
$$

where the coefficients $a_{i j}$ and $b_{j}$ are defined as

$$
\begin{equation*}
a_{i j}=\int_{0}^{c_{i}} L_{j}(x) d x, \quad b_{j}=\int_{0}^{1} L_{j}(x) d x, \quad i, j=1, \ldots, s \tag{28c}
\end{equation*}
$$

Further integration yields

$$
\begin{align*}
w_{s}\left(t_{0}+c_{i} h\right) & =w_{s}\left(t_{0}\right)+h \int_{0}^{c_{i}} \sum_{j=1}^{s} \dot{w}_{s}\left(t_{0}+c_{j} h\right) L_{j}(x) d x \\
& =w_{s}\left(t_{0}\right)+h c_{i} \dot{w}_{s}\left(t_{0}\right)+h^{2} \sum_{l=1}^{s} \tilde{a}_{i l} f\left(t_{0}+c_{l} h, w_{s}\left(t_{0}+c_{l} h\right), \dot{w}_{s}\left(t_{0}+c_{l} h\right)\right),  \tag{28d}\\
w_{s}\left(t_{0}+h\right) & =w_{s}\left(t_{0}\right)+h \dot{w}_{s}\left(t_{0}\right)+h^{2} \sum_{j=1}^{s} \tilde{b}_{j} f\left(t_{0}+c_{j} h, w_{s}\left(t_{0}+c_{j} h\right), \dot{w}_{s}\left(t_{0}+c_{j} h\right)\right), \tag{28e}
\end{align*}
$$

where we have used that $\sum_{i=1}^{s} b_{i}=1$ and $\sum_{j=1}^{s} a_{i j}=c_{i}$ and have defined the coefficients $\tilde{a}_{i l}$ and $\tilde{b}_{j}$ via

$$
\begin{equation*}
\tilde{a}_{i l}=\sum_{j=1}^{s} a_{i j} a_{j l} \text { and } \tilde{b}_{j}=\sum_{i=1}^{s} b_{i} a_{i j}, \quad i, j, l=1, \ldots, s \tag{28f}
\end{equation*}
$$

Using the formulas (28) in each integration step we get an $s$-stage, implicit Runge-Kutta method for the second order system (24) as

$$
\begin{align*}
y_{n} & =y_{n-1}+h \dot{y}_{n-1}+h^{2} \sum_{i=1}^{s} \tilde{b}_{i} f\left(t_{n-1}+c_{i} h, Y_{n i}, \dot{Y}_{n i}\right), \\
\dot{y}_{n} & =\dot{y}_{n-1}+h \sum_{i=1}^{s} b_{i} f\left(t_{n-1}+c_{i} h, Y_{n i}, \dot{Y}_{n i}\right), \\
Y_{n i} & =y_{n-1}+h c_{i} \dot{y}_{n-1}+h^{2} \sum_{j=1}^{s} \tilde{a}_{i j} f\left(t_{n-1}+c_{j} h, Y_{n j}, \dot{Y}_{n j}\right),  \tag{29}\\
\dot{Y}_{n i} & =\dot{y}_{n-1}+h \sum_{j=1}^{s} a_{i j} f\left(t_{n-1}+c_{j} h, Y_{n j}, \dot{Y}_{n j}\right),
\end{align*}
$$

where we use the notation $y_{n}=w_{s}\left(t_{n-1}+h\right), \dot{y}_{n}=\dot{w}_{s}\left(t_{n-1}+h\right)$ and $Y_{n i}=w_{s}\left(t_{n-1}+c_{i} h\right)$, $\dot{Y}_{n i}=\dot{w}_{s}\left(t_{n-1}+c_{i} h\right)$ for $i=1, \ldots, s$.

Definition 2.2. The Runge-Kutta method (29) is said to have order p, if for sufficiently smooth problems (24) it holds that

$$
\begin{aligned}
& y\left(t_{0}+h\right)-y_{1}=O\left(h^{p+1}\right) \\
& \dot{y}\left(t_{0}+h\right)-\dot{y}_{1}=O\left(h^{p+1}\right) .
\end{aligned}
$$

Remark 2.3. Just demanding order $p-1$ for the approximation of the derivative is not sufficient, since the approximation to the derivative enters the approximation to the solution itself. If the first is of order $p-1$ and the second of order $p$, then the overall approximation to the solution will be of order $p-1$.

Convergence of the Runge-Kutta methods (29) applied to the second order ordinary differential equation (24) is treated in [12], where order conditions are specified. These order conditions can be given as simplifying assumptions similar to the first order case, see [12]:

$$
\begin{aligned}
& B(p): \quad \sum_{i=1}^{s} b_{i} c_{i}^{k-1}=\frac{1}{k}, \text { for } k=1, \ldots, p, \\
& C(q): \quad \sum_{j=1}^{s} a_{i j} c_{j}^{k-1}=\frac{c_{i}^{k}}{k}, \text { for } k=1, \ldots, q, \quad i=1, \ldots, s, \\
& D(\xi): \quad \sum_{i=1}^{s} b_{i} c_{i}^{k-1} a_{i j}=\frac{b_{j}}{k}\left(1-c_{j}^{k}\right), \text { for } k=1, \ldots, \xi, \quad j=1, \ldots, s, \\
& \tilde{B}(p): \quad \sum_{i=1}^{s} \tilde{b}_{i} c_{i}^{k-1}=\frac{1}{(k+1) k}, \text { for } k=1, \ldots, p-1, \\
& \tilde{C}(q): \quad \sum_{j=1}^{s} \tilde{a}_{i j} c_{j}^{k-1}=\frac{c_{i}^{k+1}}{(k+1) k}, \text { for } k=1, \ldots, q-1, \quad i=1, \ldots, s, \\
& \tilde{D}(\xi): \quad \sum_{i=1}^{s} b_{i} c_{i}^{k-1} \tilde{a}_{i j}=b_{j} \frac{c_{i}^{k+1}}{(k+1) k}-\frac{c_{i}}{k}+\frac{1}{k+1}, \text { for } k=1, \ldots, \xi-1, \quad j=1, \ldots, s
\end{aligned}
$$

These conditions are purely algebraic conditions for the coefficients of the Runge-Kutta method (29). If $C(q)$ and $\tilde{C}(q)$ are satisfied, then $q$ is called the stage order of the method. For the notation of the coefficients we use an adaption to the general notation of Runge-Kutta coefficients using the so-called Butcher diagram, which is given by

$$
\begin{array}{c|ccc|ccc}
c_{1} & a_{11} & \ldots & a_{1 s} & \tilde{a}_{11} & \ldots & \tilde{a}_{1 s} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
c_{s} & a_{s 1} & \ldots & a_{s s} & \tilde{a}_{s 1} & \ldots & \tilde{a}_{s s} \\
\hline & b_{1} & \ldots & b_{s} & \tilde{b}_{1} & \ldots & \tilde{b}_{s}
\end{array}
$$

or by

$$
\begin{array}{c|c|c}
c & A & \tilde{A} \\
\hline & b^{T} & \tilde{b}^{T}
\end{array}
$$

where $A=\left[a_{i j}\right], \tilde{A}=\left[\tilde{a}_{i j}\right], b=\left[b_{1}, b_{2}, \ldots, b_{s}\right]^{T}, \tilde{b}=\left[\tilde{b}_{1}, \tilde{b}_{2}, \ldots, \tilde{b}_{s}\right]^{T}$ and $c=\left[c_{1}, c_{2}, \ldots, c_{s}\right]^{T}$.
Example 2.4. We give the coefficients for two Runge-Kutta methods of the form (29) with $s=2$. To do this, we choose known Runge-Kutta collocation methods such as Gauss and Radau-IIA methods [14] for the approximation of $\dot{y}_{n}$ with coefficients $a_{i j}, b_{i}$ and $c_{i}$ and determine $\tilde{a}_{i j}$ and $\tilde{b}_{i}$ using the formulas (28f). This gives the following methods.


The Gauss method is of order $p=4$ and the Radau method is of order $p=3$.
After the development of Runge-Kutta methods for second order ordinary differential equations, we can modify these methods for the numerical solution of the second order semi-explicit differential-algebraic system (1). A Runge-Kutta method (29) applied to (1) can be written in the form

$$
\begin{align*}
& y_{n}=y_{n-1}+h \dot{y}_{n-1}+h^{2} \sum_{i=1}^{s} \tilde{b}_{i} \ddot{Y}_{n i}, \\
& \dot{y}_{n}=\dot{y}_{n-1}+h \sum_{i=1}^{s} b_{i} \ddot{Y}_{n i}, \\
& \lambda_{n}=\lambda_{n-1}+h \dot{\lambda}_{n-1}+h^{2} \sum_{i=1}^{s} \tilde{b}_{i} \ddot{\Lambda}_{n i},  \tag{30a}\\
& \dot{\lambda}_{n}=\dot{\lambda}_{n-1}+h \sum_{i=1}^{s} b_{i} \ddot{\Lambda}_{n i},
\end{align*}
$$

where

$$
\begin{align*}
\ddot{Y}_{n i} & =f\left(t_{n-1}+c_{i} h, Y_{n i}, \dot{Y}_{n i}, \Lambda_{n i}\right)  \tag{30b}\\
0 & =g\left(t_{n-1}+c_{i} h, Y_{n i}\right)
\end{align*}
$$

and the internal stages are given by

$$
\begin{align*}
& Y_{n i}=y_{n-1}+h c_{i} \dot{y}_{n-1}+h^{2} \sum_{j=1}^{s} \tilde{a}_{i j} \ddot{Y}_{n j}, \\
& \dot{Y}_{n i}=\dot{y}_{n-1}+h \sum_{j=1}^{s} a_{i j} \ddot{Y}_{n j},  \tag{30c}\\
& \Lambda_{n i}=\lambda_{n-1}+h c_{i} \dot{\lambda}_{n-1}+h^{2} \sum_{j=1}^{s} \tilde{a}_{i j} \ddot{\Lambda}_{n j}
\end{align*}
$$

for $i=1, \ldots, s$ and given initial values.
For the implementation it is useful to write method (30) in a slightly different form. We summarize the variables into $x=\left[y^{T}, \lambda^{T}\right]^{T}$ and define $X_{n}=\left[X_{n 1}^{T}, \ldots, X_{n s}^{T}\right]^{T}$ with $X_{n i}=$ $\left[Y_{n i}^{T}, \Lambda_{n i}^{T}\right]^{T}$ (the same holds for $\dot{X}_{n}$ and $\ddot{X}_{n}$ ). Further, we use the Kronecker product of two matrices defined as follows.

Definition 2.5. Let $A$ be a $n \times m$ matrix with entries $a_{i j}$ and let $B$ be a $p \times q$ matrix. Then the Kronecker product of $A$ and $B$ is the $n p \times m q$ block matrix

$$
A \otimes B=\left[\begin{array}{ccc}
a_{11} B & \ldots & a_{1 m} B  \tag{31}\\
\vdots & & \vdots \\
a_{n 1} B & \ldots & a_{n m} B
\end{array}\right]
$$

This means that for a term $(A \otimes I) V=W$ with vectors $V=\left[v_{1}, v_{2}, \ldots, v_{k}\right]^{T}$ and $W=$ $\left[w_{1}, w_{2}, \ldots, w_{k}\right]^{T}$ the coefficients of $W$ are given by $w_{i}=\sum_{j=1}^{k} a_{i j} v_{j}$ for $i=1, \ldots, k$.

Using these conventions, method (30) can be written as

$$
\begin{align*}
& x_{n}=x_{n-1}+h \dot{x}_{n-1}+h^{2}\left(\tilde{b}^{T} \otimes I_{m}\right) \ddot{X}_{n}, \\
& \dot{x}_{n}=\dot{x}_{n-1}+h\left(b^{T} \otimes I_{m}\right) \ddot{X}_{n}, \tag{32a}
\end{align*}
$$

where $\ddot{X}_{n}$ is given by the nonlinear system

$$
F\left(X_{n}, \dot{X}_{n}, \ddot{X}_{n}\right)=\left[\begin{array}{c}
F\left(X_{n 1}, \dot{X}_{n 1}, \ddot{X}_{n 1}\right)  \tag{32b}\\
\vdots \\
F\left(X_{n s}, \dot{X}_{n s}, \ddot{X}_{n s}\right)
\end{array}\right]=\left[\begin{array}{c}
\ddot{Y}_{n 1}-f\left(t_{n-1}+c_{1} h, Y_{n 1}, \dot{Y}_{n 1}, \Lambda_{n 1}\right) \\
g\left(t_{n-1}+c_{1} h, Y_{n 1}\right) \\
\vdots \\
\ddot{Y}_{n s}-f\left(t_{n-1}+c_{s} h, Y_{n s}, \dot{Y}_{n s}, \Lambda_{n s}\right) \\
g\left(t_{n-1}+c_{s} h, Y_{n s}\right)
\end{array}\right]=0
$$

with internal stages given by

$$
\begin{align*}
& X_{n}=\left(e_{s} \otimes I_{m}\right) x_{n-1}+h\left(c \otimes I_{m}\right) \dot{x}_{n-1}+h^{2}\left(\tilde{A} \otimes I_{m}\right) \ddot{X}_{n} \\
& \dot{X}_{n}=\left(e_{s} \otimes I_{m}\right) \dot{x}_{n-1}+h\left(A \otimes I_{m}\right) \ddot{X}_{n} . \tag{32c}
\end{align*}
$$

Here, $m=m_{y}+m_{\lambda}$ is the dimension of the system, $I_{m}$ is the $m$-dimensional identity matrix and $e_{s}=[1, \ldots, 1]^{T}$ of dimension $s$.

In each step of the integration procedure the nonlinear system (32b) has to be solved in order to obtain values $\ddot{X}_{n}$, which can then be inserted into (32a) for the determination of the new values $x_{n}$ and $\dot{x}_{n}$. Again, this nonlinear system may be solved by means of a Newton method, where we use the Jacobian of $F$ given by

$$
\begin{equation*}
D F\left(X_{n}, \dot{X}_{n}, \ddot{X}_{n}\right)=\left\{F_{\ddot{X}}\right\}+h^{2}\left(\tilde{A} \otimes I_{m}\right)\left\{F_{X}\right\}+h\left(A \otimes I_{m}\right)\left\{F_{\dot{X}}\right\} . \tag{33}
\end{equation*}
$$

Here, we have used the notation

$$
\left\{F_{y}\right\}=\text { blockdiag }\left(\frac{\partial F}{\partial y}\left(X_{n 1}, \dot{X}_{n 1}, \ddot{X}_{n 1}\right), \ldots, \frac{\partial F}{\partial y}\left(X_{n s}, \dot{X}_{n s}, \ddot{X}_{n s}\right)\right)
$$

The remaining procedure is analogous to that described for the BDF methods. One time step in the Runge-Kutta integration is summarized in the following algorithm.

Algorithm Runge-Kutta method for second order systems
INPUT: $x_{n-1}=\left[y_{n-1}^{T}, \lambda_{n-1}^{T}\right]^{T}, \dot{x}_{n-1}=\left[\dot{y}_{n-1}^{T}, \dot{\lambda}_{n-1}^{T}\right]^{T}, t_{n-1}, h$,
OUTPUT: $x_{n}=\left[y_{n}^{T}, \lambda_{n}^{T}\right]^{T}, \dot{x}_{n}=\left[\dot{y}_{n}^{T}, \dot{\lambda}_{n}^{T}\right]^{T}$,

$$
\begin{aligned}
& : t_{n}=t_{n-1}+h ; \\
& : \text { Get Runge-Kutta coefficients } A, \tilde{A}, b, \tilde{b}, c ;
\end{aligned}
$$

```
\(x^{(0)}=[0, \ldots, 0]^{T} ;\{\) starting value for Newton Iteration \(\}\)
\(k=0\);
repeat \{Newton Iteration\}
    \(\ddot{X}=x^{(k)}\);
    \(X=\left(e_{s} \otimes I_{m}\right) x_{n-1}+h\left(c \otimes I_{m}\right) \dot{x}_{n-1}+h^{2}\left(\tilde{A} \otimes I_{m}\right) \ddot{X} ;\)
    \(\dot{X}=\left(e_{s} \otimes I_{m}\right) \dot{x}_{n-1}+h\left(A \otimes I_{m}\right) \ddot{X} ;\)
    Compute \(F(X, \dot{X}, \ddot{X})\) as in (32b);
    Compute \(D F(X, \dot{X}, \ddot{X})\) as in (33);
    Scale \(D F=1 / h^{2} D F ; \quad F=1 / h^{2} F ;\)
    \([L, U, P]=l u(D F)\);
    \(f=-P \cdot F\);
    \(z=L \backslash f ;\)
    \(\Delta x^{(k+1)}=U \backslash z ;\)
    \(x^{(k+1)}=x^{(k)}+\Delta x^{(k+1)}\);
    \(k=k+1 ;\)
until converged
\(x_{n}=x_{n-1}+h \dot{x}_{n-1}+h^{2}\left(\tilde{b}^{T} \otimes I_{m}\right) x^{(k)} ;\)
\(\dot{x}_{n}=\dot{x}_{n-1}+h\left(b^{T} \otimes I_{m}\right) x^{(k)} ;\)
```

The scaling in line 11 improves the condition number of the iteration matrix as for small stepsizes the iteration matrix is close to singular due to the factor $h^{2}$.

One-step methods for ordinary differential equations of higher order as e.g., Taylor's series methods, Runge-Kutta methods and Nyström methods with convergence and consistency results are treated in $[8,17,28]$. The algebraic theory concerning the relevant order conditions has been studied in some particular cases; see for example [16, 15, 28] where Runge-Kutta methods for differential systems of arbitrary order are discussed. Nyström methods [12, 13] are specially adapted to second order equations and are similar to the Runge-Kutta methods (29), but the coefficients do not necessarily satisfy condition (28f). Convergence and order conditions for Nyström methods applied to second order ordinary differential equations are treated in [12]. For special second order systems, where the right-hand side does not depend explicitly on the first derivative, the direct methods are shown to be more efficient than the classical Runge-Kutta methods.
Remark 2.6. Convergence results and stability properties for Runge-Kutta methods applied to second order differential-algebraic equations are currently under investigation.

### 2.3 General Linear Methods

The same approach as for Runge-Kutta methods for the numerical solution of second order differential-algebraic systems can be used to construct general linear methods. General linear methods can be seen as a generalization of multistep methods (e.g. BDF methods) and multistage methods (e.g. Runge-Kutta methods). For an introduction to general linear methods see $[3,12]$. Again, we describe the method for second order ordinary differential equations and extend this approach to DAEs.

General linear methods are both multistage and multivalued methods. In order to obtain methods for second order systems we model the method in the style of a Runge-Kutta method, but with a number of $k$ input quantities imported into and going out of step $n$, instead of just one as in the case of Runge-Kutta methods. For ease of representation we restrict ourselves to autonomous systems of second order ordinary differential equations and consider initial value problems of the form

$$
\begin{equation*}
\ddot{y}(t)=f(y(t), \dot{y}(t)), \quad y\left(t_{0}\right)=y_{0}, \quad \dot{y}\left(t_{0}\right)=y_{1} . \tag{34}
\end{equation*}
$$

This is no limitation as each non-autonomous system can always be tranformed into an autonomous system by introducing the time $t$ as new variable, without changing the solution behavior, see [18], Lemma 4.8.
A $k$-step $s$-stage general linear method for the numerical solution of the second order initial value problem (34) is then given by

$$
\begin{equation*}
y_{n, i}=\sum_{j=1}^{k} \tilde{v}_{i j} y_{n-1, j}+h^{2} \sum_{j=1}^{s} \tilde{b}_{i j} f\left(Y_{n, j}, \dot{Y}_{n, j}\right), \tag{35a}
\end{equation*}
$$

for $i=1, \ldots, k$, with internal stages given by

$$
\begin{align*}
& Y_{n, i}=\sum_{j=1}^{k} \tilde{u}_{i j} y_{n-1, j}+h^{2} \sum_{j=1}^{s} \tilde{a}_{i j} f\left(Y_{n, j}, \dot{Y}_{n, j}\right), \\
& \dot{Y}_{n, i}=\sum_{j=1}^{k} u_{i j} y_{n-1, j}+h \sum_{j=1}^{s} a_{i j} f\left(Y_{n, j}, \dot{Y}_{n, j}\right), \tag{35b}
\end{align*}
$$

for $i=1, \ldots, s$, where $h>0$ denotes the stepsize and $t_{n}=n h$. If we define the coefficient matrices

$$
\begin{array}{ll}
\tilde{\mathcal{V}}=\left[\tilde{v}_{i j}\right] \in \mathbb{R}^{k \times k}, \quad \tilde{\mathcal{B}}=\left[\tilde{b}_{i j}\right] \in \mathbb{R}^{k \times s}, \quad \tilde{\mathcal{U}}=\left[\tilde{u}_{i j}\right] \in \mathbb{R}^{s \times k}, \\
\tilde{\mathcal{A}}=\left[\tilde{a}_{i j}\right] \in \mathbb{R}^{s \times s}, \quad \mathcal{U}=\left[u_{i j}\right] \in \mathbb{R}^{s \times k}, \quad \mathcal{A}=\left[a_{i j}\right] \in \mathbb{R}^{s \times s},
\end{array}
$$

and the vector $c=\left[c_{1}, \ldots, c_{s}\right]^{T}$, then we can write method (35) in a more compact form as

$$
\begin{align*}
y^{[n]} & =\left(\tilde{\mathcal{V}} \otimes I_{m}\right) y^{[n-1]}+h^{2}\left(\tilde{\mathcal{B}} \otimes I_{m}\right) F\left(Y_{n}, \dot{Y}_{n}\right) \\
Y_{n} & =\left(\tilde{\mathcal{U}} \otimes I_{m}\right) y^{[n-1]}+h^{2}\left(\tilde{\mathcal{A}} \otimes I_{m}\right) F\left(Y_{n}, \dot{Y}_{n}\right)  \tag{36}\\
\dot{Y}_{n} & =\left(\mathcal{U} \otimes I_{m}\right) y^{[n-1]}+h\left(\mathcal{A} \otimes I_{m}\right) F\left(Y_{n}, \dot{Y}_{n}\right)
\end{align*}
$$

where $m$ is again the dimension of the system and
$F\left(Y_{n}, \dot{Y}_{n}\right)=\left[\begin{array}{c}f\left(Y_{n, 1}, \dot{Y}_{n, 1}\right) \\ \vdots \\ f\left(Y_{n, s}, \dot{Y}_{n, s}\right)\end{array}\right], y^{[n]}=\left[\begin{array}{c}y_{n, 1} \\ \vdots \\ y_{n, k}\end{array}\right], Y_{n}=\left[\begin{array}{c}Y_{n, 1} \\ \vdots \\ Y_{n, s}\end{array}\right]$ and $\dot{Y}_{n}=\left[\begin{array}{c}\dot{Y}_{n, 1} \\ \vdots \\ \dot{Y}_{n, s}\end{array}\right]$.
In the following we will remove the Kronecker product with $I_{m}$ for ease of representation and get the following representation of the general linear method

$$
\begin{align*}
y^{[n]} & =\tilde{\mathcal{V}} y^{[n-1]}+h^{2} \tilde{\mathcal{B}} F\left(Y_{n}, \dot{Y}_{n}\right) \\
Y_{n} & =\tilde{\mathcal{U}} y^{[n-1]}+h^{2} \tilde{\mathcal{A}} F\left(Y_{n}, \dot{Y}_{n}\right)  \tag{37}\\
\dot{Y}_{n} & =\mathcal{U} y^{[n-1]}+h \mathcal{A} F\left(Y_{n}, \dot{Y}_{n}\right)
\end{align*}
$$

It is also conventional to write the coefficients of the method as a matrix

$$
\mathcal{M}=\left[\begin{array}{cc}
\tilde{\mathcal{A}} & \tilde{\mathcal{U}}  \tag{38}\\
\mathcal{A} & \mathcal{U} \\
\tilde{\mathcal{B}} & \tilde{\mathcal{V}}
\end{array}\right]
$$

Example 2.7. If we consider the Runge-Kutta method (29) as a general linear method, then the coefficient matrices in (37) are given by

$$
\begin{align*}
& \tilde{\mathcal{V}}=\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right], \quad \tilde{\mathcal{U}}=\left[\begin{array}{ll}
1 & c_{1} \\
1 & c_{2}
\end{array}\right], \quad \mathcal{U}=\left[\begin{array}{ll}
0 & \frac{1}{h} \\
0 & \frac{1}{h}
\end{array}\right], \quad \tilde{\mathcal{B}}=\left[\begin{array}{lll}
\tilde{b}_{1} & \ldots & \tilde{b}_{s} \\
b_{1} & \ldots & b_{s}
\end{array}\right],  \tag{39}\\
& \tilde{\mathcal{A}}=\left[\tilde{a}_{i j}\right] \in \mathbb{R}^{s, s}, \quad \mathcal{A}=\left[a_{i j}\right] \in \mathbb{R}^{s, s}, \quad c=\left[c_{1}, \ldots, c_{s}\right]^{T} .
\end{align*}
$$

In (39) the coefficients $a_{i j}, b_{i}, \tilde{a}_{i j}, \tilde{b}_{i}$ and $c_{i}$ are the coefficients of the Runge-Kutta method.

The general linear method (37) only makes sense for second order systems, if we require that the quantities passed from step to step are in Nordsieck form, i.e.,

$$
y^{[n]} \approx\left[\begin{array}{c}
y\left(t_{n}\right)  \tag{40}\\
h \dot{y}\left(t_{n}\right) \\
h^{2} \ddot{y}\left(t_{n}\right) \\
\vdots \\
h^{k-1} y^{(k-1)}\left(t_{n}\right)
\end{array}\right]
$$

In addition to the approximation scheme (37) we need a so-called correct value function and a starting procedure for the numerical solution of the second order system (34). We define the correct value function $z(t, h)$, which takes values in $\mathbb{R}^{m k}$. Each of the $k$ components of $z(t, h)$ represents an $m$ dimensional function, which relates in some way to the exact solution $y(t)$. This means that the correct value function gives an interpretation of the values $y^{[n]}$, i.e., $z_{n}=z\left(t_{n}, h\right)$ is approximated by $y^{[n]}$, so that the global error is given by $y^{[n]}-z_{n}$. The exact value function for a method in Nordsieck form is therefore given by

$$
z(t, h)=\left[\begin{array}{c}
y(t)  \tag{41}\\
h \dot{y}(t) \\
\vdots \\
h^{k-1} y^{(k-1)}(t)
\end{array}\right]
$$

Further, the internal stages $Y_{n, i}$ and $\dot{Y}_{n, i}$ approximate $y\left(t_{n}+c_{i} h\right)$ and $\dot{y}\left(t_{n}+c_{i} h\right)$ for $i=$ $1, \ldots, s$, where $y(t)$ is the exact solution of (34).
In general, only the initial values $y\left(t_{0}\right)=y_{0}$ and $\dot{y}\left(t_{0}\right)=y_{1}$ are given, so that we need a starting procedure $S(h)$, which specifies the starting value $y^{[0]}=S(h)$. This means that $S(h)$ approximates $z_{0}=z\left(t_{0}, h\right)$. The order of accuracy of a general linear method is defined relative to this starting method.

Definition 2.8. A general linear method (37) has order $p$ (relative to $S$ ), if

$$
\begin{equation*}
y^{[1]}=z\left(x_{1}, h\right)+O\left(h^{p+1}\right) . \tag{42}
\end{equation*}
$$

A general linear method (37) has stage order $q$ (relative to $S$ ), if

$$
\begin{align*}
& Y_{1 i}=y\left(t_{0}+c_{i} h\right)+O\left(h^{q+1}\right)  \tag{43}\\
& \dot{Y}_{1 i}=\dot{y}\left(t_{0}+c_{i} h\right)+O\left(h^{q+1}\right)
\end{align*}
$$

When deriving general linear methods there are certain design choices to be made. The four main parameter choices for general linear methods are

- $p$, the overall order of the method,
- $q$, the stage order of the method,
- $k$, the number of approximations passed from step to step,
- $s$, the number of stages.

We make some simplifying assumptions which make the construction of general linear methods more simple. As suggested in [27], we assume that the stage order equals the overall order, i.e. $q=p$, and that $k=p+1$ as well as $s=p+1$ for several reasons as explained in [27]. Therefore, we have

$$
y^{[n]}=\left[\begin{array}{c}
y\left(t_{n}\right)  \tag{44}\\
h \dot{y}\left(t_{n}\right) \\
h^{2} \ddot{y}\left(t_{n}\right) \\
\vdots \\
h^{p} y^{(p)}\left(t_{n}\right)
\end{array}\right]+O\left(h^{p+1}\right),
$$

and the stage values satisfy

$$
\begin{align*}
& Y_{n i}=y\left(t_{n-1}+c_{i} h\right)+O\left(h^{p+1}\right), \\
& \dot{Y}_{n i}=\dot{y}\left(t_{n-1}+c_{i} h\right)+O\left(h^{p+1}\right), \quad \text { for } i=1,2, \ldots, s \tag{45}
\end{align*}
$$

For deriving order conditions for general linear methods of the form (37) we define two shifting matrices of size $(p+1) \times(p+1)$

$$
J=\left[\begin{array}{ccccccc}
0 & 0 & 0 & \ldots & 0 & 0 & 0  \tag{46}\\
1 & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & 1 & 0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & 0 & \ldots & 1 & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 1 & 0
\end{array}\right], \quad K=\left[\begin{array}{cccccccc}
0 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & \ldots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 1 & 0 & 0
\end{array}\right],
$$

and a basis vector $Z$ as $Z=\left[\begin{array}{lllll}1 & z & z^{2} & \cdots & z^{p}\end{array}\right]^{T}$ for a complex parameter $z$. Some useful properties of these shifting matrices are that

$$
\begin{align*}
J^{T} Z & =z Z+O\left(z^{p+2}\right)  \tag{47}\\
K^{T} Z & =z^{2} Z+O\left(z^{p+2}\right)
\end{align*}
$$

The order conditions are then given by the following theorem.
Theorem 2.9. A general linear method (37) in Nordsieck form has order and stage order $p$, if and only if

$$
\begin{align*}
\exp (c z) & =z^{2} \tilde{\mathcal{A}} \exp (c z)+\tilde{\mathcal{U}} Z+O\left(z^{p+1}\right) \\
\frac{z}{h} \exp (c z) & =\frac{z^{2}}{h} \mathcal{A} \exp (c z)+\mathcal{U} Z+O\left(z^{p+1}\right)  \tag{48}\\
\exp (z) Z & =z^{2} \tilde{\mathcal{B}} \exp (c z)+\tilde{\mathcal{V}} Z+O\left(z^{p+1}\right)
\end{align*}
$$

Here, the exp function is applied component-wise to a vector. The matrix $C$ is given by $C=\left[\begin{array}{lllll}e & c & \frac{c^{2}}{2!} & \cdots & \frac{c^{p}}{p!}\end{array}\right]$ and the matrix $E$ is given by

$$
E=\left[\begin{array}{cccccc}
1 & \frac{1}{1!} & \frac{1}{2!} & \cdots & \frac{1}{(p-1)!} & \frac{1}{p!} \\
0 & 1 & \frac{1}{1!} & \cdots & \frac{1}{(p-2)!} & \frac{1}{(p-1)!} \\
0 & 0 & 1 & \cdots & \frac{1}{(p-3)!} & \frac{1}{(p-2)!} \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & \frac{1}{1!} \\
0 & 0 & 0 & \cdots & 0 & 1
\end{array}\right]
$$

Proof. The stage values $Y_{n}, \dot{Y}_{n}$, the output approximations $y^{[n]}$ and the scaled second derivatives $h^{2} F\left(Y_{n}, \dot{Y}_{n}\right)$ can be represented in terms of $y^{[n-1]}$ using Taylor series expansions about $t_{n-1}$. Therefore,

$$
\begin{align*}
Y_{n} & =C y^{[n-1]}+O\left(h^{p+1}\right) \\
\dot{Y}_{n} & =\frac{1}{h} C J^{T} y^{[n-1]}+O\left(h^{p+1}\right),  \tag{49}\\
y^{[n]} & =E y^{[n-1]}+O\left(h^{p+1}\right) \\
h^{2} F\left(Y_{n}, \dot{Y}_{n}\right) & =C K^{T} y^{[n-1]}+O\left(h^{p+1}\right)
\end{align*}
$$

Substituting the above expressions into the method (37) it follows that

$$
\begin{align*}
C y^{[n-1]} & =\tilde{\mathcal{A}} C K^{T} y^{[n-1]}+\tilde{\mathcal{U}} y^{[n-1]}+O\left(h^{p+1}\right), \\
\frac{1}{h} C J^{T} y^{[n-1]} & =\frac{1}{h} \mathcal{A} C K^{T} y^{[n-1]}+\mathcal{U} y^{[n-1]}+O\left(h^{p+1}\right),  \tag{50}\\
E y^{[n-1]} & =\tilde{\mathcal{B}} C K^{T} y^{[n-1]}+\tilde{\mathcal{V}} y^{[n-1]}+O\left(h^{p+1}\right) .
\end{align*}
$$

By making the substitution $h^{k} y^{(k)}\left(t_{n-1}\right)$ for $z^{k}$, the stage order and order conditions are now

$$
\begin{align*}
C Z & =\tilde{\mathcal{A}} C K^{T} Z+\tilde{\mathcal{U}} Z+O\left(z^{p+1}\right) \\
\frac{1}{h} C J^{T} Z & =\frac{1}{h} \mathcal{A} C K^{T} Z+\mathcal{U} Z+O\left(z^{p+1}\right)  \tag{51}\\
E Z & =\tilde{\mathcal{B}} C K^{T} Z+\tilde{\mathcal{V}} Z+O\left(z^{p+1}\right)
\end{align*}
$$

Using the relations (47), the stage order and order conditions now become

$$
\begin{align*}
C Z & =z^{2} \tilde{\mathcal{A}} C Z+\tilde{\mathcal{U}} Z+O\left(z^{p+1}\right) \\
\frac{1}{h} z C Z & =\frac{1}{h} z^{2} \mathcal{A} C Z+\mathcal{U} Z+O\left(z^{p+1}\right)  \tag{52}\\
E Z & =z^{2} \tilde{\mathcal{B}} C Z+\tilde{\mathcal{V}} Z+O\left(z^{p+1}\right)
\end{align*}
$$

The result now follows by substituting

$$
\begin{align*}
& E Z=\exp (z) Z+O\left(z^{p+1}\right) \\
& C Z=\exp (c z)+O\left(z^{p+1}\right) \tag{53}
\end{align*}
$$

into the above stage order and order conditions.
Remark 2.10. A direct consequence of the proof of Theorem 2.9 is that the matrices $\tilde{\mathcal{U}}, \tilde{\mathcal{V}}$ and $\mathcal{U}$ are completely defined by $\tilde{\mathcal{A}}, \tilde{\mathcal{B}}, \mathcal{A}$ and the vector $c$, respectively. To see this, equate coefficients of $z^{0}, z^{1}, \ldots, z^{p}$ in (51) which leads to

$$
\begin{align*}
\tilde{\mathcal{U}} & =C-\tilde{\mathcal{A}} C K^{T} \\
h \mathcal{U} & =C J^{T}-\mathcal{A} C K^{T}  \tag{54}\\
\tilde{\mathcal{V}} & =E-\tilde{\mathcal{B}} C K^{T}
\end{align*}
$$

Example 2.11. A possible general linear method of order $p=2$ satisfying the conditions (54) with vector $c=\left[\begin{array}{lll}\frac{1}{4} & \frac{1}{2} & 1\end{array}\right]$ is given below.

$$
\mathcal{M}=\left[\begin{array}{ccc|ccc}
\frac{37}{432} & -\frac{41}{576} & \frac{29}{1728} & 1 & \frac{1}{4} & 0 \\
\frac{23}{108} & -\frac{1}{9} & \frac{5}{216} & 1 & \frac{1}{2} & 0 \\
\frac{13}{27} & -\frac{1}{18} & \frac{2}{27} & 1 & 1 & 0 \\
\hline \frac{4}{9} & -\frac{11}{48} & \frac{5}{144} & 0 & \frac{1}{h} & 0 \\
\frac{5}{9} & -\frac{1}{12} & \frac{1}{36} & 0 & \frac{1}{h} & 0 \\
\frac{4}{9} & \frac{1}{3} & \frac{2}{9} & 0 & \frac{1}{h} & 0 \\
\hline \frac{13}{27} & -\frac{1}{18} & \frac{2}{27} & 1 & 1 & 0 \\
\frac{4}{9} & \frac{1}{3} & \frac{2}{9} & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

To start the integration it is necessary to approximate the initial Nordsieck vector at the initial point

$$
y^{[0]}=\left[\begin{array}{c}
y\left(t_{0}\right)  \tag{55}\\
h \dot{y}\left(t_{0}\right) \\
\vdots \\
h^{p+1} y^{(p+1)}\left(t_{0}\right)
\end{array}\right]+O\left(h^{p+1}\right)
$$

using a starting method $\mathcal{S}(h)$. Up till now no starting methods have been constructed. The question of finding good starting methods is currently under investigation. Therefore, in numerical examples we will always start the integration with an exact initial Nordsieck vector in this early stage of the work.
Further, for the effective implementation of a numerical method we require stepsize changes. For a general linear method stepsize variation is more difficult than for Runge-Kutta methods, but the Nordsieck representation makes it relatively easy to vary the stepsize. Denote by $h_{n}=t_{n}-t_{n-1}$ the stepsize in step $n$. The general linear method (37) on a non-uniform grid is then given by

$$
\begin{align*}
y^{[n]} & =\tilde{\mathcal{V}} \tilde{y}^{[n-1]}+h_{n}^{2} \tilde{\mathcal{B}} F\left(Y_{n}, \dot{Y}_{n}\right) \\
Y_{n} & =\tilde{\mathcal{U}} \tilde{y}^{[n-1]}+h_{n}^{2} \tilde{\mathcal{A}} F\left(Y_{n}, \dot{Y}_{n}\right)  \tag{56}\\
\dot{Y}_{n} & =\mathcal{U} \tilde{y}^{[n-1]}+h_{n} \mathcal{A} F\left(Y_{n}, \dot{Y}_{n}\right)
\end{align*}
$$

where the incoming and outgoing Nordsieck vectors are

$$
y^{[n]}=\left[\begin{array}{c}
y_{n}  \tag{57}\\
h_{n} \dot{y}_{n} \\
h_{n}^{2} \ddot{y}_{n} \\
\vdots \\
h_{n}^{p+1} y_{n}^{(p+1)}
\end{array}\right], \quad \tilde{y}^{[n-1]}=\left[\begin{array}{c}
y_{n-1} \\
h_{n} \dot{y}_{n-1} \\
h_{n}^{2} \ddot{y}_{n-1} \\
\vdots \\
h_{n}^{p+1} y_{n-1}^{(p+1)}
\end{array}\right]
$$

If we define a rescaling matrix $D\left(d_{n}\right)$ as

$$
D\left(d_{n}\right)=\left[\begin{array}{cccccc}
1 & 0 & 0 & \ldots & 0 & 0  \tag{58}\\
0 & d_{n} & 0 & \ldots & 0 & 0 \\
0 & 0 & d_{n}^{2} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & d_{n}^{p-1} & 0 \\
0 & 0 & 0 & \ldots & 0 & d_{n}^{p+1}
\end{array}\right]
$$

where $d_{n}=\frac{h_{n}}{h_{n-1}}$, then we have $\tilde{y}^{[n-1]}=D\left(d_{n}\right) y^{[n-1]}$ and we can write the variable stepsize method as

$$
\begin{align*}
y^{[n]} & =\tilde{\mathcal{V}} D\left(d_{n}\right) y^{[n-1]}+h_{n}^{2} \tilde{\mathcal{B}} F\left(Y_{n}, \dot{Y}_{n}\right), \\
Y_{n} & =\tilde{\mathcal{U}} D\left(d_{n}\right) y^{[n-1]}+h_{n}^{2} \tilde{\mathcal{A}} F\left(Y_{n}, \dot{Y}_{n}\right)  \tag{59}\\
\dot{Y}_{n} & =\mathcal{U} D\left(d_{n}\right) y^{[n-1]}+h_{n} \mathcal{A} F\left(Y_{n}, \dot{Y}_{n}\right)
\end{align*}
$$

Now, we return to the numerical solution of the second order semi-explicit differentialalgebraic system (1). If we use method (59) for the numerical solution of (1) and define $x=\left[y^{T}, \lambda^{T}\right]^{T}$ and $X_{n}=\left[Y_{n}^{T}, \Lambda_{n}^{T}\right]^{T}$ as in (32), we get the following method:

$$
\begin{equation*}
x^{[n]}=\tilde{\mathcal{V}} D\left(d_{n}\right) x^{[n-1]}+h_{n}^{2} \tilde{\mathcal{B}} \ddot{X}_{n} \tag{60a}
\end{equation*}
$$

where $\ddot{X}_{n}$ is determined from the nonlinear system

$$
F\left(X_{n}, \dot{X}_{n}, \ddot{X}_{n}\right)=\left[\begin{array}{c}
\ddot{Y}_{n, 1}-f\left(t_{n-1}+c_{1} h_{n}, Y_{n, 1}, \dot{Y}_{n, 1}, \Lambda_{n, 1}\right)  \tag{60b}\\
g\left(t_{n-1}+c_{1} h_{n}, Y_{n, 1}\right) \\
\vdots \\
\ddot{Y}_{n, s}-f\left(t_{n-1}+c_{s} h_{n}, Y_{n, s}, \dot{Y}_{n, s}, \Lambda_{n, s}\right) \\
g\left(t_{n-1}+c_{s} h_{n}, Y_{n, s}\right)
\end{array}\right]
$$

and the internal stages are given by

$$
\begin{align*}
X_{n} & =\tilde{\mathcal{U}} D\left(d_{n}\right) x^{[n-1]}+h_{n}^{2} \tilde{\mathcal{A}} \ddot{X}_{n} \\
\dot{X}_{n} & =\mathcal{U} D\left(d_{n}\right) x^{[n-1]}+h_{n} \mathcal{A} \ddot{X}_{n} \tag{60c}
\end{align*}
$$

Solving the nonlinear system (60b) using Newton's method requires the Jacobian of $F$, which is given by

$$
\begin{equation*}
D F\left(X_{n}, \dot{X}_{n}, \ddot{X}_{n}\right)=\left\{F_{\ddot{X}}\right\}+h_{n}^{2}\left(\tilde{\mathcal{A}} \otimes I_{m}\right)\left\{F_{X}\right\}+h_{n}\left(\mathcal{A} \otimes I_{m}\right)\left\{F_{\dot{X}}\right\} . \tag{61}
\end{equation*}
$$

In the following we describe one step of the integration procedure used for solving the semiexplicit second order DAE (1) with a general linear method.

Algorithm General linear method for second order systems

```
INPUT: \(x^{[n-1]}, t_{n-1}, h_{n}, h_{n-1}\),
OUTPUT: \(x^{[n]}\),
\(t_{n}=t_{n-1}+h_{n} ;\)
Get GLM coefficients \(\mathcal{A}, \tilde{\mathcal{A}}, \mathcal{U}, \tilde{\mathcal{U}}, \tilde{\mathcal{B}}, \tilde{\mathcal{V}}, c\);
Compute \(D\left(d_{n}\right)\) as in (58);
\(x^{(0)}=[0, \ldots, 0]^{T} ;\{\) starting value for Newton Iteration \(\}\)
\(k=0\);
repeat \{Newton Iteration\}
    \(\ddot{X}=x^{(k)}\);
    \(X=\left(\tilde{U} D\left(d_{n}\right) \otimes I_{m}\right) x^{[n-1]}+h_{n}^{2}\left(\tilde{\mathcal{A}} \otimes I_{m}\right) \ddot{X} ;\)
    \(\dot{X}=\left(U D\left(d_{n}\right) \otimes I_{m}\right) x^{[n-1]}+h_{n}\left(\mathcal{A} \otimes I_{m}\right) \ddot{X} ;\)
    Compute \(F(X, \dot{X}, \dot{X})\) as in (60b);
    Compute \(\operatorname{DF}(X, \dot{X}, \ddot{X})\) as in (61);
    \([L, U, P]=l u(D F)\);
    \(f=-P \cdot F\);
    \(z=L \backslash f ;\)
    \(\Delta x^{(k+1)}=U \backslash z ;\)
    \(x^{(k+1)}=x^{(k)}+\Delta x^{(k+1)} ;\)
    \(k=k+1 ;\)
until converged
\(x^{[n]}=\left(\tilde{\mathcal{V}} D\left(d_{n}\right) \otimes I_{m}\right) x^{[n-1]}+h_{n}^{2}\left(\tilde{\mathcal{B}} \otimes I_{m}\right) x^{(k)} ;\)
```

In [3] order conditions for general linear methods applied to first order ordinary differential equations are investigated. Furthermore, general linear methods for linear DAEs are investigated in [23] and for nonlinear DAEs that arise in circuit simulation in [26].

Remark 2.12. Convergence results for general linear methods applied to second order differentialalgebraic equations are currently under investigation.

## 3 Numerical Example

We consider the following example taken from [25]. The equations of motion describe a mechanical system consisting of just one body of mass 1 in a two-dimensional space, which is moving on the unit circle.

$$
\begin{align*}
{\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
\ddot{y}_{1} \\
\ddot{y}_{2}
\end{array}\right] } & =\left[\begin{array}{c}
-y_{1}-2 y_{1} \dot{y}_{1} \dot{y}_{2} \\
-\dot{y}_{1}+2 y_{1} y_{2}^{2}
\end{array}\right]-\left[\begin{array}{l}
2 y_{1} \\
2 y_{2}
\end{array}\right] \lambda,  \tag{62}\\
0 & =y_{1}^{2}+y_{2}^{2}-1,
\end{align*}
$$

with the initial values

$$
t_{0}=0, \quad y(0)=\left[\begin{array}{l}
0  \tag{63}\\
1
\end{array}\right], \quad \dot{y}(0)=\left[\begin{array}{l}
1 \\
0
\end{array}\right], \quad \lambda(0)=0
$$

This is a semi-explicit differential-algebraic system of p-index 3 . Reducing the order by introducing new variables for the derivatives yields the corresponding first order form

$$
\begin{align*}
{\left[\begin{array}{l}
\dot{y}_{1} \\
\dot{y}_{2}
\end{array}\right] } & =\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right], \\
{\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
\dot{v}_{1} \\
\dot{v}_{2}
\end{array}\right] } & =\left[\begin{array}{c}
-y_{1}-2 y_{1} v_{1} v_{2} \\
-v_{1}+2 y_{1} y_{2}^{2}
\end{array}\right]-\left[\begin{array}{l}
2 y_{1} \\
2 y_{2}
\end{array}\right] \lambda,  \tag{64}\\
0 & =y_{1}^{2}+y_{2}^{2}-1 .
\end{align*}
$$

In the following the second order system (62) is solved by the described modified BDF method (15), by the Runge-Kutta method (30) with $s=2$ and Radau-IIA coefficients and by the general linear method (60) with coefficients given in Example 2.11. For comparison the first order system (64) is solved by ordinary BDF methods, by the ordinary Radau-IIA method of order 3 [14] and by the general linear method

$$
\mathcal{M}=\left[\begin{array}{ccc|ccc}
\frac{1}{4} & 0 & 0 & 1 & 0 & -\frac{1}{32}  \tag{65}\\
\frac{1}{6} & \frac{1}{4} & 0 & 1 & \frac{1}{12} & -\frac{1}{24} \\
\frac{1}{6} & \frac{1}{2} & \frac{1}{4} & 1 & \frac{1}{12} & -\frac{1}{24} \\
\hline \frac{1}{6} & \frac{1}{2} & \frac{1}{4} & 1 & \frac{1}{12} & -\frac{1}{24} \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & -2 & 2 & 0 & 0 & 0
\end{array}\right]
$$

with $c=\left[\begin{array}{lll}\frac{1}{4} & \frac{1}{2} & 1\end{array}\right]$ given in [27]. For error estimation we use the relative and absolute error tolerances $R T O L=\left[10^{-4}, 10^{-4}, 10^{-4}, 10^{-4}, 10^{-4}\right]$ and ATOL $=\left[10^{-4}, 10^{-4}, 10^{-2}, 10^{-4}, 10^{-4}\right]$ for the variables $\left[y_{1}, y_{2}, \lambda, \dot{y}_{1}, \dot{y}_{2}\right]$ and $\left[y_{1}, y_{2}, \lambda, v_{1}, v_{2}\right]$, respectively.

Figure 2 displays the results obtained by solving the second and first order systems (62) and (64) with the BDF methods for second and first order systems, respectively. We have used constant stepsize $h=0.001$ and varying order, i.e., the order is increased step by step starting with order $k=1$ up to order $k=4$. The integration is performed on the interval $I=\left[t_{0}, t_{0}+0.1\right]$ using the consistent initial values (63). The results displayed are the numerical solutions for the variables $\left[y_{1}, y_{2}, \lambda\right]$ together with the absolute errors. We can observe that the modified BDF methods for the second order system yield better results. For the position coordinates $y_{1}$ and $y_{2}$ both methods yield similar results, but the first order formulas fail for the algebraic variable $\lambda$, which is responsible for the higher index of the system. We observe a highly oscillating error when we change the order of the method. When the order is kept
constant (as in the first three steps for starting the integration and in the later steps, when the maximal order is reached) the absolute error for $\lambda$ is much lower. The high error in the first step in the solution of the first order system is due to the changing of the stepsize from 0 to $h=0.001$. Better results are obtained regarding the BDF methods for the second order system. We can see that there are no problems in changing the order of the modified BDF method.
Figure 3 displays the results obtained by solving the second order system (62) and the first order system (64) with variable stepsizes and constant order $k=2$ (in the first step the first order formulas are used, from the second step on the order is kept constant). The integration is again performed on the interval $I=\left[t_{0}, t_{0}+0.1\right]$ using the consistent initial values (63). Again, we can observe that the modified BDF methods for the second order system yield better results. Especially for the algebraic variable $\lambda$ the formulas for the first order system fail due to the changing of the stepsize as the high errors indicate.
Altogether, the modified BDF methods for second order systems yield better results with respect to changes in the stepsize and in the order, which are important for efficient numerical methods. The high errors in the algebraic variable, which occur due to the higher index in the first order case, do not occur for the second order methods.
Next, we have solved the second order system (62) with a 2-stage Runge-Kutta method (29) of order 3 with Radau-IIA coefficients and the first order system (64) is solved with the ordinary Radau-IIA method of order 3. The integration is performed on the interval $I=\left[t_{0}, t_{0}+0.1\right]$ using the consistent initial values (63). Figure 4 displays the corresponding results for the first and second order system using constant stepsize $h=0.001$. We can observe that the method for the second order system yields better results. The achieved accuracy is much higher than for the first order case, although both methods are of the same order $p$. In Figure 5 the corresponding results are given for the case of variable stepsizes. Here, we can observe that both methods yield almost the same results and no significant differences can be observed. The Runge-Kutta method for the second order system works as well as the method for the first order system. A real improvement using the second order system is possible in the case when the right-hand side of the differential equation depends only on $t$ and $y$, i.e., if we have a differential equations of the form $\ddot{y}=f(t, y)$. Then, the Runge-Kutta methods for the second order system are superior to the methods for first order systems with regard to precision and function evaluations, see [12].
In general, we can conclude that if we consider higher index DAEs, then implicit RungeKutta methods are advantageous for solving these problems in comparison to BDF methods, because they can start at a higher order. BDF codes like DASSL are designed to start the integration with a first order method (i.e. implicit Euler method). If the index is three or higher, this method does not converge on the first step, especially for the algebraic variables. Carefully chosen higher order implicit Runge-Kutta methods have no difficulty in determining an accurate numerical solution in all the variables, even on the first step, see [2].
Finally, we have solved the second order system (62) with a general linear method (60) of order $p=2$ with coefficients given in Example 2.11. The first order system (64) is solved with the general linear method (65). In both cases the initial Nordsieck vectors are given exactly. Again, the integration is performed on the interval $I=\left[t_{0}, t_{0}+0.1\right]$ with consistent initial values (63) once with constant stepsize $h=0.001$ and once with variable stepsize. The results are given in Figure 6 and 7. In both cases, that is for constant and variable stepsizes, the method for the second order system yields better results. Especially, when we use constant stepsize the second order formula works better regarding the accuracy of the algebraic variable.

Our second example is the simple RLC electrical circuit [5] in Figure 1. We have a voltage source $v_{s}(t)$ and $R, L, C$ are the resistance, inductance and capacitance, respectively. The corresponding voltage drops are denoted by $v_{R}(t), v_{L}(t)$ and $v_{C}(t)$, respectively, and $I(t)$ denotes the current. Applying Kirchhoff's laws we obtain the following circuit equations in


Figure 1: A simple RLC circuit
the standard first order form

$$
\left[\begin{array}{cccc}
L & 0 & 0 & 0  \tag{66}\\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\dot{I}(t) \\
\dot{v}_{L}(t) \\
\dot{v}_{C}(t) \\
\dot{v}_{R}(t)
\end{array}\right]=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 / C & 0 & 0 & 0 \\
-R & 0 & 0 & 1 \\
0 & 1 & 1 & 1
\end{array}\right]\left[\begin{array}{c}
I(t) \\
v_{L}(t) \\
v_{C}(t) \\
v_{R}(t)
\end{array}\right]+\left[\begin{array}{c}
0 \\
0 \\
0 \\
-1
\end{array}\right] v_{S}(t)
$$

Using the derivative of the second equation $\dot{I}(t)=C \ddot{v}_{c}(t)$ this system can be written in an equivalent second order form

$$
\left[\begin{array}{ccc}
0 & L C & 0  \tag{67}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\ddot{v}_{L}(t) \\
\ddot{v}_{C}(t) \\
\ddot{v}_{R}(t)
\end{array}\right]=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & -R C & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\dot{v}_{L}(t) \\
\dot{v}_{C}(t) \\
\dot{v}_{R}(t)
\end{array}\right]+\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & 1 \\
1 & 1 & 1
\end{array}\right]\left[\begin{array}{c}
v_{L}(t) \\
v_{C}(t) \\
v_{R}(t)
\end{array}\right]+\left[\begin{array}{c}
0 \\
0 \\
-1
\end{array}\right] v_{S}(t)
$$

The circuit equations (67) have been solved using the BDF method (15) of order 2, the RungeKutta method (30) with $s=2$ and Radau-IIA coefficients and the general linear method (60) with coefficients given in Example 2.11. The integration is performed on the interval $I=[0,7]$ using the consistent initial values $\left[v_{L}(0), v_{C}(0), v_{R}(0)\right]=[0.0627,1,-1.0627]$ and $\left[\dot{v}_{L}(0), \dot{v}_{C}(0), \dot{v}_{R}(0)\right]=[-0.0222,-0.3542,0.3765], v_{S}(t) \equiv 0$ and constant stepsize $h=0.01$. Further, we use the error tolerances $R T O L=A T O L=\left[10^{-4}, 10^{-4}, 10^{-4}, 10^{-4}, 10^{-4}, 10^{-4}\right]$ for the variables $\left[v_{L}, v_{C}, v_{R}, \dot{v}_{L}, \dot{v}_{C}, \dot{v}_{R}\right]$. The results are given in Figure 8. We can observe that the general linear method yields the best results and that the BDF method yields the highest errors. The accuracy of the Runge-Kutta method is close to that of the general linear method. Although we have used constant order and constant stepsize the BDF method cannot reach the same accuracy as the Runge-Kutta method or the general linear method, but all methods yield satisfactory results for the second order differential-algebraic system.

To sum up, we can say that it is possible and advantageous to solve second order differentialalgebraic systems directly. In the case of the BDF methods the results are better as for the corresponding first order system, when changes in the stepsize and in the order of the methods are taken. Thus, by numerically solving the second order system directly we can avoid certain numerical difficulties as an increasing index or the failure of the numerical method as described before and therefore we can increase the efficiency of the numerical methods and obtain better numerical results.

## 4 Conclusion

In the numerical solution of second order semi-explicit differential-algebraic equations the direct solution of the second order system is preferred to the transformation into a corresponding first order system and numerically solving this first order system. When transforming a second order DAE into a first order system certain difficulties can occur as an increase of the index, the destruction of structures and symmetries, an increase of the dimension and ill-conditioning. These problems can be circumvented using the direct solution of the second order system. We have presented BDF methods, Runge-Kutta methods and general linear methods for the numerical solution of second order differential-algebraic systems in semi-explicit form. Certain numerical examples illustrate that we can obtain better numerical results solving second order systems directly compared to the solution of corresponding first order systems, particularly with regard to changes in the stepsize or in the order of BDF methods. In general, Runge-Kutta methods and general linear methods seem to be advantageous to BDF methods as numerical examples illustrate.
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Figure 2: Numerical solutions obtained by solving system (62) and (64) with ordinary and modified BDF methods using constant stepsize $h=0.001$ and varying order, i.e., starting with order $k=1$ the order is increased step by step up to order $k=4$ and is then kept constant.


Figure 3: Numerical solutions obtained by solving system (62) and (64) with ordinary and modified BDF methods using variable stepsizes and constant order $k=2$.


Figure 4: Numerical solutions obtained by solving system (62) and (64) with 2-stage RungeKutta methods using constant stepsize $h=0.001$.


Figure 5: Numerical solutions obtained by solving system (62) and (64) with 2-stage RungeKutta methods using variable stepsizes.


Figure 6: Numerical solutions obtained by solving system (62) and (64) with a general linear method using constant stepsize $h=0.001$.


Figure 7: Numerical solutions obtained by solving system (62) and (64) with a general linear method using variable stepsizes.


Figure 8: Numerical solution of the circuit equations (67) using BDF methods, a Runge-Kutta method and a general linear method with constant stepsize $h=0.01$.

