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Preface

This thesis is concerned with a class of optimal control problems governed by quasi-
linear elliptic partial differential equations with inhomogeneous Neumann boundary
conditions. The boundary datum will be considered as the control variable which
must satisfy given inequality constraints.

Control of equations of this type is interesting, because in many practical appli-
cations of optimal control theory to problems in engineering and medical science
the underlying PDE’s are quasilinear; for instance, in models of heat conduction,
where the heat conductivity coefficient depends on the spatial coordinate and on
the temperature of the system. The heat conductivity of carbon steel depends on
the temperature and also on the alloying additions contained; see Bejan [7]. If the
different alloys of steel are distributed smoothly in the domain, then the conductivity
coefficient should depend in a sufficiently smooth way on both, space variable and
temperature. Similarly, this dependence is observed in the growth of silicon carbide
bulk single crystals; see Klein et al. [73].

The quasilinear equation under consideration is not monotone, because the leading
coefficient of the differential operator is dependent on the solution of the equation.
Control problems with quasilinear elliptic equations of non-monotone type were re-
cently considered by Casas and Troltzsch [36, 37, 38]. The authors have treated the
case of distributed controls and their contributions include not only the derivation of
necessary and sufficient optimality conditions but also the analysis of the numerical
approximation of those control problems. It is known that in the case of boundary
controls the analysis is more difficult, since the regularity of the states is lower than
that of distributed controls. The goal of the present work is to extend the results
obtained by Casas and Troltzsch to the case of Neumann boundary controls problems
in polygonal domains of dimension two. Most of the material of this thesis can be
found in [20, 18, 19].

In order to tackle different aspects of the theoretical and numerical analysis of the
control problem, it is necessary to perform a comprehensive study of the well-
posedness of the state equation and further to analyze the differentiability of the
control-to-state mapping. The first chapter deals with these topics as well as con-
tains some useful regularity results concerning the adjoint state equation.
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iv PREFACE

Chapter 2 is dedicated to the finite-element based approximation of the state and
adjoint state equation. Our main focus is the error analysis for these approxima-
tions. A serious difficulty in this analysis is that the uniqueness of a solution of the
discrete quasilinear equation is an open problem. To overcome this difficulty a local
uniqueness result can be provided which is sufficient for further investigations.

In Chapter 3, the optimal control problem associated with the quasilinear equation is
formulated and the question of existence of solutions is answered positively. Further-
more, first- and second-order optimality conditions are established and some higher
regularity results for optimal controls are derived.

Chapter 4 contains the numerical analysis of the control problem. Approximating
the state and adjoint state by finite elements of degree one and the control by step
functions, the strong convergence of discrete local optimal controls to a strict local
optimal control of the continuous problem can be shown. Finally, the error analysis
for the optimal controls is carried out and confirmed by numerical experiments.

In the last chapter, some extensions of the results concerning the numerical approx-
imation of the quasilinear equation to three-dimensional polyhedral domains are
presented.
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General notation

Given a Banach space V', we shall denote by || - ||y the standard norm of V' and by
(-, )y the duality product between the dual space V* and V. When no ambiguity
arises, we will abbreviate (-, )y by (-, ).

In the sequel, we recall some Banach spaces which are frequently used in this thesis.
Let 2 C R®, n > 1, be bounded and measurable. We say that a property holds for
almost all (for a.a.) z €  (or a.e. in ) if it is valid in © except for a measurable
set of Lebesgue measure zero. The space of all continuous functions in the closure

of Q is denoted by C(Q2). We shall write C%*(2) for the space of Holder functions

with Holder exponent 0 < o < 1 and we shall call f € C%'(Q) Lipschitz continuous.
Moreover, for 1 < g < oo we define

Li(Q) = {f : Q0 — R f is measurable and || f||Ls(0) is ﬁnite} :

where

l/q
(/ |f(a:)\qu> 1< g < oo,
[ fllra@) == { o

ess sup,cqlf(z)] ifg=o00.
In the last formula dx is the Lebesgue measure in 2. It is well-known that the dual
space to L9(€), 1 < ¢ < oo, can be identified by L9 (), where ¢ is the conjugate
exponent of ¢ satisfying (1/q) + (1/¢') = 1. For 1 < q < oo we set W%4(Q) := L(Q)
and, for m € N, the Sobolev space W™?(Q2) stands for the space of all measurable
functions f :  — R, whose weak derivatives D*f of order o, with |a| < m, belong
to L1(Q), cf. Adams [1]. We equip the space W"™%(€) with the norm

1/q
£ lwm.a) :=< 3 !D“f(x)\qu)

2 |a|<m

if 1 <q < ooand [[fllwme@) = Zjaj<m 1D flle@) if ¢ = oo. In particular, the
space H™(Q) := W™2(Q) is a Hilbert space with the scalar product

1/2
(f7g)Hm(Q): Z (Daf7Dag)L2(Q): Z (/Q|DafDag|2dx> :

|a|<m |a|<m

For a real exponent s > 0 with s € N we write s = [s] + o, where [s] is an integer
and 0 < 0 < 1. Then the Sobolev-Slobodetskij space W#4(Q), 1 < ¢ < 00, consists

v



vi GENERAL NOTATION

of all functions f € W9(Q) such that

P // |Daf — Dy >|qd31:dy<oo.

y!”*"q

We equip the space W* q( ) with the norm

l/q
D D« q
| llwatey = (HfHW[s y, [ [ E d:cdy)

More details on Sobolev and Sobolev-Slobodetskij spaces can be found, e.g., in Adams
[1], Necas [82], Wloka [92].

Let now € have a Lipschitz boundary I' = 0, cf. Necas [82] or Gajewski et al.
[54] for a precise definition; o denotes the usual (n — 1)-dimensional measure over
I" induced by its parametrization. The spaces C(T"), C%%(T") and L%(T") are defined
analogously. However, the introduction of Sobolev spaces on I is more delicate. Let
us denote

la|=[s]

W) o= {zlr |z € WH(Q)}
endowed with the norm ([l vy oy = mf{||zl[wra@) |20 = g}, where z|p is the

trace of z on I', ¢f. Lions [77]. To avoid heavy formulas we will mostly write
z instead of z|p. The dual space of WY"¢(T) is denoted by W=7/ (I"). Since
1/¢ =1—1/q € (0,1), we may equip W"<*4(T") with the intrinsic norm

l/q
l9(x) — g(y)|? )
' a( ¢ ————"—do(x)do
gl (HgHL ) /F o= gz () do(y)

which is equivalent to the previous one; see Grisvard [60, page 20].

For the corresponding trace theorems and embedding theorems for bounded Lipschitz
domains the reader is referred to, e.g., Adams [1] and Necas [82]; see also Ding [48].

We write S'(v)h for the Fréchet derivative of an operator S : V. — Y, Y being
another Banach space, at v € V in the direction h € V; for the second Fréchet
derivative in the directions hy,hy € V, we write S’(v)[hy, ho] or simply S'(v)h? if
hy = hy = h.

Given two sets A and B with A C B, x5 : B — {0, 1} denotes the indicator function
which is one in A and zero in B\ A. If there is no risk of notational confusion we
will write ya.

Throughout the thesis, By (z, p) is the open ball in V' with radius p centered at x, and
By (z, p) stands for its closure. By C' (without index) generic constants are denoted
and in some formulas, the partial derivative d/0x; is abbreviated by 0;.
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CHAPTER 1

Analysis of quasilinear elliptic PDEs

1.1. Introduction

This chapter is concerned with a particular class of quasilinear elliptic equations of
the form

(1.1.1) { —div [a(z,y(2))Vy()] + f(z,y(z)) = 0 inQ,

a(z,y(x))o,y(r) = u(x) onl.

Our main goal is to develop a comprehensive analysis of the above problem which
will be widely used in the subsequent chapters. To make the setting more flexible
for applications we will impose regularity assumptions on the nonlinear terms a and
f which are as weak as necessary to study the above equation in the framework of
PDE constrained optimal control problems; see Chapter 3 and 4.

Another aim of this chapter is to provide useful results for the numerical analysis
of the finite element based approximation of (1.1.1); see Chapter 2. One problem
which arises in this study is the approximation of the domain . Typically, €2 is
approximated by a new domain 2, with piecewise polygonal (in 2D) or polyhedral (in
3D) boundary. In many cases, the simplest and the most convenient choice consists
of replacing €) by a polygonal or polyhedral domain €2,. This requires the comparison
of the boundary datum w of (1.1.1) and that of the discrete equation which is defined
on 0€);,. Let us mention here that the effect of the domain change on the solution
of problems associated with semilinear elliptic equations is investigated by Casas
and Sokolowski [33]. To simplify our analysis we will restrict our consideration to
polygonal domains of dimension two. The case when the domain 2 is a polyhedral
set of dimension three is discussed in Chapter 5. However, assuming that €2 is a plane
polygonal domain not necessary convex, introduces a new difficulty: the regularity
of elliptic equations in corner domains needs special care.

In the analysis of the quasilinear equation (1.1.1), we will be faced with several
difficulties. In spite that f is considered monotone non-decreasing with respect to
y, the above equation is not monotone, because the coefficient a of the divergence
term depends on y. The first difficulty caused by the non-monotone character of the
equation (1.1.1) is found when deducing regularity properties for its solution. Other
difficulties appear when analyzing the linearized equation and the associated adjoint
equation which are both non-monotone; see Section 1.6 and 1.7.
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2 1. ANALYSIS OF QUASILINEAR ELLIPTIC PDES

In this chapter, we will also focus our attention to the differentiability properties of
the solution operator u — y. These properties are of utmost importance since they
allow us to establish necessary and sufficient optimality conditions for control prob-
lems governed by PDEs of the type (1.1.1). The discussion of these differentiability
properties will require a careful analysis of the corresponding linearized equation.
Another issue we address in this chapter is the study of the adjoint problem. There
are at least two reasons why it is of high interest to investigate the adjoint equation.
First, it has become an essential element in optimal control theory; see Chapter 3
and 4. Secondly, it plays a key role in the proof of error estimates for the finite
element approximation of (1.1.1); see Chapter 2.

Up to now, there exist only a few contributions where quasilinear equations have been
studied in the context of optimal control problems. We mention Lions [77], Casas
and Fernandez [21, 22], Casas and Yong [41] and Casas et al. [23], for problems
with nonlinearity of gradient type. Recently, Casas and Troltzsch considered in [36,
37, 38] the equation (1.1.1) with homogeneous Dirichlet boundary conditions. Here
we extend the theory developed in [36] to the more delicate case of inhomogeneous
Neumann boundary conditions.

This chapter provides the analysis of all partial differential equations which occur
when considering optimal control problems governed by (1.1.1). It is organized as
follows: In the upcoming section, we state the main assumptions on the data involved
in (1.1.1). In Sections 1.3-1.5, we discuss the well-posedness of equation (1.1.1) in
different spaces. Section 1.4 contains some preliminary results which are used to
obtain higher regularity of the solution of the quasilinear equation. Section 1.6
is devoted to the study of the linearized equation and to the derivation of some
differentiability properties of the solution operator u —— y. The analysis of the
adjoint problem is the scope of the last section.

1.2. Main assumptions on the nonlinearities

We assume the following hypotheses about the data involved in (1.1.1).

ASSUMPTION 1.1. Q C R? is an open bounded polygonal domain with boundary T .
We denote the unit outward normal vector to I' at x by v(x).

ASSUMPTION 1.2. The function a : Q@ x R — R is a Carathéodory function, i.e.
measurable with respect to the first variable and continuous with respect to the second
one. Moreover,

(1.2.1) da, > 0 such that a(z,y) > aq for a.a. x € Q and ally € R,
a(-,0) € L*(Q) and for any M > 0 there exists a constant C,pr > 0 such that
la(z,y2) — alx,y1)| < Comlye — 11| for a.a. x € Q and all |y;| < M, i=1,2.
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ASSUMPTION 1.3. The function f : QxR — R is a Carathéodory function and there
exists p > 4/3 such that f(-,0) € LP(S2). Moreover, f is monotone non-decreasing
with respect to the second variable for a.a. x € Q and there exist a positive constant
ay >0 and a measurable set E C ) with Lebesgue measure |E| > 0 such that

f(5’773/2) B f(vaJl)
Y2 —
Finally, we assume that for any M > 0 there exists a function ¢y € LP(Q) such that

(1.2.3) |f(z,y2) — f(x,11)| < dm(x)|y2 — yi| for a.a. x € Q and all ||, ly2| < M.

EXAMPLE 1.4. Taking a(z,y) = ¢o(x)+vy*™ and f(x,y) = y+y>—((x), withm € N,
b0 € L>®(Q), ¢o(-) > ag > 0 a.e. in Q, and ( € LP(Q), p > 4/3, we see that the
equation

(1.2.2) >ar YreE and Yyi,y2 € R, withy, # yo.

{ —div [(¢o(2) +y*"(2))Vy(@)] +y + y°(x) = ((z) in 2,
[¢o(x) + y*"(2)] yy(z) = u(z) onT,
satisfies the above assumptions. Other possible choices are a(x,y) = ¢o(x) + €Y or

fx,y) = e = ((x).

Throughout the thesis, p and F, introduced in Assumption 1.3, will be fixed and the
solutions of PDEs are understood in the weak sense: We say that y € H'(Q2)NL>(Q)
is a solution of (1.1.1) if the following identity holds

(1.2.4) / {a(z, y(2))Vy(z) Vo(z) + f(z, y()d(x)} dr = / u(z)(z) do(z)

for any test function ¢ € H* ().

1.3. Well-posedness of the quasilinear equation

To prove the existence of a weak solution y of (1.1.1) in H'(Q) we cannot apply
the Minty-Browder theorem for monotone operators; see, for instance, Gajewski et
al. [54, Theorem I11.2.1]. This is due to the fact that the equation (1.1.1) does not
lead to a monotone operator in general. For an example showing the non-monotone
character of (1.1.1) in a particular case the reader is referred to Hlavacek et al. [67,
Remark 2.2].

In the following theorem, we establish the existence and uniqueness of a solution to
(1.1.1).

THEOREM 1.5. Under the Assumptions 1.1-1.3, for any u € L*(T') with s > 1 equa-
tion (1.1.1) has a unique solution y, € H'(Q) N L>*(Q). Moreover, there exists

p € (0,1) independent of u such that y, € C**(Q) and, for any set U bounded in
LA(T),

(1.3.1) HyuHHl(Q) + HyuHco,u(Q) <Cy VYuce U,
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with some constant Cy > 0.

PROOF. Ezistence of a solution. To show the existence of a solution of (1.1.1)
we introduce the truncated functions ay; and fj; as follows. Depending on M > 0,
the function a,; is given by
alz,y) il < M,
ay(z,y) = alz, +M) ify>+M,
a(x,—M) ify<-—-M.
In the same way, we define the truncation fy; of f. Now let u € L°(T") and ¢ > 0

be arbitrary but fixed. Consider the mapping F : L*(2) — L*(Q) defined by
F(w) = z., where z. satisfies the linear equation

(1.3.2) {

Thanks to Assumption 1.3, (1.3.2) is monotone, hence by applying the Lax-Milgram
theorem, we get the existence of a unique solution 2. € H'(Q) of (1.3.2), therefore F
is well-defined. Next we will use the Poincaré inequality (see, for instance, Gajewski
et al. [54, Lemma I1.1.36])

(1.3.3) 2l < Cr (IV213200) + I 2l132m)) V2 € HY(Q),

with C'g > 0 being independent of z. Taking 2. as test function in the weak formu-
lation of (1.3.2), along with the positivity of a,, there holds

—div [ap(z, w)Vze] + expz. = —fu(z,w) inQ,
ay(x,w)d,z. = u onl.

min{aa,e}HzEH%{l(Q) < CE/Q {aM(a:,w)\VzEP +EXEZ§}d:L*

— O ( /F wz. do(s) — /Q Far(, )% dq;)

< C(Jlul

poey + 1 ar (o w) o) 2ellamnqey
In the last inequality, we have used the continuity of the trace operator
v HYQ) — H”(T), v(2)(z) = 2|p(z), for z € HY(Q)NC(Q) and a.a. z € T,
as well as the continuous embeddings H*(Q) < L” (Q) and H"*(T") < L*(I"), where
p’ and s’ are the conjugate exponents to p and s, respectively. Thus,
lzellim@) < Cae (Iullom) + Ifar (s w)lliaey )

where C, . depends only on |2, a, and e, but neither on ay; nor on fy,. Because
of the compact embedding of H!(Q) in L?(Q2) we can apply Schauder’s theorem to
obtain the existence of a fixed point y. € H'(Q2) of F which is a solution of

—divam(z,y:) VY] + expye = —fu(z,y.) inQ,
aM<x>ya)aVye = u onl".

(1.3.4)
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Next we show the boundedness of {y.}.~o in H*(Q2). Thanks to (1.2.2) and the
definition of fur, we have (far(-,ye) = far (-, 0)) ye = arbasd=ful Oy > o, My |
a.e. in Q if |y.| > M, thus we arrive at

apy? if ly.| < M,

(P, 9) = f(@,0)) ye = {osz!Z/s! if [y > M,

for a.a. = € ). This leads to

an/ |y5|d$:an |y5|dl'+an |y5|dx
E En{|ye|>M} En{lys|<M}

</ (Faese) = Furlw, 0)) e di -+ o M2
En{lys|>M}

< [ o) = fu0)) e do + g M| E).
Q

Therefore, we have from this inequality and the weak formulation of (1.3.4)
0l Vel + s [ luclda
< [ auslo, ) Vul o+ [ (farlene) = fure.0) vedo + agMP|E|
Q Q

< C (Ifar(0)lzoey + llull o)) el @) = [ e da+ oy M?|E]
E

< O (I£a1 (. 0) oy +

LS(F)) [Yell 1) + ap MP| |

(1.3.5) SC’(IIfM(-,O)IILP<m+IIUILS(F))QIV%IIL?(Q)+/Iyald9€>+an2|E|7
E

where we have used that
2l = 192020y + [ el do
E
is a norm equivalent to the ||-||z1(q) norm. Taking

M > 2C" (||fM(',0)||Lp(Q) + ||u)

) Jag

we deduce from (1.3.5) that

1
(136) CYGHV?JEH%Q(Q)"—QQfM/E’ys’dx

< O (Il £ (- 0)l| oy + [l

1)) [Vell @) + M2
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Now for the term (HfM(-, 0)||r(e) + HUHLS([‘)) VY|l r2() We use Young’s inequality
with ¢ = ¢’ = 2 and get

(121 G 0) 1oy + [l

1
200,

Ls(r)) [V Yel 20
2 a,
< 5= (a0 miey + llalleey)” + SNVl Faqey
Inserting the last inequality in (1.3.6), it follows

V820 + / elde < C" Ve =0,
FE

where C" depends on ||u||zs(ry but not on €. This proves the boundedness of {y. }.~0
in H'(Q). Moreover, applying Stampacchia’s truncation method (see, for instance,
Stampacchia [89] or the exposition for semilinear elliptic equations in the textbook
by Troltzsch [91]), we deduce the uniform boundedness of 3. independently of ¢, i.e.

(1.3.7) el o) < Coo (lullzoqry + 1£C )| o) »

where the constant C, depends only on «, and «; but neither on ay(-,y.) nor on
fa (- y2) or on €. By choosing

M = Coo (Jlullow + 150 lr)

(1.3.7) implies that ay(z, y-(2)) = a(z, y:(x)) and far(z, 5:(x)) = f(z, yo(x)) for aa.
x € Q, therefore y. € H*(2) N L>°(Q) is a solution of

(1.3.8) /Q{a(%ya)vya-vcb +(expye + f(2,1:)) ¢} dx Z/Fucb do(x) Vo€ H'().

By taking subsequences, {¥. }.~o converges weakly* in L°°(€2) and weakly in H'(Q) to
some y € H(Q)NL>®(2) when € — 0. Thanks to the compactness of the embedding
HY(Q) — LI(Q) for every q € [1,00), the convergence y. — ¥ is strong in every
L9(©2). Passing to the limit in (1.3.8), we see that y satisfies (1.2.4), hence it is a
solution of (1.1.1). Moreover, (1.3.7) and the weak* convergence y. — y in L*°(2)
lead to the inequality

(1.3.9) Iyl zoe2) < Coo (l[ull oy + 115 0) | o) -

The Holder regularity is well known; see Murthy and Stampacchia [81], Stampacchia
[88] or Griepentrog and Recke [59], Groger [61].

Uniqueness of the solution. Here we follow a comparison principle proposed by
Hlavécek et al. [67]. Let y; € H'(Q) N L>®(Q), i = 1,2, be two solutions of (1.1.1)

and ¢ > 0. Since the regularity result proved above implies that y; € C'(Q2), we can
define the open sets

Qo ={z € Q|ya(z) —y1(x) >0} and Q. ={x € Q|ya(x) —yi(z) > e}.
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Now we introduce the function z.(z) = min{e, (y2(z) — y1(x))*} which belongs to
H'(Q) and has the following properties: 0 < z. < ¢ in Q, Vz.(2) = 0 for a.a.
r ¢ Q\Q and Vz. = V(ya —y1)" = V(y2 — y1) a.e. in O\ Q.. Choosing z. as test
function in the weak formulations of the equations corresponding to y;, along with
(1.2.1) and the monotonicity of f, we get

alVl < [ {alwl Vol + (Flee) = Flon)) = do
- / (a2, 92)V (g2 — 1) Ve + (Fa.92) — Fa) 2} da
:/Q(a(x,yl) —a(z,y2)) Vy1-Vz. dx

= [ falw) - ale ) Vi Vo
QO\QS

< Camllyz = villze @00 IVYLl L2000 |V 22 || 22 (00\020)

(1310) S CmM&“HvylHLQ(QO\QE)HVZEHLz(Q)
with M > max{|[y1[lc@q), [[v2llc@)}- From Assumption 1.3 it follows
1 . _
0 S Ze é (y2 _y1)+ =Y~ U < ;f(.f(»yQ) _f(ayl)) 1nEﬂQO7
hence
1 :
252 S ;f(f(ayQ)_f(7yl)) Ze 1nE7

since zz = 0 in E'\ Qo. By the Poi ncaré inequality (1.3.3), we then obtain as in
(1.3.10)

lzelFa0) < C (1V 2|2 + N2l
C
< 8 [ ale Vel + (o) — fo) 2} da
min{og, ar} Jo
(1311) S CéHvy1||L2(QO\QE)HVZEHLQ(Q) .
Combining (1.3.10) and (1.3.11), we infer
121220y < O VinllZz o0 -

Since h_I}é 120\ Q2| = 0, we deduce from the last inequality

Q| = 8_2/ e2dr = 5_2/ |2 dz < C'[|[Vin T2y — 0 as € =0
Qe Qe

which implies that [Qy] = hn% |€2.| = 0 and hence yo < y;. In the same way, we prove
€E—
that yo > y1.
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Proof of (1.3.1). Following the arguments on page 4 and taking ¢ = y, in the
equation (1.2.4) with y, substituted for y, along with the positivity of a and the
monotonicity of f, there holds

win{ar g Hidoiey < [ {ae sV + (F(oam) = Fo.0) ) da

<C (||U Ls(r) + Hf(vO)HLP(Q)) Yl 71 () -
Hence,
(1.3.12) lyullzrne) < Cag (lelloy + 1 0) o) -
Finally, inequality (1.3.1) follows from (1.3.12), (1.3.9), with y replaced by v,, and
the estimates in [88]. O

REMARK 1.6. The Lipschitz property of a w.r.t. the second variable is necessary
only for the uniqueness of a solution of (1.1.1), not for its existence. If this property
is violated Hlavdcek et al. have presented in [67] an one-dimensional example of
non-uniqueness of solutions.

REMARK 1.7. If f is differentiable w.r.t. the second component then Assumption 1.3
implies that (0f /0y) > ay in E xR and it is dominated by an LP(QY) function. The

proof of the existence of a solution in H'(Q)NC(Q) of (1.1.1) is then easier; see [20,
Theorem 2.4|. Let us briefly sketch the main steps of it. Utilizing the identity

ﬂ%wm—fmm+ﬁmwmmm>MMﬁmww—Agga@mm

it is enough to consider the mapping F : L*(Q) — L*(Q) defined by F(w) = z,
where z is the unique solution in H'(Q) of
—div [apy(z,w)Vz] + fou(z,w)z = —f(x,0) inQ,
{ ap(z,w)0,z = u onl.
Here, fon denotes the truncation of fy as described in the proof of the previous

theorem. Once again, by Schauder’s theorem, there exists a fived point yy € H'(Q)
of F'. The rest of the proof is along the lines of Theorem 1.5.

REMARK 1.8. It is important to remark that in view of the previous theorem, the set
{vu

u € U} is bounded in C(2) for bounded U C L*(T"), s > 1.

If a is continuous in € x R then we are going to prove that y, € W (Q) for some
r > 2. For equations of the type (1.1.1) with homogeneous Dirichlet boundary
conditions such a regularity result is standard; see Morrey [80, pp. 156-157] or
Giaquinta [55, § 18, p. 73]. To our best knowledge, in the case of quasilinear
equations with inhomogeneous Neumann boundary conditions, W () regularity
results have not yet appeared in the literature. To overcome this obstacle we will
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apply a result by Dauge [46] that holds true for equations with constant coefficients.
For this reason, we follow the classical approach of freezing the coefficient a around
certain points of the domain to perform a reduction from variable coefficient to
constant coefficient.

THEOREM 1.9. Suppose that the Assumptions 1.1-1.3 hold and that a : @ x R — R
s continuous. Then there exists T > 3 such that, for any

2 4

min{?,p} ifp € (,2),
(1.3.13) 2<r< 2-p 3
r ifp>2,

and any u € L'"*(T), the solution y, of (1.1.1) belongs to W'"(Q). Moreover, for
any bounded set U C L'/*(T) there exists a constant Cyy > 0 such that

In addition, if Q) is convex then the above conclusions remain valid for somer > 3_6\/5.

PROOF. Let us first assume that 2 < r < (2p)/(2 —p) if p < 2 and 7 € (2,00)
otherwise. The restriction r» < 7 for some r > 3 will be imposed later. By virtue of

Theorem 1.5, (1.1.1) admits a unique solution y, in H'(Q)NC(2). We have to prove
its W () regularity. Note that, thanks to our assumptions and the continuity of
Yu, a(+) := a(-,y,(+)) is continuous in 2.
Let p > 0 then there exists a finite number of boundary points {z;}7., C I' such
that I' C UjL, Br2(7;, p). Further, let D be an open set with regular boundary such
that D C D C Q and Q C UJL) Br2(zj,p) U D. We also take a partition of unity
{1}y € C=(R?) with 7 ;(z) =1 and 0 < ¢j(z) < 1Va € Qand j = 0,...,m,
supp to C D and supp ¢ C Bgz(2,p) for [ = 1,...,m. Then y, = 7., y;, where
y; = ¥;y,. We prove that y; € W (Q) for every j =0,...,m.
For j = 0 we have yo = 1oy, hence
—div [a(z)Vyo] + yo = — div [a(x)eVy,] — div [a(z)y, Vibo] + Yoy
= —thodiv(a(z)Vy.] — a(z)Vy.-Vipo — divia(z)y. Vibo] + Yoy
- —¢0f($a yu) - d(x)Vtu% —div [d(x)yuv'(pO] + ¢Oyu
(1.3.15) =G in ()

and yo = 0 on I'. It suffices to show that G € W~17(Q) := WOI’T/(Q)*, where

Wa (€2) denotes the closure in W' (Q) of the space C°(£) consisting of all infinitely
differentiable functions with compact support in Q. Then the W17 (Q) regularity of yo
follows from Morrey [80, pp. 156-157]. To prove that 1y f € W~1"(Q) we make use of

the Sobolev embedding W™ (Q) < L¥ (Q) which holds true when 1/p’ > 1/1/ —1/2
or equivalently 1/r > 1/p — 1/2. The last inequality is valid due to our assumption
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on r. Moreover, a(-)Vy, -V € L*(Q), div [a(-)y. V] € H(2)* and the inclusions
L*(Q) € HY(Q2)* € Wb(Q), hence we conclude that G € W=17(Q).

We fix now j = 1,...,m and z; € I Employing (1.2.4) with y replaced by v,, we
have for arbitrary z € H'(Q)

/ a(z) (zVy, -V, +¢;Vy,-Vz) de = / a(z)Vy,-V(¥;z) dx
Q Q

= —/f(x,yu)wjzdas+/uwjzda(x),
0 r
therefore

@@V Vs +hde = [ {0(0) (u905-V5 05 9000V2) £ s} do
- / ((2) (1 V) Vz — 2V Vb)) + (g — f(.)) 12} da

(1.3.16) —|—/u1pjz do(z) =: F(2).

r
F' is a linear continuous functional on W”/(Q). To verify this consider, for instance,
the terms 2V, and uz|p with z € W' (Q):

2V 3allise < Cllal, 2 g 990l 26 g <l ol Voullzzco

is a consequence of the embedding W™ (Q) < L%(Q) and the fact that the con-

jugate number of 25 is -2 < 2. Moreover, z|p € W=V (1) — Le2(T), cf.

Grisvard [60, Theorem 1.5.1.3], hence Holder’s inequality yields
lwzlrllziwy < Nl el 2 ¢
< Cllull e el s
< Cllull ey |2 llwrr o -
From (1.3.16) we get for z € W' (Q)
/ (i(2;)Vy;-Vz + 2} do = / (d(x;) — a(x)) Vy;-Vz de + F(2).
Q QN B2 (z5,p)
Consider now the mapping F : Wt(Q) — W (Q), F(w) = 4., where y,, is the
solution of the problem
(1.3.17) /{&(xj)Vyw~Vz gz} dr = / (a(2;) — a(x) V- Ve de + F(2),
Q QNBga (5,p)

for every z € W (). According to Dauge [46, Corollary 3.10], there exists 7 > 3
such that, for any r satisfying (1.3.13), the equation (1.3.17) admits a unique solution
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Y € WH(Q). Consequently, F is well-defined for these values of r. If Q is convex

then 7 > ﬁ, cf. [46, Corollary 3.12].

Next we prove that F is a contraction so that Banach’s fixed-point theorem is ap-
plicable and yields y; € W' (Q). For w; € W (Q), i = 1,2, we find

[ F(w2) — F(wi)|[wir@) < Clla(z;) — al-)|| e @nBys @5.0n 1wz — willwrr@)
where C depends only on «a, and not on z;. Let us show this estimate. Consider first
the mapping 7 : W' () — W' (Q)*, (Tw, 2) = [, {Vw-Vz+wz}dx. Then T is
bijective, cf. [46, p. 233], and continuous, hence it is an isomorphism. The inverse of
T is also an isomorphism, thus, given & € W' (Q)*, the solution w of the equation

Tw = ¢ satisfies [|w[lw1ir@) < C[[€]lyr.7 ()~ This fact can be used to deduce from
the identity

/Q 1a(7)V Yy = Yuy ) V2 + (Yuy, — Yuy )2} d

_ / (@(2;) — a(2)) V(ws — wn)-Vede = L(z) VzeW'(Q),
QN By (x;)
the following inequality
[ F (w2) = Fwi)llwrr@) < CllLllw1m gy

<C sup sup [a(z;) — a(@)] lws — willwir@llzllwir o)

Hz||W17T/<Q>§1 2€QN B2 (5,p)

< Clla(x;) — a()| oo @nBys 0 lwz — willwir gy -

Now we can choose p sufficiently small such that C||a(x;) — a() |z @nBaa (a0 < 1,
hence F is a contraction.

We finish the proof by verifying (1.3.14) which follows from the same estimate for
yj, 7 = 0,...,m. For yo we get the desired estimate from known results for lin-
ear elliptic equations, cf. Morrey [80, pp. 156-157]. To estimate ||y;|[w1.r (), with

j > 1, we are going to use an estimate for the linear case and the fact that F

is a contraction. Let us take w® = 0 and w**! = F(w*), k = 0,1,2,..., then
W |y < %,%HWIHWM(Q), where Ar is the contractivity constant of F.

Since {w*}72, converges to the unique fixed point y;, ||y; |l @) < 11\/{; |wH| W)

Moreover, w! is the solution of the linear equation

/{d(xj)le-Vz + wlz} de = / (a(z;) — a(z)) Vu'-Vz dr +F(z)

Q QNBga(4,p)

=0

Vz € WH(Q), hence as above |[w!|y1irq) < Cl|F 1. (o) and the proof is com-
plete. 0
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REMARK 1.10. The paper by Dauge [46], cited in the proof of the previous theorem,
deals only with problems in 3D but the result is also valid for dimension two. This
can be seen as follows. Given the solution y € H'(Q) of the problem

—Ay+cy=f in€,
{ oy=u onl,
with a positive constant ¢, we introduce the prism Q) = Q x (0,1) and consider the
problem . 3
—Ag+cy=f inQ,
u onl x(0,1),
0,5y=0 onQx{0,1},
where f : QxR — R and @ : T x (0,1) — R are defined by f(@) = f(x1,22)
and w(%) = u(x1, x2), with & = (x1, T2, 23) € 2. Then there holds gz € W () and
0a(%) = yu (1, 22), therefore y, € W (Q).

REMARK 1.11. Theorems 1.5 and 1.9 are still valid if we require in Assumption 1.3
that ¢pr and f(-,0) belong to LP(QY) with p > 2q/(24 q) > 1 and q¢ > 2. The reason
for assuming p > 4/3 will become clear in Theorem 1.18.

1.4. Regularity of solutions of elliptic PDEs in domains with corners

This section contains some auxiliary results concerning the regularity of solutions of
the following Neumann problem

{—Ay: f inQ,

1.4.1
( ) d,y=g¢g onl,

where  C R? satisfies Assumption 1.1. Further, we assume that f € LP(Q2) with
p>4/3, g € L*(T) satisfying the compatibility condition

(1.4.2) /Qf(x) dm—l—/Fg(x) do(z) = 0.

It is a well-known consequence of the Lax-Milgram theorem that (1.4.1) has a solution
in H'(Q) that is unique up to an additive constant; see Grisvard [60, Theorem 4.4.3.1]
when g = 0.

THEOREM 1.12. Suppose that Assumption 1.1 holds. There exists sq > 3/2 depend-
ing on ) such that for every 3/2 < s < sq the problem

—Az=( nQ,
0,z=¢g onl,
with ¢ € H2(Q), g € L*(T) and

(143) (6 Vs vy + [ (@) o) =0.
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has a unique solution z € H**(Q) up to an additive constant. Moreover, there exists
a constant Cs > 0 independent of ¢ and g such that

(1.4.) WMWmSQOMWWMHMWm+M4@W

The last term in (1.4.4) is a consequence of the uniqueness of z up to an additive
constant. We should remark that H*72(Q) := HZ *(Q)* if s < 2; the latter space is
defined analogous to W, ’T/(Q) on page 9. However, because 0 < 2 — s < 1/2, there
holds HZ™*(Q2) = H*73(Q), hence H*%(Q) = H?>*(£2)*; see, for instance, Grisvard
(60, Theorem 1.4.5.2-(c)]. Let us also mention that ((, 1) yu-2(q) g2-s() = Jq ¢ dv if
¢ € LP(Q2) with p > 4/3; see Corollary 1.13 below.

PrOOF. To simplify the notation we will write (-, -) instead of (-, -)HS,Q(Q) H25()
Let us consider the problems

—Az = % <C7 > in Q7
(1.4.5) (0 onl
—Azy = (— %(C 1) inQ,
(1.4.6) Oyz9 = 0 onl',
(147) —AZgI 0 iIlQ7
o Oy23 = g—0,z1 onl.

According to Dauge [44, Theorem 23.3] or [45, Theorem 3], there exists sq > 3/2,
depending on the angles of {2 and the minimum positive eigenvalue of the Laplace
operator in €2, such that the problem (1.4.5) has a unique solution z; in H*(Q2) if
¢ € H%(Q) and 3/2 < s < sq. Moreover, the following estimate holds

(1.4.8) 21|l es ) < CsallC]

The regularity of z; implies that 9,2z, € L*(T") (see also page 14) and by integrating
(1.4.5),

(1.4.9) /5’ 2z do(x /A21 dr = ((,1).

The existence of a unique solution z, € H*(2) of (1.4.6), up to an additive constant,
follows from Dauge [44, Corollary 23.5] for 3/2 < s < sq and ¢ € H*72(f2). Now we

have the estimate
HMW@<@2% X [ s
19 Q

HS—Q(Q) .

+
H572(Q)

He-2(0) + ‘/ zo(x) dx
Q

g@(M
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Finally, taking into account (1.4.3) and (1.4.9), we get
(6= d0@) = [ gaot@) + (1) =0.
r r

Thus, from Kenig [72, p. 121] we deduce the existence of a solution z3 in H*?(2) of
(1.4.7) that is unique up to the addition of a constant. Similarly, we obtain with the
help of the continuity of the trace operator and (1.4.8)

‘dewdx>
He-2() + '/ng(x) dm) :

Consequently, z; + 2, + 23 € HY?(Q) and 2z = 2, + 2, + 23 + constant. Inequality
(1.4.4) follows immediately from the above estimates for z;, i = 1,2, 3. O

||Z3||H3/2(Q) <C (Hg — Oyl 2y + '/ z3(z) dx
Q

<c <||9||L2(r) I -

<C. (ngm el

COROLLARY 1.13. Suppose that Assumption 1.1 holds, f € LP(Q) with p > 4/3,
g € L*(T") and the condition (1.4.2) is satisfied. If y € H'(Q) is a solution of (1.4.1)
then y € H**(Q) and there exists a constant C' > 0, independent of f and g, such

that
0410 Pl = (o + ol +| [ wlo) o)

PROOF. It suffices to prove that LP(Q) C H*%(Q) for some 3/2 < s < sq. Then
we can apply the previous theorem to obtain the desired regularity of y and (1.4.10).

Thanks to the inclusion H7?(Q) C L*(f), we can take ¢ > 0 small enough and s
close to 3/2 such that p > (4 —¢)/(3 — ) and H*>7*(2) C L*¢(2). Then it follows

(4—e

L/(Q) € LG9 (Q) = L*=(Q)* € H>5(Q)" = H*2(Q). O

The next proposition deals with the regularity of the trace and normal derivative of
a function belonging to H*?(Q). It is known that for Lipschitz domains the trace
operator is linear and continuous from H*(2) to H*~/3(T") if 1/2 < s < 3/2, as well
as from H*(Q) to H'(T) if s > 3/2, cf. Ding [48]. However, Jerison and Kenig [71,
§ 3] have constructed a function in H*?(§2), whose trace is not in H*(T").

Furthermore, if Q is polygonal and y € H*(Q) with 3/2 < s < 2 then 9,y € L*(T).
Indeed, 0;y € H*~1(2) for i = 1,2, hence there exists the trace (9;y)|r € H*~"*(T).
Now 0,y = Vy-v = (O1y)|rv1+(02y) |rve. The difficulty comes from the discontinuity
of the normal vector v. In polygons, v is constant on every edge e of I', therefore
d,yle € H="?(e) and 0 < s — 3/2 < 1/2. Finally, we can apply Theorem 1.5.2.3-(a)
in Grisvard’s book [60] to deduce, without additional conditions, that 9,y € L*(T).
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PROPOSITION 1.14. Under the Assumption 1.1, if y € H*(Q) and Ay € LP(Q) with
p > 4/3 then ylr € HY(T), 0,y € L*(T) and the following estimate holds

(1.4.11) lylella @y + 10uyll 2y < C (19l vy + 180l o)) -

PROOF. Let y; € H'(Q) satisfy —Ay; = —Ay in Q and y; = 0 on I'. As in the
proof of Theorem 1.12, y; € H*(Q2) with some s > 3/2, hence d,y; € L*(T") and

(1.4.12) 10yl z2ry < Clya|

@) < Cll Ayl e -

Setting y» = y — y1, it follows that y, is harmonic and y, € H¥?*(Q). Therefore,
according to Jerison and Kenig [71, Theorem 5.6 and Corollary 5.7], ya|r € H(T),
d,yo € L*(T) and

(1.4.13) [y2[r (@) + 10092l 2wy < Cllvall oz -

Furthermore, y;|r = 0 and y|r = yo|r € H(T'). Since d,y = d,y1 + 0,y € L*(T),
(1.4.11) follows from (1.4.12)-(1.4.13) and the continuity of the trace operator:

lylella oy + 10uyll oy < lwalella oy + 100yl 2y + 10uvell 2y
< C (llvall gy + 1Y o)
<C <||yHH3/2(Q) + HAyHL”(Q)) :

U

COROLLARY 1.15. Let Assumption 1.1 be fulfilled, p > 4/3 and ¢ € LP(QY) satisfy
c() >0 a.e. inQ and c(-) > a > 0 at least on a subset of Q0 with positive measure.
Then the problem

(1.4.14) {—Ay+d@y=f inQ,

oy=y9 onl,
with f € LP(Q) and g € L*(T"), has a unique solution y € HY*(Q) and
(1.4.15) 1]l 200y < Ce (1f o) + gl z2y) »

where C, > 0 depends on ||c||Lrq) but it is independent of f and g.

ProoOF. Under the assumptions of the corollary, the existence and uniqueness

of a solution y € H'(2) N C(2) of (1.4.14) follows, for instance, from Alibert and
Raymond [3, Theorem 2]. Moreover,

Iyl + 19lle@ < Cr (1 llr) + lgllzy)

with C; > 0 independent of f, g and c. The H*?(Q) regularity of y follows from
Corollary 1.13 when replacing f by f — cy € LP(Q). To show (1.4.15) we apply
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(1.4.10) and get
19l 20y < € (I1F = eyllmey + lallza)
< C (Il + llellzollle@ + gl
< o (Il + Cillellzocey (I Fllzoy + Ngllzza) + lgllzze))
= G (14 Cillel| o) (ILfllo@ + lgllzzry) -
Thus, (1.4.15) is obtained by setting C, = Cy (1 + Cl||C||Lp(Q)). O

REMARK 1.16. The H**(Q) regularity of the solution y of (1.4.1) if f € L*(Q) is
studied by Casas et al. [29, Lemma 2.2]. Similarly to our technique, the Neumann
problem is decomposed in two different problems and a combination of the results by
Jerison and Kenig [70, 71] is used. For conver domains in R", n > 1, an analogous
result to Proposition 1.14 is proved in Casas et al. [28, Lemma A.1].

1.5. Higher regularity of solutions of the quasilinear equation

In this section, we will see that stronger assumptions on the coefficient a of the differ-
ential operator yield higher regularity of the solution of (1.1.1). This higher regularity
is crucial to confirm a high rate of convergence for the finite element approximation
of (1.1.1); see Chapter 2. Since we will need in the sequel the differentiability of a
a.e. in {2, we impose the following assumption.

ASSUMPTION 1.17. For every M > 0 there exists a constant Cyy > 0 such that, for
all x; € Q, |ly;)| < M, i=1,2, the following local Lipschitz property is satisfied:

|a(2, y2) = al@y, yi)| < Ou (J22 = 1] + |y2 = 1) -

Since a is Lipschitz in 2 and y and C%*(Q) = Wh>(Q), a is differentiable a.e. in Q
with uniformly bounded weak partial derivatives and, given y € H*(Q) N C(£2), the
chain rule is valid:
0 :
9j la(z,y(x))] = [Vaal;(z,y(z)) + J(x,y(x))ajy(m) forj=1,2, and a.a. x € 2.

THEOREM 1.18. Suppose that the Assumptions 1.1-1.8 and 1.17 hold. Then for any
u € L*(T) the solution y, of (1.1.1) belongs to H**(Q). Moreover, for any bounded
set U C L*(T") there exists a constant Cyy > 0 such that

(1.5.1) 19ull o2y < Cu Yue U,

PROOF. From Theorem 1.9 we get that y, € W (Q) for some r > 3 (notice
that ;Tpp > 3 if 4/3 < p < 2). Let us show that y, € HY?>(Q). Thanks to the

assumptions on a and the continuity of y,, it follows that a(-,y,(-)) € C(2) and
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(0a/0y) (-, yu(+)) € L*(Q2). By expanding the divergence term of the equation (1.1.1)
and dividing by a = a(-, yu(+)) > a, > 0, we verify in Remark 1.20 below that

1 oa .
a H/—/ ]—1\—’_/ 8y N—_——
o] r /2
L) Lr(Q) Lo(Q)  L7(Q) ‘—/—’Lm(m L7/2(Q)
(1.5.3)  Oyyu = g onT.

The right-hand sides of (1.5.2) and (1.5.3) are in L™™{P"/2}(Q)) and L?(T"), respectively.
Hence, we can apply Corollary 1.13 to obtain the H*?(2) regularity of 3,. Inequality
(1.5.1) simply follows from (1.4.10) along with the Assumptions 1.2-1.3, Remark 1.8
and (1.3.14). O

CONCLUSION 1.19. In dimension two, there holds H*?(Q2) ¢ W4(Q). Therefore, if
Assumption 1.17 is valid and v € L*(T") then we can improve the regularity of v, to
WH4(Q), no matter if 7 < 4, where 7 is given in Theorem 1.9.

REMARK 1.20. In the proof of the previous theorem we made use of the fact that the
solution y, € WHT(Q) (r > 3) of (1.1.1) is also a solution of (1.5.2)-(1.5.3). Let us
verify this. For s = min{p,r/2} we define the functional F : L* (Q) — R by

J=1

2 a
F(Z> = /cht (_f(xva) + Zaja(xva)ajyu =+ gy(xva)‘vaP) zdx .

We prove that y, is a solution of the equation

—Ay=F inQ,
u

oy= — onl.
a

(1.5.4)

For that purpose we pass to the weak formulation of (1.5.4) and consider the problem
of finding y € HY(Q) such that, for every z € H(Q) C L¥ (Q),

(1.5.5) AVszdszsza(l‘)—l—F(z)

a =

U 1 2
:/Zd(f(l’)—{—/ 5 (_f(xayu) +Zaja(xayu)ajyu+ -27 y Yu |vyu‘2)
T Q
C

For arbitrary z € H'(Q) we have 20y, € L*(Q), j = 1,2, since H(Q L5(Q)
and Ojy, € L*(Q). Then owing to the boundedness of a(-,yu(+)), [Va ]( () and
(0a/0y) (-, yu(+)), we deduce

aj[OJ('? yu>z] = [an]j(-, yu)z + @

ay(-,yu)zajyu +al-,yu)0;z € LA(Q) forj=1,2.
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Hence, a(-,y,)z € HY(Q) and substituting this for the test function z in (1.5.5), we
see that y, satisfies (1.5.5). This proves that y, is a solution of (1.5.4) and any other
solution y of (1.5.4) is of the form y =y, + constant.

The last regularity result of this section is only valid for convex polygonal domains.
To our best knowledge, for non-convex corner domains, such a result does not exist
in general. Related results for domains with smooth boundaries are addressed in
Remark 1.22 below.

THEOREM 1.21. Let the Assumptions 1.1-1.8 and 1.17 be satisfied. We also assume
that Q is convex and p > 2. Then there exists ro > 2 depending on the measure of
the angles in T such that, for any

2 S r S min{Fa 7"07p}

r > ﬁ; see Theorem 1.9) and any u € W'=/7"(T'), the solution y, of (1.1.1)
belongs to W>"(Q). Moreover, for any bounded set U C W'=/7"(T') there exists a

constant Cy > 0 such that
|Yullwer@) < Cu YueU.

PROOF. First, we prove the result for 2 < r < min{r/2,p}. Since r > 2, we
have u € W=/»"(I') ¢ HY*(T) ¢ LY(T) for any 1 < ¢ < oo. Taking ¢ = 7/2,
we can apply Theorem 1.9 to deduce that y, € W17(Q). We have to show the
W2 () regularity of y,. Repeating the steps of the proof of Theorem 1.18, we
get that the right-hand side of (1.5.2) is in L"(€2). Hence, it is enough to prove
that u/a = (u/a(-,yu(+))) € W'=Y»"(I'). Then a well-known result by Grisvard [60,
Corollary 4.4.3.8] on maximal regularity yields the existence of 1y > 2 such that
Yo € W2T(Q) if 2 < r < min{ry,7/2,p}. This ry depends on the measure of the
angles in I". To verify the W'=""(T') regularity of u/a we will use the following two
facts:

(1.5.6) Ifbe CO*T), ue W (I') with > 1 — 1/r, then bu € W'=/""(I);
cf. Grisvard [60, Theorem 1.4.1.1], and

=k—-2/q ifk—2/g<1,
(1.5.7) Wha(Q) c CO*(Q) with p {<1 ifk—2/qg=1,

=1 iftk—2/g>1,

provided that kg > 2, cf. Necas [82, §2, Theorem 3.8]. Thanks to Assumption
1.17 and (1.2.1), 1/a is Lipschitz w.r.t. both variables. Furthermore, from (1.5.7)

we get y, € WI(Q) € C1=7(Q), therefore (1/a) € CO1=#(T'). Now there are two
possibilities:

(1) If » < 7/2 or equivalently if 1 — 1/r < 1 — 2/7 then it follows from (1.5.6)
that (u/a) € W'=7/="(T). In particular, y, € H?(Q) if u € H'*(T).
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(2) If r = 7/2 we cannot apply (1.5.6) directly. Nevertheless, because of the
inclusion u € W'=>"(I') ¢ H"*(T") we can use the above argumentation to
obtain, in an intermediate step, that y, € H 2(Q). This fact, together with

H?(Q) € C*(Q) for any p € (1—2,1), yields (1/a) € C**(T'). By applying
(1.5.6), we deduce (u/a) € W=/""(T') and y, € W2"(9).

Finally, we assume that 7/2 < r < min{rg, 7, p} which implies p > 2; notice that
r > 3_6\/5 > 4, hence 7/2 > 2. From the first part of the proof we know that
y, € Wrmindro 722k () ¢ C%1(Q). Then (1/a) € C%Y(T) and from (1.5.6) we get
(u/a) € W="m7(T), once again. Moreover, the right-hand side of (1.5.2) is in L"(€2).
By applying again Grisvard’s result, we conclude y, € W27 (). d

REMARK 1.22. The proof of Theorem 1.5 on the existence and uniqueness of a so-
lution of (1.1.1) is valid for arbitrary Lipschitz domains in R™, n € N, provided that
s >mn—1and p > n/2. On the other hand, the statement of Theorem 1.5 holds
true, assuming that T' is of class C' and that the leading coefficients of the elliptic
differential operator are continuous, cf. Agmon et al. [2, Theorems 15.3" and 15.1"].
If the boundary T is of class CYt then the W2 (Q) regularity result of Theorem 1.21
is a consequence of Theorem 2.4.2.7 in Grisvard [60].

1.6. Differentiability of the solution operator

This section is devoted to the analysis of a class of linear elliptic differential equations
of non-monotone type. This class includes, in particular, the linearization of the
equation (1.1.1) around a solution y,. The necessity of studying the linearization
of the quasilinear equation arises when differentiability properties of the solution
operator u — vy, have to be investigated.

Let us first consider the following linear elliptic equation in divergence form
—div[a(x)Vz(z) + b(z)z(x)] + c(z)z(x) = ((z) inQ,
[a(x)Vz(z) +b(z)z(x)]-v = v(x) onT,
where ¢ € HY(Q)*, v € H-/*(T') are given and a,c : @ — R, b : Q — R? are

specified in the next theorem. We say that = € H'(Q) is a solution of (1.6.1) if
Vw € H'(Q) there holds

(1.6.1)

/Q{(d(x)v,z + 2b(2))-Vw + c(z)zw} dz =((, 0) g1 gy 1 () (Vs W) g-1r2(ry e ry -

In view of the occurrence of the non-monotone part div[bz]|, the well-posedness of
(1.6.1) is not obvious. The next theorem establishes the existence and uniqueness of
a solution z € H'(Q) of the previous equation.

THEOREM 1.23. Suppose that Assumption 1.1 holds. We also assume that § > 2 and
v > 1. Further, let a € L>*(Q) with a(z) > a > 0 for a.a. z € Q, b € LP(Q)? and
c € LY(Q), satisfying c(x) > 0 for a.a. x € Q and c¢(x) > « for all x € E, where E is
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a measurable subset of Q such that |E| > 0. Then the operator S : H(Q)) — H'(Q)*
defined by

(162)  (Szwhmioy o = / {4(2)V2- Vo + 2b(x)-V + e(z)2w) da
Q
s an isomorphism.

PrROOF. We follow here the ideas by Casas and Troltzsch [36, Theorem 2.7],
who study the linearized equation of (1.1.1) with homogeneous Dirichlet boundary
conditions. Although (1.6.1) is a more general equation than the one considered
by the previous authors and contains Neumann boundary data, the modification of
the proof of [36, Theorem 2.7] is basically straightforward. Let us note the main
differences.

Since the operator S is linear, the continuity of S is equivalent to its boundedness.
By Holder’s inequality and the embedding H'(Q) < L9(Q) for every 1 < g < oo, we
have for every z € H*(Q)

HSZHHl(Q)* = sup ‘<SZ,’U)>H1(Q)*’H1(Q)‘
||U’HH1(Q>S1

< sup {H&HLoo(Q)lWZHL?(Q)||VZUHL2(Q>

HwHHl(Q)f

+bllsallel gz, V0l + lell@lel, o el =

< C (Jlallz=c@ + Ib(@)l|za@ + el ) Il

thus S is bounded. It remains to prove that S is bijective.

Injectivity of S. In order to prove that S is injective or equivalently that the equation
Sz = 0 admits only the solution z = 0, we can follow the same steps of the proof of
[36, Theorem 2.7] with obvious modifications.

Surjectivity of S. To verify the surjectivity of S we modify conveniently the ar-
guments of [36, Theorem 2.7]. For every ¢ € [0,1] we define the linear operator
Syt HY(Q) — HY()* by

(Sez, WY g () 1) = / {a(z)Vz-Vw + tzb(z)-Vw + c(z)zw} dz .
Q

Obviously, S; = S and the operator Sy is monotone, hence Sy is an isomorphism as
follows from the Lax-Milgram theorem. Let D be the set of points ¢ € [0, 1] for which
S; defines an isomorphism. Then D # (), since 0 € D. Let t,,,, be the supremum of
D. We are going to prove that S, is an isomorphism between H'(Q2) and H'(Q)*,
i.e. tnae € D. We note that S;__ is continuous and injective; the fact of including
tmae in the equation does not matter for the proof of the continuity and injectivity.
It remains to show that S; . is surjective. Given ¢ € H'(Q)*, we have to find an
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element z € H'(Q) such that S, 2z =& Let {t;}32; C D be a sequence such that
tk — tmaz when k — oo and denote by 2, the function in H'(Q) such that Sy, 2 = &.
Then, by the Poincaré inequality (1.3.3) and the assumptions on @ and ¢, we have

alalfng < [ {a@IVal + d@):t) do

= ((f) Zk>H1 tk/ Zkb V,Zk d$>
Q

<C (||§||H1<Q)* +tkHZkaL2(Q)) | 2ell e (@) 5
< ¢ (el +tubal, g, IPlosin ) sl
which implies
foulinay < € (1l + g, )

Arguing as in [36, Theorem 2.7], we get that {2;}72, is bounded in H'(2) and the
weak limit z of a subsequence of {z;}2°, satisfies Sy, .z = £. Therefore, we conclude
that t,.« € S. Finally, we prove that t,., = 1. If it is false then we consider the
operators Sy, .. e, St € LIHY(Q), H'()*), Ve > 0 with . + ¢ < 1 and obtain

1S tmaxte = Stamae | £(H1 (), 1 (2)%)

< sup sup

||ZHH1(Q)§1 ||w||H1(Q)§1

/ ezb(z)-Vwdx
Q

<e sup sup ||b||L5(Q)||z||L%(Q)HVw||L2(Q) < Ce.

1z 51 gy <1 ol 1 <1

Thus, taking 0 < & < 1/(C||Sit |l c(mi @y a1 (), we have by standard arguments of
linear algebra that S, .. is also an isomorphism, which contradicts the fact that
tmaz 1S the supremum of D. O

Before establishing the analysis of the linearized equation of (1.1.1), we need some
differentiability of the coefficients a and f.

ASSUMPTION 1.24. The functions a and f are of class C* with respect to the second
variable and for any number M > 0 there exist constants Dy, Dyrg > 0, such that
da ‘ o f

@(%?ﬁ + @(%W < Dy,

(1.6.3) (1) ;

d*a d*a

(2) ‘ayk(%,yl) - a—yk(@,yz) < Do (|21 — 22| + Y1 — 92])

fora.a x€Q, allz; € Qand |y|, |y <M, i=1,2, k=1,2.
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Taking into account the differentiability of f w.r.t. the second variable and Assump-
tion 1.3, we find that (0f/0y)(x,y) > 0 for a.a. z € Q and all y € R. Moreover,

(1.6.4) g;j(m,y) >ap>0 V(r,y) € ExR,

where £ C  is given in Assumption 1.3.

Let us now come back to our quasilinear equation (1.1.1). The linearized equation
of (1.1.1) around a solution y has the following form

, da of .
—div [a(x, y)Vz + gy(w, y)sz] + afy(x, y)z = ¢ inQ,

(1.6.5) o
[a(x,y)v,z + 6—y(w, y)sz} v=uv onl.
By setting
(1L6.6)  a(x) = alz,y(x)), blx) = g;@,y@»w and o(z) = %(:zc,y(x)) ,

we see that (1.6.5) is contained in the class of equations of the type (1.6.1). In analogy
to Theorem 1.23, we may state the following existence and uniqueness theorem for
a solution of (1.6.5).

THEOREM 1.25. Suppose that the Assumptions 1.1-1.8 and 1.24-(1) hold. Given
y € WH(Q) with r > 2, for any v € H™*(T') and ¢ € H'(Q)*, the linearized
equation (1.6.5) has a unique solution z € H*(Q) in the sense that

da

(1.6.7) /Q {a(z, y)Vz-Vw + 8y(m,y)sz-Vw + g]yt(m,y)zw} dx

= (G w) ey me) O W) gy e Yw € HY(9Q).

Moreover, there holds the inequality

Izl < C (Il + ol -veqry) -

with some positive constant C' which may depend on a, f and y but not on  and v.

PROOF. In order to deduce the existence and uniqueness of a solution z € H*()
of (1.6.5), we will apply Theorem 1.23. Therefore, it is enough to check if the
assumptions of Theorem 1.23 are satisfied. For a fixed y € W (), let us set the
coefficients @, b and ¢, as in (1.6.6). Since W' (Q) C C(Q) is valid for r > 2, y
is uniformly bounded and we have, together with Assumption 1.2 and (1.6.3), that
a(,y()), (0a/0y)(-y()) € L(©) and (0 /0y)(y()) € L(%2), hence & € L=(%),
b € L"(2)? and ¢ € L>(£2). Moreover, by defining o = min{ay, ay}, it follows from
(1.2.1) and (1.6.4) that a(-) > « and ¢(-) > 0 a.e. in 2 as well as ¢(-) > a in E.
Now Theorem 1.23 implies that the left-hand side of (1.6.7) defines an isomorphism
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between H'(Q) and H'(Q)*. Given & € H'(Q)*, this is equivalent to the existence
and uniqueness of a solution z € H*(2) to the equation

da af
/ {< VeVt 2wy vu+ L y)zw} Ao = (& Wy

Vw € H'(Q). The proof of the well-posedness of (1.6.7) in H'(f2) is then complete
when taking ¢ = ¢ + Bv, where the operator B : H~/*(I') — H'(2)* is defined by

(168) <vaw>H1(Q)*,H1(Q) = <’U7w|F>H*1/2(F),H1/2(F) :

The inequality in the assertion of the theorem is an immediate consequence of the
linearity and continuity of the solution operator ({,v) — z associated with (1.6.5).
O

REMARK 1.26. The proof of Theorem 1.25 can be modified in an obvious way to verify
that, for any given function y € Wtm(Q), with r > 2, and y; € L=(Q), i = 1,2,3,
the equation

da

—div [a(x, y1)Vz(z) + o

(:c,yg)sz] + gi(x,yg)z =( inQ,

[a<$7yl)vz(x) + 33<x7y2)zvy] V=v on Fa

has a unique solution z € H' ().

In the next step, we will prove that the solution z of (1.6.5) is continuous if v and ¢ are
regular functions. For this purpose, we state in the following lemma a useful result
based on the well-known Stampacchia truncation method, cf. Stampacchia [88] or
Murthy and Stampacchia [81]. Further, this continuity will allow us to deduce higher
regularity of z. This will be shown in Theorem 1.29 below.

LEMMA 1.27. ([3, Theorem 2|, see also [81, Theorem 2.9]) Suppose that Assumption
1.1 holds and that a € L>*(QQ) with a(x) > o« > 0 for a.a. x € Q, ¢ € L7(Q) with
v > 1, satisfying c¢(x) > 0 for a.a. © € Q and c(x) > « for all x € E, where E is a
measurable subset of Q with |E| > 0. We also assume that ¢ € L7(Q2), v € L(T") and
fi € LP(Q), i = 1,2, with @ > 1 and B > 2. Then the unique solution = € H*(Q) of
the equation

2

/ {a(x)Vz-Vw + c(z)zw} dz = / {(w + Zfiaiw} dx + / vwdo  Yw € H(Q)
Q Q i=1 T

is continuous in €.

PROPOSITION 1.28. Under the Assumptions 1.1-1.3 and 1.24-(1) and supposing that
Ce L), ve L) and y € W' (Q) with ~,0 > 1, and r > 2, the unique solution
z of the equation (1.6.5) is continuous in §.
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PROOF. Obviously, the solution z € H'(Q) of (1.6.5) satisfies the equation
/ a(z,y)Vz-Vw + g(m, y)zw p dx
Q Ay

:/Q{gw—g/Qg(;(x,y)zaiyaiw}dx+/rvwda(a:) Vw € HY(Q).

Since H'(Q) € LY(Q) for all 1 < g < oo, the functions (9a/dy)(-,y(-))20:y, i = 1,2,
belong to L?(Q) with some 8 > 2. Indeed, (9a/dy)(-,y(-)) € L>=(R), dy € L"()
and there exists ¢ < oo such that % > % + %. Hence, setting % = % + %, we have
B> 2 and z0;y € LP?(Q). The continuity of z follows then immediately from Lemma
1.27. 0

The next theorem states the W17 (Q) regularity of the solution to the linearized
equation (1.6.5). As we have seen in Theorem 1.9, in presence of non-zero Neumann
boundary data, the proof of the W1 () regularity result requires a quite different
approach compared to the case of homogeneous Dirichlet boundary conditions; see
Casas and Troltzsch [36, Theorem 2.4].

THEOREM 1.29. Suppose that the Assumptions 1.1-1.8 and 1.24-(1) hold. Assume
further that a : Q x R — R is continuous. For any ( € L%(Q), v e L'*T) and
y € WY (Q) with r > 2 satisfying the condition (1.5.13), the solution z of (1.6.5)
belongs to Whr(Q).

PROOF. Since v € L'/?(I') ¢ H~*(T") and ¢ € L%(Q) C H'(Q)*, the existence
and uniqueness of z € H(Q2) follow from Theorem 1.25. Moreover, by applying
Proposition 1.28, we deduce that z € C(Q). To obtain the W' (Q) regularity of z
we follow the same steps as in Theorem 1.9 with obvious modifications. We only

remark that equation (1.3.16) on page 10 has to be replaced by
/ {a(z)Vz;-Vw + zjw} de = F(w),
Q
for arbitrary w € H'(Q), z; := 21, a(-) := a(-,y(-)) and

da

F(w) = /Q {d(m) (2Vw —wVz)- Vi, — ay (x,y)2Vy-V(,w)

+ (Yw + (1 — g‘;;(x, y)) zij} dxr + /Fv¢jw do(x).

By the same arguments as in the proof of Theorem 1.9 and thanks to the continuity of
z and the embedding W7 (Q) < C(Q), it can be easily checked that F' € W™ (Q)*.
OJ
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The next theorem states the differentiability of the relation between the boundary
datum u and the associated solution y, of (1.1.1).

THEOREM 1.30. Suppose that the Assumptions 1.1-1.8 and 1.24-(1) are fulfilled and
a: QxR — R is continuous. The mapping G : L'*(T') — W'(Q), G(u) = yu,
is twice continuously Fréchet-differentiable, i.e. of class C?, for all r satisfying the
condition (1.8.13). Moreover, for any v,vi,vs € L7*(T), the functions z, = G'(u)v
and zy, v, = G"(u)[v1,v2] are the unique solutions in W' (Q) of the equations

—div la(x,yu)Vz + ga(aj, yu)szu] + gf(:z:,yu)z =0 nQ,
(1.6.9) Y 5 Y
la(x,yu)v,z + a—a(x, yu)szu] v=uv onl,
Yy
and
2
—div la(w, Yu)V2 + ?)Z(x, yu)szu] + g?]j(x, Yu)Z = —gy‘é(x, Yu) 2122
- [0a d%a )
+div | —(z,y.) (21V22 + 22V21) + = (2, yu) 2122 VYu inQ,
(1.6.10) % %

respectively, where z; = G'(u)v;, i =

[a(m, Yu)V2z + g;
Oa

= — [ (ZE, yu) (ZIVZQ + ngzl) +

dy

(xayu)zvyu] v

1,2.

2

Oy?

(x7yu)zlz2vyu‘|'y onT ’

PROOF. Let us introduce the mapping F : W'(Q) x L7*(T") — WL (Q)*,

(F(y,u),w) = /Q {a(z,y)Vy-Vw + f(x,y)w} dx — /Fuw do(x).

As a consequence of the Assumptions 1.2, 1.3 and 1.24-(1), and the embedding
W= (T) s L2 (T) = LU/ (T), F is well defined, of class C? and F(y,,u) = 0
for every u € L"2(T). Our goal is to prove that 9, F (y,,u) : WL (Q) — W (Q)*
defined by

(OyF (yu, 1)z, w)

0
/ {a(m, yu)Vz-Vw + ﬁ(x, Yu)2VYyy-Vw +
Q

of
o a—y(m, yu)zw} dx

is an isomorphism. Then we can apply the implicit function theorem (see Cartan
[12]) to deduce the differentiability properties of G stated in the theorem. The
representations (1.6.9) and (1.6.10) for G’ and G” are then obtained by simple com-
putations.
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According to Theorem 1.25, for any v € H~7*(T") there exists a unique element
z, € H'(Q) such that

Oy F (yu,u)z, = Bu,
where the operator B : H=72(T") — H'(Q)* is defined in (1.6.8). It suffices to show
that z, € W' (Q) if v € L*(I"). More precisely, this means that the unique solution

z, € HY(Q) of (1.6.5), with y replaced by ., associated with v € L'/*(T") and ¢ = 0,
belongs to W1 (). But this regularity follows directly from Theorem 1.29.

The existence, uniqueness and W () regularity of the solution of (1.6.10) can be
deduced analogously. 0

If we assume that a is locally Lipschitz continuous w.r.t. both variables then we know
from Theorem 1.18 that the solution ¥, of (1.1.1), associated with the boundary
datum u € L*(T), belongs to H*?(f)). The next theorem shows that this regularity
also holds for the solution of (1.6.5) provided that v € L*(T") and ¢ € LP(Q), p > 4/3.

THEOREM 1.31. Suppose that the Assumptions 1.1-1.3, 1.17 and 1.24 hold. We also
assume that v,u € L*(T'), ¢ € LP(Q) (p > 4/3) and y = y, is the solution of (1.1.1).
Then the solution z of (1.6.5) belongs to H**(Q) and there holds the estimate

(1.6.11) 121l o2 () < CUloll2y + 1Sl e i) »

with some C > 0 which depends on ||yl 32y but not on v or (. Moreover, the
mapping G : L*(T) — HY?*(Q), G(u) = y., is of class C*.

PROOF. According to Theorem 1.18, y, € H?*(Q) C W14(Q) hence from The-
orem 1.29 it follows z € W47} (Q); notice that 2 =p>3 5 implies that r > 4.
Let us show that z € H”*(Q). Since the function a is locally Llpschltz w.r.t. both

variables and strictly positive, we may expand the divergence in the first equality of
(1.6.5) and divide by a to deduce

2

10f 1 da da
—AZ—FE@ <<+]§:1 8ac’9z +8—Vz Vy, +div [ayzvyu1>

S] \

1 0%a da
C—I—Z 8aaz—|—aa 20,y +26—Vz V.,

j=1

2
(1.6.12) +ayazyvyu\2 + aaszu> .

Analogously, from (1.1.1) we have

1 .
Ay, = ( [+ Z@ a0,y + Z |Vyu|2> e Lmnr2h Q)

j=1
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By combining this with the Whmr47}(Q) regularity of z, we find that the right-
hand side of (1.6.12) is in L%(2) with some ¢ > 4/3. On the other hand, taking
into account that d,y, = (u/a) € L*(T) and z|r € L>(T), we get from (1.6.5) that
a(-,y.)0,z = v — (0a/0y) (-, yu) 20,4, € L*(T). Finally, the H¥?(Q) regularity of z is
a consequence of Corollary 1.15.

Now let us prove (1.6.11). By virtue of Corollary 1.15 and (1.6.12), we easily obtain
2320y < © (Iollzy + IClr@ + zllwir))

where r := min{4,7}. It remains to estimate ||z|/y1.~). For this purpose, we make
use of the linear operator 0, F(y,,u) : W () — W (Q)* defined in the proof of
Theorem 1.30 and B : L*(T') — W' (Q)* given by

(Bv,w) = /U’LU do(x).
r
Setting & = ( + Bv, we have the identity
Oy F (yy,u)z = €.

Since 0, F'(yy, w) is an isomorphism, it follows that its inverse is an isomorphism, too.
This fact yields the estimate

Izlwe@ < Clillwr @y < C (K@ + Illzm ) -

The differentiability of the mapping G as stated in the Theorem is then a consequence
of Theorem 1.30 and the preceding regularity result. O

From the mean value theorem and the differentiability of the mapping G from L'/*(T")
to W () (Theorem 1.30) or from L?(T) to H**(2) ¢ W'4(Q) (Theorem 1.31) we
obtain

COROLLARY 1.32. For any bounded set U C L'/*(T') with r satisfying the condition
(1.3.13) or r = 4 there exists a constant Cy > 0 such that

1Yz = Yo lwrr @) < Cullug — wrl| 2y for any w; € Ui =1,2.

If  is convex then from Theorem 1.21 we know that the solution g, corresponding
to u € W=Y»"(I'), with 2 < r < min{7,ro,p} for some ry > 2 and 7 > 3_%6\/5,
belongs to W27 (€2). In this context, a natural question arises: Can we prove a result
analogous to Theorem 1.30 with G : W'=/""(I') — W?27(Q2)? The next theorem

gives a positive answer to it.

THEOREM 1.33. Let the Assumptions 1.1-1.3, 1.17 and 1.24 be satisfied and assume
that ) is conver and p > 2. There exists ro > 2 depending on the measure of the
angles in T such that the mapping G : W'=/"(T') — W27(Q), G(u) = y., is of
class C?* for 2 < r < min{ry,7,p} (T > 3%%,' see Theorem 1.9). Moreover, for any
v,v1,v9 € WY (T), the functions z, == G'(u)v and zy, ., = G"(u)[vy,vs] are the
unique solutions in W*"(Q) of the equations (1.6.9) and (1.6.10), respectively.
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Proor. Consider the Banach space
V(Q) = {y e W»(Q) |9,y € WMD)}
endowed with the graph norm [|y[lvo) = [[yllw2r@) + [[0yllw1-1/rr(r)- Then all the
elements y, = G(u) belong to this space provided that u € W'=/""(I'); see Theorem
1.21. Let us introduce the mapping
F:V(Q) x W (1) — L7(Q) x Wmr(T),
F(y7 U) - (—diV[CL(', y)vy] + f(a y)7 CL(', y)al/y - u) .
Next we verify that F' is well defined. By expanding the divergence term, we find
: da
div [a(,y)Vy] = [Vaa] (,9)-Vy + 52(.9) V9l +al ) Ay
Since y € W2"(Q) with » > 2, the right-hand side of the previous equality is in
L"(€2), therefore it remains to show that a(-,y)d,y € W'=/""(T') to deduce that F is
well defined. To this end, we use the Lipschitz property of a with respect to x and
y as well as the embedding H?(Q) — C%*(Q) for every u € (0,1); see Eq. (1.5.7).
In particular, a(-,y) € C®*(T') for all p € (1 — ,1), which along with (1.5.6), yields
al(,y)dy € W'=(T).
On the other hand, it is obvious that F' is a C? mapping. Next we are going to

apply the implicit function theorem. Thus, we need to prove that the linear operator
0, F(y,u) : V(Q) — L"(2) x W'=Y (I),

0, F (y,u)z =

_ <—div[a( Y2+ gy(x y)sz}%— gfyc( 92, aly) Ve + gZ(-,szy] ~v>,

is an isomorphism. To this aim, we have to show for any ¢ € L"(2) and any
v € WI=Y»"(T") the existence of a unique solution z € V() of (1.6.5). The existence
and uniqueness of a solution z in H'(Q) N C(Q) follows from Theorem 1.25 and
Proposition 1.28. Further, due to the inclusion W'=/7"(T") ¢ L4(I) for every q < oo,
the W (Q) regularity of z is deduced from Theorem 1.29. Finally, we prove that
z € W2(Q) and 9,z € W=/7"(T') by transforming (1.6.5) to

As=1 (C + div BZ(»WW} +[Veal(,y)-Vz + @( y)\Vz Vy—g( y)z>

a Ay dy
1 da 0%a , _Oa
= (e =[G o TRV 4 25 vy
da af )
(1.6.13) —i—a—y(-,y)sz +[V.a] (- y)-Vz — a—y( )z) in Q,

(1.6.14) 0,z = (11 <U — (-,y)z&,y) onl.
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In the sequel, we will follow the steps of the proof of Theorem 1.21 and consider first
the case when r < 7/2.

The right-hand side of (1.6.13) belongs to L™™?7}(Q). Let us show that the right-
hand side of (1.6.14) is in W!=/>"(T"). Once this is proved, the well-known regularity
result by Grisvard [60, Corollary 4.4.3.8] yields the existence of rq > 2 introduced in
Theorem 1.21 such that z € W2"(Q) for 2 < r < min{ro,7/2,p}. In particular, the
proof would be complete if p = 2.

Thanks to the inclusion (1.5.7), we have z € W'(Q) C CO1=(Q) as well as
y € H*(2) C C**(Q) for every p € [1 —2/7,1). Together with Assumption 1.24-(2)
and (1.2.1) we find that the functions ;- ;(.)) and —L—9¢(. y(.))z are in CO1=77(Q).

a(-y()) 9y
Now if r < 7/2 we can apply (1.5.6) to deduce

(1.6.15) ! (v - aa(-,y)z@,,y) e W= n(I).

In particular, z € H?(Q) if u,v € HY*(T). If r = /2 we will improve the regularity
of z to W?"(Q). Since z € H*(Q) and taking into account (1.5.7), we obtain m,

a(,;(,))g—;‘j(-,y(-))z € C%*(Q) with some p > 1 — 2/F, hence once again (1.5.6) yields

(1.6.15).

Finally, let us discuss the case when 7/2 < r < min{ro, 7, p} which implies that
p > 2. From the above arguments we know that y, € W2min{ro72pH(Q) ¢ COH(Q).
Therefore, the right-hand sides of (1.6.13) and (1.6.14) are in L"(2) and W1=""(T"),
respectively. Consequently, as above, we conclude that z € W27 (Q). 0

REMARK 1.34. In bounded polygonal domains, the space V() defined in the proof
of the previous theorem is in general a proper subspace of W27 (Q). In particular, the
normal derivative of a function in H*(Q) is not necessarily an element of H'*(I')
but it belongs only to H'*=5(T') for all € > 0, c¢f. Grisvard [60, § 1.5.3]. A simple
counterezample is y(x) = |z|*> on the unit square Q = (0,1)?, ¢f. Casas et al. [28,
p. 800]. This is the reason why we have introduced the Banach space V(). If Q
is of class C™' we do not have this difficulty, cf. [60, Theorem 1.5.2.1], hence the
functional F given on page 28 can be defined in W27 (2) x W=Yr(T).

1.7. The adjoint problem

In the previous section, we analyzed the differentiability of the mapping u —— v,.
As pointed out at the beginning of this chapter, there are several reasons which
motivate the study of the adjoint operator associated to the one defined in (1.6.2).

We will proceed as in the previous section, by stating first a general result on the
well-posedness of the adjoint problem. Further, we will turn to our specific problem
(1.1.1) and consider the corresponding adjoint equation.
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THEOREM 1.35. Supposing that the assumptions of Theorem 1.23 hold true, the
operator T : HY(Q)) — HY(Q)* defined by

(1.7.1) (To, 2) m () m(@) = / {a(z)Ve-Vz + zb(x)- Vo + c(z)pz} d
Q

is an isomorphism. Moreover, the following regqularity properties hold:

(1) Assume that a € C(Q). For any 2 <r <7 with v > 3 given in Theorem 1.9,
b e L"(Q)? and ¢,¢ € L7¥2(Q), there exists a unique element ¢ € W (Q)
satisfying

(172) <T(p7z>H1(Q)*,H1(Q) = / CZ der Vz e Hl(Q) .
Q

(2) Ifa € WH(Q), b € L"(Q)? and ¢, € L7*(Q) with some v > 8/3, then the
solution @ of (1.7.2) belongs to H*(QY) and there exists a constant C' > 0,
dependent on a, b and c, but not on (, such that

(1.7.3) 1l 2y < ClICH L2 -

(3) If Q is convex, a € WH(Q), b € L*(Q)? and ¢, ¢ € L*(Q), then the solution
¢ of (1.7.2) is in H*(Q) and there exists C"” > 0 independent of ¢ such that

(1.7.4) el < C"lI¢H L2 -

PRroOF. Since T is the adjoint of the operator S defined in (1.6.2) and S is an
isomorphism, this property holds also true for 7.

Proof of (1). The existence and uniqueness of a solution ¢ € H'(Q2) of (1.7.2) is an
immediate consequence of the fact that 7" is an isomorphism. Moreover, we know
that the inverse of an isomorphism is also an isomorphism, hence

(1.7.5) el @) < CullCll )
with some (' > 0 independent of (. Rewriting (1.7.2) in the form

/Q{CNL(x)VQO'VZ + c(x)pz}tde = /Q (¢ —b(z)-Vp)zdr Vze H(Q),

we see that Lemma 1.27 is applicable here, yielding ¢ € C'(©2). In order to prove
the W17 (Q) regularity of ¢, we follow the steps of the proof of Theorem 1.9. Let us
point out the main differences. This time, we consider the equation

/Q {a(z)V;-Vz+ @z} de = F(z)

for arbitrary z € H'(Q), ¢, := ¢1; and

(L76) F() 1= [ {a(o) (692 = 290)- Ty + (= bla)-Vip = clo)g) v52) da
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By the same arguments as in the proof of Theorem 1.9, along with the continuity of
@, one can check that F € W' (Q)*. To verify this, we consider exemplarily only
the term (b-V)z:

[(b-F9)zlxe) < ClIb-Vigll, 2 211, 25 < CUblr@ IV lz200) |2l

Proof of (2). Repeating the arguments of the first part of the theorem, there holds

F € WH'(Q)* with s = min{r,7} > 8/3, consequently ¢ € W'*(Q). Now using
the assumptions on @ and £ > 8 = 2 as well as Va — b € L"(Q)* C L*(2)? and

Vi € L*(2)?, we can pass to the Neumann formulation

1 1
—Ap+—cp = = ((+(Va—b)Vy) € L7%(Q) inQ,
aygp =0 OnP,

(1.7.7)

and obtain the desired H*?(Q) regularity of ¢ from Corollary 1.15. Let us now prove
(1.7.3). Exploiting Corollary 1.15, we get

(L78) @l < Co (IClla@ + (l@lwir@ + Iblrw) lellwso)

with C; > 0 dependent on c. Let us now derive an estimate for ||¢l[y1.sq). Passing
to the weak formulation of (1.7.7) and rearranging the terms, there holds

1
/{V@Vz—%goz}dxz/ L} ((+Va-Ve—b-Vy—cp)+ ¢
Q Q

Vz € HY(Q). As pointed out on page 11, the left-hand side of the previous identity
defines an isomorphism from W'*(Q) to W' (Q)*. Consequently, its inverse is also
an isomorphism and

zdr =: F(2)

HSDHWLS(Q) < CHFHW15’(Q)*
< Cs (I¢llzrrzoy + (Nallwrry + bl + llell e + 1) lellm@) -
Combining the last inequality with (1.7.5) and (1.7.8), we conclude (1.7.3).

Proof of (3). Thanks to the second part of the theorem, p € H”?(Q) ¢ W'(Q).
The H?(Q) regularity of ¢ is deduced by applying the well-known result by Grisvard
for elliptic problems in convex domains; cf. [60, Corollary 4.4.3.8]. It is enough
to remark that Ap € L?(Q) as follows after passing the term cp in (1.7.7) to the
right-hand side.

Prior to demonstrating (1.7.4), let us recall a classical result for convex domains
which can be found e.g. in [60]. Let w € H?*(2) be the unique solution of the
equation
“Aw+w=f inQ,
ow=0 onl,
where f € L*(). Then there exists Cq > 0, depending only on €2, such that

||w||H2(Q) < CQ||f||L2(Q) .
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1
Adding (1 — —¢)¢ to both sides of the first equation in (1.7.7), we can apply the
a

last result to (1.7.7) and get, along with the positivity of a, Holder’s inequality, the
embedding HY?(Q) — W*(Q) and (1.7.3),

1 .
el < € (el + 216+ (V= b)- Vo = ol o)

< C (lIShaw + (1 + llellza@ + llallwra@ + bl lellmz )
< C"[¢ ez -

O

Let us formulate now the adjoint problem associated with the quasilinear equation
(1.1.1). We have seen in the previous section that the linearization of (1.1.1) around a
solution leads to the equation (1.6.5). The following equation is the adjoint equation

of (1.6.5):

_ oa 0 .
—diva(z,y)Ve] + —(z,y)Vy- Vo + a]yf(w,y)so =( inQ,

(1.7.9) By

a(x,y)0,p = v onl.

In the next theorem, we establish the existence, uniqueness and regularity of the
solution of (1.7.9).

THEOREM 1.36. Suppose that the Assumptions 1.1-1.8 and 1.24-(1) hold. Given
y € WH(Q) with r > 2, for any v € H/*(T') and ¢ € H'(Q)*, the equation (1.7.9)
has a unique solution ¢ € H'(S).

(1) Assume that a : Q x R — R is continuous. If r satisfies the condition
(1.5.13), ¢ € L72(Q) and v € L'*(T"), then there holds ¢ € W7 ().

(2) Supposing that Assumption 1.17 holds, r > 8/3, ( € LP(Q) (p > 4/3) and
v e L*T), then p € H*(Q).

(3) Suppose that Assumption 1.17 is satisfied and Q is convex. Further, let
2 < r <y, with rog given as in Theorem 1.21, ( € L"(2) and either v =0
and y € WH(Q) or v € W=/ (T') and y € WH(Q) with ¢ > 2r. Then
the function ¢ belongs to W2 (Q).

PROOF. From Theorem 1.35 we know that T € L(H'(Q), H'(2)*) is an iso-
morphism. Setting the coefficients @, b and ¢ as in (1.6.6), this is equivalent to the
well-posedness of the adjoint equation (1.7.9) in H'(Q), since ¢ satisfies the equation
T =(+ Bv e HY(Q)*, where B is defined in (1.6.8).

Proof of (1). Thanks to the inclusion W' (Q) C C(Q), the function y is bounded,
a = a(-,y(-)) € C(Q) and (9a/dy)(-,y(-))Vy € L"(Q)%. The result follows then
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by similar arguments as in Theorem 1.35-(1). Let us only remark that, taking into
account (1.6.6), the functional F' defined in (1.7.6) has now the form

F(z) = /Q {a(a:,w (pVz — V) - Vi, + (c—gZ@,y)ww) e

+ (1 — Zg(x,y)> wwjz} dx + /Fijz do(x)

and that the functional z — [, vib;2 do(z) is an element of W' (Q)*; compare also
page 10.

Proof of (2). The H*?(Q) regularity of ¢ is an immediate consequence of Theorem
1.35-(2); the presence of the boundary datum v € L?*(T") does not matter for the
proof.

Proof of (3). To prove that ¢ € W?"(Q) we reformulate (1.7.9) as follows

/ da

( - (;J(-,y)swr [V.a](-,y)-Vo — 2('7?/)Vy~Vg0> nQ.

Ao =

(1.7.10)

o, = onl".

SEESERSE N

If we show that Ay € L"(Q) and 9,0 € W'=/""(T') then the result follows from
Grisvard [60, Corollary 4.4.3.8]. Let us consider first the case when r = 2. From the
second part of the theorem we know that » € H*?(Q) C WH*(Q) which, together
with y € W14(Q), leads to Ap € L?(Q2). This finishes the proof if v = 0. Consider
now the case when v € H/?(I'), v # 0 and y € WH(Q) with ¢ > 4. From (1.5.7) we
have Wh4(Q) ¢ C%'=%4(Q), hence 1/a(-,y(-)) € C*=%4(Q). Then due to the fact

that 1 — % >1—1=1 we can apply (1.5.6) to conclude (v/a) € H"*(T).

If r > 2 then ¢ € H*(Q) C W?"(Q), as proved above. Together with y € W27 (Q),
this yields Ay € L"(2) which is sufficient to deduce the W27 () regularity of ¢ when
v = 0. Further, let us assume v # 0, v € W1=/""(T'), and y € W'4(Q) with ¢ > 2r.
Once again, 1/a(-,y(-)) € C%'~=%4(Q) and (1.5.6) leads to (v/a) € W'="/""(I") which
completes the proof. O

The following result for the adjoint problem is the analog to Corollary 1.32.

COROLLARY 1.37. Suppose that the Assumptions 1.1-1.8, 1.17 and 1.24-(1) hold.
Given a bounded setY C WH(Q) withr > 8/3 andv; € L*(T), (; € LP(Q) (p > 4/3),
1 =1,2, there exists Cy > 0 such that, for any y; € Y, there holds the estimate

(1.7.11) [lp2—@1ll gy < Oy <HZ/2 —yillwir@ + 16 = Gllzr) + (v — UlHLQ(F)) ;
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where @; € H*(Q) is the solution to

) da 0 .
{ —div]a(z,y;) Vei(x)] + @(x,yi)Vyi-V¢i + aij;(x7yz’)80i = ¢ inQ,

a(x,y;)0p; = v; onT.

PROOF. Since W' (Q) C C(Q), the set Y is bounded in C(2). Subtracting the
equations satisfied by ¢;, we get

. Oa
—div [a(x,y2)V (¢2 — 1)] + a*y(%?h)v?n'v (p2 — 1)
0 .
+a‘£(xv Y2) (02 — 1) = go inQ,
a(z,y2)V(ps —¢1)-v =gr onl,

where gq € L*(£2), with some fﬁ > 5> %, and gr € L*(T') are given by

go =G — G —div[(a(-,y1) —al, y2)) Vi

da Oa 0 0
+ (ay(-,yl)vyl - ay(-,yz)Vyz> -V + (85('7y1> - ag(-,yz)> ©1

and

gr = vz — o1+ (a(-,y1) — al-,42)) Ovpr
respectively. Notice that Vy;- Vi, € L¥(Q), i,j = 1,2, because Vy; € L"(Q)?,
Ve, € L*(Q)? and 1 ++ < I < 3. Now it is easy to modify the proof of (1.7.3) such
that (1.7.11) holds true. O



CHAPTER 2

Finite element approximation

2.1. Introduction

This chapter is devoted to the finite element based approximation of the quasilinear
equation (1.1.1) and the adjoint equation (1.7.9). We impose minimal regularity
assumptions on the data, see Assumptions 1.2-1.3, and use finite elements of degree
one to approximate the equations under consideration.

One major difficulty in the analysis is that the uniqueness of solutions of the discrete
quasilinear equation is an open problem, even though the continuous equation has a
unique solution. This is due to the non-monotone character of the equation (1.1.1).
In contrast to the continuous case, the comparison principle that we exploited in
the proof of Theorem 1.5 cannot be applied to the discrete equation. Moreover, the
nonlinear term a introduces a strong difficulty in the analysis of error estimates for
the discretization of the equations (1.1.1) and (1.7.9).

Our main aims of this chapter are threefold. First, we derive estimates in different
norms for the error between the solution of the continuous problem (1.1.1) and
solutions of the corresponding approximate problems. We assume again that 2 is a
polygonal set of R?; see Barrett and Elliot [6] for a finite element approximation of a
Neumann type problem in a curved domain. Some results for polyhedral domains of
dimension three are presented in Chapter 5. We will distinguish two cases: whether
Q) is convex or not. These two different situations yield different orders of convergence
in the L?(Q) norm of solutions of the discrete problem to the solution of (1.1.1); see
Section 2.3.

Second, we focus on the uniqueness of the solution of the discrete version of (1.1.1).
Applying Brouwer’s fixed point theorem, we can prove the existence of a discrete
solution, but, as far as we know, the uniqueness is an open question until now.
However, for a wide class of equations, we are able to prove uniqueness of the discrete
solutions, provided that the discretization is fine enough. For equations which do not
fall into this class, we give a useful classification of the behavior of solutions of the
discrete version of (1.1.1); see Section 2.4. The reader is also referred to Hlavacek
[66] and Hlavacek et al. [67] for some uniqueness results if h is large enough or y
and f(-,0) are sufficiently small.

Third, we study the differentiability of the mapping which associates with each
boundary datum a solution of the discrete quasilinear equation which is, in some

35
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sense, locally unique. An important consequence of this result is that the discrete
adjoint equation has a unique solution in spite of its non-monotone character; see
Theorem 2.27. Furthermore, we prove some error estimates for the numerical ap-
proximation of the adjoint equation.

All these results play a crucial role in the proof of error estimates for optimal control
problems associated with (1.1.1); see Chapter 4.

Let us relate our results to the previous ones in the literature. The corresponding
Dirichlet problem associated with equation (1.1.1) was first studied by Douglas and
Dupont [50] in dimension n < 3, with f independent on y. They assumed a to be a
C? function in Q x R such that (#7a/dy’) was bounded in Q x R for j = 0,1,2. The
proof of the error estimates is based on the Aubin-Nitsche trick. To this end, they
consider the equation

(2.1.1) L'¢o=(¢ inQ, ¢=0 onl,
where ¢ € L*(Q2) and L* is the adjoint operator of
da

(Lw)(x) = —div a(z, y(x)) Vw(z) + a (@, y(2))w(z)Vy(z)| .
Then they use the regularity p € H 2(Q)) which holds true because of their assump-

tions about the C**%(Q) regularity of y and the smooth property of T

Later, Liu et al. [78] considered an extension of equation (1.1.1) to functions
a(z,y) = (ay(x,y))}j—;. They still assumed a to be C* and bounded along with
their derivatives, as mentioned above. They also extended the estimates to solutions
y € HY(Q)NH*(Q), k > 1 (an homogeneous Dirichlet problem was studied), hence
they did not require classical solutions as in [50]. Moreover, they assumed 2 to be
a polygonal or polyhedral domain. In the proof of the error estimates, they followed
the Aubin-Nitsche approach, too. The difficulty was that under their assumptions
they could not deduce the H?(f2) regularity of the solution ¢ of (2.1.1), even the ex-
istence and uniqueness was not proved. They just assumed the existence, uniqueness
and regularity of .

Brenner and Scott [11, pp. 188-191] studied the Dirichlet problem for small data,
proving existence and uniqueness of a solution of the discrete quasilinear equation
and deriving error estimates. Unfortunately, their method relies deeply on a fix-point
method that cannot be extended to general data.

Casas and Troltzsch [37] focused on the piecewise linear finite element approxima-
tion of the equation (1.1.1) with homogeneous Dirichlet boundary condition in the
context of optimal control problems. They obtained L"(Q2) and W (Q) (r > 2)
error estimates without the boundedness assumption on a and its derivatives. They
also proved existence, uniqueness and H?(Q) regularity for the solution of (2.1.1).

In Section 2.3, we will see that even the C? regularity of a w.r.t. y is not necessary
to derive error estimates; we only require a local Lipschitz property of a.
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The outline of this chapter is as follows: In the next section, we recall standard
results concerning the finite element method. In Section 2.3, the discrete version of
(1.1.1) is introduced and error estimates in different norms are proved in the case of
a non-convex and convex domain, respectively. The uniqueness of discrete solutions
is the topic of Section 2.4. In Section 2.5, some numerical experiments are presented
which confirm the theoretical results of Section 2.3. Section 2.6 is devoted to the
study of some useful properties of the discrete solution operator. Finally, this chapter
is ended with the error analysis of the finite element approximation of the adjoint
equation (1.7.9).

2.2. Assumptions and preliminary results

In this section, we introduce some useful notations and recall some preliminary results
concerning the finite element method.

We start with the introduction of a family of triangulations {7;}xs0 of €, where Q
is supposed to satisfy Assumption 1.1. The mesh 7, consists of open and pairwise
disjoint triangles T' € 7Tj, such that Q = Upcr, T. With each element T € Tj, we
associate two parameters p(T) and §(7T"), where p(T') denotes the diameter of the
triangle 7" and §(7") is the diameter of the largest ball contained in 7. Define the size
of the mesh by h := maxrer, p(T'). This triangulation is supposed to be regular in
the following sense (Brenner and Scott [11], see also Casas et al. [29]): There exist
two positive constants p and § such that

p(T) h
sy =0 A gy =0

hold for any T" € 7T}, and any h > 0. Associated with this triangulation we set
Y, = {yh € C(Q) |ynlr € PL(T) forall T ¢ 77L} :

where P;(T") stands for the space of polynomials of degree at most one defined in 7.
Clearly, the finite element space Y}, consists of continuous functions which are linear
in every triangle T € T,.

Throughout this chapter, we denote by II;, : H'(2) — Y}, the interpolation operator
introduced by Scott and Zhang in [87] having the following two important properties:

(2.2.1) ||z — p2||geiq) < CR™ F||z||lgm) for 2 € H™(Q) and 2>m >k >0
and
(2.2.2) 1Lz |lwia) < Collzllwray for z € WH(Q) and g € (1,00),

where C' > 0 and C, > 0 are independent of h and z. Moreover, for 2 >m >k >0
there holds the stronger result

(2.2.3) lim

e |2 = Op2|lgr) =0,
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cf. Brenner and Scott [11, §4.8 and Theorem 12.4.2] or Bramble and Scott [10]. For
the particular case when m = 3/2 and k = 1 we are going to deduce a formula which
is easier to apply than the previous one.

LEMMA 2.1. Let K C H*?*(Q) be a compact set. Then there exists a sequence {ep, }n>o
of positive real numbers, dependent on K, with ¢, — 0 as h — 0 such that

(2.2.4) |2 = Ip2|| o) < ghh1/2||z||Hs/2(Q) Vze K.
PROOF. Let us consider the linear mapping Ay, : H?(Q) — H'(Q) defined by
1
Ap(z) = G (z —Ip2).

In view of (2.2.1), the mapping z — ||4z2| g (q) is continuous in H¥*(Q) and,
together with the compactness of K, we deduce the existence of an element z;, in K
such that

Ep = SUp ||AhZHH1(Q) = HAhEhHHl(Q) .
zeK

Moreover, (2.2.1) yields that 0 < ¢, < C for any h > 0. Let us denote by & the upper
limit of {e;}n>0. Again, due to the compactness of K, there exists a subsequence of
{Z,}h>0, denoted in the same way, such that {2, },-0 converges strongly in H*?(€)
to some z € HY?(Q2). Now from (2.2.3) we obtain

0 = lim [[A2][ 1) = lirilllj(l)lp {||Ah5h||H1(Q) — [[An(zn — 5)||H1(Q)}
> limsup {e,} — C'lim sup {Hih — ZHH:s/g(Q)} =¢g,
h—0 h—0
hence g9 = 0 and consequently the whole sequence {ep, },~0 converges to zero. O
We will rename Ce, by ¢}, therefore all the constants are included in €. Obviously,

this convention does not change the fact that €, — 0 when h — 0.

Let us also consider the standard nodal interpolation operator Z, : C(Q) — Y},
defined by

(Zn2)(z;) = z(z;) at every node x; of the triangulation 7}, .

LEMMA 2.2. ([42, Theorem 3.1.6]) Let k > 0, m > 0 and t,q € [1,00], be given
such that the embeddings W™4(T) — C(T) and W™4(T) < W*H(T) hold for every
T € Tp,. Then there exists a constant C' > 0 independent of h such that

(2.2.5) 12 — Tz |weeiry < CRE DTk oy V2 € WHY(T).
Finally, we recall an inverse estimate for functions belonging to Yj:

C
(2.2.6) lznllwma) < S5 grms e lweao) - Vo € Y

if K < m and t,q € [1,00], where C' > 0 is independent of h, cf. Ciarlet and Lions
[43, Theorem 17.2] or Bramble and Scott [10, Theorem 4.4.24].
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In the subsequent sections, we will suppose that the Assumptions 1.1-1.3 and 1.17
hold and, unless otherwise said, u € L*(T") is arbitrary but fixed. In view of Theorem
1.18 on page 16, the solution y, of (1.1.1) belongs to H¥?(Q) c W'4(Q). Since u is
fixed, we will only write y instead of v,.

We close this preparatory section by recalling an inequality that will be often used
in the sequel.

LEMMA 2.3. ([19, Lemma A.1]) There exists a constant C' > 0 such that
20 < Cllall iy ll2lli o) V2 € H'(Q).

2.3. Numerical analysis of the quasilinear equation

In this section, we study the approximation of the quasilinear equation (1.1.1) by
finite elements of degree one. The discrete version of (1.1.1) is given by

Find y; € Y}, such that, for all ¢, € Y},
(2.3.1)
/Q{a(ﬂ%yh(-’r))Vyh(ﬂf)-Wﬁh(iv)Jrf(%yh(ﬂf))(bh(fv)} dl“:/FU(iv)cbh(:v) do(z).

The next theorem shows that this problem has at least one solution and that all
solutions of (2.3.1) are bounded in H'((2).

THEOREM 2.4. The equation (2.5.1) has at least one solution. Moreover, there exists
a positive constant C' > 0 such that, for any solution y, € Yy, of (2.8.1), the following
inequality holds

(2:3.2) oy < € (1FC Ol + lullzzy) (0> 4/3).

PRrROOF. To show the existence of a solution y;, of (2.3.1) we are going to apply
Brouwer’s fixed point theorem. Let us take h > 0 arbitrary but fixed, M > 0, e > 0
and consider the mapping L. : Y, — Y}, L.w, =: 23, where z,. satisfies the
equation

/ {an(z,wp)Vzpe-Vén + expenetn} de
Q

:/ugbhda(a:)—/fM(I,wh)cbhdx Von € Yy .
r 0

Here, aps and fys are the truncations of a and f, respectively, defined on page 4 and
E C Qis introduced in Assumption 1.3. Taking into account that Y, € H'(Q)NC(Q),
the mapping L. is uniquely determined as follows from the Lax-Milgram theorem.

Next we show that the mapping L. has a fixed point. Arguing as on page 4, we have

2nell (@) < Cae (HUHm(r) + HfM('vwh)”LP(Q))7
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where C, . depends only on |Q|, o, and e, but neither on aj; nor on fy;. Let us
now prove that L. is continuous. Once this is verified, we can apply Brouwer’s fixed
point theorem to obtain a function y . € Y} such that y, . = L.yn., i.e. satisfying

(2.3.3) / {anm (2, Yne)VUne-Von + eXpyneont d
Q

/ugbh dO’ /fM X yhs)¢h dx V¢h - Yh

Let us take wy, € Y}, and a sequence {wy,x}32, C Y}, converging to wy,. It is enough
to prove that Z}’f,a = Lewp, — Lowy, =: 2, as k — oo. Since {z,’iﬁ}z":l is bounded
in Y, and we are in finite dimensions, there exists a subsequence, denoted in the
same way, converging strongly in any norm to some Z,.. Now we can pass to the
limit in the equation satisfied by zﬁs and observe that Z, . = L.w;, = 2. Since any
converging subsequence of {zﬁs}z":l converges to 2., it is a standard consequence
that the whole sequence converges to z,., too; see e.g. Gajewski et al. [54, Lemma
5.4 on page 10]. The convergence L.wp — L.wy, implies the continuity of L. and
this concludes the existence of y,, . € Y}, satisfying (2.3.3).

Furthermore, the boundedness of {yj . }c~o in H'(£2) independent of £ can be obtained
as in the proof of Theorem 1.5; see pages 5-6. Again, since all norms are equivalent
in Y3, the sequence {||ync|lc@ }5>0 is bounded by some constant C, > 0. Hence, we
can choose M > Cy to deduce that y, . satisfies (2.3.3) with a and f instead of ay,
and fy, respectively.

On the other hand, there exists a subsequence {yn., }%2, (6 — 0 as k — o0) of
{Yn.e}e>0 which converges strongly in Y}, to some y, when k — co. By passing to the
limit in (2.3.3), with e replaced by ¢, it follows that yj, is a solution of (2.3.1).

It remains to prove inequality (2.3.2). To this end, we consider the following identity

/Q{a(a:,yh)IVth +(f (x,y0) = f(x,0)) yn } da —/UyhdU /f z,0)yn dz .

From this equality, along with the positivity of a and the monotonicity of f, we infer
OOH?/hHHl < O‘aHVthL? + anyhHL?(E)
< Gy (G0 ooy + lull o)) lwnlla o
which implies (2.3.2) with C' = C}/C. O
REMARK 2.5. The existence of a solution of the corresponding problem with mixed

Dirichlet and Neumann boundary conditions was proved by Hlavdcek et al. [67] under

stronger assumptions on a and f, namely supposing that a and f are uniformly
bounded.

The issue of the uniqueness of solutions of (2.3.1) is much more difficult and it is the
scope of Section 2.4.
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2.3.1. Error estimates in non-convex domains. In this subsection, we con-

sider the case when 2 is not convex and derive estimates of the error y — y;, in the
L*(Q)) and H*(Q2) norms.

THEOREM 2.6. There exists hg > 0 such that, for any h < hg, the equation (2.3.1)
has at least one solution vy that obeys
(2.3.4) ly = wnll ) + 2" lly = yallar @) < enh,

where e, — 0 when h — 0. If {yp}tnso s a family of solutions of (2.8.1) that is
bounded in L>*(Q), then (2.5.4) holds as well.

PROOF. Let us take
M =1+ |yll=@

co(x) = %XE(IB) and  f(z,t) = f(z,t) — %XE($)t forx € Qandt e R.
The monotonicity of f w.r.t. the second component can be seen in the following way.

If x € E then for any real t; # t5 we have from inequality (1.2.2) on page 3 that

f(z,ta) — flz,t1) _f(xth) — [z, th) _ ﬁtQ —t > ay

o — 11 o — 1 2ty —t; 2

If z € Q\ E the monotonicity of f follows immediately from the monotonicity of f.
Let y;, € Y}, be any function satisfying V¢, € Y}, the equation

(2.3.5) /Q {aM(x, Yn)Vyn-Von + (co(:v)yh + fM(I, yh)) gbh} dr = /Fuqzﬁh do .

Here, ay and fy are the truncations of a and f, respectively, described on page
4. As in the proof of Theorem 2.4, the existence of y, follows from Brouwer’s
fixed point theorem. Observing that ||fM(‘,yh)”Lz)(Q) < (H(bMHLp(Q) +af/2> M +
|£(-;0)||zr(0) » with p > 4/3 and ¢, introduced in Assumption 1.3, the boundedness
of {||yn |l ) }r>0 follows by the same arguments as (2.3.2).

In the sequel, we prove that y;, satisfies (2.3.4), provided that h is small enough.
Certainly, if ||yp||zo@) < M then y, is a solution of (2.3.1). We will split the proof
of (2.3.4) in several steps.

Step 1: Preparations. Consider the function By : L*(Q) x H(Q) x H(Q) — R
defined by

Bus(w.2.0) = [ {ass(o. w(@) V2o + (cafe) + cura)) 20} o,

where

fu(,y(2) = fu(z, yn()
(2.3.6) enr(@) == o) — (@) if y(x) 7 yn(2),

o otherwise .
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From the definition of M and the monotonicity of f w.r.t. the second variable it
holds ¢j; > 0 a.e. in Q and

(2.3.7) co(x) + ep(x) > % Ve e E.

To see (2.3.7) we consider the most difficult case when y,(z) > M and € E. Then
(1.2.2) implies

earl() = Fu(z, y(x) — fulz, ya(2))
y(z) — yn(z)
f(z,y(z)) — ( M) oy yl@) - M
y(z) — yn(x) 2 y(x) — yn(z)
oyl =M (flry@) = fle, M) oy yx) =M o
_y(:v)—yh(w)< y(z) — M 2>2y(x)—yh( ) 2 =0

If yp(x) < —M we can proceed analogously. If x € E and |y,(x)| < M then

_ fM(l‘,y(fL’)) — fM(m7yh($)) _ f(l‘,y(l‘)) — f(l‘7yh(x>) . ﬁ T ﬂ
) = T S @y - m@ g Vel = 5

On the other hand, analogous arguments and inequality (1.2.3) on page 3 lead to

(2.3.8) (@) < dur(@) + 5L = du(x) and dus € L1(Q).

Let us now provide some useful properties of the function By;. From the positivity
of a, (2.3.7) and the Poincaré inequality (1.3.3) on page 4, we get

Buy(w, z,2) > aa/ |Vz|* dx + O;f/ 22 dx > COHZH?{I(Q)
Q E
and, together with (2.3.8),

0%
[Bu(w, z,0) < sup |a(flf>t)!HVZHL2<Q>HV¢HL2<Q>+7fHZHL2(mH¢HL2(m

z€Q, [t|<M

+ l[oall oIzl 22, ol 2
< CM||ZIIH1<Q>II¢IIH1

with Cy; > 0 only dependent on M but not on h. Moreover, invoking the definition
of M, (1.1.1) and (2.3.5), one finds for all ¢ € H*(Q) and ¢}, € Y},

(2.3.9) By (y,y, 9) :/Fuqﬁda(:c)—ir/Q(cM(x)y—fM(x,y))qbdx,
2310)  Bulmon i) = [ wondo(o) + [ (culelon = o)) én o
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Furthermore, with the aid of (2.3.6), (2.3.9) and (2.3.10), we obtain for every ¢, € Y},

(23.11) But(y, 4, ) — Bar(yns yn, én)
— /Q {CM(:L")(Q — Yn) — (fM(x, y) — fM(gg,yh))} dndz = 0.

Step 2: Proof of (2.3.4) with yy, satisfying (2.3.5).

Step 2.1: H*(Q) error estimate. Using (2.3.11), the Lipschitz property of a, (2.2.4)
(we take here K = {y}) and (2.2.2) we have the estimate

Collyn—TTyl F1 0y < Bar(yn, yn — Tny, yn — May)
= Bnr(Yn: Yo Yo — ny) — Bar(yn, ny, yn — 1py)
= By (Y, ¥, yn — Uny) — Bar(yn, Wy, yn — Lny)
= Bu(y,y — Thy, yn — 1ny)
+ (Bu (Y, My, yn — Uny) — Bar(Yn, Ty, yn — Hry))
= Bu(y,y — Wy, yn — Hpy)

+/ (an(z,y) — am (@, yn)) VILy-V(yn — py) do
Q
< Cumlly = Lyl ar@llyn — ayl mr )

+ Oy / ly — ynl VT (g — Tay)| da
Q

(2312) < (el + Clly — sl s@lylwnas) 9 — Tl
Thus,
lyn — Tyl < enh” + Clly = ynllpa@)
From this inequality and the estimate (2.2.4) we infer
1y = ynllmr) < v = Wayllmo) + lve — Mrylla @)
(2.3.13) < eph? + Clly — ynllzaa) -
Further, according to Lemma 2.3, it follows

1 1
ly = ynllzaey < Clly — wnll 3 ly — vl i )

and, for ¢ = ¢’ = 2 and any ¢ > 0, Young’s inequality leads to

1 1 1 62
||y - yh||L/22(ﬂ)||y - thb/rQl(Q) < 2752”9 - yh||L2(Q) + 5”9 - thHl(Q) .

Taking ¢ small enough in the previous inequality, we conclude from (2.3.13) that

(2.3.14) ly — vl < enh”” + Clly — yallr2a) -
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Step 2.2: L*(Q) error estimate. In order to estimate ||y — yn| 12(q), we use a duality
argument based on the Aubin-Nitsche trick. To this aim, we introduce the function

(@) —anlen(@) o
e { y(e) = () fule) # w(e),

Qg otherwise .

Exploiting Assumption 1.2, we easily see that |by(z)| < Cy Vo € Q, with Cyy > 0
being independent of h. Next we apply Theorem 1.35-(2) on page 30, by setting
a(z) = ap(z,y(x)), b(x) = by (z)Vy(z) and c(x) = co(z) + cp(x), to obtain a
function ¢ € H¥?(Q) such that, for every w € H'(Q)

(2.3.15) /{aM(x, y)Ve-Vw + bywVy-Vo + (¢o + cp) puw} do :/ (y — yn)w dex .
Q 0

By taking w = y — y; in (2.3.15) and using the definitions of ¢y, and by, as well as
the positivity of @ and (2.3.5), we derive

ly — th%Q(Q)_/Q{CLM(J:7:U)VSO'(VU — V) +bur(x) (y — yn) Vy-Vo
+ (co(z) + cm(@)) ey — yn) } d

_/Q{aM(L y)V-Vy + (co(x)y + fM(% y)) 90} dr
_ /Q {aM(:v,y)Vso-Vyh + (Co(x)yh + fM(g’ yh)> 90} dr
+ /Q (am(z,y) — am (@, yn)) Vy- Vo do

= /Q{CLM(ZE, y) (Vo — VIp)-Vy + (co(x)y + fulz, y)) (¢ — Hh‘P)} dx

+

{GM(% yn) VI Vyp, + (Co(x)yh + ful(z, Z/h)) Hh@} dx
{an (@, 9) V-V + (co(@)yn + fur(z,3n)) ¢} dee

(ap(z,y) — anp(z,yn)) Vy-Vedr

|
S~ S— 55—

amv(z,y) (Vo — V) - (Vy — Vy,,) dz

[
S~ +

(col@) (v = yn) + Farl,y) = Fur(, ) (0 — Thygp) dav

+

_l’_
S—~— 55—

(an(z,y) — are(2,yn)) (Vy-Vo — Vy,- Vi) do
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N /QCLM(x> y) (Vo = VIlnp)-(Vy — Vi) da

[ (cole) = wn) + Fa ) = Furo) (= ) d
+ /Q (ap(z,y) —ap(x,yn)) (Vy — Vy)- Ve de

(2.3.16) + /Q (ap(z,y) —ap(x,yp)) (Vo — VILp)-Vydz .

With the aid of the assumptions on a and f and the estimates (2.2.1) and (2.2.2), it
follows

ly = yul32) < C (R + lly = wnllm@) 1y — nllm @)1l ey -
In view of inequality (1.7.3) on page 30, we have [|¢|| ;52(q) < Clly — ynllz2(), hence

(2.3.17) ly = wnllze) < C (B + lly — wlli) Iy — vl
Utilizing (2.3.14), we get from the previous inequality
(2.3.18) ly = nllzz@) < enh+ Clly = yallZeg) -

In the next step, we prove the strong convergence y;, — vy in L?(Q) as h — 0, implying

. 1
Clly — yh“%?(ﬂ) < §||?J — unllr2@)

for sufficiently small h. Thus, we deduce from (2.3.14) and (2.3.18) that yj, satisfies
(2.3.4) for every h > 0 small enough.

Step 3: Convergence yp, — y in L*(2). The boundedness of {y }n~o in H'(Q2) implies
the existence of an element w € H'(2) and a subsequence of {yj,}1~0, denoted again
by {yn}nso, such that y, — w weakly in H*(2). Now we show that w = y. To
this end, let z € H?*(Q)) be arbitrarily chosen. Then II,z € Y}, and there holds
|z = 2| g1 — 0 as b — 0. Knowing that y;, satisfies

/Q {aM(x, yn)Vyn-VI,z + (co(x)yh + fulz, yh)> th} dx = /Futh do(x),

and due to the boundedness of ay;(-,y,) and the domination of fy(-,ys) by a func-
tion in LP(Q), the strong convergence I,z — z in H'(Q), (2.2.2) and the weak
convergence y, — w in H({2), we can pass to the limit in the previous equation and
find that w satisfies

(2.3.19) /Q {aM(x,w)Vw'Vz + (co(x)w + fM(x,w)) z} dx = /Fuz do(x).

From this equality and the density of H?(€2) in H'() we deduce that (2.3.19) holds
for any z € H'(Q). Tt is immediate to check that (2.3.19) also holds with y instead
of w. Hence, from the uniqueness of the solution of (2.3.19), see Lemma 2.9 below,
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we conclude that w = y. Now, as argued in the proof of Theorem 2.4, the whole
original sequence {y;, } >0 converges weakly to y in H'(€2). Since H'(f2) is compactly
embedded in L?*(Q), the convergence y;, — y is strong in L?*(Q).

Step 4: Convergence y, — y in L*°(2). In the last step of the proof, we demonstrate
the convergence y;, — y in L>°(€2) which implies that y, is a solution of (2.3.1) for h
sufficiently small. To this aim, we use the estimates (2.2.5) and (2.2.6) to obtain

(2320) HZ - IhZHLz(Q) + h||z — IhZHLOO(Q) < Ch3/2||ZH1—13/2(Q) Vz € H3/2<Q)

and
C
(2321) thHLOO(Q) S ﬁH’ZhHLQ(Q) Vzh € Yh .
From (2.3.4), (2.3.20) and (2.3.21), we deduce
|y = ynllzoe @) < 1y — Znyll @) + 1Zoy — Ynllzo (@)

C
< CHyll ey + 3 1Tt = vl

C
< Chl/QHyHH‘?’ﬂ(Q) T (I\Ihy —yllzz@) + lly — thLQ(Q)) — 0.

The above uniform convergence ensures the existence of a value hg > 0 such that
lynllze@) < [Wllpe@ +1 = M for all h < hg. This implies ap(x, yn) = a(x, ys)
and far(z,yn) = f(x,yn), thus yp is a solution of (2.3.1) for every h < hy and (2.3.4)
holds.

Finally, if {ys}n>0 is a family of solutions of (2.3.1) bounded in L*°(f2), then we can
argue as above taking

(2.3.22) M = sup flyn|l (@) + 1yllz + 1.
>
0

REMARK 2.7. In step 2.2 of the previous proof, we can also use (2.2.4) to estimate
the error ||¢ — el pi(q), although ¢ is dependent on h because of its dependence
on yp. This is due to the fact that {y — yn}n>o is bounded in H' (), hence relatively
compact in L*(Q). This implies that the set containing the solutions p = o(h) of
(2.8.15) corresponding to y — yn, h > 0, is relatively compact in H**(Q). According
to Lemma 2.1, €}, can be chosen independently of y —yn in the interpolation estimate
of .

REMARK 2.8. The introduction of the equation (2.3.5) is not standard. The reason
for this is that the truncation fyr of the function f does not satisfy in general in-
equality (1.2.2) on page 3. To preserve this property we have replaced fur(z,t) by
co(2)t + far(z,t), (z,t) € Q x R. This difficulty does not occur in the case of homo-
geneous Dirichlet boundary conditions, since (1.2.2) is not a necessary assumption,
cf. Casas and Troltzsch [37].
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Next we prove a result that we have already used in the proof of the previous theorem.

LEMMA 2.9. The solution of the equation (2.3.19) is unique.

PRrROOF. First, the solution y = y, of (1.1.1) is also a solution of (2.3.19), with
M given on page 41. To deduce its uniqueness we follow the lines of Theorem 1.5
on page 3. Let w € H'() be another solution of (2.3.19). The continuity of w in
can be shown as in the proof of Theorem 1.5.

Let ¢ > 0. By setting y; = y and y» = w, we define the sets €y, )., and the
function z. € H(2) as on pages 6-7. Thanks to the monotonicity of f, we find
(fM(:U, w) — fu(z, y)) z. > 0. Indeed, if z.(z) # 0 it follows by computations similar
to the ones on page 42 that

(.]EM(JI,’UJ) - fM(JI,y)) 2 = fM(ZE,UJ) - fM(xay)Z2 > fM(ﬁ,'UJ) - fM(fL‘,y)Zg >0.

Ze w—=y

Now a straightforward modification of the estimates (1.3.10) and (1.3.11) on page 7
yields ||z.[|72q) < C'e? ||Vy||iQ(QO\QS). The rest of the proof is identical with that of
Theorem 1.5. O

As a consequence of the estimate (2.3.4), we obtain the following result.

COROLLARY 2.10. For every sequence {yp}n<n, of solutions to (2.5.1) satisfying
(2.8.4) it holds

(2323) Hy — yh”WLq(Q) S C’h,z/‘i’*l/2 VQ c (2, 4] .
PROOF. Invoking Theorem 2.6 and the inequalities (2.2.5) and (2.2.6), it follows
that
1y = wnllwra@) < lly = Tnyllwra) + 120y = ynllwio@)

Cs
s 1 Zhy — yullar (@)

q—
q

< Ch7 Pyl e ) +

_ Cy
< OB 2yl ey + =1 (||Ihy = yYllmo) + v — yh||H1(Q))

q

1_g-2 1
< TPyl ey + Coh2 ™ (Ol||y||H3/2(Q) T 5h) < oY
and (2.3.23) is concluded. O

2.3.2. Error estimates in convex domains. Our goal in this subsection is to
derive error estimates in the L*(Q) and H'(€) norms in the case when  is convex.
These estimates will improve the ones obtained in the non-convex case, due to the
higher regularity of the solution ¢ of the adjoint problem (2.3.15) in convex domains.
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THEOREM 2.11. Assuming that ) is convez, the conclusions of Theorem 2.6 remain
valid with

(2.3.24) ly = yall ) + hlly = yall i) < enh™
instead of (2.5.4).

PrROOF. By Theorem 2.6, there exists hg > 0 such that, for any A < hg, the
equation (2.3.1) has at least one solution y;, that obeys (2.3.4). The proof will be
complete if we show the error estimate in the L?(2) norm as stated in the theorem.

According to Corollary 2.10 and to the embedding W4(Q)) — C(Q) for any ¢ > 2,
yp, converges uniformly to y as h tends to zero. Choosing M as in (2.3.22) (the
supremum is now taken over {yp }n<n,), we can skip the truncation of the coefficients
a and f and consider equation (2.3.1) directly.

In the convex case, Theorem 1.35-(3) on page 30 (remember that y € Wh4(Q))
ensures the H%(Q) regularity of the solution ¢ of the equation

(2.3.25) /Q{a(:v,y)Vgp-Vw +(bVy-Vo + cp) w} da::/Q(y—yh)w dr Yw e H'(Q),

where
o) o A 0(2) = e (2) (e y(x) — f.n(x)
y(x) = yn(x) y(x) = yn(x)
if y(z) # yn(x) and b(x) := o, and ¢(z) := ay otherwise. Moreover, inequality (1.7.4)
on page 30 implies the existence of C' > 0 such that ||p||p2@) < Clly — yull2@)-
Furthermore, from (2.2.1) it follows that ¢ — I, is of order h? and h in the L*(Q)
and H'(Q) norms, respectively.

and c¢(x) =

In the sequel, we show that the above results lead to the desired error estimate in
the L*(Q2) norm. From inequality (2.3.4) we get

(2.3.26) |y — ynllz2@) < enh
and
(2.3.27) |y — ynllLs) < enh'’?,

where we have used that H'(2) — L5(2). Now (2.3.16) can be replaced by

ly — ey = / (e, )V (0 — ) V(y — ) da
+ / (F(e.y) — Fla, ) (- ) do
- /Q (a(z,y) — alz,yn)) V(y = yn)-VIpp dz

(2.3.28) + / (alz,y) — ale,yn)) V(e — ) -Vy dr.
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With the aid of (2.3.28), (2.3.4) and (2.2.1), we are going to show that
(2.3.29) 1y — ynllzz) < enh™ +enh*||ly — ynllzsa) -

To prove this inequality let us estimate each integral on the right-hand side of
(2.3.28). The boundedness of a and the Cauchy-Schwarz inequality lead to

/ a(@,y)V (e — Inp)-V(y — yn) dz < Cl|V(e = )12V (y = yn) |l 22(0)
Q

< Clle =l molly — ynllmr@)

< enh ||l m2(a) < enh™ ||y — ynllz2(0) -

Using (1.2.3) on page 3 and Hoélder’s inequality, we can estimate the second term on
the right-hand side of (2.3.28) as follows

/(f(x,y)—f(%yh))(sz)—ﬂh@)dxé/|¢M($)|Iy—yh|\s&—ﬂhs0|d$
Q Q

< lénll s lly — ynlle — Muolll 2a)
< ol s ylly — vnlles e — Mal s -

The embedding H'(Q2) — L3(Q), along with (2.3.4), yields

/ (f(@,y) = fl@,yn) (0 = Tap) do < enh™ (ol 20y < enh™lly = ynllz2@) -
Q

Thanks to the stability of the interpolation operator IIj, in W¢(Q) (Eq. (2.2.2)) and
the embedding H?(2) — W16(Q), we obtain for the third term on the right-hand
side of (2.3.28)

| (@) = ae.n)) Vo = ) Vi d

Q
< Comll |y = ynl VILo|| 2o [V (¥ — i) | 22(0)
< enh|ly — ynll s I VIInp Loy
< €hh1/2||y - thLS(Q)Hy - thLZ‘(Q) .

Concerning the last integral on the right-hand side of (2.3.28), we have, along with
(2.3.27),

/Q (alz,y) — alz, ) V(o — ) -Vy da

< Comlly = ynlls @IV (0 = n@) |2 VYl 23 @)
< enh™?|ly — Ynll L2 -

Summing up all inequalities above, we conclude (2.3.29).
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Further, let us take h small enough such that h < 1 and ¢, < 1. We prove now the
following inequality

£
(2.3.30) 1y = ynllL2@@) < h

h¥?

1_5}1

which yields the desired error estimate in the L*(2) norm. To verify (2.3.30) we
deduce that

k—1 )
(2.3.31) ly = ynllr2@) < eph™? [Z er | h™2F  for every k € N.

J=0

Taking the limit & — oo in the last inequality, we arrive at (2.3.30). To obtain
(2.3.31) we proceed by induction on k. For k = 1 (2.3.31) is the same as (2.3.26).
Let us assume that (2.3.31) holds for some integer k£ and let us prove it for k + 1.
First, employing Holder’s inequality, we find

1 1
(2.3.32) ly = wnllzsc@) < lly = wnl 2oy ly — s

Next using (2.3.31) and (2.3.27), we get from (2.3.32)

1/2

k-1

ly = vl < e*n"* [Z sgz] BT e P
7=0

ko1 ] ) k=1 .
=eph |Y eh| hTFT <egph | > el | b
=0 =0
Inserting this estimate in (2.3.29), it follows
k-1 ) koo )
||y — yh||L2(Q) < Ehh3/2 1+e¢p Z 8;1 h 201 | < Ehh3/2 Zdl h ™~ 2FFT
=0 =0
which yields (2.3.31) and concludes the proof. O

2.3.3. Further results. In many applications, the regularity of the solution of
the equation (1.1.1) is better than H¥?(Q). This is the case when, e.g., { is convex
and u is sufficiently regular; see Theorem 1.21 on page 18. In such a situation, we
obtain better error estimates as the following theorem shows.

THEOREM 2.12. Let y € H*(Q) be the solution of (1.1.1). Then the conclusions of
Theorem 2.6 remain valid with

(2.3.33) ly = ynll 2@y + A1y = ynll 1) < CB
instead of (2.8.4), where C' > 0 is independent of h. Moreover, if Q is convex then
(2.3.34) 1y = ynll2) + Plly = yallm ) < Ch%.
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PROOF. According to Theorem 2.6, for any h < hy there exists at least one

solution y, of (2.3.1) satisfying (2.3.4). Since {yp }n<n, is bounded in W4(Q) c C(Q)
(Corollary 2.10), we can choose M as in (2.3.22) (the supremum is now taken over
{Yn}n<n,) to skip the truncation of the coefficients a and f. Therefore, we can
consider equation (2.3.1) directly. Thanks to the higher regularity of y, we have by
(2.2.1) the following estimate for the interpolation error

(2.3.35) ly — Mhyll2) + 2lly — Tyl mie) < Oyl a2 -

Let us first prove (2.3.33) if (2 is non-convex. By the same arguments as in the proof
of Theorem 2.6, the previous estimate allows us to deduce

(2.3.36) |y = ynllm@) < C (h +ly — yh||L2(Q)> Vh < hg.

We apply (2.3.36) to improve the order of convergence up to that given in (2.3.33).
Combining (2.3.36) with (2.3.17), we find for sufficiently small & that

ly = wnllz2) + B2y = wnllny < C (K72 + [ly = wallFzqo))
Finally, the convergence ||y — yx|/z2(0) — 0 as h — 0 leads to (2.3.33).

If © is convex then (2.3.24) holds true. Moreover, the fact that y € H%(Q) C WH4(Q)
and Theorem 1.35-(3) on page 30 imply that the solution ¢ of (2.3.25) is in H?(Q)
and [|o|la2@) < Clly — ynllL2() is valid with some constant C' > 0. With the aid of
the assumptions on a and f, it follows from (2.3.28) that

ly = wll 2@ < C (Rlly = wllme + 1y — wllng ) -
This inequality, combined with (2.3.36), gives
ly = wnllzz@) < C (B + lly — valfee))

The last estimate, along with the convergence ||y —y|/2(0) — 0 as h — 0, completes
the proof of (2.3.34). O

REMARK 2.13. For an extension of the statement of Theorem 2.12 to higher order
finite elements the reader is referred to [18, Theorem 3.7].
The next result is a simple consequence of the previous theorem in the case when

u € H7?(T), p > 2 and Q convex. Then from Theorem 1.21 it follows that y € H?(12).

COROLLARY 2.14. Let u € H*(I') and assume that Q is convex and p > 2. Then
the conclusions of Theorem 2.6 remain valid with

ly = ynllzz@) + hlly = yull @) < CH?
instead of (2.5.4).
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Up to now we have established error estimates only for a fixed boundary datum w.
Notice that the sequence {ep, }r~0 given in the statement of Theorem 2.6 is dependent
on u. With the aid of this sequence, we were able to deduce the convergence in L>°(£2)
of solutions of (2.3.5) to y. Therefore, hy given in Theorem 2.6 depends also on u.

In the context of optimal control problems, we frequently are faced with the situation
in which we have to apply error estimates for the solution of (1.1.1) with u being an
arbitrary element of a given bounded set K of L?(T"). In such a situation, an essential
assumption in Lemma 2.1 does not hold in general, namely the compactness of the
set G(K), where G : u — y,, is the solution operator introduced in Theorem 1.31 on
page 26. However, we should remark that Lemma 2.1 was only important to obtain
the convergence in L>(2) of solutions of (2.3.5) to y, for every u € K. Having this
converge in mind, we can proceed as follows: we truncate a and f with

M =1+ sup [|yullo@) < o0
ueK

(Eq. (1.3.1) on page 3) and we get error estimates in the H'(2) and W%(Q)) norms,
q € (2,4), using (2.2.1) instead of (2.2.4), hence replacing £, in both estimates
by a constant C' dependent on K. Then a posteriori the convergence in Wh4(Q)
implies the uniform convergence of discrete solutions to the solution of the continuous
equation. Consequently, the truncation does not play any role for h < hgy which
depends now only on K.

The following result extends the estimates obtained so far to the above situation.

COROLLARY 2.15. Let K C L*(T') be bounded. Then there exist hg > 0 and Cg, > 0,
i = 0,1, such that, for any w € K and h < hg, equation (2.3.1) has at least one
solution yn(u) that obeys

(23.37) I — 9l 20y + Bl — (@)l < Crh,
(2.3.38) 19 — yn(u)lwrage) < Ci, K777 Vg € (2,4],

where vy, 1s the solution of (1.1.1). If Q is convex then there holds
(2.3.39) 1ya — yn (W)l 222) + Pllyu — ya(W) |11 (@) < Cr, ™
instead of (2.3.37). Moreover, if Q is convex, p > 2 and u € H'/*('), then
(2.3.40) 190 = yn (W)l 2@ + Pllye — yn(u)|| g0y < Cryh?.

2.4. Uniqueness of solutions of the discrete equation

In this section, we are going to study the uniqueness of solutions of (2.3.1). As far
as we know, the issue of uniqueness is an open problem until now. In the sequel,
we establish uniqueness results in two different situations. If a is bounded in 2 x R
and f is dominated by a LP(Q2) function then we are able to prove uniqueness of
(2.3.1) provided that h is small enough; see Theorem 2.16. If the above assumptions
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on a and f are not fulfilled, then we have uniqueness in a more restrictive class of
functions; see Theorem 2.18 for a precise formulation of the latter result.

As mentioned at the end of Section 2.2, u € L?(1) is fixed and y := y,.

THEOREM 2.16. Suppose that there exist a constant Cs, > 0 and a function ¢, in
LP(QY) (p > 4/3) such that

la(x,t)] < Cx  and |f(x,t)] < dpoo(x) for a.a.z € Q, Vt € R.
Then there ezists hg > 0 such that (2.3.1) has a unique solution for every h < hy.

PRrROOF. According to Corollary 2.10, there exists hy > 0 such that, for any
h < hg, (2.3.1) has at least one solution g, with g, — y in L>°(£2) as h tends to zero.
To show the uniqueness of 7, we will argue by contradiction. To this aim, we assume
the existence of a sequence {hy}2,, with 0 < hy < hy and hy — 0 as k — oo, such
that (2.3.1) has another solution yp,, with yp, # §5,. The function y;, satisfies for
every ¢p, € Yy, the equation

(241) /Q{a(xa yhk)vyhkv¢hk + f(x7yhk>¢hk} dx :£u¢hk dO'(fL’) :

By virtue of Theorem 2.4, {y;, }32, is bounded in H'(Q), hence we can extract
a subsequence, denoted in the same way, such that y,, — ¢ weakly in H'(Q) as
k — oo. Let us show that y = §. Because of the compactness of the embedding
H'(Q) — L1(Q) Vq € [1,00), the convergence y;, to § is strong in L(€2). Moreover,
Yn, () = g(x) for a.a. x €  and, by the continuity of @ and f w.r.t. the second
component, f(x,yp, (x)) and a(z,yn,(x)) converge to f(x,y(x)) and a(z,y(x)), re-
spectively. Furthermore, thanks to the assumptions of the theorem on a and f, we
have

f('7yhk) _>f(7g) in LP<Q)a
a(, yn, )Vn, — a(-,§)Ve in L2(Q) Vo, dn, € HY(Q) with ¢p, — ¢ in H'(Q).
By taking ¢ € H?*(Q) arbitrarily and putting ¢, = II,, ¢ in (2.4.1), using the
convergence 11, ¢ — ¢ in H'(Q2) as hy — 0 and passing to the limit in (2.4.1), we
end up with the equation

| {ale.9)95-Vo+ o510} do = [ wbdo(a)

Finally, as a result of the density of H?(2) in H'(2) and the uniqueness of the
solution y of (1.1.1), we conclude that y = .

Let us now set 2, = yn, — Jn, and wy, = 23, /||2n, || L6(2). Our next goal is to show
that {wp, }3°, is bounded in H'(2). Subtracting both equations satisfied by v, and
Un, and dividing by ||zp, || 6, we arrive at

(2'4'2) / {a(ma yhk)vwhk NV on, + bpwn, Vin, -V on, + Chkwhk¢hk} dx =0
Q
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for all ¢, € Y}, , where
a(x, Yhy, ("E)) — a(x, ghk ({L‘)) f(ZL', Yhy, ((L’)) — f(CL’, @hk (ZL‘))
Yhy (.Z‘) - ghk ((L’) Yhy, (l’) - ghk (‘T>
if yp, (x) # Un, (z) and by, (x) := o, and cp, (z) := ay otherwise. The boundedness of
{bn, }52, in L>°(2) and {cp, }32, in LP(€2) can be seen in the following way. Define
M = sup i s~y and On, = o € Q| gy ()] < M +1}.

hy
Then by the assumptions of the theorem on a and f, we find
br (2)] < Caprrs en (2)] < Opiga(a) iz € Qpy,
and taking into account that |yp, (z) — n, ()] > 1 Vo € Q\ Qp,,
b, (2)] < la(z, yn, () — a(z, §n, (z))] < 2C
|ene (@)] < 1 (@, yn (@) = (@, Gn, (2))] < 2000()

By taking subsequences if necessary, b,, — b weakly* in L>(2) and ¢, — ¢ weakly
in LP(€2). Moreover, c is non-negative and c(z) > oy Vz € E.

bhk (SL’) =

and ¢, () ==

if 2€Q\ Q.

From (2.4.2), along with the monotonicity of f and Holder’s inequality, we get
Collune ey < [ {ote.om (@) Twn [ + an, (e}, } da

= —/ bhk (x)whkvghk-thk dx
Q

< Cllwng | 2o @) |9m [wrs @yl w210 -

Thus, ||ws,||a1@) < C||Jn,|lwrs) which shows the boundedness of ||wp, || g1 (), be-
cause {gn, }32; is bounded in W13(Q); see Corollary 2.10. Hence, taking a subse-
quence, denoted again by {wp, }?2,, there exists w € H'(Q) such that wy, — w
weakly in H'(Q) as k — oo. Once again, due to the compactness of the embedding
H'(Q) < L5(Q), the convergence wy, — w is strong in L9(). Since |lwp,||zs@) = 1,
it follows that |Jw| s = 1, too. Taking in (2.4.2) ¢y, = I, ¢, with ¢ € H*(Q)
arbitrarily chosen, and passing to the limit, we obtain, along with the strong conver-
gences g, — y in W3(Q) (Corollary 2.10), 11, ¢ — ¢ in H'(Q) and the convergence
Yp, — Y a.e. in ), that

(2.4.3) /Q {a(z,y(x))Vw-V¢ + b(x)wVy-Vo + c(x)wp} de = 0.

Finally, since H?(QQ) is dense in H'(f2), equation (2.4.3) holds for every ¢ € H*(Q).
The left-hand side of (2.4.3) equals (Sw, ¢) g1 (q)- g1 () Where S is the isomorphism

defined on page 20 with a = a(-,y(-)) and b = bVy. Consequently, w = 0 which
contradicts the fact that [jw||psq) = 1. O

PROPOSITION 2.17. For any M > ||y||z=(q), there exists hpyr > 0 such that (2.3.5)
has a unique solution for every h < hyy.
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Proor. We know already from the last step of the proof of Theorem 2.6 that
every solution of (2.3.5) converges to y in L*°(€2). In the sequel, we will follow the
lines of the proof of Theorem 2.16 and assume again the existence of a sequence
{hi}32, of positive real numbers, with hy — 0 as k — oo, such that (2.3.5) has two
solutions yy, and gy, with yp, # Us,. Because of the uniform convergence mentioned
above, there exists k € N such that ||ys, |z < M and ||gn, ||z=@) < M Yk > k.
Thus, for any k > k the functions yn, and gy, satisfy (2.3.1). Setting zp, = yn, — Un,
and wy, = 2z, /|| 2n, || 25(), we consider again equation (2.4.2). The boundedness of
{bn,, }psi in L2°(2) and {cp, }>i in LP(Q2) are easy to verify. By taking subsequences,
it follows that b,, — b weakly* in L=(2) and ¢, — ¢ weakly in LP(Q2). Finally, the
boundedness of {wp, },~; in H'(Q) and the contradiction is obtained in the same
way as in the proof of Theorem 2.16. O

THEOREM 2.18. For every M > ||y||1=(q) there exists hyr > 0 such that the equation
(2.3.1) has at most one solution y, with the property ||ynllre) < M Vh < hy.
Moreover, if for any h < hy there is another solution ¥ of (2.3.1) such that
thHLOO(Q) > M then limh_>0 ||thLoo(Q) = +00.

PROOF. Let us assume that y;, and 7, are solutions of (2.3.1) with ||yn || L~ ()
and ||9al/ze@ < M. Then y, and g, are also solutions of the equation (2
According to the preceding proposition, there exists hy; > 0 such that y,
Vh < hy.

In order to show that limp_q ||§n || o) = +00 if §j is a solution of (2.3.1) such that
|9nll Loy > M, we assume the contrary. Then there exists a subsequence {7, }72,
bounded in L*(2) with hy < hy and hy — 0 as k — +o00. For

|IRICHVAN

M
5).
Un

M = sup Gh || Lo ()

the function gy, satisfies (2.3.5) with M and Up, instead of M and y, , respectively.
By virtue of the last step of the proof of Theorem 2.6, g, converges to y strongly
in L>=(2). Thus, ||gn,|/ze@) < M for hy sufficiently small which contradicts the
assumption that ||gn, [|Le(q) > M for all hy < hy. O

2.5. Numerical experiments

This section is devoted to the verification of the error estimates obtained in Section
2.3 by three numerical test examples. In the first two examples, we consider the
Neumann problem

Ay+ty=0 inQ
(2.5.1) { vty -

dy=u onl,

where 2 is convex or not. In both examples, the boundary data u belong to L*(T)
but u ¢ L*(I') for any s > 2. In the construction of such a function u, we have
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incorporated the function g : (0,1/2) — R, g(t) = 1/(t'/*log(t)). Making use of the
substitution z = log(t), we have

/1/2 s e /—log(2) 6—3;22de {< 00 lf s=2,

0 e |z|® =00 ifs>2.

Hence, the function g, and consequently u, too, has exactly the regularity mentioned
above. Therefore, the solution y of (2.5.1) is in H”?(Q); see Corollary 1.15 on page
15. Since we do not know y exactly, we take as reference solution the numerical
solution y e of (2.5.1) computed on a very fine mesh whose mesh size is denoted in
the sequel by hyine. Hence, instead of studying the behavior of the error ||y — yn||x

as h becomes small, we investigate the error ||ypme — ynllx for X = L?(Q2) and
X = H'(Q). The experimental order of convergence is computed by

b
t'/2log(t)

_ log([[yfine — ynillx) — log([|ysine — Ynsllx)
FOCx{ygine) = log (1) — log(hz)
for two consecutive mesh sizes h; and hy. To motivate the above formula let us
assume that ||y ine —yn|| x is of order O(h?) which is denoted by ||y fine —yn||x ~ ChC.
Then ||yfine — Yn;||x ~ Ch?, i = 1,2, hence log(||yfine — Yn;||x) ~ log(C) + o log(h;)
and finally log(|[ysine — Yni [1x) — 10g(|Yfine — Ynollx)/(log(h1) —log(hs)) ~ 0.

The third example is concerned with a particular quasilinear equation of the form
(1.1.1). We follow the same procedure as above and report on both situations, convex
and non-convex domains, where we consider the same boundary datum u as in the
first and second example, respectively.

Let us briefly describe how we have performed the computations.

To solve problem (2.5.1) numerically we make use of the finite element solver of
the MATLAB PDE Toolbox. For the evaluation of the singular integrals involv-
ing the function g we have used the adaptive Gauss-Kronrod quadrature quadgk of
MATLAB.

Concerning the quasilinear equation (1.1.1), a Newton method is implemented. To
this aim, we transform the problem of finding y satisfying (1.1.1) into the problem of
finding a solution of the equation F(y) = 0, with F' appropriately chosen. To solve
this problem we set up the following iterative method: Given an initial iterate o,
determine the iterate y,.1 by solving the equation F(y,) + F'(yn)(Yns1 — yn) = 0,
n =0,1,2.... More precisely, the algorithm is given by the following steps.

ALGORITHM 2.19. (Algorithm for (1.1.1))
(1) Initialization: Choose an initial datum yy € HY?*(Q) and set n = 0.
(II) Compute the solution y of the linearized equation

0 0
(2.5.2) /Q {a(az, Yn)Vy-Vo + aZ(a:, Yn)yYVyn -V + a]yc(:c, yn)yqﬁ} dx = F,(¢)
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Vo € HY(QY), where

R = [ {@x,yn)yn - f<x,yn>)¢ N yn)ynVyn'Wﬁ}dw + [uodots)

(I11) Stop if |y — ynllze@) < TOL or set yn41 =y, n=n+1 and go to (II).

For our purposes, we have chosen TOL = 1078 and yy = 1. Again, we have taken the
finite element solver of the MATLAB PDE Toolbox to deal with the linear equation
(2.5.2). This solver had to be extended, since non-standard expressions are present
such as the term fQ g—;(:c, Yn)yVyn-Vodr. A study of the previous algorithm as well
as convergence issues are not discussed here, since these would go beyond the scope
of this thesis.

EXAMPLE 2.20. We fiz Q = (0,1)? and denote by T'y to Ty the four sides of the square,
starting at the bottom side and moving counterclockwise. We construct the boundary
datum as follows. Let ¢; : (0,1) — T'; be the parametrization of T';, i = 1,...,4, with
c1(t) = {t} x {0} and the remaining ¢; are defined analogously, taking into account
the aforementioned running direction on I'. Then we define

u(ei(t)) = t/l(l)g(t) t €(0,0.5], andu(c;(1 —t)) = tm})g(t)

i.e. on every boundary side I';, u has a peak shape concentrated at both endpoints of
I;.

,t€(0,0.5),

Figure 2.1 shows v and y, for h = 277. Table 2.1 below illustrates the distance

I e B

Ty =
" Toos 06 gg i S VT
’ . 02 o 02 04 !
T, T, T, T X,

1 2 3 4 2 X

FIGURE 2.1. Data from Example 2.20; u (left frame) and y;, with h = 277
(right frame).

between y;, and the reference solution ¥y, corresponding to the mesh size h,.; = 2~ 10
as well as the convergence speed represented by FOCx (ysine) for X = L*(Q) and
X = H'(Q). We point out that h,.s is in the range of mesh sizes associated with the
finest meshes we have been able to manage with a PC with MATLAB. Apparently,
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b lyfine = ynllee)  EOCL2(0)(Ysine) [Yfine — Ynllar) EOCH1 ) (Ytine)

273 2.0961¢ — 03 - 1.4545e — 01 -

274 6.2538¢ — 04 1.7449 8.7239%¢ — 02 0.7375
275 1.9148e — 04 1.7076 5.4156e — 02 0.6879
276 6.0283¢ — 05 1.6673 3.4438¢ — 02 0.6531
277 1.9365¢ — 05 1.6383 2.2154e — 02 0.6364
278 6.2774e — 06 1.6252 1.4199¢ — 02 0.6418
279 2.0136e — 06 1.6404 8.8210e — 03 0.6868

TABLE 2.1. Convergence behavior of ||y ine —yn || x and experimental order
of convergence EOCx (Yfine) for X = L*(Q) and X = H(1Q).

the order of convergence in the L?(€2) and H'(2) norms are better than O(h%?)
and O(h'?), respectively, as expected from (2.3.24). However, this is not surprising,
since our theoretical results exhibit a worst-case scenario which is hardly to realize
numerically. Nevertheless, it is obvious that the convergence rates in the L?(Q2) and
H'(Q) norms are worse than O(h?) and O(h) as predicted in Corollary 2.14 in the
case of regular boundary data. This indicates that y & H?().

EXAMPLE 2.21. Let Q be the L-shaped domain € = (0,1) x (0,0.5)U(0.5,1) x (0, 1).
Analogous to FExample 2.20, we denote by 'y to I's the sixz boundary sides of €2,
startz’ng at the bottom side and moving counterclockwise. Now define the mappings

:(0,1) — Iy, i=1,2, and ¢; : (0,0.5) — I';, j =3,...,6, by c1(t) = {t} x {0},
{0.5} x{1—t}, c5(t) = {0.5—t} x{0.5}

1)
() {)} {1}, es(t) = {11} x {1}, es(1) =
)

cmd c(t) = {0} x {0.5 —t}. We set
u(ci(t)) = 151/211%(75)’ t€(0,0.5], and u(c;(1—1)) = tl/?lig(t)’ t€(0,0.5),
w(es(t)) = t/l(l)g(t) £ (0,05, and u(ca(l— 1)) = —t/hl)g(t) te(0,05),
and
u(e; () = — ! ! €(0,05), j=3,...6.

— t
(0.5 —1t)/210g(0.5 —t)  t72log(t)’

Certainly, on every boundary side I';, u has a peak shape concentrated at both end-
points of T';.

The function u and the numerical solution y;, of (2.5.1) for h = 277 are shown in
Figure 2.2. In Table 2.2 we report on the convergence history for this test example.
Again, it can be seen that the numerical computations provide a better convergence
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FIGURE 2.2. Data from Example 2.21; u (left frame) and y;, with h =277
(right frame).

b lyfine = ynllee)  EOCL2(q)(Ysine) Yfine — Ynllari) EOCH1 @) (Yrine)

273 7.8942¢ — 03 - 1.6861e — 01 -

24 3.2540e — 03 1.2786 1.0375¢ — 01 0.7006
275 1.4021e — 03 1.2146 6.7363¢ — 02 0.6231
276 6.1544e — 04 1.1880 4.5273e — 02 0.5733
277 2.6922¢ — 04 1.1928 3.0771e — 02 0.5571
278 1.1449¢ — 04 1.2336 2.0711e — 02 0.5712
279 4.5043e — 05 1.3458 1.3401e — 02 0.6281

TABLE 2.2. Convergence behavior of ||y fine —yn||x and experimental order
of convergence EOCx (Yfine) for X = L*(Q) and X = H(Q).

behavior than our prediction for non-convex domains; theoretically, we expect to
see the orders O(h) and O(h'/?) in the L*(Q2) and H'(f) norms, respectively (Eq.
(2.3.4)). However, compared to the first example, it is obvious that the non-convexity
of L-shaped domain has indeed an effect on the order of convergence of the solutions
in the L?(2) norm, thus confirming our theoretical investigations in Section 2.3.

EXAMPLE 2.22. We consider the quasilinear equation
—div[(1+ (z1 + 72)? + v*(2))Vy(2)]| + y + v3(z) = 0 inQ,
(2.5.3) s o B
(1+ (14 22)* +y7(2))0vy(z) = u(x) onT,

where ) and u are first given as in Example 2.20 and next as in FExample 2.21.

Figure 2.3 shows the numerical solution y, for h = 277 in both cases. Tables 2.3 and
2.4 give a detailed insight into the behavior of ||yfine — yn|l2() and [|yfine — yu |l mr (@)
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FIGURE 2.3. Data from Example 2.22; y;, with h = 277 when Q is convex
(left frame) and non-convex (right frame).

for h=27"i=2,..,8. Now Y. is the solution of the discrete version of (2.5.3)

h yrine —ynllr2) EOCL20)(Yfine) Yfine — ynllar@) EOCH1(q)(Yrine)

272 1.4061e — 03 - 4.9945e — 02 -

273 4.1403e — 04 1.7639 2.8409e — 02 0.8140
274 1.2146e — 04 1.7693 1.6810e — 02 0.7570
275 3.6688e — 05 1.7271 1.0309e — 02 0.7054
276 1.1435e — 05 1.6819 6.4740e — 03 0.6712
277 3.6351e — 06 1.6534 4.0879¢ — 03 0.6633
278 1.1521e — 06 1.6578 2.5168e — 03 0.6998

TABLE 2.3. Convergence behavior of ||y ine —yn||x and experimental order
of convergence EOCx (Yfine) for convex Q, X = L2(Q) and X = H(Q).

corresponding to the mesh with mesh size h,.; = 277, In order to accelerate the
convergence of the Newton method for computing y,, with h; = 27 i = 3,....8,
we have taken as initial iterate 1, the solution vy, ,, since the latter is close to the
solution of the continuous equation (2.5.3). A close look at the Tables 2.3 and 2.4
shows that the convergence behavior in both cases, when 2 is convex or not, is the
same as that observed in Example 2.20 and Example 2.21, respectively.

2.6. The discrete solution operator

In this section, we establish some important properties of the discrete solution oper-
ator u — yp(u). Since this mapping is possibly multivalued, our analysis has only
local character. However, we are able to prove that for a fixed datum u € L?*(T)
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b lyfine = ynllee)  EOCL2(q)(Ysine) [Yfine — Ynllar) EOCH1 ) (Ytine)

272 7.7661c — 03 - 1.7221e — 01 -

273 3.0020e — 03 1.3712 9.4984¢ — 02 0.8584
274 1.2527e — 03 1.2609 5.3957e — 02 0.8159
275 5.4571e — 04 1.1989 3.2124¢ — 02 0.7482
276 2.3880e — 04 1.1923 1.9965¢ — 02 0.6862
277 1.0175e — 04 1.2307 1.2673e — 02 0.6557
278 4.0109¢ — 05 1.3431 7.9089¢ — 03 0.6802

TABLE 2.4. Convergence behavior of ||y ine —yn || x and experimental order
of convergence EOCx (Yfine) for non-convex 2, X = L?(Q) and X = H(Q).

there exists a L?(T") ball centered at u such that, for any element u of it, there exists
a unique discrete solution y;(u) in a certain W14(Q) ball, ¢ € (2,4), centered at ys.

Throughout this section, we suppose that the Assumptions 1.1-1.3, 1.17 and 1.24-(1)
hold. Further, we fix u € L*(T) and ¢ := yz € H”?>(Q); see Theorem 1.18 on page
16.

THEOREM 2.23. Let G € (2,4) be fized. There exist hy > 0 and constants p > 0 and
kp > 0, dependent on hy and q, such that, for any h < hy and any u € ELz(p)(ﬂ, ),
the discrete quasilinear equation (2.3.1) has a unique solution yy(u) € Y, in the
closed ball Byr.ao) (Y, Kp)-

PROOF. Let us first assume p = 1. A smaller radius will be introduced later.
Applying Corollary 2.15, we deduce the existence of hy > 0 such that, for any
|2 — ul[r2ry < p and h < hy, there exists a solution y,(u) € Y, of (2.3.1) verifying
the estimate

P 2/g—1
9 — yn(u)|lwra@y < CLhYTY2 < CLhg ™2 .

Then, due to the Lipschitz continuity of G (Corollary 1.32 on page 27), there holds
19 = yn(Wllwra) <Y — yullwra@) + [lyu — yn(w)lwra@)
< Col|i — ul| 2y + Cuhd ™.
Thus, taking C' = max{Cy,Cs} and K, = C (p + hé 671/2), there exists at least one
element y;,(u) € Byr.a) (Y, K,) for any u € Bz (a, p) and h < ho.

In the rest of the proof, we show the existence of a number p such that y,(u) is the
unique solution of (2.3.1) in the ball By.aq)(y, k,) for any u € Bprzry(u, p). To
this end, we will argue by contradiction. Let us assume that there exists a sequence
{hx}32, of positive real numbers with hy — 0 as k — oo, a sequence {up, }7; in
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L2(T) with [Jup, — @l 22y < 3 and functions y; (un, ), y7, (un,) € Bwra) (¥, nx) with
e =C (% + b, ‘771/2) and y;, (un,) # yp, (un,), such that for any ¢, € Y, , 1 =1,2,

o€t an ) Vi )V, + o, () o = [, dor(o),
To simplify the notation we set yj, = y}, (un,). Notice that the existence of yj, with
the property yi — g in W?(Q) is a consequence of Corollary 2.15. Further, define
I
I = will 2,

Yk

Q)

We show first that {y;}?, is bounded in H'(Q). To this end, we subtract both

equations satisfied by y7 and yi, divide by ||y — y,i||L 20 and apply the mean
2

value theorem, to get the existence of measurable functions 65, and 7, with values
in [0, 1] such that

oa 0
(2'6'1) /Q{a(xa yli)vyk'VQbhk +87y(x’ ’Uhk)kayi‘V%k +a.§<$v whk)yk(bhk}dx =0,
where vy, = yi + O, (v —yi) and wy, = yi + nn, (yi —yi). Notice that the
measurability of 6, and n,, can be shown by applying [53, Theorem 1.2 on page
236 and Proposition 1.1 on page 234] to the positive functions

g1:Qx[0,1] =R,

da

gi(x,t) = |a(z, y;(2)) — a(z, y(2)) — ay " Ui (@) + t(ye(2) — yi(2)))

Y

and
go: 2 x1[0,1] - R,

ol 1) = ‘f@c, ) = Fa ) = T, 4bo) + 16 ) )

Y

respectively. Exploiting the uniform boundedness of 4, vy, and wp,, and the as-
sumptions on a and f, we get from (2.6.1)

Collyrllin ) < aallVurllzzy + aflluellz2q
<C [ VoIV dz
Q
< CHkaL%(Q)HVyi(Uhk)HM(Q)HkaHl(Q) :

Hence, the boundedness of ||yx|| 1 (o) is an immediate consequence of the boundedness

of y? in WH4(Q) and the identity ||yk||L 2y ) = 1. Taking a subsequence, denoted in
2
the same way, there exists § € H'(Q) such that y;, — § weakly in H'(Q2) as k — oc.

Due to the compactness of the embedding H'(Q) — L%(Q), the convergence yy



2.6. THE DISCRETE SOLUTION OPERATOR 63

. 20 - S
to ¢ is strong in L7-2(f2) and, because of HkaL%(Q) = 1, we have HyHL%(Q) =1
Using similar arguments as on page 54, we pass to the limit in (2.6.1) and arrive at

0 0
(2.6.2) /Q {a(x, V-V + aZ(rs, DIVy-Vé + ai(sc, y)@¢} de =0

Vo € H'(Q). According to Theorem 1.25 on page 22, (2.6.2) implies that § = 0
which contradicts the fact that ||| =22 = 1. O
L1=2(Q)

REMARK 2.24. FExploiting the arguments on page 61, it is easy to see that, given
ho > 0 and q € (2,4), there exist p > 0 and £, > 0 such that, for any h < hy and
any u € Brary(u, p), the equation (2.3.1) has a unique solution y,(u) € Yy, in the
closed ball By1.a)(y, k,) Yq € [q,4). In particular p > 0 and k, > 0 are the same
for all q € [q,4).

As a result of Theorem 2.23 we may define the discrete counterpart of the solution
operator GG, namely

Gh : Bray(t, p) — Bura) (4, 5,) N Y, Gr(u) = yn(u),

where ¢ € (2,4) and y,(u) is the unique solution of (2.3.1) in Byaq) (Y, k,). Our
next goal is to study the differentiability of G,.

THEOREM 2.25. There exists hy < hg such that, for any h < hy, the mapping

Gh : Braay(u, p) — Bwra)(U, k) N Ya, u— yp(uw), is of class C?. If we denote
2n(v) = G, (u)v, with v € L*(T), then z,(v) is the unique solution of the problem

Find z,(v) € Yy, such that, for all ¢y, € Yy,

da
(2.6.3) /Q {a(x, Yr(u)Van(v) -V + @(x, yn (1) 20 (v)Viyn(u)- Vo,

+ggjj(gg’ yh(u))zh(v)¢h} dz = /wah do(x).

Proor. To achieve the regularity of G} stated in the theorem we will use the
implicit function theorem by considering Fj, : L*(T') x Y;, — Y,

(Fn(uts 1), 6n) = / {ale, y0)Vn-Von + f(x, yn)bn} di — / ubp do(z) .

It is obvious that F}, is of class C* in Brzry(u,p) X Yy, and Fy(u, yn(u)) = 0 for
every u € Br2ry(u, p) and h < hg. Therefore, it remains to prove that the mapping
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(OFh/0yn)(u,yn(u)) : Y, — Y} defined by

or;,
<ayh<u,yh<u>>zh,¢h> _

da 0
= / {a(ﬂfa yn(w)) V-V, + a*y(iU?yh(u))ZNyh(U)‘V% + ai(ﬂf, yh(U))2h¢h} dx
Q
is an isomorphism. The representation (2.6.3) of G}, is obtained by a simple compu-
tation.

The mapping (OFy,/0yn)(u, yn(u)) is linear and Y} is finite dimensional, thus it suffices
to prove its injectivity or equivalently that the equation (OF},/0yn)(u, yn(u))z, = 0
admits only the solution z;, = 0. For this purpose, we will follow the approach
proposed by Schatz [86]. In order to shorten the notation, we denote y;, = yn(u).
Introduce the function By, : H*(Q2) x H'(Q) — R defined by

(2.64) Bu(w, ) = /Q {a(m, ) V-V +§Z(az, U)Wy V6 + ‘35 (x, yh>w¢>}dx .

Since {yn}nen, is bounded in W14(Q) c C(Q) (Eq. (2.3.38)), we get from the
Assumptions 1.2 and 1.24-(1) that

(2.6.5) |Bi(w, ¢)| < Cllw|lm@llollme@ Yw,¢ € H(Q).

We divide the remaining part of the proof of z, = 0 in three steps.

Step 1: Proof of a Garding’s inequality. We prove that there exist constants C; and
Cy with Cf > 0 such that

If Cy <0, thanks to (2.6.5)-(2.6.6), an application of the Lax-Milgram theorem yields
that the unique solution zj, of (OF}/0yn)(u, yn(u))z, = 0 is zero. Let us now study
the more general case when Cy > 0. Using the assumptions on a and f, we have

| Bn(w, w)| =

0 0
/ alx,yp)|Vwl* + 7a<m7 yp)wVw-Vy, + 7f (z,yp)w? ¢ dx
0 dy dy

> min{aa,af}HwHip(Q) — é/ lwVw-Vy| dx
Q
(2.6.7) > min{ag, as}HwlFn ) — Cllwllw@llwll m@llynllwiae) -
Further, Lemma 2.3 and Young’s inequality with ¢ = ¢’ = 2 imply

1 1 1 52
leollzag < Callwl 3yl i o) < Cs (w!\w!\m(m + 2||wHHl<m>
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for any £ > 0. Combining the last inequality with (2.6.7), it follows
(2.6.8) |By(w,w)| > min{ag, ag}|w|F o
1 g2
= Ci| g llwllzae + S llwllae | lwllm e -
Again, by Young’s inequality, there holds

1
lwllz@llwllm o) < llwlzae + ollwlieg Yo >0

which, along with (2.6.8), leads to (2.6.6) by setting C} = min{a,, oy} —C’;;(% +:%),

2e2
Cy = 8232, taking o = €% and e small enough such that C; > 0.

Step 2: z, = 0. By the definition of B, and inequality (2.6.6), we have

OF)
01”2h||12m(9) - C2||2h||%2(9) < [Bu(zn, 2n)| = <ay:(uayh(u))zh7zh> =0,
hence
Co\ 72
(2.6.9) len ey < <01) lznllzz -

The last step of the proof consists in verifying the following result
(2.6.10) 37, > 0 such that ||2,]|20) < Csh”?||znllmi@ Yh < ha,

where C5 > 0 is independent of z,. Once (2.6.10) is shown, taking
s C
hy = min {hh ho, CQCSQ} )
we deduce from (2.6.9) and (2.6.10) that 2z, = 0 for all A < h;.

Step 3: Proof of (2.6.10). Let us denote y = y, and by ¢ the unique solution in
H*?(Q) of the equation

0 0
—div [a(x,y)Ve] + aZ(x, y)Vy-Vp + a:];(x, Y)p = 2z, inQ,

a(x,y)0,p = 0 onl'.

(2.6.11)

Let us also define the function B : H'(Q2) x H'(2) — R by

(2.6.12)  B(w,¢) = / {a(x,y)VwV(b—iraa(x,y)waV(b—l— of
Q y

ay(az,y)qﬁw} dx .
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Passing to the weak formulation of equation (2.6.11), along with (2.3.37), (2.2.1),
(2.2.2) and the fact that By (zs, ) = 0, we find

||Zh|‘%2(sz) = B(zn, ¢)
= B(zn, p — Upp) + Bz, i)
= B(zn, ¢ — Upp) + (B(zn, Upp) — Bu(zn, iyp))

< C (e = Wl ey + lly = wnll e @ Ipllwray) lznll o)

(2.6.13) < ORIl gzl 2l a1 0 -
Then (2.6.10) follows from (2.6.13) and inequality |||l ;sn0) < Cllzallr2) (Ea.
(1.7.3) on page 30). -

PROPOSITION 2.26. Let U C Bpz (u, p) be bounded. Then there exist Cy > 0 and
hy < hy such that for any h < hy, uw € U and v € L*(T"), there holds

(2.6.14) G (Wvllwra@) < Collvllz) -

PROOF. Let us introduce the following auxiliary problem of finding z € H*(2)
such that

/ {a(x,ym-vm gf@c,yh)m} da
Q )

= /vqbda(x) — /Q g(yl(x,yh)zh(v)Vyh-ngﬁdx = F(¢) Vo e H' ().
r

From Theorem 2.25 we know that {2, (v)}n<p, is bounded in W'9(Q) c C(Q) for
q € (2,4). This fact, along with the boundedness of {y;}n<n, in W4(Q), implies
that FF € WH*(Q)*. Hence, z € W*(Q), as follows from Theorem 1.9 on page 9.
Now we apply a well-known estimate by Brenner and Scott [11, p. 171] which is also
valid in the case of Neumann boundary conditions and leads to the estimate (2.6.14):
there exist a constant C' > 0 and 0 < hy < hy such that for any h < ho

[z (v)[[wra0) < Cllzllwrag) -
We should remark that the linear elliptic operators in the equations satisfied by z
and z,(v) depend on y;, and consequently on h. However, we may use the result by
Brenner and Scott [11, p. 171] due to the following reason. The previous inequality
holds true for y; instead of y;,, with h < hy arbitrary but fixed and C' may depend
on the norm of y; in W14(Q). Thanks to the boundedness of {yp}n<n, in W(Q),
this inequality remains valid, in particular, when taking h = h. 0

2.7. Numerical analysis of the adjoint equation

Throughout this section, we suppose that the Assumptions 1.1-1.3, 1.17 and 1.24
hold.
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Let us denote by 4 € L*(T') a fixed boundary datum and by y € H”?*(Q) the asso-
ciated solution of (1.1.1). According to Theorem 2.23, there exist hg > 0 and, for
q € (2,4) fixed, p > 0 and k, > 0, such that, for any h < hy and any u € BLQ(F) (u, p),
the equation (2.3.1) has a unique solution y, = y,(u) € Y, N By1a)(y, £,). No-
tice that {yn tren, is bounded in W*(Q) because of the boundedness of Bz (u, p)
in L*(T"). Let us also denote by y the function y, = G(u) associated with a fixed
element u € By (U, p). From Theorem 1.18 on page 16 we know that y € H”2(Q).

Our next step is to carry out the numerical analysis of the adjoint equation

) oa 0 .
—div [a(z,y)Vo] + s (z,y)Vy-Vo + ag(x,y)sﬁ =( inQ,

(2.7.1) dy

a(x,y)0,p = v onl',

for v € L*(T') and ¢ € LP(Q) with p > 4/3. Using the triangulation 7y, introduced in
Section 2.3, we approximate ¢ by solutions of the discrete version of (2.7.1):

Find ¢p € Y}, such that for all ¢, € Y},
da

0
(2.7.2) /Q{a(x, yn)Von-Von + By (@, yn)onVyn-Veon + a;(% yh)@h%}dx

:/Q(qshda:%—/rvﬁda(ﬂ?)'

THEOREM 2.27. For every h < hy, with hy given in Theorem 2.25, v € L*(T") and
¢ € LP(Q) (p>4/3), the variational problem (2.7.2) has a unique solution @y € Y.

PROOF. Since the mapping (9F}/0yn)(u,ys) defined in the proof of Theorem
2.25 is an isomorphism, the same holds true for its adjoint. This leads immediately
to the existence and uniqueness of a solution @), € Y}, of (2.7.2) for any h < hy. O

Before establishing error estimates for the approximation of (2.7.1), we prove an
auxiliary result concerning a partial discretization of equation (2.7.1). In a first step,
we consider a continuous problem of the form (2.7.1) with y; substituted for y. In a
second step, we pass into the fully discretized problem (2.7.2).

In the sequel, we make use of the following inequality
2 —1/2 12
(2.7.3) ||zl 2 < Cq (51/ IV2||720) + 277 ||z||izm)) Vze HY(Q), e € (0,1),
cf. Grisvard [60, Theorem 1.5.1.10]).
LEMMA 2.28. For any h < hg, v € LY(T") and ¢ € L*(2), with ¢ > 2 and p > 4/3,

the equation

0 0
(2.7.4) —div{a(z, yn) V] + a?CJL@?yh)Vyh'V@ﬂL ajyc(x’yh)@ = (¢ inf,

a(x,yn)0,p = v onl,
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has a unique solution ¢ € H**(Q) and it obeys the estimate

(2.7.5) 1 — ¢l < ChY* (||U||Lq(r) + ||C||LP(Q)> :

where C' > 0 is independent of h. Moreover, if ) is convex then

(2.7.6) |6 = @llm@o < Ch <||U||Lq(r) + ||C||LP(Q)) :

Finally, if Q is convex, p > 2 and u € H/*(T"), then (2.7.5) is replaced by

(2.7.7) 16 = elm@ < Ch7 (Joll o) + I¢llzo@) -

We point out that ¢ > 2 in the statement of the lemma is only necessary for deriving
the error estimates; for the regularity result it is enough to take ¢ = 2.

PROOF. Taking into account the boundedness of {y}n<pn, in WH*(Q), the exis-
tence, uniqueness and regularity of ¢ is a consequence of Theorem 1.36 on page 32.
Let us derive two useful estimates concerning ¢. In view of ¢ € H”?(Q)) — WH(Q)
and replacing in (1.7.10) on page 33 y and ¢ by y, and @, respectively, we obtain

1AG] gm0y < C (€ Nzo) + 16120y ) -

Moreover, we get by a straightforward modification of the proof of (1.7.3) on page
30 that

(2.7.8) 180y < C (ICLzwi@) + Nollzagey) -
Let us now prove (2.7.5). Subtracting (2.7.1) and (2.7.4), we have

—div [a(z,y) V(e — @)] + gZ(x, y)Vy-V(e —9)

2.7.9 0 R .
(2.7.9) +a‘£(rc,y>(s0—<ﬁ)=ga in 2,
a(z,y)dy (¢ — @) =gr onT,
where the functions gg and gr are given by
. . da oa )
(2.7.10)  go(z) = div[(a(z,y) — a(z,yn)) VS| + afy(:r, Yn)Vyn — @(I,y)vy -V

+ (g;(xayh) - g;(a}?y)> 95
and
gr(z) = la(z, yn) — a(z,9)]0,$,

respectively. It is easy to check that go € L™™P2(Q) and gr € LY(I") as a conse-
quence of the W'4(Q) regularity of ¢, y and y,, and the facts Ap € L™™P2(Q) and
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0,9 € Li(I); see the second equation of (2.7.4). From Theorem 1.36 we know that
© — ¢ is the unique solution of (2.7.9) and it satisfies

(2.7.11) le = @l < C (llgallm@: + llgrllz-veq)

with C' > 0 being independent of ¢ or ¢. Next we derive an estimate for ||ga|| g1 (o)--
An integration by parts yields for arbitrary ¢ € H'(Q)

2712) [ divlia(e.s) — ale.n) Vel ode = [ (a(e.9) = ale.n)) 0,60 doa)

—/Q(a(x,y) —a(x,yn)) Vo-Vodr.

Let us estimate both terms. From the assumptions on a, using (2.3.37), (2.7.3) with
¢ = h, as well as the embedding H"*(I") < L*(T") for all s € [1,00), we obtain

/F (alz,y) — ale, ) 3o do(x)

§0/w—yma@mw@>
T

< Clly = yull 2@ lvédl L2y

(27.13) < e ol 9l o)
Invoking Lemma 2.3 and (2.3.37) again, we have

(2.7.14) ly = wnllzs@ < Clly = vall 201y = nllifi o) < CR,
hence

/Q (alz,y) — alz, ) V- Vo dr

<C [ ly-ulvevoldr
Q
< Clly = yullzr@ 1 2llwrs@ ol are
(2.7.15) < ChP 1@l gz ey 191l e
Thus, from (2.7.12), (2.7.13) and (2.7.15), we deduce the following estimate for the

first term of g

(2.7.16) /Qdiv [(a(z,y) — alz,yn)) VP| pdx

< CR (1@l gy + 10l zoy) N8l e -

Concerning the second term in the definition of g, we write

da da R B
(2.7.17) /Q <3y(1’, Yn)Vyn — ay(w;)%) NVopdr =

aa 8@ . aa, ~
= /ﬂ (ay(:r,yh) - 5@/(967?;)) Vyn-Vpo dr + /Q @(fﬂ,y)v (yn —y)-Voodx.
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Now we get, along with (2.7.14),

da da . .
/ ((fc,yh) - (x,y)> Vyn-Voodr| < Cll(yn — y)0l 2@ IVYn- VO 120
o \ 9y dy

< Cllyn = yllza@ 19 ooy 10l i1 )

(2.7.18) < CHP ¢l oy 9oy
To estimate the second term of (2.7.17) we take into account that
da A 2702 . |0a A min{p,2}
a—y(x,y)Vgo € L*(2)* and div a—y(m,y)Vgo € LM Q).

Hence, we can perform again an integration by parts

da . [ Oa .
(2.7.19) /Qay(w, YV (yn —y) Voo dr = /Fay(ﬂc, Y),@(yn — y)¢ do ()
0
-/ ZZ(% Y)(yn —y)Vp-Vodr — /Qdiv laZ(Ly)V@] (yn —y)pdx.

For the first two terms we proceed as in (2.7.13) and (2.7.15). For the third one we
find

/Q div BZ(:& yW@] (yn — y)¢dzx

[(Wn = 9) @l pmaxiz (@)
[min{2,p} (Q)

<c

div [g;(x, y)V@}

<C (HASﬁHme{M}(Q) + H@Hmm(m) lyn = Yl a9l o)
(2.7:20) < CR" (Il + 1920 Nl on
where we used (2.7.14), the facts that p’ < 4 (because p > 4/3) and H'(Q2) — L*(Q)
for any s € [1,00). Therefore, the inequalities (2.7.19) and (2.7.20) lead to

(2.7.21)

0
/;(ﬂc,y)v(yh—y)vwdw
o oy

< R (I amte) + 10llzsry + I8l vgey) 16y -
Finally, (2.7.17), (2.7.18) and (2.7.21), imply

(2.7.22)

da da R
/Q (ay(l’; Yn)Vyn — 87/(177 y)Vy) Voo dr

< CH* (¢l zo(@y + Nolzacey + 12l smcey) 16
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The last term on the right-hand side of (2.7.10) is easy to estimate:
of of > .
7 \ T Yn) — (4, Y ¢ dx
[ (S - Fwn) s

Let us now estimate [|gr||y-12). Taking ¢ € H'*(T), we get analogous to (2.7.13)

< Cllyn — yllz2@ll@ller@) |l @)

< Oh”@”Hfm(Q)HQSHHl(Q) )

[ (el ~ ata) s dota)
r

(2.7.23) < ON sy 9 ey

From (2.7.11), along with the inequalities (2.7.16) and (2.7.22)-(2.7.23), we arrive at

< lon = vl 02 ] 2,

le = @l < OB (ICln@ + I0llzaqy + 19l ey )
< O (I¢lloey + 0]lzory)

and conclude (2.7.5). It remains to prove (2.7.6) and (2.7.7). To deduce (2.7.6) we
repeat the above steps. Some estimates can be improved because we can use (2.3.39)
for the error y, — y. As a consequence of (2.3.39) and Lemma 2.3, we have

1 1
ly = vl < Clly = wall 2oy lly = wall ) < Ch-
Further, an application of (2.7.3) with ¢ = h? yields

_ 1/2
1y = ynllr2ry < Ca (th - th%ﬂ(Q) +h My — yh“%Q(Q)) < Ch.

Taking into account these inequalities, we get the order O(h) for the expressions in
(2.7.16) and (2.7.22)-(2.7.23), and finally for ||¢ — @/ g1 ().

Let us finish the proof by considering the case of a convex domain, p > 2 and a
boundary datum v € HY*(I"). With the aid of (2.3.40), we observe that (2.7.3)
applied with € = h? leads this time to the inequality

_ 1/2
ly = wnllz2ey < Ca (Blly — vl + 7ty — wlle) < ChY2.
Further, we have
ly = vl < Clly = wllz)lly = wall 1t o) < CHY.

With these inequalities we can improve the previous estimates to conclude (2.7.7).

O

THEOREM 2.29. For any h < hy, v € LY(T") and ¢ € LP(RY), with hy given in Theorem
2.25,q > 2 and p > 4/3, we have

(2.7.24) le = enllza@ + Bl = nllare) < CB7* ([0l Loy + 1€ ooy )
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with C' > 0 independent of h. Moreover, if () is convex then

(2.7.25) le — @nllz2@) + Bl = enllar) < Ch (||U||Lq(r) + ||C||LP(Q)) :
Finally, if Q is conver, p > 2 and v,u € H*('), then (2.7.24) is replaced by
(27.26) |l — enlla) + h"lle — enllm@ < Ch” ([0l gver) + I¢llr@) -

PRroOF. First, we show that

(2.7.27) 16 = onllzz@ < Ch2|@ — onlla@)
and
(2.7.28) 16 = enllme) < Ch (18l e -

The first estimate can be deduced in an analogous way as we proved (2.6.10). Let us
only comment the differences. Let z € H*?(f2) be the unique solution of the equation

—div [a(x, y)Vz + ga(:v,y)sz] + gf(x,y)z = ®—, inQ,
(2.7.29) Y Y

la(w, y)\Vz+ ZZ(x,y)sz] v=0 onl.

Notice that the H*?(2) regularity of z follows directly from Theorem 1.31 on page 26.
Making use of the mappings B and B, defined in (2.6.12) and (2.6.4), respectively,
(2.3.37) and (2.2.1), and taking into account that Bj,(Il,z, ® — ¢p) = 0, we obtain

¢ — 90h||%2(9) = B(2,¢ — ¢n)
= B(z —pz,$ — on) + B(Ilhz, & — ¢p)
= B(z —yz, 0 — ¢p) + (B(Upz, @ — vn) — Br(lpz, & — ¢n))
< C(llz = Mzl + Iy = vall e @ ITnzlwray ) 18 = onlla o)
(2.7.30) < Ch1/2||z||H3/2(Q)||95 — nllm () -

Hence, (2.7.27) follows from (2.7.30) and the inequality [|z[| z32(q) < Cl|¢ — @nllr2@);
compare inequality (1.6.11) on page 26. To show (2.7.28) let us introduce the function

Sy H'(Q) x H'(Q) — R, S(w, o) :/

{a(m, yn)Vw-Vo + gf(x, yh)wgb} dx .
Q Yy

Utilizing the assumptions on a and f, it is immediate that
Su(w,w) = Collwl gy and [Su(w, 6)] < Cullwllme6llm@ Vw6 € H(Q).
Consequently,

Coll® — en ) < Su(d — ©n, @ — 1)
= Si(® — on, @ — InP) + Sn(@ — pn, nd — o) = L1 + I
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Exploiting (2.2.1), the estimate for I; is obvious:

L] = [Sh(@ = on, @ — @) < ChY(|]| 32 16 — el (@

Invoking the equations satisfied by ¢ and ¢y, we infer

| Lo] = [Sh(® — @n, 11nd — ¢n)|
da . R
~—(z,yn) Upp — on) Vyn-V (@ — o) dz
Q dy

< Ol (@ = ) [Vunlllz@llé = enllme
< C (M@ = ¢lls) + 18— nllzse) 16 = enllme -

From the last three inequalities it follows

16 = nlliny < C (W18l sy + 18 = erllse) 1 — enllim@
which, as already shown on page 43, leads to
(2.7.31) 16 = enllma < C (B8l gyay + 16 — enllze) -
Combining (2.7.31) and (2.7.27), we finally conclude (2.7.28).

The estimate for ||¢ — 4[| g1 (o) as given in (2.7.24) and (2.7.25) follows from (2.7.28),
(2.7.8) and Lemma 2.28:

e — enllar@) < lle — @llaiq) + 16— enlla @
<l = Sllm@ + Chl/QH@HHP’/?(Q)
< R ([[oll oy + I o) -

To complete the proof of (2.7.24) and (2.7.25) we have to estimate ||¢ — ¢p||12(). To
this end, we use again the previous lemma, the embedding H'(Q2) — L?(Q2), (2.7.27)
and the estimate in the H'() norm already proved, and get

le = @nllza@ < e — @l + 18 — enllizm)
< C(llp = @llan@ +h"l¢ = enllmo)
< C (lle = @l + hll@ll e
< Ch7 ([ollay + Il o)
with o = 3/4 if Q is non-convex and ¢ = 1 if Q is convex.

It remains to show (2.7.26). Under the assumptions of the theorem, we know that
y =y, € H*(Q). Moreover, $ € H?(Q2) which can be deduced from Theorem 1.36-(3)
on page 32, because {y, }n<p, is bounded in W16(Q2). The latter boundedness result
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follows from (2.2.2), the inverse inequality (2.2.6), (2.3.40) and (2.3.35),
C
lyn = Mayliwro) < 535 lyn = Myl @)

<

C
o (Hyh —Ylla) +lly — thHHl(Q)>
C
< b (L4 Iyllae) < oo
Furthermore, the solution z of (2.7.29) is in H?(f2), too. This can be shown along

the lines of the proof of Theorem 1.33; see pages 28-29. The higher regularity of y
and z allows us to use (2.3.40) and (2.3.35). Therefore, we can improve (2.7.27) to

16 = enllz2@) < Chl|é = enllme) -
On the other hand, thanks to the H?(2) regularity of ¢, we can replace (2.7.28) by
16 = enllm@) < Chl|@lla2) -

This is easily obtained, by repeating the proof of inequality (2.7.28) and taking into
account (2.3.35). Combining the last two inequalities and

1ll20) < C (I0lliveqey + ¢l »
we get
1 = enllz2) + hll@ — @ullmi@) < CR? <||U||H1/2(r) + ||C||LP(Q)) :
By following the steps above and using (2.7.7), the proof of (2.7.26) is complete. [

REMARK 2.30. Lemma 2.28 contains estimates for the error ¢ — ¢ in the H'(2)
norm only. Unfortunately, we are not able to prove a higher order of convergence
in the L*(Q)) norm. For this reason we have used on page 73 error estimates in the
HY(Q) norm to obtain estimates for ||p — pnllr2). Indeed, this procedure delivers
very rough estimates in general.

The following result will be used in the context of error estimates for control problems
associated with the quasilinear equation (1.1.1); see Chapter 4.

COROLLARY 2.31. For any h < hy, v € LYT) and ¢ € LP(2), with hy given in
Theorem 2.25, ¢ > 2 and p > 4/3, we have

(2.7.32) lenllwra) < C (vl + I¢llr@)

where C' is only dependent on u but not on h, v or (.

PROOF. By a simple modification of the proof of estimate (1.7.3) on page 30,
we see that the solution ¢ of (2.7.1) satisfies [|[ ga2(q) < € (H’UHLq(F) + HCHL;;(Q)>.
Combining this result with the inequality || —@p||w1.4) < C” (HvHLq(p) + HCHLp(Q)),
which can be deduced along the lines of the proof of (2.3.23), we conclude (2.7.32).

O



CHAPTER 3

The optimal control problem

3.1. Introduction

In this chapter, we investigate a wide class of optimal boundary control problems
governed by quasilinear elliptic equations of the type (1.1.1). Our main goal is to
establish first- and second-order conditions for local optimality in the presence of
pointwise constraints on the control.

For convex problems first-order necessary optimality conditions are even sufficient for
global optimality. In contrast to this, for nonlinear problems higher order conditions
such as second-order sufficient conditions should be employed to verify local optimal-
ity. The latter ones are proved to be indispensable for several reasons. First, they
play an important role in the stability and numerical analysis of the optimal control
problems, in particular in the error analysis for local solutions of the finite element
approximation of the control problems. Secondly, the convergence analysis of higher
order numerical optimization algorithms such as SQP-type methods rely heavily on
second-order sufficient conditions, see Alt and Malanowski [4], Dontchev et al. [49]
or Ito and Kunisch [68]. Likewise, second-order necessary conditions should also be
studied since they serve to measure the gap between them and the sufficient ones. In
turn, this gap shows how restrictive the sufficient conditions under consideration are.
This explains why we are concerned in formulating sufficient second-order conditions
which are the closest to the associated necessary ones.

There are two common techniques to verify that certain second-order conditions are
sufficient for local optimality. The first way is to apply some abstract methods for
optimization problems in function spaces, see Casas and Troltzsch [35], while the
other method uses Pontryagin’s principle, cf. Casas and Mateos [25]. In [30], Casas,
Mateos and Troltzsch, have shown that both methods are equivalent.

Meanwhile, there exists a very extensive literature devoted to second-order optimality
conditions for control problems governed by partial differential equations. We men-
tion only the textbook by Troltzsch [91] for an overview, Goldberg and Troltzsch
[56, 57, 58] for boundary control of parabolic equations, Casas, Troltzsch and Unger
(39, 40], as well as Casas and Troltzsch [34], for elliptic boundary control problems
with nonlinear boundary conditions.

The list of contributions concerning the Pontryagin’s principle is very large. For
elliptic problems this principle was investigated by Bonnans and Casas [9] and Casas

75
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[13], while the parabolic case was studied by Casas [15], Casas et al. [32] and
Raymond and Zidani [83]. In the context of quasilinear equations with nonlinearity
of gradient type, Pontryagin’s principle was considered by Casas [14] and Casas and
Yong [41].

There is some recent progress in the case of optimal control problems governed by
quasilinear equations. The first step towards a corresponding analysis was recently
made by Casas and Tréltzsch in [36], where first- and second-order optimality con-
ditions as well as a Pontryagin’s principle for the distributed optimal control of
quasilinear elliptic equations are discussed. Other publications concerning quasilin-
ear equations, in which the leading coefficient of the differential operator depends on
the gradient of the solution, have already been commented in Section 1.1.

The plan of this chapter is as follows. In the first section, the control problem is for-
mulated and the existence of an optimal solution is shown. Next first-order necessary
optimality conditions are derived. These conditions lead to a useful characterization
for optimal controls, which in turn allows us to deduce a corresponding regularity re-
sult; see Theorem 3.10. For the derivation of the second-order optimality conditions
a Pontryagin’s principle is proved in Section 3.4. Finally, in Section 3.5 we establish
necessary and sufficient second-order optimality conditions.

3.2. Problem formulation and main assumptions

We associate with the quasilinear equation (1.1.1) the following optimal control prob-
lem

min J(u) :/QL(x,yu(x)) dx + /Fl(x,yu(x),u(a:)) do(x),
(P) subject to u € Uy :={v € L>®() |us(z) < v(x) < up(z) ae. z €'},
(yu, u) satisfying the equation (1.1.1),

where L : @ X R — Rand [ : T' x (R x R) — R are Carathéodory functions
and u,,u, € L®(T"), with u, < u, a.e. on I'. In the context of optimal control,
the PDE (1.1.1) is denoted as state equation, u is called control function and y,
is the associated state, J the cost function or objective function and U,y the set of
admissible controls.

EXAMPLE 3.1. In control theory, a frequent example for the choice of the functional
is that of tracking type (see, for instance, Ito and Kunisch [68])
1 A
I = [ ule) = waw))? o+ 5 [ (o) = wata))* doa)
Q r

with given functions yg € L*(), ug € L*(T') and X > 0. The functions yq and
ug denote the desired state and control of the problem, respectively. If A\ > 0 then
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it is well-known that the so-called Tikhonov term % ;. (u(x) — ug(x))* do(z) has a
reqularizing effect on the optimal control.

Here we do not consider the case when [ does not depend on u. In such a situation
optimal controls are often of bang-bang type.

DEFINITION 3.2. A control u € U,y is said to be (globally) optimal with optimal
state y = yy if

J('l_t) < J(u) Vu € Uy .
The control w is called locally optimal in the sense of L>*(I") if there exists ¢ > 0
such that the previous inequality holds for all u € U,q with ||t — u||pe(r) < €.

The next theorem concerns the existence of a global solution for problem (P). Al-
though the proof of this theorem is standard (compare also Casas et al. [23] or Casas
and Mateos [26]), we will sketch it here for convenience of the reader.

THEOREM 3.3. Suppose that the Assumptions 1.1-1.8 hold true, a : Q@ x R — R is
continuous and, for every (x,y) € ' xR, l(x,y,:) : R — R is convex. Assume also
that, for any M > 0, there exist functions ¥,y € LY(Q) and ¢y € L*(T) such that

| Lz, y)| < o) and  [l(s,y, u)] < Pru(s)
for a.a. © € Q, s €T and |y|,|ul < M. Then (P) admits at least one optimal
solution u.

PROOF. Let {u}3°; CU,q be a minimizing sequence for (P), i.e. J(u) — inf(P)
when k — oco. Since {uz}52, is bounded in L*®(T), it is also bounded in L"/*(T") for
any r > 2 satisfying the condition (1.3.13) on page 9. Therefore, we can take a
subsequence, denoted in the same way, which converges weakly in L'7?(T") to some .
Moreover, u is a admissible control for (P), because the set U, is closed and convex
in L'/?(T"), hence it is weakly closed. Further, Theorem 1.9 on page 9 implies that
{Yu, }321 is bounded in W' (2). Again, we can extract a subsequence, denoted again

in the same way, such that y,, — ¢ weakly in W“i(Q) and strongly in C'(Q2), due to
the compactness of the embedding W (Q) < C(Q). It suffices to show that y; = ¢
and that u is optimal for (P). The solution y,, of the state equation corresponding

to uy, satisfies

(3.2.1) /Q{a(:c,yuk)Vyuk~V¢ + f(z,yu, )0} dx = /Fuk(bda(x) Vo € H'(Q).

Thanks to the Assumptions 1.2-1.3 and the previous convergences established, we
can pass to the limit in (3.2.1) and obtain

/Qa(:c,gj)vg~v¢dx+/Qf(x,ﬂwdx:/ruqﬁda(x) o € H(Q).

The uniqueness of the solution of the previous equation implies y; = ¢. Finally,
we can prove that J(u) = inf(P) by applying Mazur’s theorem (see, for instance,
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Ekeland and Temam [53]). Since this proof is very similar to that of Casas and
Mateos [26, Theorem 8|, we omit it here. O

REMARK 3.4. An important property of the admissible set U,q is that it is closed and
convex. In the event that U,y is not bounded, for instance in the unconstrained case
U.a = L*(T), some coercivity assumption on J is necessary to ensure the existence
of a solution for (P).

REMARK 3.5. The convexity of | with respect to the control variable plays an essential
role in the proof of Theorem 3.3. In the absence of the convexity, some compactness
arguments are necessary to deduce the existence of a minimum. Otherwise, this
existence is not guaranteed in general.

In the sequel, we will consider locally optimal solutions, since they are very inter-
esting from the numerical point of view; optimization algorithms mostly provide
local minima. Moreover, from the theoretical point of view there are no criteria to
distinguish local and global minima except their definitions.

Throughout this chapter, we suppose that a : Q x R — R is continuous and the
Assumptions 1.1-1.3 and 1.24-(1) are satisfied.

3.3. First-order optimality conditions

The goal of this section is to derive first-order necessary optimality conditions. These
optimality conditions satisfied by u € U,q can be obtained from the standard varia-
tional inequality

(3.3.1) J(@)(u—1u) >0 Yu€ Uy.

To proceed in this way the differentiability of .J is needed. Since we also aim to discuss
second-order optimality conditions, we shall impose the following assumption.

ASSUMPTION 3.6. Let

2r
2 te 1.3.13 > d v >
r>2 satisfy ( ), 6_1”—1—2 and v >

N |3

The functions L : QxR — R and [ : T x (RxR) — R are of class C? with respect
to the second variable and to the last two variables, respectively. For any M > 0
there exist constants Cpar, Crar > 0, and functions oy € LP(Q), Y1rar € LY(T)
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and Yoy € LA(T), such that

oL 0*L

ay<x7y)‘ SwQ,M<'r)7 8y2($’y>‘ SC'L,]Wa

0*L 0*L

ain(nyQ) — aTJQ(I,yl) < Crmly2 — 0l

al / / 0l / 2 /

@(I 'Y, u) qubl,F,M(x ) " Ou (l’ Y, u ) S¢2,P,M(ZE ) ) (y,u)l(x 'Y, U’) R2x2 — Ol M
‘D (', y2, u) — DY, (@' y1, wn) aoe < Car (2 =y + |ug — )

for a.a. x € Q, 2" €T and |y|, |yl [ul, |ui] < M, i =1,2, where D}, I denotes the
second derivative of I w.r.t. (y,u), i.e. the associated Hessian matrzx and || - ||gzx2
is any matricial norm.

THEOREM 3.7. The functional J : L®(I') — R is of class C? and for every
u,v,v1,v9 € L2(T"), we have

(33.2) T () — /F (gi(x,yu,u) + %> vdo(z)

and
0%l 0%l
J”(U)'UlUQ —= /F {ay2<l’, yu7 u)zvlzvz + m(l‘, yu, u)(ZUl'UQ + Z’Uzvl)
82l 0*L 0?
8 2('7: Yo, U )UIUQ} da(x) + /Q <ay2(xa yu) - ¢u®£<x>yu)> Ry Ry dx
(3.3.3) / V- < (T, Yu) 20, 20, VYu + g; (7, Yu) (20, V2u, + szvzm)) dz
where @, € WIT(Q) is the unique solution of the adjoint equation
. da of oL .
—divla(z, yu) Veul+ - (2, 4u) VYu Vou + - (2, yu) ou = - (2, 92) 0 Q,
Yy y dy
(3.3.4) Py

a’('£7 yu)al/(zpu - iy(w7 Yu,s U) on F )

and z,, = G'(u)v; is the solution of (1.6.9) with v = v;, i = 1,2. If, in addition,
Assumption 1.17 holds, 8 > 4/3 and v > 2 (see Assumption 3.6), then ¢, € H*(Q).

PROOF. The first- and second-order derivatives of J can be obtained from The-
orem 1.30 on page 25 and the chain rule. By taking into account that y, € W"(Q)
(Theorem 1.9 on page 9), the existence, uniqueness and W7 (Q) regularity of ¢,
follow from Theorem 1.36-(1) on page 32. The last statement of the theorem is a
consequence of Theorem 1.36-(2) and the fact that y € H”?(Q); see Theorem 1.18
on page 16. U
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The function ¢, is called the adjoint state associated with u. As one can see from
the previous theorem, it allows us to get a simple expression of the derivatives of .J.

REMARK 3.8. From the expressions (3.3.2)-(3.3.3) for J'(u) and J"(u) it is easy to
check that the functionals J'(u) and J"(u) can be extended from L>=(T') to L*(T"). In-
deed, it is enough to remark that, thanks to the W' (Q) regularity of z,,, the integrals
in (3.3.3) are well defined for every v; € L*(T'), i = 1,2. Moreover, these integrals
are continuous w.r.t. the topology of L*(T') because of the continuous dependence
of z,, on v;; notice that the inverse operator of 0,F (y,,u) given on page 25 is an
isomorphism.

The first-order necessary optimality conditions stated in the next theorem follow

from the variational inequality (3.3.1), along with the expression of the derivative of
J given in (3.3.2) and (3.3.4).

THEOREM 3.9. Assume that  is a local minimum of (P) and y the associated state.
Then there exists p € W' (Q) such that

i e Oa, _____ 0 . oL, .

—div|a(z,y)Vo| + —(z,9)Vy-Vo + 7f (x,9)p= —(z,9) inQ,
dy dy dy

(3.3.5) o

a(z, y)0yp = @(x, y,u) onT,

(3.3.6) /r (gi(:v,gj(x),ﬂ(x)) + gE(:U)) (u(z) —u(z))do(x) >0 Vu € Uyg.

If we define the Riesz representation of J' by

(3.3.7) d(r) = gi(a:, y(x),u(x)) +p(z) foraa.xzel

then we get from the variational inequality (3.3.6) that

=0 ifug(z) <u(
(3.3.8) d(z) =<0 if a(z) = uy
>0 ifu(z) = u.(x).

We finish this section by proving a regularity result for optimal solutions of () which
is deduced from the first-order necessary conditions. For a slightly more general result
we refer to [20].

THEOREM 3.10. Suppose that

0?1
(3.3.9) dJA; >0 such that W(x,y,u) > A, fora.a. xe€l and Y(y,u) € R*.
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Let us also assume that, for every M > 0, there exists Cpr > 0 such that

ol ol ol ol

(3.3.10) %(@a%u) - %(9017%“) + ’ay(xmy,u) - @(xl’y’u) <Ciu |w2 — 21

Vay,xo € I and |y|, |u| < M. Then for every x € ' the equation

(3.3.11) %(x, y(z),t) +o(x) =0

has a unique solution t =: 5(z). The function 5 : T — R is related to u by the
formula

(3.3.12) u(x) = Profiy, ) u,)] {5(x)} = max {min {uy(z), s(x)}, u.(x)} .

Moreover, under the Assumption 1.17, the following reqularity results are valid:

(1) If B > 4/3 and v > 2 (see Assumption 3.6) then 5 € H'(T'). Moreover,
if ug,uy € C%72(T) (respectively H'(T')), then u € C%*(I') (respectively
HI(T)).

(2) If Q is convez, 2 < min{p, 8,7} (see Assumption 3.6) and uq,u, € C*(T),
then s,u € C*Y(T), and y, ¢ € W*2(Q), with some o > 2.

PROOF. Let us recall that i, € W'(Q) € C(Q). We fix z € T and consider
the real function g : R — R defined by

o(1) = () + 5 (e, 5() 1)

Then g is a C! function with ¢’(t) > A; > 0. Therefore, g is strictly increasing and

lim g(t) = —oco and lim g(t) = +oo.

t——o00 t——+o0

Hence, there exists a unique element t € R satisfying g(t) = 0, i.e. 5 is well defined.
According to the definition of d in (3.3.7) and using (3.3.8) as well as the strict
monotonicity of (9l/0u) with respect to the third variable, we obtain

if d(z) =0 then u(z) = 5(x),
if d(z) <0 then uy(z) = u(x) < 5(z),
if d(z) >0 then ug(z) = u(z) > 5(x),
which implies (3.3.12).

Proof of (1). First we observe that 7, € HY*(Q) C C(Q). The continuity of 5 at
every point x € I" follows from the continuity of the functions y, ¢ and (9l/du), by



82 3. THE OPTIMAL CONTROL PROBLEM

using the estimate

(3:3.13) |s() - 5(a")] < All‘gfxx’,y(x'),s(x)) - ?( lyy(a:’),S(:r/))‘
S /il <|<p(l"> - @(ZL‘)| + ‘gi(g(;”y(;p’), §<J;)) — g[i(;p,y(x)’ S(x))D for ZL', el.

Next we show that 5 € H'(I') ¢ C®Y*(I'). Remark that I' is a I-dimensional
manifold, hence a function v is in H'(T') if and only if v is continuous at every
vertex x; of €2, j =0,..., N(I') and 2y = xn(r), and on every edge e of 2 there holds
v|. € H'(e). Therefore, it is enough to show that 5|, € H'(e) on every edge e of Q.
To this aim, we will prove that s is absolutely continuous on e. Then it is known
that s is differentiable a.e. on e and that s’ coincides with the weak derivative of s.
Let us take a,b € e, arbitrarily. From (3.3.9)-(3.3.11) we get

5(0) = 500 < - |5 0:3(0),50) — (a0 5(0), 50)

C
< 7, (b= al+19(0) = pla)l + [5(b) = y(a)]).

Hence, the absolute continuity of s follows from the absolute continuity of the re-
striction of § and @ to I'. Here we have used the fact that y,¢ € H**(Q), thus
by Proposition 1.14 on page 15, y|r, p|r € H*(T'), and every function belonging to
H'(I) on a given interval I C R is absolutely continuous; see, for instance, Rudin
[85]. Therefore, s is differentiable a.e. on I' and by differentiating (3.3.11) with s(z)
substituted for ¢, we find for a.a. = € I' that

S0 £ | 10),50) + 5, 0), 505 () + )]

Since the tangential derivatives 3’ and @ belong to L*(T"), we deduce from the pre-
vious inequality that §' € L*(T'), consequently s € H'(T"). The rest of the statement
(1) follows immediately from the identity (3.3.12) and the regularity of s, provided
that u, and u, belong to C%*(T) (respectively H'(T)).

Proof of (2). Let us take ¢ = min{rg,r,p,3,7,4} > 2, where rq is introduced in
Theorem 1.21 on page 18 and r is given in Assumption 3.6. Now let us prove that
5,u € W'=Y2¢(T'). The traces of y and @ belong to W'~/2¢(T). Taking the intrinsic
norm in W'="2¢(T'), the W'~/2¢(T') regularity of @ and 5 follows from (3.3.12)-
(3.3.13). Indeed, (3.3.13) implies that

) S0 g Joe) =) W@%w@NY:w@JU

|z — a'|e |z — /| + |z — 2|
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and //z(x,x’) do(x)do(z') < 0o, hence 5 € W1=7/2¢(T). On the other hand, the
pl"OjeCFCiOII; Projiy, (yu,y 1s Lipschitz with Lipschitz constant 1, therefore
u(z) — u(2")] = [Projp, o) u @) 15(®)} = PrOjp, (o) .uy @y 15(2") }]
< |Pr0jjy, () (2 15 () } — PTOjy () ,ub(z)]{s( ')}
+ P10, (20 (1)) 15 ()} = PrOjpy (0r) iy (wry 15(27) }
(

(3.3.14) < [5(x) = s(@)] + Jua(@) — ua(@')] + Jup(x) — up(2”)] -
Consequently,
ja(z) —a(z)|® _ ([5(z) = 5(2")| | [ua(@) = ua(a’)] | [us(z) — wp(a")[\*
e =)
|5(z) — 5(2)] ‘
< (M)

where L, and L; are the Lipschitz constants of u, and wu;, respectively. This leads
to the W1=Y2¢(T) regularity of .

Since 2 is assumed convex, Theorem 1.21 yields y € W2¢(Q) c C*(Q) (Eq. (1.5.7)
on page 18). The function ¢ has also the same regularity. Next we show that
(01/0y)(-,y,u) € WI="2¢(T") which implies, along with (9L/9y)(-,y) € L?(2) and
Theorem 1.36-(3) on page 32, the W2¢(Q) regularity of @. From (3.3.10) and As-
sumption 3.6 we get (81/83/)(-, y,u) € Le(I") and

lgmmwwm—$<m><w>

< C(lz— 2| + [y(x) — y(@)| + [a(z) — u(2')]),
for a.a. z,2’ € I'. As above, it follows

@), 1(0) — g0

o=/l

e

<0, (14 H@D =@ | Jalw) — @)y
|1’—x’|9 |1’—x’|9
therefore (91/9y)(:,y,u) € W'=/2¢(T'). Since 2 < p, we can use again the inclusion

W2e(Q) c C*(Q) and the inequalities (3.3.13)-(3.3.14) to deduce the Lipschitz
regularity of s and u. O

Remark that inequality (3.3.9) implies the strict convexity of [ with respect to the
third variable.

REMARK 3.11. The previous theorem is also valid for non-convex and non-polygonal
domains Q, assuming the C™ -reqularity of T; see Grisvard [60].



84 3. THE OPTIMAL CONTROL PROBLEM
3.4. Pontryagin’s principle

In this section, we derive the Pontryagin’s principle satisfied by a local solution of
(P). This principle is needed for the second-order analysis which we will carry out in
Section 3.5. In contrast to the first-order necessary optimality conditions of integral
form (Eq. (3.3.6)), Pontryagin’s principle does not require neither the convexity nor
the differentiability of the cost function J w.r.t. the controls.

Since equation (1.1.1) is not monotone, we have to adapt the known results for
monotone equations to our situation. To overcome the difficulties arising from the
lack of monotonicity we shall rely on the following assumption.

ASSUMPTION 3.12. The functions L : Q@ xR — R and [ : ' x (R x R) — R are
of class C' with respect to the second variable, 2 < r satisfies (1.5.13) and, for any

M > 0, there exist functions oy € L%(Q) and Yr € L'*(T) such that

< Yrm(s)

oL ol
S| < vnla) and | s
hold for a.a. x € Q and all s € T, |y|, |u| < M.

Let us introduce the Hamiltonian H associated with the control problem (P):

H:Tx(RxRxR)—R, H(zyu,p) =I(zryu)+pu.

Pontryagin’s principle says that a local solution of (P) minimizes the Hamiltonian
at almost every point z € I', hence it is a stronger condition than the variational
inequality (3.3.6).

THEOREM 3.13. Let u be a local solution of (P) with associated state y and suppose
that Assumption 3.12 holds. Then there exists ¢ € W1 (Q) satisfying the adjoint
equation (3.3.5) and the minimum condition

(3.4.1) H(z,y(x),u(x), p(z)) = min H(z,y(x),s,o(x)) fora.a zel,

5€[uag (z),ups (2)]
where
Ug- () 1= max{ug(z),u(r) — &}, wp(z) := min{uy(x), u(x) + £},

and € > 0 is the radius of the ball in L*>°(I") where J achieves the (local) minimum
value at uw among all admissible controls.

REMARK 3.14. If | is convezr with respect to the control variable then (3.4.1) follows
immediately from the variational inequality (3.5.6).

To prove the preceding theorem first the sensitivity of the state with respect to
certain pointwise perturbations of the control is studied. The following auxiliary
results are crucial to accomplish these perturbations.
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LEMMA 3.15. ([14, Proposition 2|) For p € (0,1) there exists a sequence of o-
measurable sets {E}72,, with Ey C I' and o(Ey) = po (L), such that (1/p)xg, — 1
weakly* in L>°(T") when k — oo.

LEMMA 3.16. Under the assumptions of Theorem 3.13, for any u € L>®(I") there
exists a number p € (0,1) and o-measurable sets E,, with o(E,) = po(I') for all
p € (0,p), having the following properties: If we define

() = u(z) fxel\E,,
g u(z) ifrekE,,

then
(3.4.2) Y, =y +pz+r, wih 11{1(1) —HTPHWM @ =0,
(3.4.3) J(u,) = J(u) + pJ° + 7“2 with h{% p|r0| =0,

hold true, where y, is the state associated with u,, z is the unique element of W1 ()
satisfying the linearized equation

—div [a(x,gj)v,z + ga(lﬂ, gj)ngjl + gf(:v,gj)z =0 in ),
(3.4.4) Y

l (z, y)Vz—l—g (x, y)sz] v=wu—u onl,
Yy
and
e [ gy | {al (0,5, 8)2 + 1, ) — Z<x7y,u>}do<x>.
q Oy r 0y

PROOF. Since the proof is similar to that of Proposition 4.3 in Casas and Troltzsch
[36], we only comment upon the main differences. We define g € L'(T") by

Given p € (0,1), we take a sequence {Ej}%2, as in Lemma 3.15. Since L*(I") is
compactly embedded in W~/""(T"), we have (1/p)xg, — 1 strongly in W=7/""(T')
when £ — oo. Hence, there exists k, € N such that

/F<1 - ;Xm(@)g(m) do(z)| + H 1

(1- EXE;C)(U — )
Inequality (3.4.5) is the analog of [36, Eq. (4.7)]. The same argumentation as in the
proof of [36, Proposition 4.3] yields (3.4.2). In order to prove (3.4.3), we introduce

2= (Yo — Y)/ P;
Ly(w) = [ Gnia) + Olay(a) = i)

(3.4.5) <p Vk>k,.

w="/r.r (1)
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and Lo
o) = [ G i) + 0layla) = i) ) b
Now recalling the definition of g and using (3.4.2) and (3.4.5), we have
S (up) — J(@)

P
[ o) = Mol [ b)) =l 501

P P
[ M) =Ll [ )00 1) g
Q P r p
Wz, y(x), up(z)) — Uz, y(), u(z))
—l—/F P do(x)

= [ Lyl i + / {zp<x>zp<x>+;XE,,@s)g(x)}da(x)
—>/ aL (x,y(x))z(x) de + /F {;l/(x,ﬂ(a:),ﬂ(x))z(ﬁ) ~|—g(35)} do(z) = JO

as p — 0 which implies (3.4.3). O

Proof of Theorem 3.13. Since u is a local solution of problem (P), there exists
€ > 0 such that J achieves the minimum at « among all admissible controls of
ELoo(p) (u,€). Let u be one of these controls, i.e. u € ELoo(p) (u,&) N Uyq. By virtue
of Lemma 3.16, we consider sets £, C I', p > 0, such that (3.4.2) and (3.4.3) hold.
Then u, € Bpw)(u,&) and (3.4.3) leads to

0 < lim —J(up) —J@)

p—0 P

=J%,

By using the definition of J°, the variational formulation of (3.4.4) and the adjoint
state equation (3.3.5), we get from the previous inequality

og/ggz@,g)zdw/{g;@ 5.0)z + Uz, §,u )—l(l’,@,ﬂ)}da(m)
- [{atenvove s S nTovis o g ao
+ [ Qg0 - 10,5, doa)
:/F{W) (u(z) — @(@)) + Uz, §,u) — (z,7,3)} do(x)
(3.4.6) Z/F{H(ﬂ%y(m)au(x),sﬁ(ﬂf))—H(%y(l‘),u(l‘%@(x))}dﬂ(m)~
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Since u € Bieor)(u, &) N Uy is arbitrary and taking into account the definitions of
Uq. and up. given in the statement of Theorem 3.13, we deduce from (3.4.6)

(3.4.7) /FH(x,y(a:),u(x),go(x))da( ~  min /H 2, 5(x), u(x), 3(x)) do(x)

Uaz SUSUp,

It remains to prove that (3.4.7) implies (3.4.1). To this end, we follow Casas and
Troltzsch [36, § 4] and Casas [14]. Knowing that I' is a Lipschitz manifold, we
consider a finite collection of o-measurable sets {I';}¢_, and functions {v} }¢_, with
the following properties:

(1) U, T =T, T:NnT; =0if i # 4, and o(T) = S, o(I).

(2) The functions ¢y, : (0,1) — R are Lipschitz and for some coordinate system
(2, Tx2) = (Th1, 7 2) in R? we have that Ty = {(z}, ¥x(z})) |2, € (0,1)}
and, for every set E = {(x},¢x(z})) |2} € F} with F C (0,1) Lebesgue
measurable, there holds o(E) = [, /1 + |, ()| dez,.

Now let the sequence {q;}52, exhaust the rational numbers contained in [0, 1]. For
every j we set u;(x) = qjuq. () + (1 — ¢;)up.(x), © € I'. Then every function u;
belongs to L>®(I') and u,.(z) < u;(x) < wp.(x) for every x € I'. Next we consider
the functions Fpy, Fj : I' — R given by

Fo(z) = H(z,y(z),u(z), ¢(z)) and Fj(z) = H(x,y(z),u;(z),p(z)), j € N.

According to [14, Lemma 3], associated with these integrable functions, there exist o-

measurable sets Sp and {.5;}22, of Lebesgue regular points which satisfy .S; C Ui, I,
a(S;) =o(I) forz—O,l,..., nd

i ! = Fi(x T ;
(3.4.8) l{%m /1“5(10) Fi(x)do(z) = Fi(zo) Vo € 5,

where, given zo = (2, Vx(zh)) € Tk, 1 < k < d, and £ > 0 small enough, we set

TLo(zo) = {(z), vr(x))) |z}, € (x4 — €, 20, +€) C (0,1)}. Setting S = NX,S;, we
have o(S) = o(I') and (3.4.8) for every =, € S. Taking zy € S and € > 0, we define

s (@) = {u(m) ife g Te(o),

uj(x) otherwise,

Then from (3.4.7) and the definition of u;. we deduce

/F H(z, §(z), a(x), §(x)) do(z) < / H(z, 5(x), 52 (x), 3(x)) do(z),
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hence
1

U(Fa(ﬂfo))/rg(xo) H(z, §(x), a(x), (x)) do(x)

1 _ _
< / ), (), ) do ).

Passing to the limit in the last inequality when ¢ — 0, we get, along with (3.4.8),

H(xo,y(z0), u(x0), p(20)) < H (20, y(20), u5(70), P(20)) -

Since the function s — H(xg, y(x0), s, p(x0)) is continuous (I is a Carathéodory
function; see page 76) and {u;(zo)}32, is dense in [ua. (7o), us-(20)], We infer

H (0, y(wo0), u(xo), p(x0)) < H(z0,y(0), 5, 0(T0)) Vs € [ta(T0), up:(20)] -
Finally, (3.4.1) follows from the previous inequality and the fact that z, is an arbi-
trary point of S. 0

3.5. Second-order optimality conditions

In this section, we prove necessary and sufficient second-order optimality conditions
for the problem (P). As pointed out at the beginning of this chapter, second-order
optimality conditions are very important to analyze the convergence properties of
numerical optimization algorithms which are used to solve the control problem. On
the other hand, they are also a key tool to carry out error estimates for local solutions
of the finite element approximated optimal control problem; see Chapter 4.

Throughout this section, we suppose that Assumption 3.6 holds which implies As-
sumption 3.12, therefore we can apply Pontryagin’s principle; see Theorem 3.13.

If w is an admissible control for problem (P), with associated state y and adjoint
state ¢ satisfying (3.3.5) and (3.3.6), then the so-called cone of critical directions Cy
is given by

>0 ifu(z) =u.(x)
Ca=quvel>®D)|vx){<0 ifulr)=u(xr) forzel;,
=0 ifd(x)#0

where d is defined in (3.3.7). In the previous section, we introduced the Hamiltonian
H associated with our problem (7P) which obviously satisfies
oH, _, . _ _ 7
In the sequel, we will use the shorter notations
2

ufx) = 2o (), (), 0(@) and Hou(e) = S0 (0, 5(a) () 6(2)).

The following theorem deals with the necessary second-order optimality conditions.
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THEOREM 3.17. Let u be a local optimal solution of (P). Then the following inequal-
ities hold:

J"(w)v? >0 Yv e Cy,
(3.5.1) { @20 W

Hyu(x) >0 for a.a. v € T such that H,(z) = 0.

PRrROOF. To prove the first inequality of (3.5.1) we will argue as in the proof of
Theorem 5.1 in Casas and Troltzsch [36]. Given v € C; arbitrary and ¢ € (0,&),
with & chosen as in Theorem 3.13, we define

0 if ua()<u ) < ug(x) +e or up(z) —e < ulr) < up(x),
U5<SC) = 1 .
max {_5 min { }} otherwise .

Obviously, v. € Cz and v. — v in L*(T") when & — 0. Moreover,
Ug(z) < w(x) +tv.(z) < up(x) foraa. z€l and 0<t<e?.

Hence, as a consequence of the local optimality of @, we have for g, : [0,¢?] — R,
ge(t) :== J(u + tv.), that

9:(0) = t{gn[[){g] ge(t) .

Thanks to our assumptions, it is clear that g. is of class C2. From the fact that
ve € C we deduce that

g.(0) = T (@), = /F d(w)v.(z) do(z) = 0.

Since the first derivative of g. is zero, the following second-order necessary optimality
condition must hold:

0 < gZ(0) = J"(u)v?

9%l 021 o 021 -
_ / {8 2(1: Y, u )Z + Qayau(x,y,u)zvevE + W(x’y’u)vg} dg(x)

v [{(Gien -5 awn)

2
(3.5.2) —Ve- (a (z,9)z Vy+2gy($,ﬂ)szVzvs)}dw,

82

where the last equality in (3.5.2) follows from (3.3.3) with z, := G'(2)v.. In order
to prove the first inequality of (3.5.1), we will pass to the limit in (3.5.2). First, the
convergence v, — v in L?(T") implies that z,, — z, in H*(Q) with z, := G'(u)v; notice
that the inverse operator of 0,F(y,,u) introduced on page 25 is an isomorphism.
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Next we estimate each term on the right-hand side of (3.5.2). Taking into account
the embedding H'(Q) — LI(Q) Vg € [1,00) and Assumption 1.24-(1), we get

/ 0%a
Q

ay?
with r given in Assumption 3.6, and

/aa
Q

(,9)2,. V§-V| dv < Dyl|z. | 2 o VUl @Velre

T—2

< Cllzo @ 17w @ 1 2llwrr@)

a9 (:U7 Zj) szvzvs : VQE

o dr < Dyl|20. VO 2|V 20, | 22(0)

< Dutllzucl 2y g Vo | V2 2
< C”Zve||%11(Q)||95||W1’T(Q) :

The remaining terms in (3.5.2) can be estimated analogously, with the help of the
Assumptions 1.24-(1) and 3.6. We only remark that for the integral terms over I'
we make additionally use of the embedding H"/?(I") < L%(T") for every q € [1,00).
Finally, we pass to the limit in (3.5.2) and deduce

. Ne=\,2 __ TN/=\,2
Ogllg%J (w)vz = J"(u)v”.

This yields the first inequality of (3.5.1). The second inequality follows directly from
(3.4.1). Indeed, it is an easy and well known conclusion of (3.4.1) that

) >0 ifu(r) =u4(z),
(3.5.3) H,(z)S <0 ifu(x) =up(z), fora.a. x €T
=0 ifu,(z) <u(z) <up(z),

and H,,(z) > 0 for a.a. « € I" such that H,(z) = 0. O

In optimization theory, second-order optimality conditions are conveniently expressed
in terms of a Lagrange function associated with (P)

L:WH(Q) x L) x WH(Q) — R
defined by

Lly,u,0) = T(ysu) — / {ale,y)Vy-Vi + of(e,y)} do + / pudo(x)

- / H(z, y(z), u(x), o(x)) do(z) + / (Liz,y) - ale,y)Vy-Ve — of(e,y)} de,

where r is given in Assumption 3.6 and

J(y,u) = /QL(x,y) dzr + /Fl(x,y,u) do(z).
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In the next step, we shall formulate the second-order necessary optimality conditions
involving the Lagrange function and Hamiltonian. Defining H,, H,, and Hyu, simi-

larly to H, and H,,, we can write the first and second order derlvatives of £ w.r.t.
(y,u) as follows

Dy Ly, 1, ¢)(2,v) = / {H,(2)2(x) + Hu(2)v(z) } do(x)

oL, _ af, _ _ Ja, . __
+ [ { Gt - 5w - Vo (atw Ve + 50205 ) o
Invoking the adjoint equation (3.3.5), we obtain

Dy £(7, 1, )(2,v) = / Ho(w)o(z) do(z)
r
Moreover, there holds

Dy €05 9)(:10)* = [ ()22 (0) + 2 (w)20 -+ Fo(0)0*(0)} )

0*L of? 0? da
+/{a 2($ y)z* —gﬁafz(x 722 - Vo (82(:10 y)z 2Vy+28y(x y)sz)}d

If we take z = G'(u)v we deduce from (3.3.3)

(354) J”( )U - D(y u)‘c(g7 u, @)(Z, U)Q )

hence we can rewrite the condition (3.5.1) as follows
l?%y7u)£(yj,ﬂ, ?)(z,v)2 >0 V(z,v) e H(Q) x Cy satisfying z=G'(u)v
Hy(z) >0 for a.a. x € I' such that H,(xz) =0.

The next theorem is the main result of this section and it provides the second-order
sufficient optimality conditions for (P). We will employ here the technique devised
by Casas et al. [17] to obtain optimality conditions having a form similar to the
ones in the theory of nonlinear optimization in finite-dimensional spaces. For an

analogous distributed control problem this technique is used by Casas and Troltzsch
(36].

THEOREM 3.18. Let u be an admissible control for problem (P) and ¢ € W (Q)
satisfying (3.3.5) and (3.53.6). We also assume that there exist p > 0 and 7 > 0 such
that

(3.55) J"(u)v? >0 YveCy\ {0},
- Huu(z) > p if |Hu(z)| <7 foraa. z€l.
Then there exist € > 0 and 6 > 0 such that

J(@) 4 5 u— oy < J(u)
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for every admissible control u for (P) with ||u — || < €.

PROOF. The proof follows basically the ideas by Casas and Troltzsch [36, The-
orem 5.2].

Step 1: Preparations. We will argue by contradiction. Let us assume that there
exists a sequence {u}32, C L>°(I") of admissible controls for (P) such that

B 1 B 1 _
(3.5.6) lue — @l|Loe(ry < % and J(u)+ %Huk — |72y > J(up) Yk eN.
Let us define
_ _ i 1 _

Y = G(ug) = Yo, , ¥ = G(U) = ya, pr = ||ur — tl|p2(ry and v = ﬁ(uk —u),
then
(3.5.7) lim |y — yllwir@ =0, lim pp =0 and |jvp||2ry =1 VEEN,

k—o00 k—oo

where r is given in Assumption 3.6. By taking a subsequence if necessary, we can
assume that v, — v weakly in L?(T"). In the second step of this proof, we are going
to show that v € Cz. To this aim, we prove first the following convergence result
1
lim —(yx —9) =2 in H'Y(Q),
k—o0 pk

where z = G'(u)v. By setting z;, = (yx — y)/px, subtracting the state equations
satisfied by y; and ¥, dividing by pr and applying the mean value theorem, we find

) 0 _ _ ~
—div [a(x, k) Vzi + 7a(x’ U+ O (yp — y))szy]

dy
of, - .
(3.5.8) +afy(a:, y+m(ye —y)z=0 in€Q,

Oa, _ _ i
[a(m, ) Vg + 8—y(m, U+ Or(yx — y))szy] v=uw, onl.

Notice that 6 and 7, are functions depending on the space variable and their mea-
surability can be shown by following the argumentation on page 62. We multiply
(3.5.8) by z; and make an integration by parts to get with the assumptions on a and
f and the Poincaré inequality (1.3.3) on page 4 that

. 0 _ _
minfansas ol < [ {ate. 0l Val + 5o+ mn -0}

0 _ _ _
= /vkzk do(x) — / afa(m, U+ 0y — y))2Vzp-Vyde
r Q oY

< Nowllzzayllznllzzwy + Cllzll 2y o IVl @ IV 2kl 20

r—2
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27 .
)

As indicated on page 21, the previous inequality implies that {2}, is bounded in
H'(Q). This leads to the existence of a subsequence, denoted in the same way, such
that zz — z weakly in H1(Q). Thanks to the compact embedding H'(Q) < L2 (Q),

the convergence z — z is strong in LT%(Q) C L*(9),

From the previous estimate and (3.5.7) we deduce

laulln < € (1+ 1zl

3a _ _ B 80/ B o 9 )
%(% Y+ 0y —v))z2Vy — a—y(a:, y)zVy in L*(Q)
and
0 0
o (@G e~ D)o (@@ i L),

Therefore, we can pass to the limit in (3.5.8) and deduce

—div |a(z,y)Vz + @(x,gj)zvg + g(:p,gj)z =0 in (2,
(3.5.9) % %

[a(:c, y)Vz + g;(x, g)zvgl cv=wv onl,

hence z = G’(u)v. It remains to show the strong convergence z, — z in H*(2). To
this aim, it is enough to prove that

/a(x,y) V2. |* do — / a(z,y) |Vz|>de  as k— oo,
Q Q

which, along with the strong convergence z, — z in L*(2), implies the strong con-
vergence zj, — z in H'(Q). Taking into account (3.5.8) and (3.5.9), we have

[t |[Val = V2P do < | Jae.5) - alo.)] [V do
Q Q
0 0
+/|vkzk—vz|dcr(x)+/ /
r Q

gt - ) - 0,02 o
_|0a, _ B da
+/ \Vyl| |7 (2, y + Ou(ye — ¥)) 26V — -
Q oy

(x,9)zVz

dy
dy dr — 0,

as an easy consequence of the strong convergences y, — ¢ in W' (Q) C C(Q),
27
zr — z in L72(Q) and the weak convergences z;, — z in H'(Q) and vy — v in L*(T).

Step 2: v € Cyz. From the fact that u,(x) < ug(z) < up(z) for a.a. z € I', we have
that vy > 0 if u(x) = uy(z) and vg(z) < 0 if u(z) = up(z) a.e on I'. Since the set of
functions satisfying these sign conditions is convex and closed in L?*(T), it is weakly
closed. Therefore, the weak limit v of {v;}72, satisfies these sign conditions, too. It
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remains to prove that v(z) = 0 for a.a. z € I' such that d(x) # 0. By using the
mean value theorem, we obtain from (3.5.6)

1 ) J — J(u oL _
Pk _ 2 (uk)pk(u) = oy (@, § + ve(yx — y)) 2k do

a. - )
+ / %(xay+9k(yk —4), U+ O (ux, — @)z do(z)
r

o, _ o _
+ [ @+ Gulon = ).+ (. — D)o doa).
r ou

where 1, and 6 are measurable functions with values in [0,1]. Taking the limits
in both sides of the previous inequality, using the convergences z, — z in H* (),
ye — ¥ in C(Q), up — @ in L=(T"), Assumption 3.6, the adjoint equation (3.3.5),
(3.5.9), and integrating by parts, we infer

oL ol ol
- [9L, o, [
0> /Q o (x,y)zd:c—l—/r{ay(w,y,u)z—l— au(af;,y,u)'u} do ()

:/F<§i(xy, )+<p>uda<x>:/rci( /|d ) [o(x)] do(z).

The last equality is a consequence of the signs of v and d (Eq. (3.3.8)). The previous
inequality implies that |d(z)v(z)| = 0 holds a.e. on I', hence v(z) = 0 whenever
d(x) # 0, as we wanted to prove.

Step 3: v = 0. In this step, our goal is to prove that v does not satisfy the first
condition of (3.5.5). This leads immediately to the identity v = 0 and then to the
final contradiction. By using the definition of the Lagrange function £, (3.5.6) and
the fact that y, and y are the states corresponding to u; and u, respectively, we get

_ N | _
LYk, ur, 9) = T (Yr, ur) < J (Y, u) + %Huk - UH%Q(I‘)
L 1 _
(3.5.10) = L(5, 4, 0) + L llux = @l
Performing a Taylor expansion up to the second order, we obtain

£(yk7 Uk, @) - E(g + Pk, U + PEUk, @)
2

= L(Y,u, 9)+px Dy £(Y, 4, @)(Zk,vk)+p D3,y L(J+viprzn, UtOkprvr, ) 2k, vr)?

2
with functions v, and 6, having the same properties as in the second step of the
proof. Employing (3.5.10) and (3.5.6), the last equality leads to

2
Pk

2
o p _ 1 _
pk:D(y,u)/C(y, u, 90)(2'1:’ Uk’) + iD(Qy,u)'C(Skv We 90)(2/6’ Uk)z < %Huk - UH%Q(F) = ? )

2
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where & = § + vpprzr and wy = U + Opprvr. Obviously, & — ¢ in WH(Q) and
w — uin L®(I") as k — oco. Taking into account the expressions obtained for the
derivatives of L, it follows, after dividing the previous inequality by p%,

B . H,(z)vy, do(z) + ; </F {Hgy(x)z,f + 2H} () (21, vk) + Hﬁu(x)vi} do(x)

Pk
0L of?
v [{Gawa - o
2
(35.11) V5. (2 (2,626, + 2§Z<x,sk>zmk>}dx) <
where

Hy, (x) == Hyy(x, & (), wi(2), o(x))
with analogous definitions for H}, (z) and Hf,(z). In view of the properties of D, !
given in Assumption 3.6, it is easy to check that

(H,,(x), Hy, (), Hy,(2)) = (Hyy(2), Hyu(2), Huu(2))  as k — oo
and |Hy (2)| + |Hy,(x)| + |HL (2)] < C foraa. z €T

and some constant C' > 0. The following convergence properties can also be verified
easily

3] da

( &)V — @(‘7Q)ZV¢7 J=12,
Vzk — Vz and 2z,V¢ — 2Vy in L?(Q)* and
0*f *f I
9082( §k>k_>9062( y)z in L*(92).

Using the above properties, we can pass to the limit in (3.5.11) as follows

)
liirisozlp{pk/l-] x)vg(x) do(z / x)do(x )}
+35 </F{H (2)2° 4+ 2H () (2 ,U)}da(x)+/ﬂ{gy§(x,g)z2
(3.5.12) — @gzz(x,yj)f — V- (gz(;(x,y,—)22vg+ QgZ(:U,gj)sz> } dx) <0.

1 (-
Now we prove that 5 / H . (2)v*(z) do(x) is a lower bound of the above upper limit.
T

Then from (3.5.12) and (3.5.4) it follows that J"(u)v® = D, ) L(y,4, §)(2,v)* < 0.
Finally, according to (3.5.5), this is possible only if v = 0. To show the lower estimate
mentioned above we make use of a convexity argument for which the second condition
of (3.5.5) plays an essential role. The difficulty in deducing this estimate is due to
the fact that we only have a weak convergence v, — v.
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Using the convergence H* — H,, in L>(I'), the identity H,(z)vi(z) = |H,(2)||vi(2)|
(Eq. (3.5.3)) and |lvg|[z2ry = 1, we get

lim sup{ /H x)vg(z) do(x / x)do(x )}
k—o0 Pk

 Jimsup {p [l dota) + 5 / Ao (2)2() da(x)}

k—00

. 1 1. ,
> lim sup {/{|qu($)|>T} {|Hu(a§)\|vk(x)] + 2Huu(:v)vk(x)} do(x)

k—o0 Pk
1 _
(3.5.13) —I—/ Hy(z)v7(2) da(x)},
2 Jiue)i<r)
where 7 is given in (3.5.5). Now thanks to pg||v| pery = ||ux — || oy < 1/F,

||Huu||L°<>(r)Pk||Uk||L°°(F) < ||Huu||L°°(r)
T kT

dko > 0 such that <1 Vk>ky,

therefore l|vk(x)\ > || Hyu || zooryvi(z) for a.a. x € T and Yk > ko. Then we have
Pk

1 1 _
lim sup {/ <|H llok| + = )dcr(x) + / Hyv} da(m)}
koo (> \ Pk 2! 25 fu<ry

= 1 - 1 _
> lim sup {/ i (HHuu”Loo(F) + Hw)v,ﬁ do(z) + / i Hy, v} da(x)}
koo (| ful>7) 2 2J(i.<my
= 1 - 1 _
= / (HH“UHLOO(F 7H ) UQ dO’(QZ’) + / Huuv2 dO’(Q?)
{1757 2 2 Jyaa<ny

(3.5.14) / H,0? do(z

Combining (3.5.13) and (3.5.14), we obtain the desired lower estimate.

Step 4: Final contradiction. Since v = 0, there holds z = 0. This fact, along with
|vellL2ry = 1, (3.5.12)-(3.5.14) and the second condition in (3.5.5), leads to

_ 1_ 1 _
0 > lim sup {/ (HHuuHLm(p)—i- Huu) vi do(x) + / H,, v} da(x)}
koo U {|Hu[>7) 2 2 i.<ry

Huu o0
> lim sup {HHL(F)/ v do(x) + / vy da(:z:)}
k—00 2 {|Hu|>7} {|Hu|<T}

LK
2
. min{ || Hyul 2o (r), 11} 1imsup{ Uk do(x }

o 2 k—o00

_ min{ =} _
2 Y
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yielding the contradiction we were looking for. 0

By virtue of the identity (3.5.4), the second-order sufficient optimality condition
(3.5.5) can be formulated in terms of the Lagrange function as follows

DY, L0, 4, 9)(2,0)* >0 V(z,v)€(H'(Q) x Cz)\{(0,0)} verifying z = G'(u)v,
Hyu(z) > p if |[H,(z)| < 7foraa zel.

REMARK 3.19. A comparison of the first inequality of (3.5.5) with the analogous of
(8.5.1) shows that the gap between the necessary and sufficient conditions is minimal.
On the other hand, the second inequality of (3.5.5) is stronger than the corresponding
one of (3.5.1). In general, we cannot take T = 0 in (3.5.5). The reader is referred
to Dunn [52], see also Casas et al. [30, page 24|, for a simple example showing the
impossibility of taking T = 0.

REMARK 3.20. The statement of Theorem 3.18 involves both the L*(T') and L>(T)
norms. This phenomenon is called two-norm discrepancy: the differentiability of the
cost function J requires the L°(T') norm (see Theorem 3.7), while the L*(T') norm
is the natural one to deduce sufficient optimality condition for strict local minima.

REMARK 3.21. Let us note that H,,(x) = (0°1/0u®)(z,y(x),u(x)). Therefore, if the
second derivative of | w.r.t. the third variable has a positive lower bound for a.a.
x € T' then the second condition of (3.5.5) is satisfied automatically. A standard
example is given by the function
A
Iz, y,u) =lo(x,y) + §u2 with A > 0.

In this case, controls satisfying the assumptions of Theorem 3.18 are locally optimal
even in the sense of L*(T'), i.e. the problem of the two-norm discrepancy is resolved.
To prove this we follow the lines of the proof of Theorem 3.18 with the following
differences. We assume that there exists a sequence {uy}3>, C Uyq with

_ 1 _ 1 _
|up — @l L2y < % and J(u)+ %Huk - u||%2(r) > J(ug) VkeN,

instead of (3.5.6). Then, by using the identity H,,(z) = X\ and ||vg|| 12y = 1, we can
considerably shorten the previous proof in the following way

oz (o [ irranto) s [[ L eie i
:mgisogp{ /| )| |vg(z)| do(z /Hw z)vp(z) do(x )}
>hiis£p{zfr 2(2) do(x >}=;'

This yields the desired contradiction.
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We finish this section by giving another sufficient optimality condition equivalent
to (3.5.5). The proof of this equivalence is carried out in Casas and Mateos [25,
Theorem 4.4].

THEOREM 3.22. Let u be an admissible control for problem (P) and ¢ € W (Q)
satisfying (3.3.5) and (3.5.6). Then (3.5.5) holds if and only if there exist 6 > 0 and
p > 0 such that

(3.5.15) J"(@)h? > 8||h||72y Vh e CL,
where
>0 if u(@) =uq(x)
Cl=3he L’ T)|h(z){<0 if u(z)=wu(x) foraazel
=0 if |d(z)] > p

REMARK 3.23. Since Cf is strictly contained in Cy, the reader might expect that the
condition (3.5.15) is stronger than (3.5.5). The fact is that they are equivalent.

REMARK 3.24. There are at least two advantages for studying sufficient conditions
of the form (3.5.5). First, we can compare it with the necessary one given by (3.5.1).
Second, in contrast to the equivalent condition (3.5.15), the proof of its sufficiency
is close to the method known from the theory of nonlinear optimization in finite-
dimensional spaces. Nevertheless, condition (3.5.15) is the one used for numerical
purposes; in order to deduce error estimates for the control problem (P), we will
make explicit use of (3.5.15); see Section 4.5.



CHAPTER 4

Numerical approximation of the control problem

4.1. Introduction

In this chapter, we focus on the numerical analysis of the following optimal boundary
control problem

min J(u) :/L(x,yu(x)) dx + /l(x,yu(x),u(x)) do(x),
Q r
(P) subject to u € Uyg ={u € L) |a <u(zx) < fae xzel},
(yu, u) satisfying the state equation (1.1.1).

To simplify the discussion below the box constraints o and f in the problem under
consideration are now real numbers and a < .

Based on a standard finite element approximation, we will introduce a finite dimen-
sional control problem (P;,) with A > 0. The state functions are discretized by linear
finite element ansatz functions, i.e. by functions belonging to the set Y}, defined on
page 37. Concerning the discretization of control functions, we consider piecewise
constant controls.

At this point, we mention two other approaches for the approximation of (P). The
continuous piecewise linear approximation of Neumann controls of semilinear equa-
tions was studied carefully by Casas and Mateos [27]. Other contributions to this
kind of approximation were made by Casas [16|, concerning distributed problems,
and by Casas and Raymond [31] for Dirichlet boundary control problems. Another
approach is the variational discretization concept suggested by Hinze in [63] that was
applied to linear quadratic distributed problems and extended in [27] to Neumann
controls of semilinear equations. The idea is to discretize the state but not the con-
trol, thus an infinite dimensional optimization problem has to be solved. Theoretical
results for both techniques in the context of distributed quasilinear control problems
were recently obtained by Casas and Troltzsch [38]. For a particular Neumann con-
trol problem in a convex domain some numerical results are presented in Section
4.4. In our tests, we observe the same rate of convergence of the approximations as
related numerical tests for semilinear problems; cf. [27] and [65].

Our main aims in this chapter are twofold. First, we are going to study the con-
vergence of a sequence {uy,}n~o of local optimal controls for the discretized problem
(Pr) to a local solution u of the continuous problem (P); see Section 4.2. Second,

99
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we prove estimates for the error 4 — 1y, in the L*(T') and L*(T") norms; see Section
4.3. The chapter ends with some numerical experiments shown in Section 4.4.

The preceding chapters have revealed that the analysis of control problems governed
by quasilinear equations of the type (1.1.1) is much more complicated than expected
at first sight. In fact, they are much more difficult than the corresponding control
problems governed by semilinear and monotone equations. Indeed, although we were
able to prove that, under quite general assumptions, (1.1.1) has a unique solution
(see Chapter 1), the non-monotone character of the equation introduced many dif-
ficulties which range from the linearization of (1.1.1) to the analysis of the discrete
equation. To deal with the fact that solutions of the discrete equation are probably
not unique we proved only local uniqueness as well as the differentiability of the
mapping associating to each control its corresponding locally unique discrete state;
see Section 2.6. These results, along with first- and second-order optimality condi-
tions and some extra regularity of solutions of (P) to be approximated, are essential
ingredients in the proof of error estimates for optimal controls.

The case of a distributed control problem associated with a quasilinear equation
similar to (1.1.1) was studied by Casas and Troltzsch in [36, 37, 38]. However, as
it is well known, the analysis for boundary controls is often more complicated than
for the distributed ones because of the lower regularity of the states corresponding
to boundary controls. Therefore, it has required a different approach to the one
developed in [37] to carry out the numerical analysis of the control problem (P). Our
study is limited to polygonal domains in the plane, since the case of curved domains
introduces some additional difficulties that are beyond the scope of this thesis. The
reader is referred to Casas et al. [24], Casas and Sokolowski [33] and Deckelnick et
al. [47] for the analysis of boundary control problems in curved domains. However,
we do not assume the convexity of the domain as required in most of the previous
papers dealing with error estimates for boundary control problems; see Casas and
Mateos [27], Casas et al. [29], Casas and Raymond [31] and Krumbiegel et al. [74],
all of them devoted to linear or semilinear equations. Because of the higher regularity
of the state and adjoint state in convex domains, we obtain better error estimates
for optimal controls under the convexity assumption; see Theorems 4.10 and 4.12.
Though for the sake of brevity, we have considered only the approximation of the
controls by using piecewise constant functions, other possibilities as described above
are open; see Casas [16], Hinze [63] and Meyer and Rosch [79].

The control u will stand for a strict local minimum of the control problem (P), i.e.
there exists € > 0 such that

(4.1.1) J(u) > J(u) Vu € Uyg N Broo(ry(u,e) with u # u.

Let us denote by y the state associated with .
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Throughout this chapter, we suppose that the Assumptions 1.1-1.3, 1.17, 1.24 and
3.6 hold, with 5 > p > 4/3 and v > 2 (see Assumption 3.6). Moreover, we assume
that (3.3.9)-(3.3.10) on pages 80-81 are satisfied.

Let us remark that the assumption 8 > p > 4/3 is only made to avoid heavy notations
and can be relaxed to min{f, p} > 4/3. In the sequel, we will often consider the case
when p > 2. Hence, § > p > 2 but, in fact, it is sufficient to require min{s, p} > 2.

2. Approximation of the controls by piecewise constant functions

Let {7n}n>0 be a family of triangulations of Q, as defined on page 37, with maximum
mesh size h > 0. For fixed h we denote by {Tj}jvz(?) the family of triangles of T;, with
one side on I'. If the vertices of T; NI are x; and x4y then [z;,z;14] := T; N T,
1 <j < N(h), with @)1 = 21

Associated with the previous notation, we denote by U, C L>®(I") the set of piecewise
constant control functions, i.e.

(h)
Uy, = {uh € L¥(T) |up = D UjX(ajm;01)» Uj € R} .

j=1
Let us take ¢ € (2,4) arbitrary but fixed and ho, p and x,, as in Theorem 2.23 on

page 61. Further, hy < hg is as in Theorem 2. 25 on page 63. Let € > 0 be chosen
small enough such that (4.1.1) and 0 < e < o) —Lr 7 hold. Then we have

(S BLoo(F)(fL,é) - ||U — UHLZ < 80’(F> 2 <p — uc B[ﬂ(p)(ﬂ,ﬂ) .
Hence, according to Theorem 2.23, if u € B reo(r)(u, €) the discrete state equation
(2.3.1) on page 39 has, for every h < hg, a unique solution y,(u) € Bywr.aq) (¥, £,)Ys.
Let us set

Uad’h:L{hﬂUad:{uh EZ/Ih\aguh SB a.e. on F}

and consider for h < h; the auxiliary discrete control problem

min Jj, (up) = /L($vyh(uh))dx+/l(xayh(uh)auh)d0-($)a
Q r
(Ph) s.t. up € Uad,h N PLOO(F) (’17,, 6) ,
(yn(un),un) satisfying the discrete state equation (2.3.1) with u = wy, .

We should underline that Bjery(u,¢) is an additional constraint on the controls.
However, we will see later that this constraint is not active if h is small enough.
Consequently, we will remove it and finally we will introduce below the discrete
problem in a standard way.

By defining

Oéhj = max{og7 max I_L(:L') — 6} and ﬂh]’ - min{ﬂa min a<x> + 8}’
’ x€[xj,xj41) ’ r€lzj,wj11]
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we have the following equivalence for uj, € Uggp:
up € Broo(ry(U,€) <= ap; < Unl(z;2;00) < Brg V1 <G < N(R).

THEOREM 4.1. The discrete problem (Pf) admits at least one optimal solution.

PROOF. Since we are in finite dimension, the set of admissible controls is compact
and non-empty in U,. This fact, along with the continuity of the functional .J;,, yields
the existence of a minimum of (P5). O

The next two theorems are the counterparts of Theorems 3.7 and 3.9 and their proofs
are analogous.

THEOREM 4.2. For every h < hy the functional Jy, : Breer)(u,e) — R is of class
C? and its derivative is given by

(121) s = [ (i<x,yh<u>,u> +<,oh<u>) vdo(z),

where pp(u) € Yy is the unique solution of the problem

(
(42.2) / {au?yh(u))wh(u)'wﬁ§Z<x,yh<u>>¢mh<u>-wh<u>

+g£(x,yh(u))90h(w¢h}d$=/QZj(%yh(u))ﬁbhdﬂﬂr/rfi(%yh(“%“)@bhda(@

for every ¢p € Y},.

The existence and uniqueness of ¢, (u) € Y}, satisfying (4.2.2) is an immediate con-
sequence of Theorem 2.27 on page 67.

THEOREM 4.3. For every h < hy let uy be a local minimum of the problem (P;,) and
Un = yn(up). Then there exists a unique solution @, € Y}, of the problem

/Q {a(% Yn)Von-Von + (g;(xv Yn)Vyn-Von + (;5<x’yh>90h> ¢h}d$

ZL(I yh)¢hdx+/a T, Yn, Up)pp do(z) Vo, €Y}

and
N(h Zj+1

(4.2.3) Z / { (@, Jn, ;) + sﬂh} do () (u; —u;) 20 Vu; € [an, Buyl,
j:

_ . . _ \N(h
where Uj = Up|(z; «;.,). Moreover, there exist unique real numbers {sj}jz(l) such that

(4.2.4) /IJ+1 { un(2),55) + enlx )} do(z) =0 V1<j<N(h).
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Finally, the function uy, satisfies the following projection formula
(4.2.5)  u; = ij[ {5;} = max{min{f,;,5;},an;} VI<j<N(h).

ah,jﬁh,j]
The existence and uniqueness of the numbers §; follow easily from inequality (3.3.9)
on page &80.

Our next goal is to prove the convergence of solutions of (P;) to u in L>°(I"). For
this purpose, we need some preparatory lemmas.

LEMMA 4.4. Let 0 <7 < 1/2 be Jized. Suppose that h < ha, where hy is given as in
Proposition 2.26, and v,u € Uyg N Br2ry(u, p). Then there holds the estimate

(4.2.6) Iy = vn()l1x + low = en(@)llx < C (B + [lu = vllr2r) )
with C' > 0 being dependent on T, and o takes the following values

Q non-convex €1 convex

X = L2(Q) 3/4 1
X = H'(Q) 1/2 1/2
X = L*(T) 5/8 3/4

X=L>T) 1/2-7 1/2—7

Finally, if Q is conver, p > 2 and u € W'=Y¢2(T) with o > 2, then
(4.2.7) Iy = ()@ + llpw — en(@)lr @) < C (b + u = vllry)
and

I = 9 ()| ey + 00 — (o) ey < C (K74 B Ju = vl 2qry ) -
Proor. We split the proof in two parts.

Part 1: Estimates for the states. Let us consider the first two cases when 2 is convex
or non-convex and deduce estimates for , —yp,(v) in the norms of L*(2) and H'(Q).
Using the estimate (2.3.37) on page 52 we get

19 = yun()ll2) < Ny = yn(w)ll22e0) + lyn(w) — ya(v)lr2(0)
S C (h + HU — ’UHL2(F)> .

The estimation of the last term follows from the mean value theorem, Theorem 2.25
on page 63 as well as inequality (2.6.14) on page 66:

(4.2.8) lyn(u) — yu(v)|[wra)

< s |G (v + t(u — )l czm)wra@) v — vl 2 -
te|0,
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Analogously, we prove the estimate in the H'(2) norm. Let us focus now on the
estimates in the norms defined on I'. Taking in inequality (2.7.3) on page 67 ¢ = h
if  is non-convex and € = h? if ) is convex and arguing as above, it is a immediate
consequence of Corollary 2.15 on page 52 that

Iy = (V) |2y < C (B + llu = vl| 2ry )

with o = 3/4 if Q is non-convex and ¢ = 1 if 2 is convex. This implies the estimates
for the states in the L*(T') norm as given in the lemma. To derive the estimate for
19w — Yn(v)||Ls(ry We make use of the embedding W4(Q) — C(Q) Vg > 2. For
g =min{q,2/(1—7)} it follows q € (2,4), (2/q) — (1/2) > (1/2) — 7 and there exists

C > 0, dependent on ¢ and consequently on 7, such that

||?Ju - yh(v)HLoo(r) < C||yu - yh(U)HWLq(Q) .

Using the triangle inequality, we obtain

19w = yn(0)llwra@) < yu = yn(w)llwrae) + [[yn(w) — ya(v)lwra@) -
Again, for the second term we can apply (4.2.8). For the first one, we deduce from
the estimate (2.3.38) on page 52

||yu - yh(U)HWLq(Q) < Oh2/q—1/2 < Chl/Q_T'

It remains to consider the case when ) is convex, p > 2 and u € W'=Y2¢(T") (¢ > 2).
Now y,, € W24(Q) for some 2 < ¢ < min{p, 0,q,2/(1—7)}; see Theorem 1.21 on page
18. Obviously, the estimate (4.2.7) for the states follows from (2.3.40) and the above
argumentation. Finally, the W4(Q) regularity of y, and an obvious modification of
the proof of inequality (2.3.23) on page 47 yield in the same way as in the non-convex
case that

1Y = Yn (V)| Loy < C (hl_T + |ju — UHLZ([‘)) .

Part 2: FEstimates for the adjoint states. Once again we start by deducing the
estimates for the adjoint states in the norms of L*(2) and H'(2) when Q is convex
or non-convex. From the inequalities (2.7.24)-(2.7.25) on page 71, Corollary 1.37 on
page 33 and taking into account the estimates for the states proved above, we obtain

low = en(V)llz2(0) < llow — ullzz@) + llow — (V)220
S C (HU — U“LQ(F) + ha> s

where o attains the values given in the statement of the lemma. The estimate in the
H'(Q) norm is obtained in the same way. For the L*(T") error we can proceed as for
the states to deduce the desired estimates. Finally, let us consider the error in the
L>°(T") norm. Taking once again ¢ = min{q,2/(1 — 7)} > 2, along with the triangle
inequality,

low — @ (V) ||y < Cllow — on(v)lwra@)
< C (llpu = @ullwrage + llow — @) lwra) ) -
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Following the proof of (2.3.23), we observe that the order of convergence of the
second summand in the previous inequality is O(h"?~7); notice that ¢, € H*(Q).
This fact, along with Corollary 1.37, yields the estimates we were looking for.

Let us study now the more delicate case when € is convex, u € W'=72¢(T") (o > 2)
and p > 2. The W24(Q) regularity of ¢, with some § > 2, can be shown as in the
proof of Theorem 3.10-(2); see pages 82-83. However, in contrast to the states, we do
not have an inequality analogous to (4.2.8) for the adjoint states. In order to benefit
from the higher regularity of ¢,, we will argue in a different way. Let us consider
first the error in the H'(Q2) norm. The triangle inequality

||90u - @h(U)HHl(Q) < H%Du - (Ph(U)HHl(Q) + H%Oh(u) - SOh(U)HHl(Q)

delivers the order O(h) of convergence for the first summand; compare also the
estimate (2.7.26) on page 72. For the second one we are going to prove that

(4.2.9) lien(w) = en(®)llma) < C (7 + llu—vllm)

Once this is shown, we conclude (4.2.7). For the estimation of ||¢n(u) — vr (V)| m1(0)
we subtract the equations satisfied by both functions, insert ¢y (u) — ¢5(v) as test
function and arrive at

len(u) = en ()i @)

= C/ﬂ(a(:v,yh(u)) Vo (1) — Vipn (v) ] + Z;(% yn(u)) (pnlu) — SOh("U))2> dx
_ c( [ (@m0 =l 0) Ven(0) - (Vinta) = Fin(o) d

oa da
+/Q (&/(x,yh(v))Vyh(v)-V%(v) - ay(x,yh(U))Vyh(U)'VWw))

of af

<(on(w) ~ en(w)) e+ [ (aym o) - yh<u>>) on(0) (9() — n(v)) d

Q
[ (Geten) = Goten0)) (o) — en(0) e

[ (om0 = 5w an(0)0) (2a0) - o) o)

< C (llyn(v) = yn(@)llwrae) + l[u = vll 2y
+lion () = on)lls@) llon(w) = o))
hence

(42100 llpn(u) = en(@) i@ < C (Il = vllzz) + lon(w) = n(0)llia)) -
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lon(u) — on(v)| dx

At this point, let us demonstrate only the estimation of the most difficult term
da da
/ = (@, yn(V)) Vi (v)-Veor(v) — o= (@, yn(w)) Vyn(u) - Vor(u)
< C (llyn(v) = yn (@) lwra) + len(w) = en@)llar ) lon(w) = on®)lae) ,
having used the fact that {yn(u)}r<ny, {yn(v)}n<n, and the sequences of the corre-
sponding adjoint states are bounded in W4(Q); see Corollary 2.31 on page 74. From
Lemma 2.3 on page 39 and inequality (4.2.10) we infer
1 1
lion (1) —on(0) 12112y < C (11 = vll 2y + lon () = on (V) |0y lln () —on ()1 )
and by Young’s inequality,

02
llen(u) = en()llm@ = Cllw = vy + < llen(w) = env) 2@

1
+5llen(u) = en()llm@ -

Next let us get an estimate for |¢n(u) — @n(v)||2(). Since Q2 is convex, it follows
from inequality (2.7.25) and Corollary 1.37 that

lon(w) — @n()llz2) < [lu — @ollz2@) + llen(w) — @ullL2@) + 0o — @n(v)] L2
<C(h+u—vlem)-.

Collecting all these results, we conclude (4.2.9). It remains to estimate the error
0y — pp(v) in the L®(T') norm. Using the same triangle inequality as for the H'(Q)
norm and taking 2 < ¢ = min{q, ¢,2/(1 — 7)}, we obtain

[ou = n()[le @y < Cllpu = en(v)]lwioe)
< C (|lpw — en(w)llwrae) + len(u) — en(®)lwraw)) -
For the first term we deduce as for the state functions
|ou — on(w)|lwra@) < Ch* < Ch' .
For the second term we use the inverse inequality (2.2.6) on page 38
len(w) = on(0)llwrag) < CR7"l@n(w) = on(0)|lme)
< Ch7lon(u) = en(v)ll @) -
Inserting (4.2.9) in the last inequality, we get
lion(u) = n()llwrae) < Ch™ (h+ lJu=vl|2m)) = C (B + b7 [lu = vl| 2y )

hence
lew = en()llz=ry < € (hl_T +h7 lu— U||L2(F)> ‘



4.2. APPROXIMATION BY PIECEWISE CONSTANT CONTROLS 107
LEMMA 4.5. For every h < hy let up, € Ugapn m§L2(1") (@, p) and u € Uyq be given.

(1) Under the weak convergence uj, — u in L'(T') as h — 0, there holds

(4.2.11) }l}_}l% lyn(un) = Yullo@ynmr@ =0 and liin_)iglf Ip(up) > J(u).

(2) If up, — u strongly in LY(T') as h — 0 then limy,_,o Jy(up) = J(u).

PROOF. Thanks to the weak convergence u, — u in L'(T'), {us}n<n, converges
weakly to w in L*(I") and u € Bz (u, p). In view of the definition of Gy, we have
for yn(un) = Gn(un) that {yn(un)then, C Bwra)(y, k) N Ys, therefore there exists
a subsequence {yp, (un,)}72, converging weakly to some element 7 € By1.aq)(y, k).

Since the embedding W4(Q)) — C(Q) is compact, this convergence is strong in

C(Q). To show that § =y, we consider the equation satisfied by s, (up, ):

(12.12) / () Vgt ) ¥ Py £ gt )) o} de = / e do ()

Von, € Yy,. Let us take in (4.2.12) ¢p,, = II;, ¢, with ¢ € H*(Q) arbitrarily chosen
and IIj introduced on page 37. Then by passing to the limit, we obtain, along with
the strong convergences yp, (up,) — ¢ in C(Q) and I, ¢ — ¢ in H'(Q), the weak
convergences yp, (up, ) — ¢ in WH4(Q) and up,, — w in L*(T"), and the assumptions
on a and f, that

/ {ale, §)V§- Vo + f(2,5)0) de = / ubdo(z).
Q T

Finally, the density of H?(2) in H'(Q) and the uniqueness of the solution of (1.1.1)
imply ¥ = vy,. Since all the subsequences have the same limit, we conclude that
limp o [[yn(un) — Yullc@) = 0. Let us prove now the convergence yp(up) — y, in the
H'(Q) norm. To this end, we write

1yn(un) = yull @) < llyn(un) = v L) + 1Y, — vullmie) -

Now since y,(up) and vy, are the discrete and continuous states associated with
the same control and {up}n<p, is bounded in L?(T'), we can use the error estimate
(2.3.37) on page 52 to deduce that the first summand tends to zero as h — 0. Next
we show that the second summand converges to zero, too. At first, similar to the
proof of Theorem 3.3 on page 77 it can be shown that y,, — y, weakly in H*?();
notice that {y,, }rh<n, is bounded in H*?(Q2) (Theorem 1.18 on page 16). Then the
proof of the convergence of the states in H'(f2) is completed due to the compactness
of the embedding H¥?(Q) — H'(Q). For the proof of the inequality in (4.2.11) the
reader is referred to Casas and Mateos [26, Lemma 11].

Finally, let us prove the last assertion of the lemma. From the dominated convergence
theorem, along with the fact that {us}r<p, is bounded in Uugn N Bremy (4, p) and
up, — u strongly in L}(T"), we deduce the strong convergence uj, — u in L*(T"). The
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convergence of the cost functions is then an immediate consequence of the continuity
of the control-to-state mapping G : L*(T') — H**(Q2), u > y,, and (4.2.11). O

The next theorem, which is the main result of this section, establishes the convergence
in L>(T") of solutions of (Pf) to .

THEOREM 4.6. Let {up }p<pn, be a family of solutions of (P5) and gy, := yn(ur). Then

there holds the convergence

tim (i — @l ooy + 150 = Glle) + 190 = o)) = 0.

PROOF. Since {up}r<p, is bounded in L>°(T'), there exists a weakly* convergent
subsequence in L>(T'), still indexed by h, to some @ € Uyg N Brso(r)(u,€). Although
the proof of the identity u = 4 is standard, see for instance Casas et al. [29,
Theorem 4.4], we will briefly sketch it for convenience of the reader. From Theorem
3.10-(1) on page 81 we know that u € C%"*(T"). Now consider the projection operator
Py, : LY(T") — Uy, defined by

(Pru)l - o (z) do(z)
Pou)liz: wiiy = / w(x) do(z
" (732 1) |xj+1 xj| z;

which satisfies the inequality
1@ — Pyt ey < CR2||ll coreqry

with some positive constant C' independent of w and h. Hence, for all A small enough
Pyu is admissible for (P5) and from Lemma 4.5-(1) (in particular, u, — @ weakly in
LY(T)) we get

J(u) < liminf J,(uy) < limsup Jy(up) < limsup J,(Pu) = J(u).
h—0 h—0 h—0

Finally, this inequality, along with (4.1.1), yields @ = @ and limy,_ J,(un) = J(@).
In view of Lemma 4.5, this implies the desired convergence properties for the states.

The rest of the proof is split into two steps.

Step 1: L*(T') convergence of the controls. We will follow here Arada et al. [5]. By
the definitions of Jj, and J, the convergence limy,_,q Jy (1) = J(u) implies that

m/F{Z(x,yh,uh)—Z(x,y,u)}da(x) —0.

li
h—0
On the other hand, since u, — u weakly* in L>°(I"), there holds

/;i(x,g,a)(ah —u)do(x) -0 ash—0.
r
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Then invoking inequality (3.3.9) on page 80, Assumption 3.6 and (4.2.11), we have
for some measurable function ,(x) € [0,1] and vj,(x) := u(z) + 0, (x) (un(z) — u(z))
that
A ~ 0?1
l||Uh |72 S 2 /. oa —— (2,5, vn)(un — 1)? do(x)

o ol o
:=/kun%uw a5 0} do(e) = [ (o500 =) doo)
r
— [ 165 0) = U, 5 doo)
r
ol
+ [ 16w gnn) ~ o5 0} dote) — [ 58,5 0@ — ) do o)
r r ou
< Clgi = Tl + [ o) = (o, 5.0} dora)
r
@(a:, y,u)(up, —u)do(z) -0 when h—0.
T au
Step 2: L>(I') convergence of the controls. Given z € I', let 1 < j < N(h) be such

that © € [z;,x;41]. From the projection formulas (3.3.12) on page 81 and (4.2.5) for
the optimal controls and the contractivity of the projection we obtain

[a(x) — 1| = |Proji, 5 {5(x)} — Proji,, . 5, {5}

< [Projj, g {5(2)} — Projy,  5,1{5(2)}|

+ | Proja, , g, {5(2)} = Proi,, . 5, 1{5;}

(4.2.13) < |Projj, g{5(x)} — Proj[ahvjﬂh’ﬂ{é(x)}‘ + |5(z) — 5] .

Next we demonstrate that the first summand in (4.2.13) is zero for sufficiently small
h. Assume that h'2A; < /2, where Ay is the Hélder constant of u. Because
a < ap; < Bh; < B, we have that

(4.2.14) ‘Proj[aﬁ]{E(x)} - Proj[ah,j,ﬁh,j]{g(x)}’ =0

if ay; < 5(z) < Bpj. Let us now assume that aj; > 5(x). Under this assumption,
we will show that o = «a;; and consequently (4.2.14) holds true. We will argue by
contradiction. If a < ayp; then u(z) < an; = MaXzep; o, ) U(T) — €, hence there
exists & € [z;,2;41] such that u(x) < u(Z) —e. But this leads to the following
contradiction

e < a(#) — a(r) < Aai — 2| < AGh? < =
Analogously, we argue if (), ; < 5(x). Now from (4.2.13) it follows

N(h)
(4.2.15) ||1_L — 'l_LhHLoo(p) S ||.§ — §h||Loo(1“) s where =§h = Z '§jX(:Ej,:L“j+1) .
j=1
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For the proof of the uniform convergence s, — s as h — 0 we refer to Casas et al.
[29, pages 204-205]. We should remark that the proof of the latter result relies on
the C%2(T") regularity of 5 and the convergences i, — ¢ and ¢y, () — @ in L>®(Q)
as a consequence of the convergence 4, — u in L*(T") and Lemma 4.4. U

Because of the uniform convergence u, — u as h — 0, uy, is a local solution of the
problem

min Jy(up) = /

QL(:B,yh(uh)) dr + /l(as, yn(up), up) do(z),

r
(Pn) sit. up € Ugap

(yn(un),up) satisfying the discrete state equation (2.3.1) with u = uy,,

for every sufficiently small h. Therefore, (4.2.3) can be rewritten as

N(h) Tj+1 al
Z/ {&L(l’,ﬂh,ﬂj) + @h} do(z) (uj — 1) 20 Vu; € [a, f]

J=17%;
and the expression (4.2.5) can be formulated as

(4.2.16) i; = Proj, g {5} V1<j<N(h).

4.3. Error estimates for optimal controls

In this section, u is supposed to be a local minimum of (P) satisfying the second-
order sufficient condition for optimality (3.5.15) on page 98 and {up}n<n, (h1 > 0is
given in Theorem 2.25 on page 63) is a sequence of local solutions of (P}) converging
uniformly to @; see Theorem 4.6. As usual, §, yp := yn(un), and @, @y := on(up),
stand for the states and adjoint states corresponding to u and wuy. Our goal is to
estimate ||t —u|| 2y and ||y, — || (r). To this aim, we will state and prove three
auxiliary lemmas.

LEMMA 4.7. Let § > 0 be given as in Theorem 3.22. Then there exists hy < hy such
that

S, . I
(4.3.1) §||uh — 72y < (J'(an) — J'(@))(an — @) Vh < hs.

PrOOF. The proof is exactly the same as in Casas et al. [29, Lemma 4.6,
therefore we will only sketch the main steps. Setting

Bu(r) = O, ), () + () for €T

we deduce from Lemma 4.4 that d, — d uniformly on I'. With the help of this
convergence and taking p as in Theorem 3.22 on page 98, it can be shown that there
exists 0 < h < h; such that (u, —u) € C% Vh < h. Hence, according to Theorem
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3.22, it follows J"(u)(up — u)* > [|up — |72 Now by applying the mean value
theorem, we get for some measurable function 6, with values in [0, 1] that

(J'(an) — J'(@) (un — @) = J" (i@ + O (i, — u)) (@, — u)”
= (J"(a+ Op(ap, — ) — J"(@)) (un —u)? + J" (@) (u, — u)?
> 6| — 32y — | (7@ + On(an — 1) = J" (@) (@ — 0)?|.
Finally, it is enough to choose 0 < hg < h such that
"(= — — "( = — — ) — —

to prove (4.3.1). The last inequality is obtained from the representation of J” (Eq.
(3.3.3) on page 79) after long but easy computations. Let us demonstrate exemplarily
the estimation of one of the terms involved in (3.3.3). Setting 4, = @ + 05 (u, — u),
vy, = Uy, — u and exploiting inequality (1.6.11) on page 26, we deduce

/ 9%a 9%a
Q

1/~ 2
v%h'vyﬁ’l@iy?(% Ya,) (G'(Un)vn)” — VSOa'VyaaTﬁ
<C ((H%h — @allwra@) + llva, — yﬂ||W1,4(Q)) lonl|Z2(ry
+[[ (G () — G'(u)) Uh||L4(Q)||Uh||L2(F)) :

Moreover, by subtracting the equations satisfied by G’(4y,)v, and G'(u)vy, and using
again (1.6.11), we get

(. ya) (G (@)on)” | do

(G (an) = G'(@) vnll 20y < Cllya, — yallwrs@llonll 2y -

Hence, given v > 0, these inequalities, together with the uniform convergence u;, — u
(and consequently 4, — u), Corollary 1.32 on page 27 and the estimate (1.7.11) on
page 33, yield for h small enough that

82a /5~ 2
Va, 'Vyahﬁ(ﬂ% Yan) (G'(Un)vn)
Q Y
2

—VS%‘Vyaa -

oy Y (G (@)on)’| dz < AllonllZ2r) -

O

In the next lemma, we estimate the convergence of J;, to J'.

LEMMA 4.8. Let ho > 0 be given as in Proposition 2.26. If ) is non-convex there
exists Co > 0 such that, for allv € L*(T') and h < ha,

(43.2) [ aan) = (1)) v < Coh™ o] 2oy
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If Q0 is convex and p > 2 then for every v > 0 there exists C, > 0 such that, for all
v e LXT) and all h < ho,

(4.3.3) [(Th(@n) = ' (@) o] < (Coh+yllan — all ey [0l 2r) -

PROOF. Invoking the expressions of the derivatives J; and J' given by the formula
(3.3.2) on page 79 and (4.2.1), respectively, it follows

ol ol

’(J;L(ﬂ’h> - J/<ah))v| < /I" %(I, Yn, ﬁh) - %(Q?, Yap, s ﬁh) +©on — P ‘Ul dO'(.CL’)
(4.3.4) < Cy (190 = v ll2) + 190 = @anllzam) o]l 2 -

The result in the non-convex case is then an easy application of Lemma 4.4:

lgn — yah||L2(r) + ||on — 4Pah||L2(r) < Ch*

To show (4.3.3) we use the following well known property, compare also Grisvard
(60, Theorem 1.4.3.3]: For every € > 0 there exists C. > 0 such that

2l 20y < ellzllm @) + Cellzlliz) V2 e HY(Q),
thus we get with the aid of (4.2.6)
\Un — yan L2y = lyn(@n) — ya, |2

< ellyn(un) — yu, @) + Cellyn(Un) — vay, | 22()
< ellyn(un) — yuy, |1 (@) + C-Cah.

By virtue of Corollary 1.32 on page 27, along with the embedding W4(Q) — H'(Q)
and the boundedness of the sequence {iy, }n<pn, in L?(T'), we have

Hg - yﬁhHHl(Q) < CgHI_L - ahHLQ(F) .

Taking into account that u € C%(T') € W'=/2¢(T") with ¢ > 2 (Theorem 3.10-(2)
on page 81), (4.2.7) leads to

19 — yn(un)llmr ) < Ca (h + [lu — ﬁh”L?(F)) ;
Combining the last two inequalities, we deduce
lyn (@) =y Nl n ) < Cs (b + & = a2y
The same arguments can be applied to the adjoint state. Hence, by setting v = eC5C
and C., = v + C.CyCY, (4.3.4) implies (4.3.3). O

One key point in the proof of the error estimates for the controls is to find a function
up, € Uuap that approximates u and satisfies J'(u)up, = J'(u)u. Making use of the
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definition of d given on page 80, we define u;, = Zévz(?) Ui X (2;,2541) € Un DY
1 [T+l _

- / d@)a(@) do(x) i I, 20,
J Jaj

(4.3.5) u; = I; = /gﬁj+1 d(x)do(x).

1 Zj+1
/ w(x)do(z) if I; =0, g
21— 25] Ja,
The next lemma shows that wy, fulfills the required conditions.

LEMMA 4.9. There exists hy > 0 such that, for every h < hy, the following properties
hold:

(1) up € Uad,h-

(2) J'(w)uy = J'(u)u.

(3) There exists C' > 0 independent of h such that
1@ = un|[Lery < CR7,

where 0 = 1/2 if Q is non-convexr and o = 1 if Q is conver and p > 2.

PRrROOF. The proof is almost identical to the one of Casas et al. [29, Lemma 4.8].
The only difference is that @ € C%7?(T") if € is non-convex. O

Finally, we derive the main error estimate.
THEOREM 4.10. There exists a constant C' > 0 independent of h such that
(4.3.6) @ — || p2ry < Ch°

with o = 1/2 if Q is non-convex and o = 1 if Q is conver and p > 2.

PROOF. Since 4y, is a local minimum of (Py,), we know that J; (up)(up —up) > 0,
where uy, is defined by (4.3.5). The last inequality is equivalent to

J'(up)(u — up) + (Jy, (up) — J'(an)) (@ — ap) + Jp (up) (up, — @) > 0.
On the other hand, J'(u)(u, — u) > 0. Adding these inequalities, we get
(J'(un) = J'(@)) (@, — ) < (Jy(an) = J'(an)) (@ — ) + J; (@) (un — @)
= (J(un) = J'(n)) (@ — un) + (Ji(@n) = J'(un)) (un — u)
(4.3.7) + (J'(up) — J'(0)) (up, — w) + J' () (up, — ) .

From (4.3.1), (4.3.2), Corollaries 1.32 and 1.37 on page 27 and 33, respectively, as
well as Lemmas 4.4 and 4.9, we deduce in the non-convex case

5, o o
gl —allfry < C (07 (@ — anl ey + h72) + 2@ — all o))
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which leads to (4.3.6). If Q is convex and p > 2 we use (4.3.3) instead of (4.3.2).
Similarly, by taking v = /4, it follows from (4.3.7) that

S0, L J L
EHU}I — UH%Q(F) S C,yh (HUh — U||L2(F) + Ch) + C <4 + 1> h||uh — U||L2(F) .

Finally, the latter result and Young’s inequality imply (4.3.6) with o = 1. O

REMARK 4.11. The error estimates deduced in Theorem 4.10 seem to be optimal.
This opinion is based on the fact that the interpolation error of the approzimation
of functions in C%°(T) by piecewise constant functions is of order O(h%). Taking
o = 1/2 if Q is non-conver and o = 1 if Q is convexr and p > 2, this is the same
order that we have obtained in the previous theorem.

At the end, we prove the error estimate in L>(T).

THEOREM 4.12. Let 0 < 7 < 1/2 be fized. There exists a constant C. > 0, being
dependent on T but not on h, such that
|lu — ﬂhHLoo(p) < CL.hT

with o = 1/2 if Q is non-convex and o = 1 if Q is conver and p > 2.

PROOF. From (4.2.4) and the continuity of the integrand with respect to = (see
Eq. (3.3.10) on page 81) we deduce, for every 1 < j < N(h), the existence of a point
é-j S (Ij,Ij_H) such that
ol _ _ _
9y &3 Un(&5), 55) + 2n(&) = 0.

Moreover, denoting by Az the Hélder constant of § (Theorem 3.10 on pages 80-81),
we get for x € (2, 241)

|5(x) = 551 < [5(x) = 5(&)| +15(;) — 5]
< Asle =17+ 15(85) — 551
< Ash” +15(&5) — 55l
Employing this inequality in (4.2.15), along with the properties (3.3.9) and (3.3.11)
given on pages 80-81 and (4.3.8), yields

(4.3.8)

[t — up| ooy < e 15 = Sill L (@y0510) < Ash” + | nax, [5(85) — 55

1
< Ash’ + — max
1 1<j<N(h)

<+ 4 e {066, 5(60) - De(606).5(6)|

Ay 1<G<N(h)

gi(éjaﬁh(fj)a 5(&5)) — gi(fja yn(&5),55)

+1p(&5) — wh(ﬁjﬂ}-
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Finally, taking into account Assumption 3.6, Lemma 4.4 and (4.3.6), we conclude

17 — @n | ey < Ash” + C (17 = Gullery + 116 — Bullzem))
< Ash? +C (h™7 4 h77||d — i p2ry) < C-h77

O

REMARK 4.13. The error estimates for the discrete controls given in Theorems 4.10

and 4.12 can also be derived by using an abstract result proved recently by Casas and
Troltzsch [38].

4.4. Numerical experiments

In this section, we present some numerical experiments for the discrete approach of
(P) and compare the order of convergence proved in Theorems 4.10 and 4.12 with
the experimental ones. We have tested the convergence theory by two examples. In
both cases, we consider the following optimal control problem

. 1 1
min J(0) = 5 = vl + gl = walee, + [ nie)uta) doto)

subject to u € Uyg :={u € L®(I") |a <wu(z) < fae x T},

{ —div [a(z, yu) VY] + f(2,9.) = 0 in Q,
a(z,y,)0yy = u(xz)+g(z) onl.

In the first example, € is supposed to be convex and we have specified the functions
contained in (F) such that we know a local solution of it. The second example is
constructed in such a way that we do not know any local minimum of (E).

For the generation of the mesh for 2 we use the MATLAB PDE Toolbox. For the
optimization a standard SQP method is implemented; see for instance Heinkenschloss
and Troltzsch [62], Kunisch and Sachs [76], Hinze and Kunisch [64] and Troltzsch
[90]. Given (yg,uk, r), k € N, in step k + 1 we have to solve the following linear-
quadratic problem to find (Y1, Uks1, Pri1):

min J(wg1) = T’ Yk ) (Y1 — Yios U1 — U)

2
subject to ugi1 € Uaq,

1
(QE)kH +7D(297U)£(yk’ Uk, Spk)(ykﬂ — Yk, Uk+1 — Uk>2

(Yrr1, ugpr1) satisfying the linearized equation
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/Q { (CL(:U’ ) Ve gz(x’ yk)yk“vyk) Vo + gg(as, yk)yk+1¢} dz
- /Q { (gg(x’ el = S yk)) o gcyl(x’ yk)yNyk-W)} da

- /F (wes1 +9) pdo(z) Vo € H'(Q),

1 1
whete (3. ) = 51l = vl + 514 = vallr + [ na)u(o) doa) and

L(y,u,p) = J(y,u)—/Q{a(x,y)Vy-Vsoﬂaf(m,y)}der/FsO(qug) do(x).

The new iterate w1 is the solution of the associated adjoint equation

0 0
/ a(z, yx)Vort1-Vo + *a(xy Uk)OV Y- Vrp1 + l(% Yk) 1@ ¢ d
0 dy dy

0 02
- /Q {(ykﬂ ~90) & = 50 00) (s — 1) ViV~ @kay{(m, ) (Yest — 1)
02 0
—Vy- [8;(% Yk) (Yer1 — Yk) Vg + 83(937 Uk)V (Ygs1 — yk)] Cb} dz

V¢ € H'(Q). The choice of the initial data (y;,u;,¢1) is indicated in the examples
below. To solve each of the linear-quadratic problems (QF); numerically we have
applied a primal-dual active set strategy, according to Kunisch and Résch [75]; see
also Bergounioux and Kunisch [8]. The linear equations for y;; and ¢ are solved
in the same way as equation (2.5.2) on page 56. In order to deal with the convection
term (0a/0y)(-, yr)Vyr - Vri1 in the adjoint state equation, we have additionally
written our own routine. As an alternative to the above SQP method a semismooth
Newton method can be used; see Ito and Kunisch [69] for more details.

We have solved the problem (E) using different mesh sizes. Similarly to Section 2.5,
the experimental order of convergence for z is given by

tog ()2 — 2 1x) — log([12 — Znallx)
E f—
0Cx(z) log(hy) — log(hz)

In the previous formula z, stands for the state, the adjoint state or the control
function. We will replace z by z if a locally optimal solution is known (Example 4.14)
and by zfne if not (Example 4.15); zf,. is the numerically computed optimal (state,
adjoint state or control) function on the finest mesh with mesh size h . = 278,

EXAMPLE 4.14. We fiz the following data: Q = (0,7)?, a = =20, 8 = -2,
a(z,y(z)) = 1+ (21 + 22)* + y*(x), f(z,y(2x)) = 2y(z)(sin?(z1) + sin®(2)) — £(2),
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where v = (x1,x2) and

£(z) = 2sin(zy) sin(z) (1 + (21 + 22)?) + 65in® () sin®(25)
— (21 4 o) (sin(xy) cos(zy) + cos(xy) sin(zs)) .
Further, we set yq(z) = sin(zy) sin(z2) — 2(sin?(z1) + sin?(x3)) in Q and
(z) = —(1 4 (21 + 32)?) sin(z; + 72),
g(x) = min{0, e(xr) — a} + max{0, e(z) — B},
n(z) = =1 — Proji, g{e(x)}

and ug =0 on I'. A strict local minimum of (E) is given by u(zx) = Proj, g{e()}.
The associated state and adjoint state are y(x) = sin(xq)sin(zy) and ¢ = 1 in €,

respectively. Indeed, it can be easily checked that d(z) = @(2) +n(x)+i(x) =0 onT,
hence the first-order optimality condition (3.3.6) on page 80 is satisfied. Moreover,

in view of equality (3.5.3) on page 79, we have for u € L>(T")
J" (u)v? :/1)2 do(z) + / 22dr Vv e LA(T),
r Q

where z, € H*(Q) is the solution of equation (1.6.9) on page 25. Consequently,
J"(w)v? > 0 for every v € CI\{0}, hence the second-order sufficient condition
(3.5.5) on page 91 is satisfied.

(&

FIGURE 4.1. Optimal control 4 computed with COMSOL Multiphysics
(left frame); Solid line: u, dashed line: e (right frame).

The finest grid on which we can run the SQP method has a mesh size of order 278;
the range of the degrees of freedom for the state and adjoint state function is 10°, the
corresponding one for the controls is 103. We have taken y; = 1, o, =2 and u; = 8
as initial data. We have used finer grids for a more accurate numerical evaluation of
the errors. The results are collected in the table below. For the controls we observe
linear convergence for the error in L?(T") and L>(T"). However, we cannot expect
to obtain numerically the convergence order O(h'~7), for some 0 < 7 < 1/2, in the
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h EOCp20)(y) EOCH1(q)(y) EOCL2q)(¢) EOCL2r)(u) EOCLsr)(u)
271 5272 1.3263 0.9301 1.2267 0.6900 0.0641
272 5273 1.7321 1.0224 1.8366 1.0634 0.8040
273 5 974 1.9174 1.0162 1.9467 0.9999 0.9534
271 5275 1.9724 1.0052 1.9542 1.0436 1.0227
275 5 276 1.9818 1.0014 1.8819 0.9948 0.9369
276 5277 1.9475 1.0004 1.5973 0.9978 0.9907

TABLE 4.1. Experimental order of convergence for the optimal values.

L>=(T') norm. Moreover, the experimental order of convergence is O(h?) for both,
|y — Unll2@) and ||¢ — @nll2), and O(h) for || — yn|lm1(q)-

Next we report on two other discretization techniques known from the literature.
In the first approach, the finite dimensional set U, of discrete controls consists of
piecewise linear continuous functions, i.e.

U, =U" ={ue L) |uec C) and u € Pi((xj,x;11)) for 1 < j < N(h)}.

In the context of semilinear elliptic control problems, this kind of discretization was
studied already by Casas and Mateos [27] for Neumann controls, and Casas [16]
for distributed controls. We mention also the paper by Rosch [84]. In view of
the analysis, this approach is more delicate, since there is no pointwise projection
formula for the optimal control and its approximation such as (3.3.12) on page 81
and (4.2.16).

In both cases, Neumann and distributed controls, superlinear convergence was proved
for the optimal controls in the L2-norm. Moreover, if the cost function J is quadratic
w.r.t. the control variable then convergence of order O(h*?) and O(h) for the controls
in L?- and L*®-norms were obtained, cf. [27]. For the numerical realization of this
approach we have used the same optimization code as for the piecewise constant
approximation, with obvious modifications.

The second approach is the so-called variational discretization, where only the state
and the adjoint state are discretized, i.e. U, = L>°(T"), cf. Hinze [63]. Nevertheless,
the optimal control is obtained by a projection of the adjoint state to the set of
admissible controls, therefore it is piecewise linear. Replacing the optimal control by
this projection, the optimality system reduces to the system containing the state and
adjoint state equation. For linear-quadratic distributed or Neumann control prob-
lems numerous numerical tests have shown a quadratic convergence for the optimal
controls in the L?-norm, cf. Hinze [63], Hinze and Matthes [65]. To solve numer-
ically the optimality system we have used the commercial finite element solver of
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the equation-based modeling and simulation environment COMSOL Multiphysics®.
We had two reasons for choosing this solver for our purposes. First, it allows a very
simple implementation of the coupled system. Secondly, it is much faster than our
own optimization routines, since it follows the so-called all-at-once approach, where
the optimality system is solved at once.

Finally, we refer to Casas and Troltzsch [38], where both strategies are treated for
the distributed control of (1.1.1) with homogeneous Dirichlet boundary conditions.
The authors have derived the order O(h?) of the L*-error for the optimal controls,
with ¢ = 3/2 when J is quadratic w.r.t u and the controls are approximated by
piecewise linear functions and o = 2 for the case of variational discretization.

By applying these discretization methods to Example 4.14, we want to check if we
can observe convergence rates for the optimal controls similar to those for semilinear
problems in convex domains. Table 4.2 illustrates the results obtained from the
tests of the approaches described above. Obviously, these results reflect exactly the

Uy, = Uk Uy, = L>(I)
h EOCp2ry (i) EOCp () h EOC ;2 (1)
272 5273 1.1743 0.6466 27t 272 1.7850
273 5274 1.4382 1.1106 272 5270 1.8981
274 5275 1.6496 1.5556 273 5274 2.1661
275 5276 1.5295 1.0026 274 5270 2.2123
276 5277 1.4678 1.0233 275 5276 1.9922
277 5278 1.5570 1.0662 276 5277 2.0948

TABLE 4.2. Experimental convergence rates for the optimal controls.

order of convergence observed in the case of semilinear Neumann control problems
in convex domains, cf. [27] and [65].

EXAMPLE 4.15. We fiz Q = (0,1) x (0,0.5) U (0.5,1) x (0,1) (compare also Example
2.21 onpage 58), a =0, =18,n1=0,9g=0onT, a(z,y(z)) = 1+(z1+12)*+1*(x)
and f(z,y(x)) =y + y3(x). Furthermore, we set

and yq 1s equal to the numerical approximation of y,, on the same mesh on which
we have made the computations, i.e. yq := yn(uq).

We have taken y; = 1, ¢1 = 1 and u; = (o + 3)/2 as initial data to run the SQP
method. Figure 4.2 shows ug and y,(ug) with b = 277, Obviously, yqs — v., as

1COMSOL Multiphysics, www.comsol.com.
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18 T
18- /
140

—— PR 06
o i ; i | i % 02 T g 04

X
r, T, r, r, T, T, 2

0

FIGURE 4.2. Desired control ug (left frame) and associated numerical so-
lution g (ug) for h = 277 (right frame).

h tends to zero and the rate of this convergence is O(h); see Theorem 2.6 on page
41. On the other hand, since we do not know any solution u of the control problem
(E), we have taken as reference solution the numerical solution w,,,, computed on
a very fine grid with mesh size h ;e = 27%. Hence, instead of studying the behavior
of the error ||u — uyl|x when h — 0, we have considered the error |luy,,,, — un||x,
where X = L*(T") or X = L>(T"). We should remark that the order of convergence
of the optimal controls in both norms is not affected by the fact that g, is not fixed
but depends on h. This is due to the fact that the order of convergence of yq to y,,
in the L?(Q) norm is better than the expected ones for the optimal controls. More
precisely, according to Theorems 4.10 and 4.12, we expect to see numerically the
orders O(h'/?) and O(h'>~7) for the optimal controls in the L?(I') and L*(I") norms,
respectively, while ||yq — Yu,llr2() = O(h). Table 4.3 shows the convergence speed
of @y, — ty in the L?(I') and L*°(T') norms. We do not report on the convergence
rates for the optimal states and adjoint states because of their dependence on the
order of the convergence yq — y,, as h tends to zero.

h EOCp2(r(iiny,,.) EOCpeor(in,,,.)
271 972 0.7199 0.4427
272 5273 0.7157 0.4366
273 5074 0.7133 0.4640
274 5275 0.7342 0.5365
275 5276 0.7977 0.6928

TABLE 4.3. Experimental convergence rates for the optimal controls.

A close look at Table 4.3 reveals that the convergence behavior for the optimal
controls is comparable to the one predicted in Theorem 4.12, while the convergence
rate in the L?(T") norm is slightly better than the one obtained in Theorem 4.10.



CHAPTER 5

Extensions to polyhedral domains of dimension three

In this chapter, we briefly comment on some extensions of the results of Chapter 1 and
2 to dimension three. We restrict our discussion to the theoretical and numerical
analysis of the quasilinear equation (1.1.1). We neither carry out the numerical
analysis for the adjoint equation, nor consider optimal control problems governed by
(1.1.1). Both issues are open for quasilinear equations with inhomogeneous boundary
conditions in 3D. The corresponding Dirichlet problem in dimension three has already
been studied by Casas and Troltzsch in [36, 37, 38].

For elliptic problems in three dimensional domains with corners there does not exist a
W2 () regularity result similar to the one of Theorem 1.21 on page 18. To our best
knowledge, such a regularity result is missing even in the case when {2 is convex.
Therefore, the maximal regularity of y,, when u # 0, that we can work with is
H®?()); see Theorem 5.4.

Throughout this chapter, we will assume the following hypothesis.

ASSUMPTION 5.1. Let  C R? be an open bounded polyhedral domain with a Lipschitz
boundary ', v(z) is the unit outward normal vector to I at x and suppose that the
Assumptions 1.2-1.3 hold true with p > 3/2.

This chapter follows the plan of the Chapters 1 and 2. First, we discuss the existence
and uniqueness of a solution of (1.1.1). Then we give some regularity results of
this solution. Later, in order to carry out the error analysis for the finite element
approximation of (1.1.1), we will prove a preliminary result similar to Theorem 1.35
on page 30. All these results are contained in Section 5.1. Finally, in Section 5.2,
we derive error estimates for the numerical approximation of (1.1.1) by linear finite
elements.

5.1. Well-posedness of the quasilinear equation

In this section, we establish the well-posedness of the quasilinear PDE (1.1.1). More-
over, we study the regularity of its solution as we did in Chapter 1 in dimension two.
The next theorem is the counterpart of Theorem 1.5 on page 3.

THEOREM 5.2. For any u € L*(I') with s > 2 the equation (1.1.1) has a unique

solution y,, € H(Q) N CO*(Q) with some u € (0,1) independent of u.

121
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PRrROOF. The proof of this theorem is almost identical to that of Theorem 1.5. The
only difference to the two-dimensional case is that the embeddings H'(Q) — L%(Q)
and HY/*(I') < L"(') hold only if 1 < ¢ < 6 and 1 < r < 3. These embeddings,
along with s > 2 and p > 3/2, allow us to deduce the continuity of the solution v,,
see Stampacchia [88] or Murthy and Stampacchia [81, Theorem 2.9], as well as to
prove inequality (1.3.12) on page 8 even in dimension three. U

THEOREM 5.3. Assuming that a : Q@ x R — R is continuous, there exists 7 > 3 such

that, for any
.| 3p , (3 )
min < 7, ifpe(=,3),
3<r< { 3— p} I 2

r ifp=3,
and any u € L*(T), the solution y, of (1.1.1) belongs to W' (). Finally, if Q is
. 6
Z 325"

PRrOOF. The proof is basically along the lines of the proof of Theorem 1.9; see
pages 9-11. We will only comment on the differences in dimension three. First, let us
consider the case when 3 < r < min{(3p)/(3—p),6} if p < 3 and r € (3, 6] otherwise.
Taking u € L*/*(I") arbitrarily, we have to show that G defined in (1.3.15) on page
9 belongs to W~17(€). For this purpose, we use the embedding W' (Q) — LF'(Q)
which holds true under our assumption on r. On the other hand, we have to check
whether the functional F defined in (1.3.16) on page 10 belongs to W' (Q)*. For
z € WH'(Q) we have, for instance, that

O-LL) - [eVyulliie < Cliall s, !\Vyu\ILT+

@) < COllzllwrr @ I VYul 229

thanks to the embedding W' (Q) — LW(Q) and the identity (;f;/)/ = 2 <2

(notice that 3 < r < 6). Moreover, z|p € W=7 (I') < L=5(T"), hence Holder’s
inequality yields

< Cllull 2

S CHUHLQ—:{(F)HZ“V{/LT’(Q) .

Izlewll vy < flull 2 g 1210

L3 F) L 3 (F ||Z|F||W171/T/YT/(F)

L2r 3(

As in the proof of Theorem 1.9, we apply a result by Dauge [46, Corollary 3.10]
to obtain the existence of ¥ > 3 depending of the angles of ) such that, for any r
with 3 <7 < min{7, (3p)/(3 —p),6} if p < 3 and 3 < r < min{r, 6} otherwise, the
solution y, of (1.1.1) is an element of W17 (Q).

Finally, let us discuss the case when 6 < r < min{r,(3p)/(3 —p)} if p < 3 or
6 < r < 7 otherwise. The above arguments yield y, € W(Q2), hence (5.1.1) can be
replaced now by

12Vl < Clizll s, ” IIVyuII < Cllzllwr @) VYl o

L'r+3 Q)
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3
the proof is the same as that of Theorem 1.9. If §2 is convex then 7 > ﬁ; see [46,

Corollary 3.12]. O

Here we have used the fact that < ﬁ,)l = % < 6 for all 1 < r < oco. The rest of

Similar to the two-dimensional case, we are going to prove the H”?(Q) regularity of
Yu- In the proof of Theorem 1.18 on page 16, we have made explicit use of some
results stated in Section 1.4. Analogously, in dimension three, Casas and the author
[18] have shown that a solution y € H'(Q) of the equation (1.4.1) on page 12 belongs
to H*?(Q) provided that f € LP(Q) with p > 3/2 and g € L*(I'). With this result
at hand we are able to state and prove the next theorem.

THEOREM 5.4. Suppose that Assumption 1.17 holds true and let uw € L*(I') with
s> 2. Theny, € H*(Q).

PROOF. From Theorem 5.3 we know that y, € W (Q) with some r > 3. Fur-
ther, here holds the inclusion W(Q)  C(Q) Vg > 3. Hence, we can follow the proof
of Theorem 1.18 and arrive at (1.5.2)-(1.5.3) with right-hand sides in L™™P"/2}(Q)

and L°(I"), respectively. This yields the assertion of the theorem. 0

The next theorem summarizes the results analogous to Theorem 1.23 on page 19 and
Theorem 1.35 on page 30 for the adjoint problem. We have seen already in Chapter
2 that the introduction of the adjoint equation (2.3.25) on page 48 turned out to
be of great importance for the derivation of error estimates for the finite element
approximation of (1.1.1). Depending on the regularity of its solution, we were able
to get higher order of convergence in the L?(2) norm than in the H'(2) norm; see
step 2.2 of the proof of Theorem 2.6 on page 44-45.

THEOREM 5.5. Let a € L=(Q) with a(z) > a > 0 for all x € Q, b € L*(Q)? and
c € LP(Q), satisfying c(x) > 0 for a.a. x € Q and c(z) > « for all x € E, where E is
a measurable subset of Q with |E| > 0. Then the operators S : HY(Q) — HY(Q)* and
T:HY(Q) — HY(Q)* defined in (1.6.2) and (1.7.1), respectively, are isomorphisms.

(1) Ifa € Wh(Q), be L"(Q)? and ¢ € LP(Q), with r given in Theorem 5.3,
then there exists a unique element ¢ € H**(Q) satisfying

(512) <T§07U>H1(Q)*,H1(Q) = / CU de Vz € Hl(Q) .
Q

Moreover, there exists a constant C' > 0, dependent on a, b and ¢, but not
on (, such that

(5.1.3) lell 17372y < CUlICH L2y -

(2) If Q is convez, a € WH4(Q), b € LY(Q)3 and ¢, € L*(2), then o € H*(Q)
and there exists C" > 0 independent of ¢ such that

(5.1.4) el @) < C7lICH L2 (@) -
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ProoF. Concerning the operators S and 7', the assertion is deduced along the
lines of the proofs of Theorems 1.23 and 1.35, with the obvious modifications. Notice
that, in dimension three, the space H'() is compactly embedded in L5(2) which is
sufficient to follow the proofs of Theorems 1.23 and 1.35.

Proof of (1). The existence and uniqueness of a solution ¢ € H'(Q) of (5.1.2) is
equivalent to the fact that T is an isomorphism. Let us prove first that ¢ € W17 (Q);
the H”?(Q) regularity will be an easy consequence of this fact; see below. From
(5.1.2) if follows for every z € H'(Q) that

(5.1.5) /Q {a(z2)Ve-Vz+ c(x)pz} dr = /Q (C —b(z)-Vy)zdr =: F(z).

To deduce that ¢ € W' (Q) we will apply the regularity result by Dauge [46,
Corollary 3.10] to (5.1.5); see also the proof of Theorem 1.35-(1). To this aim, we
have to show that F' € W' (Q)*. The difficulty in deducing the latter result comes
from the term zb-V¢ in (5.1.5). Therefore, we will comment only on this term. For
2 <l < r we define the functional G : L#(Q) — R by G(2) = [, 2b(z)-Vedz.
From Holder’s inequality we infer

(5.1.6) GG < Pller@lVelloollzll, e -~
Moreover, from the Sobolev embedding theorem we have

7 3t T ?)Tl
5.1.7 WY (Q) — L7 (Q) = Lr1(Q) if t= —
(5.0.7) () () (@) i = g

Hence, if ¢ € W(Q) then G is a linear continuous functional on W' () and
consequently F € WH'(Q)*, provided that ¢ satisfies the condition in (5.1.7). Now
our goal is to construct a strongly monotone increasing finite sequence {t;}¥ , of
real numbers such that if ¢ € WH(Q), with ¢; < r, then ¢ € WH(Q), with
t = min{t;;1,7}. Define recursively
37“tz‘
It is immediate to check that {¢;};>0 is a strictly increasing sequence of positive
numbers, therefore ¢; > 2 for every ¢ > 0. Consequently, because r > 3, we have
by = 3rt; S 3r . 3r ‘.
‘ 3r+t(3—r) " 3r+23-7r)" r4+6"’

t0:2 and ti+1: :O,l,...

thus we obtain
2r — 2r —
3r _>i: r 6ti22r 6>0‘
r+6

b1 — b >
+1 o (r r+6
Since the difference between ¢;,; and ¢; is bounded from below by 227:66 > 0, there

exists k& € N such that ¢, > r and we conclude that ¢ € W(Q). It remains to prove
the H”?(Q) regularity of ¢ and (5.1.3). By passing to the Neumann formulation of
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(5.1.2), expanding the divergence term and dividing by @ = a(-) > 0 we end up with
equation (1.7.7) on page 31, where s is replaced by r. By the arguments on page
123, the H*?(Q) regularity of ¢ is then completed, while (5.1.3) is deduced as (1.7.3)
on page 30.

Proof of (2). The H?(2) regularity of ¢ is an immediate consequence of [60, Theorem
3.2.1.3] applied to (1.7.7). It is enough to check that the right-hand side of the first
equation of (1.7.7) is in L*(€2). This can be deduced easily from the assumptions of
our theorem and the fact that ¢ € W'4(Q). Let us prove this W4(Q) regularity.
Since b € L*(2) and ¢ € H*(Q) € W3(Q), the estimate (5.1.6) is replaced by

(5.1.8) G < bl Vel s@llzl 2 g,

From the embedding
WhY3(Q) < LF (Q)

and (5.1.8) it follows that G is a linear continuous functional on W'¥3(Q), therefore
F, defined in (5.1.5), belongs to W4*(Q)*. Finally, since € is convex, we can
apply [46, Corollary 3.12] to deduce ¢ € W'*(Q). The estimate (5.1.4) is obtained
following the lines of the proof of (1.7.4) on page 30. O

5.2. Numerical analysis of the quasilinear equation

This subsection is concerned with the finite element based approximation of (1.1.1)
and its error analysis. In what follows u € L*(I") with s > 2 is fixed and we denote
by y = v, the solution of (1.1.1) corresponding to uw. From Theorem 5.3 we know
that y € W (Q) with some r > 3. We also suppose that Assumption 1.17 holds
true, hence y € H”?(Q); see Theorem 5.4.

By using the triangulation 7, introduced in Chapter 2, we approximate (1.1.1) by
the discrete problem (2.3.1) on page 39. In order to derive error estimates as we did
for dimension two in Section 2.3, we use the embedding H'(Q2) — L%(Q) and the
inverse inequality

C
(521) HZhHLoo(Q) < W”Z}L”LG(Q) Vz, € Y.,

with C' > 0 being independent of h. The last estimate is a consequence of the
following modification of the inverse estimate (2.2.6) on page 38 for dimension three:

C
(5.2.2) lznllwmae) < i grmr e lwei@)  Van € Y,

if Kk <m and t,q € [1,00], cf. Ciarlet and Lions [43, Theorem 17.2]. On the other
hand, the estimate (2.2.4) on page 38 remains valid in 3D and we will rename again
Cep, by ep.
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THEOREM 5.6. There exists hg > 0 such that, for any h < hy, the discrete quasilinear
equation (2.3.1) has at least one solution yy that obeys

(5.2.3) 1y — ynllze) + Ry — ynll iy < enh,

where e, — 0 when h — 0. If {yp}tnso s a family of solutions of (2.8.1) that is
bounded in L>(Q2), then (5.2.3) holds as well.

PROOF. First of all, the existence of a solution of (2.3.1) follows by the same
techniques as in 2D; see the proof of Theorem 2.4 on pages 39-40. Moreover, we have

Nyl ez ) < C([f(-,0) M),

with some C' > 0 independent of h > 0. Further, we will follow the lines of Theorem
2.6 on page 41 and comment only on the differences in dimension three. Let y, € Y},
be any solution of the equation (2.3.5). For some r > 3 the following inequality is
the analog to (2.3.12):

Collyn — Mayll7 ) < Cully — Tyl ar@llyn — Myl @)
+ C'a,M/ ly — yn||VIRy -V (yn — Iyy)| do
Q

< enh |1yl ey lyn — Mnyllin @)
+Clly - thL,%(Q)||Z/HWM(Q)HZ/h — nyl ) -

Hence, arguing as in (2.3.13), we deduce

(5.2.4) 1y — ynllm) < enh'?+ Clly — yh|| TR

Next we show that

(5.2.5) 1y — ynllmi) < enh”+ Clly — ynllz2@

Take ¢t = =3 then -2* = 2t 4 6(1 — t). Therefore, by using Hélder’s inequality with

1 r72 1
q=; and ¢' = 1=, we get

r—2

27" 27r
(/ ]y yh‘r 2d95> = (/ ‘y_?/h’%‘y_yhyfs(lit) d:v)
9
=201
< (/ Iy—yhlgdw> (/ ly — yhlﬁdl‘>
Q

1—3 3
= llv = nllr2 () lly — thEe(Q)

Now for any ¢ > 0 the embedding H'(Q2) — L5(2) and Young’s inequality, with
¢=(1—2)"and ¢ =%, lead to

g
ly — thLQ(Q ly — thHl(Q) — 7 1Y = unllr2e ?Hy—thHl(m-
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Taking ¢ small enough in the previous inequality, (5.2.5) follows from (5.2.4). With
the aid of Theorem 5.5-(1), the estimation of ||y —y4||12(q) is identical to that done in
the step 2.2 of the proof of Theorem 2.6, therefore the estimate (2.3.18) holds true.
Finally, since the strong convergence y, — y in L?(Q) is valid and can be shown as
in 2D (see the third step of the proof of Theorem 2.6), inequality (2.3.18) and (5.2.5)
imply (5.2.3). At this point, we remark that Lemma 2.9 on page 47 remains valid in
dimension three.

To conclude the proof of the theorem as in the two dimensional case we have to
show the convergence y, — y in L>®°(Q2) as h — 0. To this aim, let us denote by
P, : L*(2) — Y}, the projection operator in the L?(Q) sense. Then it is known that

there exists a constant Cy > 0 independent of y such that || Pyl zs) < C§|lyllra@)
and

Iy — Payllzaey < (14 Co)’ inf [ly — whl| e ,
wWhLEY

for 1 < ¢ < ooandf =|1— %\ These results are due to Douglas, Dupont and
Wahlbin [51]. Then we have

(5:2.6) lly = Paylle=(@ < (14 Co) inf Iy —willz=@) < (1 + Co)lly — Tnyll =y ,

where 7, is the nodal interpolation operator defined on page 38. In dimension three,
the exponent of h in the formula (2.2.5) on page 38 is 3 (1/t — 1/q) +m — k, cf. Ciarlet
[42, Theorem 3.1.6]. Consequently,

1y — Znyl ooy < CLb" 7 |lyllwirgay »
and inserting this inequality in (5.2.6), it follows that
ly = Payllz=(@) < Cr(1+ Co)h ™ |lylwrr ey

On the other hand, using (5.2.1), we get

Cs
| Py — ynllze) < WHPhZ/ — Ynllzs )

Cy

< o1 (1P = wllzscy + ly = wnllocon)
02 2 .

< o (o it lly = wnllisw + ly = wnllseo
&

S i ((1 +Co) 7 + 1) 1y = ynllLs(e) -
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Collecting the above results, we obtain, along with (5.2.1) and (5.2.3),
1y = ynll @) < Ny = Paylloe(@) + [1Phy = ynll o=

Cy
s (LGP 1) ly = wnll oy
< Cy(1+ Co)h =" 2 (14 o) +1

< Ci(1+ Co) ||y||W17T(Q)+W(( +Co)”* +1) ly = ynll e

< Cl<1 + Co)hlizs/THyHWLr(Q) +¢e, — 0 when A — 0.

< Ci(1+ Co)h ™ |lyllwrr () +

The rest of the proof follows by the same procedure as in the 2D case. [l

COROLLARY 5.7. For every sequence {yp }n<n, of solutions of (2.5.1) satisfying (5.2.3)
there holds

(5.2.7) [yn = yllz= @) + llyn = yllwrs@) — 0 when h — 0.

PROOF. The convergence in L>°({2) is shown in the proof of the previous theorem.
Let us prove the convergence y, — y in W13(Q). Using (5.2.2), (5.2.3) and inequality
(2.2.4) on page 38, we find

C
lyn — Hpyllwrso) < WH% — Hpy mr

C
< (Hyh =Yl + lly = thHHl(Q)) <éep.

Finally, (5.2.7) is obtained from this inequality and the convergence
ly — Ipyllwis@) < Clly — Iyl goe) — 0 when h—0
(Eq. (2.2.3) on page 37 with m = k = 3/2) as follows:
lyn — yllwrs < llyn — Hpyllwrs@) + 11y — yllwrs@) — 0 when h — 0.
0

THEOREM 5.8. Assuming that ) is convez, u € L*(T) and p > 12/7, the conclusions
of Theorem 5.6 remain valid with

|y = ynllL2) + Plly — ynlloo) < enh™?
instead of (5.2.3).

PROOF. According to Theorem 5.6, there exists hg > 0 such that, for any A < hy,
equation (2.3.1) has at least one solution y, satisfying (5.2.3). To complete the proof
we have only to improve the L?(Q) error estimate from O(h) to O(h¥?). For this
purpose, we will follow the lines of Theorem 2.11 on page 48.

By virtue of Corollary 5.7, y, converges to y in L>°(2), hence by choosing M as in
(2.3.22) on page 46 (the supremum is now taken over {yp}n<n,), we do not need to
truncate the coefficients a and f.
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Since (2 is convex, Theorem 5.5-(2) implies that the solution ¢ of the equation (2.3.25)
on page 48 is in H*(2). Notice that from Theorem 5.3 we have y € W'4(Q).

With these results at hand, we can proceed as in the proof of Theorem 2.11 and
estimate the right-hand side of equality (2.3.28) similarly. The only difference in 3D
consists in the estimation of the second term of (2.3.28):

/Q () — £ ) (o — Thp) da < / 1630(@)ly — wnlle — Mo da

< N oaell Loy 1y = yn) (0 = Ta)|l L3y
< parll oz lv — ynllzs @)l — ael Lo
< Clly =yl o lle — el r o)
< enh™ ||y — ynllr2(e) -
Finally, we obtain inequality (2.3.29) which leads to (2.3.30) by the same arguments

as in the proof of Theorem 2.11. This completes the proof of the L?*(2) error estimate.
U

REMARK 5.9. Unlike in dimension two, we cannot assure more reqularity for y by
increasing the reqularity of w. This is due to the fact that the boundary T is not

reqular. However, Theorem 2.12 on page 50 is valid even in dimension three, cf.
[19, Theorem 3.7]

REMARK 5.10. Concerning the uniqueness of solutions of the discrete equation (2.3.1),
the results of Section 2.4 are still valid in 3D. Indeed, thanks to Theorem 5.6 and
Corollary 5.7, it is easy to modify the proofs of Theorem 2.16 (with p > 3/2) and
Theorem 2.18; see Section 2.4.






Conclusions and outlook

In this thesis, we considered Neumann boundary control problems subject to a class
of quasilinear elliptic equations and to box-constraints on the control. The coefficient
of the main part of the operator depends on the state function, as a consequence
the state equation is not monotone. Due to several difficulties we encountered, we
restricted the discussion to polygonal domains of dimension two. Contributions
have been made to the theoretical and numerical analysis of these problems and
in particular of the underlying quasilinear equation. Although this equation is of
particular type, the control of it is - with respect to the analysis - of model character
for optimal boundary control problems with more general quasilinear equations or
systems.

The main focus of Chapter 1 was to establish a rigorous analysis of the quasilinear
equation which was necessary for further theoretical investigations concerning asso-
ciated control problems. The study included the well-posedness of this equation in
different spaces as well as the differentiability of the control-to-state mapping. We
payed special attention to the linearization of the quasilinear equation which led
again to a non-monotone equation. In the last part of this chapter, the adjoint prob-
lem was considered and existence, uniqueness and regularity results for its solutions
were proved. Most of the results discussed here have been published in [20, 18, 19].

Chapter 2 was dedicated to the numerical approximation of the quasilinear equation
by finite elements of degree one. In particular, error estimates in different norms
were proved in the case of a non-convex and convex domain, respectively. These two
different situations yield a different order of convergence in the L?*(2) norm. The
theoretical results were confirmed by some numerical tests. A major difficulty is that
the uniqueness of a solution to the discrete approximate equation is not guaranteed
because of the non-monotone character of the state equation. This forced us to prove
a local uniqueness result only. Further, the differentiability of the discrete control-
to-state mapping was discussed and error estimates for the adjoint state equation
were established. All results of this chapter except the numerical experiments have
been published in [18, 19].

In Chapter 3, a Neumann boundary control problem associated with the quasilinear
equation was introduced and conditions for the existence of optimal solutions were
given. Furthermore, first-order necessary optimality conditions were obtained leading
to a higher regularity of local solutions. Finally, a Pontryagin principle as well as
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second-order necessary and sufficient optimality conditions were derived. All these
results are contained in [20].

Chapter 4 was devoted to the numerical approximation of the optimal control prob-
lem. For discretizing the state equation linear finite elements were used, while con-
trols were approximated by piecewise constant ansatz functions. First of all, we
proved that strict local minima of the continuous problem can be approximated in
the sense of L>°(I") by local minima of discrete control problems and we got estimates
for the rate of this convergence. To obtain these estimates we made use of the higher
regularity of optimal controls and assumed a second-order sufficient optimality con-
dition to hold. Finally, the theoretical results were illustrated by some numerical
experiments. All theoretical results and some numerical tests can be found in [19].

The last chapter is concerned with some possible extensions of the theory developed
in the preceding chapters to dimension three. In particular, the well-posedness of
the quasilinear equation was studied as well as the analysis of its approximation by
linear finite elements was carried out. Following the same goals as in Chapter 2, we
derived some error estimates and addressed the difficult issue of the uniqueness of
discrete solutions of the equations. Most of these results have been published in [18].



Zusammenfassung

Diese Arbeit beschéftigt sich mit Optimalsteuerungsproblemen von quasilinearen el-
liptischen partiellen Differentialgleichungen mit inhomogenen Neumann-Randbedin-
gungen. Das Randdatum wird als Kontrollvariable aufgefasst und muss vorgegebenen
Ungleichungsrestriktionen gentigen.

Die Steuerung von quasilinearen Gleichungen ist interessant, denn in vielen prakti-
schen Anwendungen der Theorie der optimalen Steuerung in Ingenieur- und Medizin-
wissenschaften die zugrunde liegenden partiellen Differentialgleichungen sind quasili-
near. Zum Beispiel in Modellen der Warmeleitung, in denen der Warmeleitfdhigkeits-
koeffizient von rdaumlichen Koordinaten aber auch von der Temperatur des Systems
abhangt. Die Warmeleitfihigkeit vom Kohlenstoffstahl ist sowohl von der Tempera-
tur als auch von den Legierungen abhangig, vgl. Bejan. Sind nun die verschiedenen
Stahllegierungen gleichméflig im Gebiet verteilt, so muss der Warmeleitfahigkeits-
koeffizient auf einer hinreichend gleichmafigen Weise von der Raumvariablen und der
Temperatur abhéngen. Eine dhnliche Abhéngigkeit kann man auch bei der Ziichtung
von Siliziumkarbid-Einkristallen beobachten, vgl. Klein et al.

Die hier untersuchte quasilineare Gleichung ist nicht monoton, weil der Hauptkoeffizi-
ent des Differentialoperators selbst von der Losung der Differentialgleichung abhangt.
Die optimale Steuerung von nicht monotonen quasilinearen elliptischen Gleichungen
ist erst vor Kurzem von Casas und Troltzsch untersucht worden. Die Autoren haben
den Fall verteilter Steuerungen behandelt und ihr Beitrag umfasst nicht nur die Her-
leitung von notwendigen und hinreichenden Optimalitatsbedingungen, sondern auch
die Analysis der numerischen Approximation solcher Probleme. Es ist aber bekannt,
dass im Falle der Randsteuerung die Analysis komplizierter ist, da die Zustandsfunk-
tionen eine niedrigere Regularitét aufweisen als jene verteilter Steuerungen. Das Ziel
der vorliegenden Arbeit ist die Erweiterung der Ergebnisse von Casas und Troltzsch
auf den Fall von optimalen Neumann-Randsteuerungsproblemen in zweidimensio-
nalen, polygonal berandeten Gebieten.

Um verschiedene Aspekte der theoretischen und numerischen Analysis von Opti-
malsteuerungsproblemen zu diskutieren, ist eine umfangreiche Untersuchung der
Wohldefiniertheit der Zustandsgleichung und der Differenzierbarkeit des Steuerungs-
Zustands-Operators notwendig. Diese Themen sind Gegenstand des ersten Kapitels,
welches auch einige niitzliche Ergebnisse zur Regularitiat der adjungierten Zustands-
gleichung enthalt.
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Kapitel 2 widmet sich der Finite-Elemente-Approximation der Zustands- und ad-
jungierten Zustandsgleichung. Der Schwerpunkt wird dabei auf die Fehleranalysis
dieser Approximation gelegt. Dass die FEindeutigkeit der Losung der diskreten qua-
silinearen Gleichung ein offenes Problem ist, stellt eine ernste Schwierigkeit dar. Um
diese Schwierigkeit zu iiberwinden, wird eine lokale Eindeutigkeitsaussage bewiesen,
welche fiir die weitere Diskussion ausreichend ist.

Im dritten Kapitel wird nun das zur quasilinearen Gleichung gehorige Optimalsteue-
rungsproblem formuliert und die Frage der Losbarkeit des Problems positiv beant-
wortet. Dariiber hinaus werden Optimalitdtsbedingungen erster und zweiter Ordnung
hergeleitet sowie eine Regularititsaussage fiir optimale Steuerungen bewiesen.

Kapitel 4 beschéftigt sich mit der numerischen Analysis des Optimalsteuerungspro-
blems. Fur die Approximation des Zustands und adjungierten Zustands durch finite
Elemente erster Ordnung und der Steuerung durch stiickweise konstante Funktionen
wird die Konvergenz von diskreten lokalen Losungen gegen eine strikte lokal opti-
male Steuerung des kontinuierlichen Problems gezeigt. AbschlieBend wird die Feh-
leranalysis fiir optimale Steuerungen aufgefithrt und durch numerische Experimente
bestéatigt.

Im letzten Kapitel werden einige Erweiterungen der Ergebnisse der numerischen Ap-
proximation der quasilinearen Gleichung auf dreidimensionale, polyedrisch berandete
Gebiete préasentiert.
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