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Abstract

The performance of electronic analog-to-digital converters (ADCs) is mainly limited by the

sampling instant precision if high-frequency signals are sampled. Its uncertainty is called

timing jitter. The electrical clock generation and its distribution on chip are limited to a

jitter of ∼ 100 fs and no significant improvement was achieved in the last decade. Phys-

ical restrictions prevent its further decrease. But mode-locked lasers can provide optical

pulse trains with orders of magnitude higher timing precision. This is exploited by photonic

ADCs where the sampling instants are defined by an ultra-low jitter optical pulse train.

During the last three decades, silicon photonics has evolved to a CMOS compatible plat-

form which enables the integration of optics and electronics on the same chip. This thesis

addresses such photonic integrated ADCs in silicon photonics. Possible architectures are

discussed and two principle sampling instants are identified, namely, the rising edge of

the induced electrical pulses and the center of mass of the optical or the detected pulses.

A quantum noise model is introduced enabling the performance analysis of both sampler

types. It is shown that rising edge samplers can achieve jitter values down to ∼ 10 fs. Cen-

ter of mass samplers can achieve even ∼ 1 fs jitter but the ADC resolution is limited by

pulse-to-pulse energy fluctuations to < 9 effective number of bits. It is shown that optical

clock distribution networks induce only a small skew of < 100 fs for delay lines up to 75 ps

but its temperature dependence still necessitates its compensation. A rising edge triggered

opto-electronic clock converter is shown which achieves a fundamental jitter limit of only

10 fs, confirming the superior characteristics of photonic ADCs.

Keywords: Analog-to-Digital Converter, Silicon Photonics, Jitter, Skew, Optical Clock

Distribution



Zusammenfassung

Die Performance elektronischer Analog-Digital-Umwandler (ADU) hängt vor allem von der

zeitlichen Präzession des Abtastzeitpunktes ab, wenn hohe Frequenzen abgetastet werden.

Dessen Unsicherheit wird als zeitlicher Jitter bezeichent. Die elektrische Taktgenerierung

und dessen Verteilung auf dem Chip ist beschränkt zu einem Jitter von ∼ 100 fs und eine

Verbesserung ist in der letzten Dekade nicht erreicht worden. Physikalische Grenzen verhin-

dern dessen weitere Reduktion. Jedoch können modengekoppelte Laser optische Impulszü-

ge mit einer um Größenordnungen höheren Präzession liefern. Dies wird in photonischen

ADU ausgenutzt, wo die Abtastzeitpunkte durch optische Impulszüge mit ultra-geringen

Jitter definiert werden.

In den letzten drei Dekaden hat sich die Silizium-Photonik zu einer CMOS-kompatiblen

Plattform entwickelt, die die Integration von Optik und Elektronik auf demselben Chip er-

möglicht. Diese Dissertation untersucht derartige photonisch integrierte ADU in Silizium-

Photonik. Mögliche Architekturen werden diskutiert und zwei prinzipielle Abtastzeitpunk-

te werden identifiziert. Diese sind die Anstiegsflanke der induzierten elektrischen Impulse

sowie der Schwerpunkt der optischen oder der detektierten Impulse. Ein Quantenrauschmo-

del wird vorgestellt, welches die Performanceanalyse beider Samplerarten ermöglicht. Es

wird gezeigt, dass Sampler, die durch Anstiegsflanken getriggert werden, einen Jitter bis zu

∼ 10 fs erreichen können. Schwerpunkt-Sampler können sogar ∼ 1 fs Jitter erreichen. In

diesem Fall beschränken die Impuls-zu-Impuls-Energiefluktuationen die ADU-Auflösung

jedoch zu < 9 effektiven Anzahl an Bits. Es wird gezeigt, dass optische Taktverteilungs-

netzwerke nur einen geringen Skew von < 100 fs verursachen für Verzögerungen bis zu

75 ps. Jedoch erfordert dessen Temperaturabhängigkeit immer noch deren Kompensation.

Ein durch die Anstiegsflanke getriggerter opto-elektronischer Taktwandler wird gezeigt, der

eine fundamentale Jittergrenze von nur 10 fs aufweist und dadurch die überlegene Charak-

teristik photonischer ADU bestätigt.

Schlagwörter: Analog-Digital-Umwandler, Silizium-Photonik, Jitter, Skew, Optische

Taktverteilung
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Chapter 1

Introduction

The first transistor, built on germanium by William Shockley, John Bardeen and Walter

Brattain at the Bell Labs in 1947, became the kick-off for a technology which affected the

history of human kind in an unprecedented speed and scale. The inventions of the semi-

conductor planar process by Jean A. Hoerni [1] and of the integrated circuits (ICs) parallel

by Robert N. Noyce [2] and Jack Kilby [3] filed for patent in 1959 enabled a fast evolution

of silicon-based integrated electronic circuits. The integration of transistor-based logic on

a single chip replaced the vacuum tubes technology and led to digital signal processing in

computers. Here, a unique clock signal distributed over the silicon chip corresponds to a

conductor in the synchronously switching orchestra of an enormous amount of transistors.

The miniaturization-based trend of faster and more powerful electronics became famous as

Moore’s law. Based on his observation that the number of transistors in ICs was doubling

approximately every two years, Gordon E. Moore published his projection for the future

in 1965 [4]. This prediction became impressively accurate in the following decades. The

most important technology for IC implementation became the complementary metal-oxide-

semiconductor (CMOS) technology introduced by Frank Wanlass in 1963 [5]. The more

and more dense very-large-scale-integration (VLSI) circuits working at higher switching

frequencies led to high requirements for the clock signal and forced IC designers to face

new challenges.

In the ideal case, a unique clock signal is switching between two voltage levels correspond-

ing to the ON and OFF state of a logic device. The relation between the time period of the

ON state to the clock period is called duty cycle. A square wave signal has a duty cycle

of 50 %. Providing this clock signal from a single position to all destinations on chip leads

to a hierarchical splitting of electrical wires into multiple versions to support all logic de-

vices. The amount of clock destinations seen from a source is called fan-out. To induce a

switching process in a CMOS circuit, a threshold voltage at the gate of a transistor has to

1
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Figure 1.1: CDN in H-tree based architecture: (a) An electrical clock signal from a single source is distributed

by a symmetrical CDN across the die to 16 receivers. Buffers placed in front of the split wires serve for signal

regeneration and to drive the fan-out. (b) An optical pulse train is distributed by waveguides across the die to

synchronously clock eight electrical sub-circuits. The pulse train is coupled out of a fiber into a waveguide by a

grating and an adiabatic taper. Multimode interference (MMI) couplers serve as power dividers. Photodetectors

(PDs) convert the signal into an electrical pulse train.

be exceeded. In reality, the provided current and the gate capacity define a charging pro-

cess and the higher the capacity or the smaller the provided current, the longer takes the

charging time. Therefore, the huge amount of clock receivers requires numerous repeatedly

inserted devices to drive these sinks. These are called buffer or repeater and can be realized

by inverters. Starting with one clock source and ending up with a huge amount of sinks

requires a clock distribution network (CDN) with several hierarchical levels. Numerous

buffer stages are necessary for signal regeneration and to provide enough current for the

fan-out to minimize the propagation delay [6]. These are placed where the load capacities

are too high, such as in front of branches or within long wires.

CDNs are typically based on tree, spine or grid topologies or their hybrids [7]. In fig.

1.1(a) an H-tree based architecture is shown providing a global clock signal to 16 destina-

tions symmetrically distributed across the die. Buffers are indicated as triangles. The CDN

evolution is highly associated with timing uncertainty of the clock distribution. One basic

performance characteristic is the skew. It corresponds to a static deviation of the clock ar-

rival times between two CDN leaves. Such delay differences are indicated in fig. 1.2 for

four CDN branches. It can be induced by unsymmetrical CDNs [6, 8]. Fabrication tol-

erances are responsible for wire dimension deviations and performance variations of each

active component of the buffer stages or the sinks [6, 8, 9]. In the CDN design process, skew
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Figure 1.2: A clock signal is distributed to four destinations by different CDN branches. Buffer and intercon-

nects induce a timing uncertainty of the clock arrival times. The static deviations between clocks A-D corre-

spond to skew. Dynamic variations indicated by a probability distribution correspond to the jitter. Shorting at

identical CDN hierarchy levels decreases the skew.

can be minimized by symmetrical delay lines. Delay variations due to fabrication tolerances

can be decreased by shorting the clock paths at the clock buffers of identical CDN hierarchy

levels [7, 10]. This is indicated in fig. 1.2. Periodic shorting of delay lines leads from a

tree to a grid-based topology mitigating the skew [7, 10, 11, 12]. In addition, a variety of

active skew compensation techniques have been introduced such as active clock deskewing

systems, in-path clock correction with clock retimers and detailed design time clock buffer

tuning [6, 7, 8, 9, 11]. It increased the design complexity of electrical CDNs.

Another basic performance characteristic is the timing jitter. It corresponds to the dynamic

variation of the clock arrival times at a CDN leaf. In fig. 1.2, it is indicated by a prob-

ability distribution of the rising edge arrival times at the CDN leaves. Jitter results from

temperature fluctuations across the die, crosstalk from nearby wires, noise-induced shifts

in the voltage-controlled oscillator (VCO) operating frequency of the on-chip phase-locked

loop (PLL), modulation of clock buffer delays due to power supply noise generated by ran-

dom digital switching activities across the die and the number of buffer stages between the

global clock source and the sinks [6, 7, 8, 9, 10, 11, 12, 13]. As the clock frequency and

the number of repeaters increased, jitter became the dominant speed limit [8]. To avoid

IC malfunctions, a timing margin is added to the clock period for the timing uncertainty

degrading the performance. As a rough value, the fraction should not exceed 10 % of the

clock period [7, 8, 9]. Furthermore, the power dissipation became an important issue for
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microprocessors, especially for grid-based CDN topologies [6, 7, 11, 12]. The high amount

of switched elements densely integrated on a die corresponds to a high capacity which is

switched with the clock frequency between two voltage states. This represents directly the

dissipated power which can be in the order of 50 % of the overall on-chip dissipated power

[7, 11]. Hence, the goal of the CDN design is to enable the maximum operating frequency

for a given IC by minimizing impacts of skew, jitter and dissipated power [8, 9, 11].

The microprocessor clock frequency increased from 108 kHz in 1971 to over 3 GHz in 2002

[9, 14]. At the beginning of this century, long-term prediction for the trend of technology

scaling assumed an on-chip-local-clock frequency of 28.7 GHz for 2016 according to the

international technology roadmap for semiconductor (ITRS) from 2001 [15]! An analysis

of clock distribution systems showed that the high requirements on skew, jitter and power

dissipation could not be provided by conventional electrical CDNs anymore [6, 9]. More-

over, the skin effect increases the effective wire resistance for higher switching frequen-

cies and further deteriorates the CDN performance [8]. The number of repeaters required

between the clock source and each CDN leaf increased to accommodate the rising clock

speed [8]. CMOS scaling to the nanometer regime made long global wires an important

design constraint [11]. These challenges forced researchers to look for alternative ways of

clock distribution such as off-chip interconnection, package-level distribution, wireless mi-

crowave distribution, asynchronous distribution, distributed oscillator array networks [13],

injection-locked oscillators as the local clock regenerators [13] and optical clock distribu-

tion [9, 11].

At first optical clock distribution was suggested by Joseph W. Goodman already in 1984

[16]. The emergence of mode-locked lasers (MLLs) [17], the theoretical [18] and experi-

mental verification [19] of their low jitter characteristics and the simultaneous research on

integrated optical devices on silicon [20, 21] aroused the interest of IC designers for this

topic. Here, electrical wires are replaced by optical waveguides implemented directly on

the silicon chip. Photodetectors (PDs) convert the optical pulse train into an electrical one

at the CDN leaves. Multimode interference (MMI) couplers serve as power dividers, while

light can be coupled out of a fiber into a waveguide by a grating and an adiabatic taper.

An example is shown schematically in fig. 1.1(b). Here, the H-tree topology has been

adapted for the optical CDN and the pulse train comes from an external MLL. Using optical

methods for clock distribution eliminates a global electrical clock interconnect, distributed

buffer stages and local multipliers [7, 9]. It is immune towards crosstalk from nearby elec-

trical wires, has a high signal speed almost independent of waveguide variations, induces

only low heat generation and is not sensitive towards power supply noise due to the lack

of optical buffers [7, 11, 22]. Various studies have discussed the potential of optical CDNs
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for VLSI circuits [9, 11]. Here, the unsolvable problem was the limited power of the op-

tical sources and the huge fan-out across the die [8, 9]. In contrast to electronics, there

is a lack of optical repeaters and, therefore, no signal regeneration is possible. To avoid

arising problems for the clock precision, microprocessor designers have preferred to push

the performance evolution by using local clocks embedded within local islands and locked

by a local phase-locked loop (PLL) to a multiple frequency of a global clock [7, 9] since

the projections of the 2000 ITRS [9]. Moreover, the performance enhanced by executing

multiple instructions per clock cycle and by parallelization through multiple cores instead

of higher clock rates.

The high potential of optical CDNs remained very interesting for analog-to-digital convert-

ers (ADCs) since their performance is highly dependent on the sampling instant precision

if high frequency signals are sampled [23, 24]. ADCs represent the interface between the

analog physical reality and the digital domain of signal processing. The accuracy of the

mapping process between these domains depends, among others, on the clock precision.

Here, the timing jitter became a major bottleneck on the way towards higher resolution of

higher sampled frequencies [25]. Despite a continuous research effort, the jitter in pure

electronic ADCs was not significantly decreased during the last decade [26]. A typical

electronic jitter limit is often named as 100 fs [24, 25, 26]. The lowest measured jitter for

electrical clock distribution in ADCs is 60 fs [27, 28]. But in this case, the clock signal was

provided by a high-quality external signal generator what is barely appropriate for an actual

device. Digitization of high radio-frequency (RF) signals is of special interest for electronic

instrumentation, radar and satellite communication, medical sensing and imaging. New

optical communication standards, such as ITU OTU-4 and 100/400 Gb/s Ethernet, require

ADCs with sampling rates of > 50 GS/s and resolutions of > 5 effective number of bits to

enable complex equalization in the digital domain [27]. This is only possible if the timing

jitter can be reduced to � 100 fs. Hence, these requirements represent the performance

target for photonic ADCs. Low jitter MLLs in combination with optical CDNs became the

most promising way to deal with this bottleneck [24, 25, 29]. Optical clock distribution

with sub-femtosecond jitter was already shown for a > 1 km fiber link [30] and serves for

synchronization of several remote devices in X-ray free electron lasers [29].

In this thesis, optical CDNs are considered essential components for distribution of ultra-

low jitter pulse trains for photonic time-interleaved samplers. Time-interleaving of several

parallel ADCs is the preferred way to achieve high overall sampling rates despite the low op-

erating frequency of individual ADCs [31]. Thanks to parallelization, the requirements on

electronics are less strict and the digitization can still be performed by the well-established

ICs. For example, a schematic of a photonic-assisted ADC is shown in fig. 1.3 where a
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Figure 1.3: Schematic of a photonic-assisted time-interleaved ADC. A pulse train from an external MLL is

coupled by grating out of a fiber into an optical waveguide integrated on a silicon die. The pulse train is split by

an MMI coupler and distributed to several parallel electronic ADCs which sample the same RF signal. Time-

interleaving of individual samplers is assured by different waveguide delays. Optical and electrical signal paths

are highlighted in red and blue. The sampler outputs are interleaved to the digitized signal.

pulse train from an external MLL is coupled by a grating into an optical waveguide inte-

grated on a silicon die. The signal is split into several pulse trains and distributed to each

parallel sampler. The time-interleaving is warranted by different waveguide lengths. Pho-

todiodes convert the optical pulse trains into the electrical domain. The following samplers

exploit the timing precision of the resulting signal to sample an RF signal. The samplers’

outputs are put together to the digitized output signal.

During the last two decades, various methods were published to use ultra-low jitter opti-

cal pulse trains to sample an RF signal and the results indicate its potential performance

[9, 24, 25, 32, 33, 34, 35]. In this thesis, the term photonic ADC is used for all kinds of

samplers which use the photonics for the digitization process of an RF signal. In the litera-

ture, there is no clear distinction of the actual photonics contribution for the use of the term

photonic ADC [24]. The photonics can be used either for the sampling process [25, 32, 35],

the quantization process [36] or both [34]. In fact, the photonic contribution can be reduced

to clock the electronics [37, 38, 39].

This thesis investigates the performance limitations of photonic integrated ADCs where the

quantization process is performed by electronics. The goal is to show that the performance

of photonic integrated ADCs can be superior towards their pure electronic counterparts.

Furthermore, an estimate of their full potential should be provided. The MLL remains the

single non-integrated component providing the pulse train for the sampling process. The

reason is the much better jitter characteristics of fiber or solid-state lasers compared to in-

tegrated semiconductor lasers. An integrated MLL on a III-V semiconductor together with

silicon with sufficiently low jitter is not expected in the near future.

This thesis is organized as follows. In chapter 2, sampler basics are introduced. Several
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errors in the sampling process and their impact on the ADC performance are discussed.

The impact of timing errors will be introduced as the main performance limitation for high-

speed ADCs. The concept of using ultra-low jitter optical pulse trains for the sampling

process will be motivated as the most promising way for performance enhancement. In

chapter 3, several conventional jitter definitions are introduced and their measurement are

discussed. Here, the emphasis lies on jitter calculation from phase-noise measurements. In

chapter 4, a silicon photonics platform will be introduced including the performance review

of several components which are relevant for photonic ADCs. This technology platform

was used for fabrication of several test structures to verify the analysis and discussion of

photonic ADCs. In chapter 5, the potential of photonic ADCs and its realizations is dis-

cussed. A deep analysis of the MLL jitter characteristics is provided since it is the basic

motivation for the research effort of photonic ADCs. The expected characteristics of optical

pulse trains will be provided for the following jitter analysis of photonic ADCs in chap-

ter 6. Here, a quantum noise model is derived able to describe the photodetection process

including various fundamental noise sources. Two principle photonic sampling techniques

will be identified and the noise impact on them discussed. By means of the introduced

quantum noise model, formulas will be derived for the jitter performance regarding several

noise sources. These enable an accurate comparison of both sampling techniques and the

discussion of the full potential of photonic ADCs. The experimental results will be given in

chapter 7. Limitations of optical CDNs, which affect the photonic ADC performance, will

be shown experimentally. The jitter characteristics of a realized opto-electronic clock con-

verter (OECC) serve for verification of the provided theoretical jitter analysis from chapter

6. Its characterization results will be discussed in detail. Finally, in chapter 8, the thesis

results are summarized.
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Chapter 2

Sampler Basics

In this chapter, the analog-to-digital converter basics are introduced. The sampling and

quantization processes are described on the basis of electronic ADCs and the most im-

portant ADC architectures will be named. Their characteristics are discussed regarding

amplitude and timing errors. Based on the presented performance limitations of high-speed

electronic ADCs, the motivation for photonic ADCs will be provided. These will be dis-

cussed in chapter 5.

An electronic ADC has the two basic functions sample-and-hold and quantization. In the

first step, the sampled input signal charges a capacity to a voltage level proportional to the

input signal within a short time period. Afterwards, this induced value is held for the second

step where it is mapped to one of the possible discrete levels. Finally, the quantized value

is saved in a corresponding code word which can be processed in the digital domain.

The sample-and-hold process can be described mathematically by ideal sampling with sub-

sequent widening of the sampled value for the hold time [40]. This principle is known as

flat-top sampling. Here, an input signal u(t), which is continuous in time and value, results

in an output signal [40]

ua(t) = [u(t) · δTs(t)] ∗ uγTs(t), (2.1)

which is discrete in time but continuous in amplitude. The multiplication with the Dirac

comb

δTs(t) =

∞∑
k=−∞

δ(t− kTs) (2.2)

corresponds to ideal sampling, where Ts is the sampling period and δ(t) is the Dirac func-

tion. The hold process is represented by convolution "∗" of the result with the rectangular

9
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𝑢𝑎(𝑡) 𝑢(𝑡) 𝛾𝑇𝑠

𝑡2𝑇𝑠𝑇𝑠0 3𝑇𝑠

Figure 2.1: Principle of the sample-and-hold process: input signal u(t) is ideally sampled with the sampling

period Ts. The resulting value is held for a time period γTs forming the time discrete output signal ua(t).

function

�γTs(t) =


1, |t| < γTs/2

0.5, |t| = γTs/2

0, |t| > γTs/2

(2.3)

where γ indicates the relative fraction of the sampling period Ts. The principle is shown in

fig. 2.1. To illustrate the sampling impact on the output spectrum, the Fourier transform

U(f) = F{u(t)}(f) =
∞∫

−∞

u(t)e−j2πftdt (2.4)

of a time signal u(t) is introduced. Here, j is the imaginary number and f is the frequency.

The corresponding inverse transform is

u(t) = F−1{U(f)}(t) =
∞∫

−∞

U(f)ej2πftdf. (2.5)

Using eq. (2.1) in eq. (2.4) results in the sampled output spectrum [40]

Ua(f) = γ · sinc (πγTsf)

∞∑
k=−∞

U(f − kfs), (2.6)

where sinc(x) = sin(x)/x. It corresponds to copies of the input spectrum U(f) at mul-

tiples of the sampling frequency fs = 1/Ts whose amplitudes are scaled by the function

γ · sinc(πγTsf). This is illustrated in fig. 2.2. As can be seen in fig. 2.2(b), the original

spectrum can be derived from the sampled values by using a low-pass filter with the cut-off

frequency fs/2. Unfortunately, higher frequencies of the base spectrum are attenuated in

dependence on the hold time γTs. The induced distortion of the original spectrum shrinks

for shorter hold times. Furthermore, a low-pass filter in front of the sample-and-hold el-

ement is useful to limit the maximum sampled frequency to avoid aliasing effects. This
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Figure 2.2: Spectral impact of the sample-and-hold process: (a) input spectrum U(f) (b) output spectrum

Ua(f)

happens if the input signal bandwidth is larger than half of the sampling rate what is known

as the Nyquist theorem [40]. In this case, the spectral components located at multiples of

the sampling frequency would overlap in fig. 2.2(b) and the discretized signal would get

distorted.

During the hold time, the sampled continuous amplitudes u(kTs) are mapped by a quanti-

zation operator [40]

Q[u(kTs)] = v(kTs) if u(kTs) ∈ (uj , uj+1) (2.7)

to discrete values v(kTs) which are usually the averages of the amplitude intervals (uj , uj+1).

These result from the full scale input range urng = umax − umin and the number of quan-

tization levels. The quantization diagram of an N = 3 bit quantizer with 2N = 8 levels is

shown in fig. 2.3. As an example, the amplitude interval (u2, u3) is illustrated. The zero

value cannot be represented by the symmetrical quantization diagram. This form of a quan-

tizer is called mid-riser. Shifting the blue characteristic curve in fig. 2.3 to the left or right

by half of the quantization interval induces an asymmetry but allows the representation of a

zero value. Such a quantizer is called mid-tread. Discretization is always accompanied by

a quantization error

q(kTs) = u(kTs)− v(kTs) (2.8)

which is indicated by the red curve in fig. 2.3. Assuming equal probability distribution of

the quantization error amplitude within every amplitude interval (uj , uj+1), the quantization

noise variance can be calculated as [41]

〈
q2
〉

=
∆2
q

12
(2.9)

where ∆q = urng/2
N is a quantization interval and 〈...〉 denotes the expectation value. ∆q

is also called the least significant bit and is indicated in fig. 2.3. In general, the quantization
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Figure 2.3: 3-bit quantization diagram of a mid-riser where continuous amplitudes u(kTs) are mapped to

discrete values v(kTs). This is accompanied by a quantization error q(kTs).

intervals do not have to be uniform. If the probability distribution of the input amplitudes

is known, it can be beneficial to choose different amplitude intervals in the quantization

diagram so that the effective quantization error is minimized [41].

The ADC performance is often described by the signal-to-noise ratio (SNR) in dB. It is

defined as the ratio of the root-mean-square (rms) signal power Ps to the rms noise power

Pn. An ideal ADC with quantization as the single present noise source leads to [40, 41, 42]

SNR = 10 · log10

(
Ps
Pn

)
= 6.02N + 1.76 [dB] (2.10)

for an N bit ADC. Eq. (2.10) is valid for a sinusoid with minimum and maximum ampli-

tudes umin and umax which exploits the full scale input range of the quantization diagram.

Other signal forms affect eq. (2.10) by a different addend than 1.76 [41].

2.1 Amplitude and Timing Errors in the Sampling Process

In this section, errors in the sampling process are addressed which decrease the ideal ADC

resolution to an effective number of bits (ENOB) Neff < N . These errors can be catego-

rized as amplitude and timing errors.

Thermal noise (or Johnson-Nyquist noise) within the signal path distorts the sampled signal

amplitude and deteriorates the ADC resolution. It results from thermal carrier movement in

electronic circuits. Usually, it is considered by an effective thermal noise resistance RΩ at
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temperature T at the input of a noise free ADC [23, 26]. Its power spectral density (PSD)

Sn,th(f) is considered white within the electronic circuit bandwidthBw. The mean squared

voltage noise of the effective resistance can be expressed as [23, 26]〈
u2
n,th

〉
= Sn,th(f)Bw = 4kBTRΩBw (2.11)

where kB is Boltzmann’s constant. The impact of thermal noise superimposed to the signal

can be seen as equivalent to quantization noise. Therefore, an effective resolution can be

calculated by equating eqs. (2.11) and (2.9) and solving for the bits. These decrease from

the ideal ADC resolution N to an ENOB [23]

Neff,th =
1

2
log2

(
u2
rng

24kBTRΩfs

)
(2.12)

which is not an integer anymore. The relation ∆q = urng/2
Neff,th has been used where

the bits N has been replaced by an effective value. In eq. (2.12), a Nyquist ADC with the

circuit bandwidth Bw = fs/2 has been assumed. Obviously, eq. (2.12) is only valid for the

interesting case where the mean squared voltage noise in eq. (2.11) is much smaller than

the squared full scale input range 〈u2
n,th〉 � u2

rng.

The relation (2.12) is derived for ideal sampling when the superimposed noise at the sam-

pling instant corresponds directly to the sampled amplitude error. A real electronic circuit

does not generate Dirac functions as the sampling function like assumed in eq. (2.1) but

pulses with a finite duration and amplitude [42]. In an actual converter, the sampling is

performed by turning on a switch for a time period γTs around the sampling instants kTs to

charge a sampling capacity Cs with a voltage u(kTs) proportional to the input signal u(t).

This is illustrated in fig. 2.4(a). The switch is turned off during the hold time for the quan-

tization process. An equivalent noise circuit is shown in fig. 2.4(b). Here, the thermal noise

un,th(t) described by the effective thermal noise resistance induces a noise signal un,C(t) at

the sampling capacity. The one-sided power spectrum of this voltage noise can be obtained

from the spectrum of the thermal noise resistance Sn,th(f) and the square of the transfer

function of the RΩCs low pass filter to [42]

U2
n,C(f) =

4kBTRΩ

1 + (2πfRΩCs)
2 . (2.13)

The corner frequency of the RΩCs low pass filter is much larger than the Nyquist limit.

Therefore, aliasing folds noise components from higher Nyquist zones into the baseband.

The integrated noise power in the baseband results in [42]

〈
u2
n,C

〉
=

∞∫
0

U2
n,C(f)df =

4kBTRΩ

4RΩCs
=
kBT

Cs
(2.14)
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Figure 2.4: Thermal noise impact on sampling process: (a) principle sampler model (b) equivalent noise circuit

which corresponds to the variance according to Parseval’s theorem. It should be noted

that eq. (2.14) does not depend on the effective thermal noise resistance anymore. Higher

RΩ is raising the white noise floor while the low pass bandwidth is shrinking. These two

effects compensate each other. The kBT/Cs noise given by the sampling capacity and

the temperature is another fundamental limit next to quantization noise [42]. It should

be noted from the derivation that kBT/Cs noise and thermal noise are equivalent. For

example, using the 3 dB corner frequency of the RΩCs low pass filter as the electronic

circuit bandwidth Bw = 1/4RΩCs transforms eq. (2.14) into the thermal-noise-induced

variance of eq. (2.11).

Furthermore, shot noise resulting from the charge quantum nature is superimposed to the

signal as well affecting the ADC resolution in a similar way. The mean squared current

noise within an electronic circuit bandwidth Bw is proportional to the input current and can

be expressed as 〈
i2n,sh

〉
= 2qIBw (2.15)

where q is the electric charge. Since shot noise is not constant and depends on the time-

dependent signal current I , a general derivation for the ENOB for arbitrary input signals is

difficult. Lower amplitudes are more distorted than higher amplitudes.

Another source for amplitude errors is the comparator ambiguity. This effect stems from

the finite transistor speed in the comparators able to respond to a voltage change at the input

and is, therefore, dependent on the transition frequency of the semiconductor technology

[23]. It is defined as the frequency fT at which there is unity current gain. Comparator

ambiguity limits the ENOB to [23]

Neff,comp =
πfT

6.93fs
− 1.1. (2.16)
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Figure 2.5: Sampling instant deviation ∆τclc induces an amplitude error ∆u during the sampling process which

is proportional to the derivative of the input signal at the sampling instant kTs.

This is valid for a full-flash converter as the fastest and most sensitive architecture to com-

parator ambiguity. A detailed derivation of eq. (2.16) can be found in [23] and will not

be repeated here. It is mentioned for the sake of completeness. The considered time-

interleaved architecture in this thesis avoids the strong requirements on the comparators.

Electronic ADC architectures will be discussed in section 2.2.

In chapter 1, the clock uncertainty was mentioned. A clock signal defines the sampling

instants corresponding to the Dirac comb in eq. (2.1). Superimposed random noise in the

clock path induces an uncertainty of these sampling instants σclc which is known as clock

jitter or aperture jitter. It leads to errors of the sampled amplitudes. This error can be ap-

proximated by the derivative of the input signal at the sampling instant multiplied by the

timing error ∆τclc [43] illustrated in fig. 2.5. Therefore, in the presence of clock jitter,

lower signal frequencies can be sampled with higher ENOB. The worst case degradation of

the ADC resolution due to jitter is for a sinusoid with the highest input frequency fs/2 and

sampling instants at the zero crossings. In this case, the ENOB can be calculated to [23, 24]

Neff,clc = log2

(
1√

3πfsσclc

)
(2.17)

where σclc is the standard deviation of the timing error. In chapter 1, the target resolution

for photonic ADC performance was named as > 5 ENOB for sampling rates of > 50 GS/s

to support new optical communication standards. The resulting jitter requirement can be

derived from eq. (2.17). Assuming a resolution of Neff,clc = 6 ENOB for sampled fre-

quencies of fs/2 = 30 GHz, 40 GHz and 50 GHz results in a jitter of σclc < 48 fs, 36 fs and

29 fs. Such a low jitter has not been achieved by electronic clock distribution so far. It mo-

tivates the ansatz of this thesis to provide this clock precision by optical clock distribution.

The ultimate limit for the ADC resolution-sampling rate product results from the Heisen-
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Figure 2.6: Quantization of a sinusoid: (a) input signal u(t) and its quantized output v(t) (b) resulting output

spectrum normed to the carrier power

berg uncertainty principle ∆E∆t > h/2π, where h is Planck’s constant. The energy of

the smallest resolvable signal ∆E = ∆t(∆q/2)2/RΩ is equivalent to half of the least sig-

nificant bit ∆q/2 = urng/2
N/2 during half of the sampling period ∆t = 1/2fs at a load

resistance RΩ [23]. Using this relation and solving for the ENOB results in [23]

Neff,heis = log2

(√
π

8RΩh
· urng
fs

)
. (2.18)

This is negligible compared to previously mentioned amplitude and timing errors.

Non-linearity in the sampling process is another ADC characteristic deteriorating the res-

olution. The quantization diagram is one obvious non-linearity due to the discrete output

values. The impact of discretization of an input sinusoid is shown in fig. 2.6 for the 3-bit

quantizer from fig. 2.3. The output spectrum is normed to the power of the carrier frequency

of 1 kHz. Here, the induced errors are strongly correlated with the input signal. In the spec-

tral domain, these errors result in harmonics of odd orders of the input frequency called

spurs. The odd order characteristic stems from the odd-symmetric nature of the considered

mid-riser quantizer in fig. 2.3 [44, 45].

Another example for non-linearities is clipping. It represents the signal distortion if the in-

put signal amplitude exceeds the quantizer input range. Real quantizers show non-uniform

quantization intervals ∆q already due to component mismatches. Furthermore, there are

deviations from the ideal straight interpolating line in fig. 2.3. These are called differential

non-linearity and integral non-linearity. They increase the quantization noise power above

that of an uniform quantizer [26] given in eq. (2.9). All these non-linearities induce spectral

spurs.

The ratio of the carrier power to the highest spur power is called spurious-free dynamic
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Figure 2.7: 4 time-interleaved ADCs increase the overall sampling rate by factor 4: (a) input signal u(t)

is sampled by 4 individual ADCs with identical delays between each sampling instants (b) schematic of 4

switched ADCs with a sampling rate of fs/4 corresponding a net sampling rate of fs

range (SFDR) and is approximately 26 dB for the example in fig. 2.6. The output spectrum

was obtained numerically by the Fast Fourier Transform in MATLAB. Error correlations be-

tween successive samples decrease if noise is superimposed on the ideal input signal. This

decorrelation method is called dithering and can be used to increase the SFDR [44, 45]. It

can be beneficial to enhance the SFDR performance at the expense of higher SNR like in

receivers of wireless communication systems [45]. The SFDR determines the system ability

to resolve weak signals in a crowded spectrum with unwanted and strong nearby interferers

[43].

Other forms of non-linearities affect the sampling process in the same way decreasing the

ENOB further. Including non-linear signal distortion into the SNR definition of eq. (2.10)

results in the signal-to-noise and distortion ratio (SINAD)

SINAD = 10 log10

(
Ps

Pn + Pd

)
[dB] (2.19)

where Pd is the power of the distortion error. It can be related to the ENOB by using the

SINAD instead of the SNR in eq. (2.10). This leads to [24]

Neff,SINAD =
SINAD− 1.76

6.02
(2.20)

for a sinusoid. This relation is useful since both ADC properties are rarely mentioned in

publications.

In chapter 1, a time-interleaved ADC has already been introduced as a way to increase the

overall sampling rate without the need to enhance the speed of electronics. Its principle

is illustrated in fig. 2.7. The same signal u(t) is sampled by 4 individual ADCs with the

sampling rate fs/4. Since the relative sampling instants are chosen in such a way that there

is the same time interval between the 4 ADCs, the interleaved device is equivalent to a

single ADC with a net sampling rate of fs. The main disadvantage of time-interleaving

is the necessary synchronization of the parallel ADCs. The delays between the sampling
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instants of each ADC have to be very precise. Static timing errors between individual ADCs

are called skew. These induce spurs in the sampled spectrum and decrease the ENOB.

Furthermore, relative amplitude errors induce more spurs. Examples are the output gain

differences and amplitude offsets between parallel ADCs. These timing and amplitude

errors between interleaved ADCs are called channel mismatches. For a large number of

interleaved ADCs channel mismatches can be partially avoided by using a low number of

samplers and a large number of sub-samplers [31]. The high clock requirements are then

reduced to the low number of front-end samplers [31]. Usually, channel mismatches in

time-interleaved ADCs are minimized in a previous calibration step [27, 28, 46].

Moreover, switching noise of nearby analog and digital electronic circuits can deteriorate

the ADC performance. These interferences propagate as transients on power supply lines,

through the substrate or by inductive and capacitive coupling [26] affecting both the clock

and the signal path. Its impact can be suppressed by supply separation [26, 46], decoupling

[46], guard-rings or electromagnetic shielding [26]. Switching interference increases the

total noise level and is barely distinguishable from thermal noise [26].

All mentioned sampling errors affect the overall ADC resolution and have to be minimized

to enhance the sampler performance.

2.2 Electronic Analog-to-Digital Converter Architectures

There are several ways to implement electronic converters. A full-flash ADC is an intuitive

architecture performing the quantization within one clock cycle and is the fastest architec-

ture. Here, 2N − 1 comparators compare simultaneously the sampled and held voltage with

references generating a row of binary values corresponding to the thermometer code. A

subsequent decoder converts it into the more compact binary code. Such ADCs guarantee

high throughput rates but are only acceptable for a low number of bits since the amount of

comparators grows exponentially with N [23, 38, 45]. Consequently, the ICs become very

large and the power dissipation very high [23]. The matching condition within the compara-

tor chain or the comparator precision, respectively, is a high challenge [23, 42] and built-in

calibration mechanisms are necessary for offset error compensations [38]. Furthermore, the

overall capacity of the comparators is very high. It requires a high current from the sample-

and-hold circuit for charging or discharging [42] the comparators’ capacity and reduces the

analog bandwidth [23]. In summary, full-flash ADCs are typically used for conversion rates

of < 1 GS/s and resolutions of < 8 bits [23, 28, 31, 42].

Variations on the flash architecture address its restrictions by reducing the number of com-

parators. Here, more than one clock cycle is necessary for the conversion [23, 42]. Nor-

mally, this leads to more accuracy, less power dissipation, lower chip area and reduced
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conversion rates [42].

In a sub-range algorithm, the quantization is performed in two steps [42]. At first, an M bit

flash-ADC performs a coarse conversion. Afterwards, a digital-to-analog converter (DAC)

transforms the M bits back and the result is subtracted from the held input voltage. A sec-

ond N bit flash-ADC converts the residue in a fine conversion step.

In a two-step algorithm, the residue is amplified before the fine conversion [42]. Such a

gain stage enables a better estimation of the least significant bits. If the gain equals 2M , the

reference voltages of both flash ADCs can be shared. Since the sample-and-hold compo-

nent limits the speed of medium resolution full-flash ADCs, the clock of the sub-ranging

scheme can end up being higher thanks to the reduced overall capacity being driven by the

sample-and-hold [42].

A folded flash performs a coarse conversion by folding the input with a multiple ramp func-

tion, while the fine conversion is performed by a flash architecture [42]. Here, the same

comparator is used more than once reducing its overall amount.

Successive approximation (SAR) algorithms perform the conversion over multiple clock cy-

cles by exploiting the knowledge of previously sampled bits [23, 42]. Each bit is set at one

clock cycle. Such ADCs reduce the electronic circuit complexity and power consumption

but allow only low conversion rates. Nevertheless, for a high resolution of > 6 bit, SAR

ADCs are attractive due to the low number of comparisons to determine the output and the

absence of amplification during conversions as used in pipelined ADCs [31].

Pipeline architectures extend the two-step conversion to multiple steps and cascade a num-

ber of stages [42]. Successive approximation algorithms can also be realized in a pipeline

where each bit is set in a new stage instead in one clock period. The pipeline over several

clock cycles generates latencies which can cause problems in a feedback loop.

Time-interleaving of several converters is a typical method to increase the overall sampling

rate despite the slow conversion rates of individual ADCs. The parallelization multiplies the

sampling rate by the number of interleaved ADCs which has already been introduced in fig.

2.7. This thesis focuses on the photonic sampling to overcome the jitter bottleneck for high

speed ADCs if high frequency signals are sampled. In this context, the time-interleaving

concept is essential. It eliminates the resolution restriction due to the comparator ambiguity

discussed by means of eq. (2.16). Then, the timing jitter remains as the major impact on

the ADC resolution according to eq. (2.17). This problem is addressed by photonic ADCs

by means of ultra-low MLLs and optical clock distribution.

SAR ADCs are known for their flexible architecture and power efficiency and became more

popular over flash or pipelined ADCs although running at slower clock rates [27, 28, 31].

Time-interleaved SAR ADCs have become the favorite architecture for high-speed con-
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verters with sampling rates of > 10 GS/s [27, 28, 31, 46]. Unfortunately, the fastest SAR

ADCs are in the range of 1 GS/s and necessitate a very high interleaving number [31]. For

example, the high sampling rate of 90 GS/s in [27] has been achieved with 64 interleaved

SAR ADCs. In this case, only the 4 front-end sampler and interleaver have been highly

sensitive to the clock uncertainty. The timing precision for the 64 sub-samplers has been

less critical. In [28] only 2 front-end samplers and interleavers are clock sensitive that feed

buffered samples to 32 time-interleaved SAR sub-ADCs. Best electronic high-speed ADCs

have been realized by time-interleaving of flash or SAR converters [27, 28, 31, 46].

More ADC architectures can be taken from literature [42] and are beyond the scope of this

thesis.

2.3 Performance of Electronic Analog-to-Digital Converters

In this section, the evolution of electronic ADC performance is presented based on several

surveys [23, 24, 26, 47]. A link is created between the noise sources mentioned in the pre-

vious section and the limiting resolution of state-of-the-art electronic ADCs.

The first extensive survey of ADC performance was carried out by Walden in [23]. In his

study, realized electronic ADCs have been inserted as dots in an ENOB versus sampling

rate plot. This so-called Walden plot became an excellent reference for researchers for per-

formance assessment of their ADC realizations [24, 25, 26, 38]. Fundamental performance

limits in the Walden plot can be shown simply by inserted lines regarding thermal noise,

clock jitter, comparator ambiguity and Heisenberg uncertainty like illustrated in fig. 2.8.

Here, Nyquist ADCs have been assumed where the maximum input frequency is equal to

half of the sampling rate. The thermal noise has been calculated by means of eq. (2.12) for

a full-scale voltage range of urng = 1 V and a temperature of T = 300 K. The two red lines

are inserted in fig. 2.8 regarding an effective thermal noise resistance of RΩ = 50 Ω and

a more realistic RΩ = 2 kΩ for state-of-the-art electronic ADCs [26]. It can be seen that

the thermal noise is the limiting factor for the resolution of sampled frequencies < 1 MHz.

Heisenberg uncertainty has been included by means of eq. (2.18). The cyan line illustrates

the ultimate measurement limit. Again, a full-scale voltage range of urng = 1 V and a load

resistance of RΩ = 50 Ω have been assumed. Comparator ambiguity is shown by the green

lines for technologies with transition frequencies of fT = 250 GHz and fT = 500 GHz ac-

cording to eq. (2.16). Their impact on ADC resolution is huge for very high input frequen-

cies of tens of gigahertz. Nevertheless, time-interleaved architectures relax the comparator

speed requirements by the number of interleaving stages so that the actual fundamental limit

for high-speed ADCs is defined by timing jitter [48]. The ENOB decrease due to jitter was

given in eq. (2.17). Its impact on the resolution is indicated by the blue lines in fig. 2.8 for
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Figure 2.8: ADC resolution in ENOB as a function of the input frequency. The fundamental performance limits

result from thermal noise, comparator ambiguity, clock jitter and Heisenberg uncertainty. Assumptions are

discussed in the text. The target region for photonic ADCs is marked in yellow.

jitter values of σclc = 1 ps, σclc = 0.1 ps and σclc = 0.01 ps. The target region for photonic

ADCs is marked in yellow. These have to outperform the jitter limit of electronic ADCs

of 100 fs [24, 25, 26]. This thesis is focused on integrated photonic ADCs where the quan-

tization is performed by electronics. Therefore, the unavoidable thermal noise represents

the upper limit for the resolution. In fig. 2.8, this resolution limit results from an effective

thermal noise resistance of 50Ω.

The clock signal on chip is usually derived from an external low jitter crystal oscillator

[43, 46, 49]. It serves as an input frequency reference for a PLL implemented on chip.

It consists of a phase detector, a loop filter, a VCO and a frequency divider [43]. This is

indicated in the block diagram of fig. 2.9. The PLL is locked to an external clock fre-

quency fref and generates an M -times higher clock frequency by means of a VCO and a

frequency divider. The frequency divider is necessary since low jitter crystal oscillators usu-

ally have frequencies of < 1GHz, while higher clock frequencies are desired on chip. The

instantaneous phase deviation ϕref − ϕ
′
o/M between the input and the output frequencies

is measured by a phase detector and the filtered output signal uV CO multiplied by a gain

KV CO serves for the correction of the VCO frequency. The loop filter creates a low pass

characteristic for the closed loop PLL (clock in → clock out) and, therefore, reduces high

frequency jitter components of the external oscillator. It has also a high pass characteristic

for the open loop PLL (VCO → clock out) leading to unattenuated contribution of high

frequency components of the VCO jitter. The open and closed loop PLL transfer functions
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Figure 2.9: Block diagram of a PLL locked to an external clock frequency fref . The PLL generates anM -times

higher clock frequencyMfref by means of a VCO and a frequency divider. An instantaneous error is measured

by a phase detector and its filtered signal serves for VCO frequency adjustment.

are typically of a second order [43, 49]. Jitter stemming from the VCO is usually higher

compared to the external reference, but most of its energy is concentrated at low frequencies

and is suppressed by the loop filter [43]. The filter bandwidth is a trade-off between jitter

contributions of the reference oscillator and the VCO.

Fundamental noise limits for VCOs result from thermal, shot and flicker noise of the elec-

tronic components [50, 51, 52, 53, 54, 55, 56, 57, 58] as well as from picked-up noise from

nearby switching electronic circuits and from supply and substrate noise [50, 51, 52, 56].

They have been explored for various implementations such as single-ended [51, 52, 56] or

differential [50, 51, 52, 56] (CMOS) ring oscillators and single-ended [51, 58] or differ-

ential [53, 54, 55, 57, 58] (CMOS) inductance-capacitance (LC) oscillators. Differential

signals are used to mitigate the impact of nearby switching electronic circuits and supply

and substrate noise [27, 28, 50, 52, 56]. LC oscillators usually have better jitter character-

istics than ring oscillators but are less compact and consume significantly more chip area

[51, 52, 56]. While ring oscillators dissipate all the stored energy in the capacitors during

every cycle, LC oscillators dissipate only a fraction of the energy oscillating between the

inductance and the capacitance per cycle [51, 52]. Their fundamental jitter limit is given

by the minimum realizable inductance, its maximum quality factor, the resonator topology

and the oscillation amplitude [50, 52, 54, 57, 58]. A more general interpretation refers to

the resonator sensitivity and the overall tank loss which has to be compensated by an active

device [59]. The induced gain is accompanied by unavoidable electronic circuit noise which

causes a diffusion process for the jitter and can be characterized by a diffusion coefficient

[29, 59]. This general interpretation enables a comparison between microwave oscillators

and mode-locked lasers (MLLs). It indicates orders of magnitude better jitter performance

for the MLLs [29]. Moreover, the electronic clock distribution across the die, especially for

time-interleaved ADCs, increases the jitter.

State-of-the-art electronic ADCs achieve clock jitter values in the range of ∼ 100 fs. This

value was observed by Valley in 2007 [24] and has not been improved significantly since
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then [26, 47]. Thermal noise of the resonator and the active elements of the oscillator set

a fundamental jitter limit [25]. Moreover, picked-up power supply or substrate noise is an

important jitter source but can be minimized by careful layout, decoupling and wiring of

separate power domains [31]. The available power budget on the clock path sets the min-

imum achievable clock jitter due to thermal noise [31]. Higher supply voltage can reduce

the limit but a clock jitter reduction by a factor of 2 requires a 4-times-higher power [31].

This is a critical requirement in regard of the technology scaling process [26, 60]. Shrink-

ing technology enables higher bandwidths while the SNR is decreasing. Due to the supply

voltage down-scaling, the relative noise floor is raising. And keeping higher supply voltage

while increasing the clock frequency increases the dissipated power to critical levels. The

most advanced designs exhibit ≈ 60-80 fs clock jitter [25, 27, 28, 31] and significant im-

provement is not expected due to the mentioned unavoidable noise sources.

In summary, the clock jitter became a major bottleneck for high-speed and high-accuracy

ADCs [25, 26] and a significant improvement by electronics alone is unlikely. But better

performance is necessary, for example to meet the requirements for new optical commu-

nication standards such as ITU OTU-4 and 100/400 Gb/s Ethernet. These require ADCs

with sampling rates of > 50 GS/s and resolutions of > 5 ENOB to enable complex equal-

ization in the digital domain [27]. As a solution to overcome the jitter limit, photonic ADCs

were investigated during the last decades since MLLs can provide pulse trains with timing

precision in the sub-femtosecond range [61, 62, 63, 64, 65]. External microwave oscilla-

tors, such as sapphire-loaded cavity resonators (eventually even cryogenically cooled) can

actually deliver ultra-low jitter clock signals but at impractically higher cost and size [25].

Furthermore, its connection to the chip, the eventual higher frequency generation on chip

by means of an integrated VCO within a PLL and its subsequent clock distribution to indi-

vidual sinks across the die would eliminate the low jitter performance.

Based on the provided discussion of the fundamental resolution limits of high-speed elec-

tronic ADCs and the requirement for future high-speed ADCs, the target performance of

photonic ADCs can be defined: The research effort of photonic ADCs can only be justified

if these enable sampling of input frequencies > 30 GHz with resolutions of > 6 ENOB that

would outperform state-of-the-art electronic high-speed ADCs. The corresponding target

area is marked in yellow in the Walden plot in fig. 2.8. For comparison, the ADC in [46]

achieved a resolution of 3.9 ENOB for a signal frequency of 18 GHz with a sampling rate

of 40 GS/s. It was realized by 16 time-interleaved SAR ADCs and the clock jitter was mea-

sured to 250 fs. The ADC in [27] achieved a SINAD of 33 dB for a 3 dB signal frequency of

19.9 GHz at a sampling rate of 90 GS/s. Using eq. (2.20) results in 5.2 ENOB. In this case,

64 interleaved SAR sub-ADCs were used but only the 4 front-end samplers were highly
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sensitive to the clock signal. Very similar results can be found for the Nyquist ADC in [28].

Here, 32 interleaved SAR sub-ADCs and 2 front-end channel ADCs were used. A SINAD

of 31.6 dB was measured for an input frequency of 18 GHz which corresponds to 5 ENOB

according to eq. (2.20). The ADCs in [27] and [28] used a half-rate external differential

clock. By discarding an on-chip VCO in both cases an on-chip clock jitter of 60 fs was

achieved. Unfortunately, no details were provided about the clock reference. Assuming

an expensive ultra-low jitter signal generator would prevent practicability of such ADCs.

Nevertheless, these ADCs serve as references in the following analysis and photonic ADCs

have to compete with their performances.

This thesis is focused on the investigation if integrated photonic ADCs can fulfill the re-

quirements for future high-speed samplers. In chapter 4, a promising silicon photonics

technology platform will be introduced which enables fabrication of the targeted photonic

ADCs. This technology platform is used for device fabrication which will be characterized

in chapter 7. Photonic ADC architectures as well as optical pulse trains characteristics will

be discussed in chapter 5. A theoretical quantum noise model will be introduced to ana-

lyze the fundamental performance limits of integrated photonic ADCs in chapter 6. Based

on theoretical and experimental results, the potential of integrated photonic ADCs will be

concluded in chapter 8.



Chapter 3

Jitter Measurement

In this chapter, the term jitter is defined and its measurement techniques are introduced.

Jitter, as a general timing uncertainty, has actually several definitions in the literature. It

depends on the considered system and the measurement which term is of interest. The

differences are illustrated in fig. 3.1 for a square wave signal. Often jitter is defined as the

timing uncertainty of a certain signal transition. Usually, a threshold level at the highest

slew rate of the signal is taken as the timing instant defining the end of one period and the

start of the following one [49, 56]. Superimposed noise causes a timing uncertainty of the

reference level transition which is called clock jitter or aperture jitter [43]. This is shown

in fig. 3.1(a) where the clock jitter is identical for the rising and falling edges of a square

wave signal. Using one rising edge as the reference, the timing uncertainty of subsequent

transitions relative to the reference increases since the jitter accumulates over several clock

cycles. This is indicated in fig. 3.1(b). It leads to the definition of accumulated jitter [43].

Thus, it depends on the number of measured clock periods. Considering the accumulated

jitter after one clock cycle leads to period jitter [43]. It is also known as cycle-to-cycle

jitter, edge-to-edge jitter and cycle jitter [43, 49]. In the following sections, each jitter form

is derived and its measurement capability is discussed.

3.1 Clock Jitter

The clock jitter has been introduced in fig. 3.1(a) by means of a periodic square wave signal.

This can be generalized for an arbitrary clock signal form s(t) = s(t + Tp) of period Tp.

Since a real clock signal is always limited and continuous, it can be represented by a Fourier

25
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Clock Jitter
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Figure 3.1: (a) Clock jitter as uncertainty of transition instants from HIGH to LOW and vice versa of a square

wave signal. (b) Using one rising edge as reference, the timing uncertainty of following transitions accumulates

over the clock cycles into an accumulated jitter. The timing uncertainty after one cycle is called period jitter.

series as [66]

s(t) =
I0

2
+

∞∑
k=1

(Ik cos(kωT t) +Qk sin(kωT t)) (3.1)

=
I0

2
+

∞∑
k=1

Ak sin (kωT t+ φk) with (3.2)

Ak =
√
I2
k +Q2

k and (3.3)

tan(φk) =
Ik
Qk

. (3.4)

Here, the Fourier coefficients are defined by [66]

Ik =
2

Tp

Tp∫
0

s(t) cos(kωT t)dt and (3.5)

Qk =
2

Tp

Tp∫
0

s(t) sin(kωT t)dt (3.6)

where ωT = 2π/Tp is the angular frequency of the clock signal. Now, jitter can be taken

into account by adding a time-dependent uncertainty τ(t) to the time variable t→ t+τ(t) in

eq. (3.2). Afterwards, it can be seen that the jitter is in the argument of every sinusoid of the

Fourier series and it is sufficient to study (or measure) the jitter of one harmonic. Therefore,

the following jitter analysis is performed for a sinusoid illustrated in fig. 3.2. The zero-

crossing with a positive slope corresponds to the transition instant for jitter investigation.

For a sinusoid, the signal period results from two subsequent zero-crossings. In fig. 3.2
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Figure 3.2: The distance of zero-crossings with the positive slope S defines the period 1/fo of an oscillating

signal u(t) which is a superposition of an ideal signal uo(t) illustrated in red and a noise signal un(t) shown in

blue.

these zero-crossings are, for example, at the time instants m/fo and (m + 1)/fo where

fo = ωT /2π is the nominal frequency of the oscillating signal u(t) and m is an integer.

The ideal signal uo(t) = A · sin(2πfot) is shown in red, while the noisy signal u(t) =

uo(t) + un(t) is plotted in black. Superimposed noise un(t) affects the transition instants

by shifting the zero-crossings in time which corresponds to timing jitter [56]. To show

this, a normal (or Gaussian) distribution for the voltage noise un(t) is assumed with the

probability density function [67]

p(un) =
1√

2πun,rms
e
− u2

n
2u2
n,rms (3.7)

where un,rms is the voltage noise standard deviation.

In fig. 3.2, the slope S = duo(t)/dt|t=m/fo at the positive zero-crossing threshold of

an oscillating signal is introduced. Using a linear approximation, the time instant of the

transition point will be shifted by σ = un/S due to the superimposed voltage noise un
[43, 56]. Using this relation in eq. (3.7) to replace un leads to [67]

p(σ) =
1

S

1√
2π

un,rms
S

e

− σ2

2
u2
n,rms

S2 . (3.8)

It describes the probability density distribution of the timing uncertainty σ of the transition

instant for a signal with the slope S at the threshold level. Hence, the standard deviation

σclc = un,rms/S of the transition instant due to superimposed Gaussian noise corresponds

to clock jitter. Obviously, the jitter shrinks for a higher slope S for the same amount of

noise un,rms.

Jitter measurement precision in the time domain by oscilloscopes is limited by the inher-

ent noise sources of the used device. In contrast, frequency domain measurements enable
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ultra-low jitter measurements and the opportunity of localization of certain noise sources

regarding their spectral impact. For this purpose, a frequency domain interpretation of jitter

is provided in the following.

Clock signals are usually derived from a PLL using ring or LC oscillators which are locked

to an externally provided reference [43] as mentioned in section 2.3. Real oscillators differ

from the ideal case of a sinusoid with a constant nominal frequency fo. Due to inherent

noise sources within the oscillator, the derived sinusoid contains additional phase noise

ϕn(t) leading to the relation [43]

u(t) = (A+ an(t)) · sin (2πfot+ ϕn(t)) (3.9)

= (A+ an(t)) · sin (2πfo(t+ σ(t))) (3.10)

where A is the nominal amplitude of the oscillating signal u(t) and an(t) represents the

superimposed amplitude fluctuations within the clock signal path. The phase noise in the

argument of the sine wave in eq. (3.9) is related to a continuous timing uncertainty by

σ(t) =
ϕn(t)

2πfo
. (3.11)

Assuming a small phase noise (ϕn(t) � 2π) in eq. (3.9) and using a first order Taylor

approximation for u(t) around the time instant t leads to [43]

u(t) = A sin (2πfot)︸ ︷︷ ︸
uo(t)

+ an(t) sin(2πfot)︸ ︷︷ ︸
un,a(t)

+A cos (2πfot)ϕn(t)︸ ︷︷ ︸
un,ϕ(t)

(3.12)

where the beating of amplitude and phase noise has been neglected. The first term is the

ideal signal uo(t). The amplitude fluctuations result in the superimposed voltage noise

un,a(t), while the last term of this expression represents the superimposed voltage noise

un,ϕ(t) due to phase noise ϕn(t). This phase-noise-induced voltage error is identical to

the previously introduced approximation in fig. 3.2 for the zero-crossings where the error

un|uo=0 = σ · S is derived by the slope S = A · 2πfo multiplied by the timing uncertainty

σ = ϕn/2πfo resulting from phase noise. For a single frequency phase noise ϕn(t) =

Aϕ cos(2πfnt) in eq. (3.12) the corresponding voltage noise

un,ϕ(t) = AAϕ
1

2
[cos (2π(fo + fn)t) + cos (2π(fo − fn)t)] (3.13)

consists of two harmonics placed symmetrically around the oscillator frequency in a dis-

tance given by the phase noise frequency fn [49]. This result is valid for a small mod-

ulation index Aϕ � 1 which is also called the narrowband frequency modulation (FM)

approximation [68]. It is a typically accurate approximation for oscillator / PLL systems

and applications [49].
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Figure 3.3: (a) Power of the nominal oscillator frequency fo is leaking out to neighboring frequencies creating

sidebands. For higher offset frequencies, the power in the sidebands is negligible compared to broadband

amplitude noise. (b) A single-sideband Lϕn(∆f) is usually measured within an offset frequency range fmin-

fmax. It has characteristic frequency dependencies for certain offset frequency regions. Single dominant noise

sources induce spectral spurs.

For broadband FM with Aϕ > 1, the first order Taylor approximation is not valid in eq.

(3.12) and higher orders have to be included. In this case, a phase-noise frequency fn in-

duces harmonics at multiple frequency offsets from the oscillator frequency fo ± kfn and

their amplitudes are scaled by Bessel functions of the first kind [68]. Hence, phase noise can

also be interpreted as power "leaking out" from the nominal frequency fo to neighboring

frequencies. While the spectrum of an ideal sinusoid corresponds to a Dirac function at the

frequency fo, real oscillators have a finite power amplitude for the carrier frequency and

sidebands around it resulting from phase noise ϕn(t). These are illustrated in fig. 3.3(a).

This relation can also be derived from the third term in eq. (3.12). In the frequency domain,

it results in a Dirac-function from the cosine function placed at the oscillator frequencies fo
convolved with the phase noise spectrum Sϕn(f) appearing as sidebands [43]. The double-

sided phase noise power spectral density (PSD) is defined as [40, 69]

Sϕn(f) = lim
T→∞

1

T
|FT {ϕn(t)}(f)|2 (3.14)

≈ 1

T

〈
|FT {ϕn(t)}(f)|2

〉
(3.15)

with the finite-time Fourier transform of a power signal u(t) defined as [40, 69]

UT (f) = FT {u(t)}(f) =

∞∫
−∞

uT · u(t)e−j2πftdt =

T
2∫

−T
2

u(t)e−j2πftdt. (3.16)
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It results from the Fourier transform in eq. (2.4) if the spectral components of a signal u(t)

are analyzed only within a time window uT (t). The introduction of the finite-time PSD

is due to the infinite energy of the power signal ϕn(t) for T → ∞. The calculation of

the PSD from a finite-time Fourier transform would lead to a finite-time PSD. In practice,

therefore, multiple measurements are performed over the finite-time intervals T and the av-

eraged value corresponds to the approximation of the real power spectral density Sϕn(f).

This is indicated by the expectation value 〈. . . 〉 in eq. (3.15).

The phase noise sidebands are symmetric around the carrier since the higher and lower

offset frequencies are scaled by the same factor in eq. (3.13). A similar relation can be

derived for the sidebands from amplitude noise if its contribution un,a(t) in eq. (3.12) is

expressed similar to eq. (3.13). However, if significant amplitude noise is present, its side-

bands interact with the sidebands from phase noise causing an asymmetry of the upper and

lower sideband levels [70]. It results from the different phase relations of the upper and

lower sidebands for amplitude and phase noise thanks to the sine and cosine functions in

eq. (3.12). Usually, this effect can be neglected and the sidebands can be considered sym-

metric as indicated in fig. 3.3(a).

A typical oscillator phase noise spectrum has regions with certain characteristic frequency

dependencies which is indicated in the single-sideband (SSB) phase noise PSD Lϕn(f) in

fig. 3.3(b). At low frequency offsets, the phase noise decreases with the slope −30 dB/dec

in a logarithmic plot due to up-conversion of flicker noise [43, 51, 53, 56]. For higher off-

set frequencies, a slope of −20 dB/dec dominates resulting from thermal noise within the

oscillator [43, 51, 53, 56]. Finally, there is a region of flat noise PSD stemming from the

broadband amplitude noise un,a(t) superimposed to the ideal signal uo(t) in eq. (3.12). Its

main contribution stems from buffers in the clock path [43]. A huge advantage of frequency

domain measurements is the possible identification of isolated noise sources. These induce

strong phase noise for specific offset frequencies relative to the carrier and can be identified

in the spectrum as spurs. This is indicated in fig. 3.3. Spurs result from deterministic timing

uncertainties and limit the SFDR performance. Typical origins are skew in time-interleaved

devices, crosstalk from nearby circuits, power supply and substrate noise, improperly de-

signed PLLs [43] or vibrations [68].

Based on the introduced connection between clock jitter and phase noise, it is possible to

calculate the jitter from a measured phase-noise spectrum. The mathematical relation can be

derived from eq. (3.11). Using Parseval’s theorem, the clock jitter as the standard deviation

of the timing uncertainty σ results in [43]

σclc =
√
〈σ2〉 =

1

2πfo

√
〈ϕ2

n〉 =
1

2πfo

√√√√√ ∞∫
−∞

Sϕn(f)df. (3.17)
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Here, Sϕn(f)df is the double-sided phase noise PSD defined in eq. (3.14) within the fre-

quency interval df . It is convenient to replace the phase noise PSD in eq. (3.17) by the

SSB phase noise PSD Lϕn(f) since this is actually measurable by an electrical spectrum

analyzer (ESA). It is defined as the noise power within 1 Hz bandwidth per Hz relative to the

oscillator carrier frequency power Pc(fo) for an offset frequency ∆f . This is illustrated in

fig. 3.3(b). According to the definition, the SSB phase noise is given in dBc/Hz. Moreover,

it is related to the phase noise PSD by [43, 56, 68]

Lϕn(f) =
Sϕn(f)

2
. (3.18)

In real measurement systems, the SSB phase noise is only measured in a certain frequency

range. Therefore, the often-used formula for clock jitter calculation from phase noise mea-

surements is [43]

σclc =
1

2πfo

√√√√√ fmax∫
fmin

2 · Lϕn(f)df. (3.19)

In general, the lower offset frequency fmin depends on the application. For example, in

telecommunications, this lower limit often corresponds to the symbol rate [43]. In video,

it corresponds to the horizontal refresh rate when the signal is synchronized [43]. Further-

more, it is defined by the International Telecommunication Union that long-term variations

of significant instants of a timing signal from their ideal positions with a frequency smaller

than 10 Hz are called wander [71]. Only higher offset frequencies are referred to jitter. The

upper limit is given by the system bandwidth [43]. The lower frequency constraint in eq.

(3.19) is actually far more important. Using fmin → 0 Hz, the integration is unbounded and

the jitter is infinite thanks to the 1/f3 noise characteristic close to the carrier. It represents

the frequency drift with time due to noise. In this case, the phase will diverge representing

a random walk process [43].

The jitter calculation from the phase noise spectrum in certain offset frequencies also en-

ables the suppression of isolated spurs by neglecting these specific frequencies in the spec-

trum. These spurs may result from external influences and do not represent the actually

investigated device. Moreover, the impact of deterministic noise sources can be investi-

gated by calculating the jitter in the phase noise offset frequency range around the spurs.

This distinction is not possible in the time-domain.

In fully realized high-speed ADCs, the clock jitter can be determined from the known rela-

tionship between the ENOB and the signal frequency. According to eq. (2.17), clock jitter

limits the ENOB for higher input frequencies. This can be used in a measurement if other

noise impacts can be excluded. For example, in [46] harmonics had to be removed before

the clock jitter of 240 fs was measured.
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Alternatively, a digitized harmonic can be fitted to an ideal sinusoid and the deviations can

be referred to the jitter if other noise sources are negligible. This is also known as modulo-

time plot analysis [72]. In this way, a clock jitter of 250 fs was measured in [46] while in

[27, 28] a clock jitter of 60 fs was determined.

3.2 Period Jitter

Phase noise ϕn(t) has been introduced as a continuous stochastic process modulating the

oscillator phase or the nominal frequency fo by its time derivation. If this signal is used as

a clock to trigger electronic circuits, the phase noise induces a timing uncertainty σ of the

switching instant. Regarding fig. 3.2, its impact is only relevant at the transition instants

k/fo. Considering only the time-discrete switching instants, its timing uncertainty results in

a discrete stochastic process [56]. As introduced in fig. 3.1, the period jitter is the standard

deviation of a transition instant relative to the previous one [43, 56]. Its mean value corre-

sponds to the ideal clock cycle. The period jitter is important for digital applications, such

as microprocessors, where the correct data processing is highly dependent on the appear-

ance of one clock edge relative to the previous one [49]. In the following, a link is created

between the continuous phase noise and the discrete period jitter. For one clock cycle the

phases for both transition instants in eq. (3.9) result in

2πfot1 + ϕn(t1) = 0 and (3.20)

2πfot2 + ϕn(t2) = 2π. (3.21)

The overall time period ∆t = t2 − t1 = 1/fo + σ represents one clock cycle 1/fo plus a

timing uncertainty σ. Using this relation in the differential of eqs. (3.20) and (3.21) leads

to [56, 67]

σ =
1

2πfo
(ϕn(t1)− ϕn(t2)). (3.22)

Then, the variance of this timing uncertainty results in the squared period jitter [67]

σ2
per = 〈σ2〉 =

1

4π2f2
o

(
〈ϕ2

n(t1)〉 − 2〈ϕn(t1)ϕn(t2)〉+ 〈ϕ2
n(t2)〉

)
. (3.23)

For a stationary process ϕn(t), the variance is time-independent. Using Parseval’s theorem,

the phase noise variance can be calculated by

〈ϕ2
n(t1)〉 = 〈ϕ2

n(t2)〉 = 〈ϕ2
n(t)〉 =

∞∫
−∞

Sϕn(f)df. (3.24)

The middle term of eq. (3.23) corresponds to the autocorrelation function (ACF) [73]

〈ϕn(t1)ϕn(t2)〉 = Rϕn(t2 − t1) = Rϕn(∆t) =

∞∫
−∞

Sϕn(f) cos(2πf∆t)df. (3.25)
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The cosine function within the integral results from the phase noise characteristic. If ϕn(t)

is a real process, then Rϕn(∆t) is real and even. Hence, Sϕn(f) is also real and even [73].

Using eqs. (3.24) and (3.25) in eq. (3.23) results in [43, 52, 56, 67]

σ2
per =

1

4π2f2
o

∞∫
−∞

Sϕn(f) · 4 sin2(πf∆t)df. (3.26)

Here, the relation 2 sin2(πf∆t) = 1 − cos(2πf∆t) [66] has been used. The filtering of

the phase noise PSD within the integral results from phase noise sampling after one clock

cycle ∆t = 1/fo and 4 sin2(πf/fo) is the corresponding transfer function [43, 49, 56].

Eq. (3.26) is the general link between period jitter and phase noise [56]. In the previous

section it was mentioned that phase noise can only be measured as an SSB within a certain

frequency interval. Therefore, using eq. (3.18) leads to [43, 56]

σper =
1

2πfo

√√√√√ fmax∫
fmin

2Lϕn(f) · 4 sin2(πf∆t)df. (3.27)

It is also possible to measure the period jitter in the time domain. In this case, an oscil-

loscope is triggered by one rising edge while measuring the deviation of the subsequent

one from the mean value. Assuming a normal distribution for the jitter, the probability

distribution function of the sampling errors is given in eq. (3.7). Fitting this equation to a

histogram of the measured voltage levels around the zero-crossings leads to the period jitter.

Time domain measurement precision is restricted to jitter levels in the picosecond range.

3.3 Accumulated Jitter

The accumulated jitter σacc can be derived from the period jitter by extending the number

of clock cycles ∆t = Nclc/fo in eq. (3.27) [43, 67]. Obviously, the accumulated jitter is

affected by the measurement time and accumulates over the clock cycles. For uncorrelated

noise, the accumulated jitter increases with
√
Nclc corresponding to a random walk charac-

teristic [49, 52, 56]. For correlated noise sources jitter accumulates with Nclc [52, 56]. For

example, substrate and supply noise show correlation characteristics [52]. Furthermore, low

frequency noise, such as flicker noise, induces a correlation between multiple clock cycles

[52, 56].

Accumulated jitter can also be measured in the time domain. Here, the rms variation of a

high number of consecutive clock periods is measured. But the jitter measurement precision

remains more accurate in the frequency domain.
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3.4 Phase Noise Measurement

In the previous sections, different jitter definitions have been introduced and links were cre-

ated between jitter and phase noise. The motivation for this is the higher precision of phase

noise measurements in the frequency domain compared to direct jitter measurements in the

time domain. In the following, the phase noise measurement principle is introduced.

In eq. (3.9), the harmonic u(t) is accompanied by amplitude and phase noise fluctuations

represented by an(t) and ϕn(t) . State-of-the-art electrical spectrum analyzers (ESAs) use

a demodulation method to increase the sensitivity of phase noise measurements. Here,

a local oscillator is locked by a PLL to the input frequency fo and its output uLO =

ALO cos(2πfot + θ) is mixed with the input signal u(t) from eq. (3.9). The mixer out-

put

umix(t) =
ALO

2
(A+ an(t)) [sin(ϕn(t)− θ) + sin(4πfot+ ϕn(t)− θ)] (3.28)

is filtered afterwards by a low pass filter to get rid of the high-frequency component rep-

resented by the sinusoid with the doubled input frequency 2fo in the argument. For phase

noise measurements, the constant phase between the input signal and the PLL output is set

to θ = 0. The factor ALO includes the amplitude of the local oscillation, the mixer conver-

sion constant and the gain of the low pass filter. The usual case of small fluctuations of the

amplitude an(t) � A and the phase sin(ϕn(t)) ≈ ϕn is assumed. In this case, the filter

output results in [68]

uLPF (t) =
ALOA

2
ϕn(t) = Kϕϕn(t). (3.29)

Thus, the output is linear proportional to the small phase fluctuation and Kϕ is the phase

detector constant given in [V/rad]. Considering a zero mean value for the noise signal, the

ESA measures the rms voltage spectral density in V/
√

Hz by

uLPF,rms(f) =

√√√√√√
〈

1
T

T∫
0

u2
LPF (t)dt

〉
Bw

(3.30)

over a time interval T . The offset frequency f is chosen as the center frequency of the

narrow measurement bandwidth Bw. A more precise approximation of the statistical value

uLPF,rms(f) is achieved by performing multiple measurements using the expectation value

which is indicated in eq. (3.30) by 〈. . . 〉. Afterwards, the phase noise PSD can be calculated

by [68]

Sϕn(f) =

[
uLPF,rms(f)

Kϕ

]2

. (3.31)
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Scanning the offset frequency f over the desired frequency range leads to the phase noise

PSD. Finally, the SSB phase noise Lϕn(f) results from eq. (3.18).

By means of demodulation and filtering, the background carrier is removed. Using narrow-

band filters while scanning through the large frequency range minimizes the measurement

system noise contribution and enhances the ESA dynamic range [68].

The demodulation and filtering process by the ESA is always accompanied by noise. The

origins are the PLL components such as the VCO or the phase detector, the low pass filter

and the amplifier which is usually embedded for signal enhancement. These noise con-

tributions limit the measurement sensitivity. State-of-the-art ESAs use cross-correlation

techniques to suppress this noise [74]. In this case, the measured input signal is split into

two symmetrical paths and each channel is demodulated and filtered by separate devices.

The noise sources within the ESA in each path are uncorrelated. Ideally, these noise con-

tributions can be removed by cross-correlations while the correlated components from the

input signal add up. In reality, a measurement sensitivity improvement of up to 20 dB can

be achieved by 20000 averages of individual cross-correlation measurements [75].

3.5 Jitter Measurement of Optical Pulse Trains

The motivation for photonic ADCs results from the ultra-low jitter performance of mode-

locked lasers which will be discussed in section 5.1. In this section, the jitter measurement

of optical pulse trains is introduced. It is based on a phase noise measurement of an arbitrary

harmonic of the detected electrical spectrum. The principle was shown first by von der

Linde in [19]. Here, the basics are recapitulated since the understanding is important for the

jitter characterization of MLLs in the following chapters.

The intensity of an ideal optical pulse train can be written as

I0(t) =
∞∑

µ=−∞
Ip(t− µTp) = Ip(t) ∗ δTp(t). (3.32)

It corresponds to a sum of individual pulse intensity profiles Ip(t) separated by the repetition

period Tp. Real optical pulse trains show fluctuations of the amplitude as well as the period.

This can be taken into account by

I(t) =
∞∑

µ=−∞
(1 + an(t)) · Ip(t− µTp + σ(t)) (3.33)

where each pulse is shifted in time by σ(µTp) relative to the ideal period. The jitter σ(t)

is considered slowly varying compared to the pulse width. Relative amplitude fluctuations

correspond to pulse energy fluctuations and are taken into account by an(t). Using a Taylor
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approximation of the first order leads to

I(t) =
∞∑

µ=−∞

[
(1 + an(t)) · Ip(t− µTp) +

d

dt
Ip(t− µTp) · σ(t)

]
= (1 + an(t)) · I0(t) +

d

dt
I0(t) · ϕn(t)

2πfT
(3.34)

where the jitter σ(t) has been replaced by its relation to the phase noise ϕn(t) from eq.

(3.11) with fT = 1/Tp as the pulse train repetition rate. The pulse train intensity spectrum

can be derived from the Fourier transform of eq. (3.34). This is shown in appendix A and

results in

SI(f) = f2
T

∞∑
µ=−∞

SIp(µfT )·[
δ(f − µfT ) +

1

(2π)2
San(f − µfT ) +

µ2

(2π)2
Sϕn(f − µfT )

]
. (3.35)

Here, the delta comb scaled by the pulse intensity envelope spectrum SIp(f) corresponds

to the ideal spectrum. The amplitude noise spectrum San(f) affects this ideal spectrum by

constant sidebands around each harmonic of the delta comb, while the sidebands from the

phase noise spectrum Sϕn(f) are scaled by the square of the harmonic order µ. It is possible

to distinguish between the noise sources thanks to the µ2 dependence. For µ = 0, the

sidebands stem only from amplitude fluctuations, while for a high harmonic order µ � 1,

the phase noise impact on the sidebands dominates. When the optical pulse train is detected

by a photodiode, the resulting electrical spectrum

SI,det(f) = |GPD(f)|2SI(f) (3.36)

is scaled by the photodiode transfer function |GPD(f)|2. But since the delta comb and

the sidebands are only scaled and not distorted by the photodiode transfer function, the

sidebands can be measured by an ESA and referred to the optical pulse train. Therefore,

although the photodiode impulse response broadens the detected optical pulses, the noise

characteristics are not affected and it is possible to identify the jitter of optical pulse trains

by means of phase noise measurements at an arbitrary harmonic of the detected electrical

spectrum.

Instead of measuring the sideband power of several harmonics to distinguish between am-

plitude and phase noise like proposed in [19], modern phase noise measurements are per-

formed at a single harmonic. The used RF demodulation method, introduced in section

3.4, enables a much higher phase noise measurement sensitivity and simultaneously sup-

presses superimposed amplitude noise. The choice at which harmonic the measurement

is performed is very important. In reality, the ESA has a limited phase noise measure-

ment sensitivity. Therefore, a high harmonic order should be used where the phase noise
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level rises over this sensitivity limit due to the µ2 dependence in eq. (3.35). But higher

harmonics are stronger attenuated by the photodiode transfer function and the phase noise

measurement sensitivity is higher for higher input power. The optimum harmonic order is

a trade-off between these two effects. The measurement sensitivity limit of the ESA results

especially from the intrinsic phase noise of the embedded VCO which has to be negligible

compared to the device under test (DUT). It can be a very critical requirement. Moreover,

limits for the RF demodulation method are set by non-linearities within the photodiode.

Saturation effects induce amplitude-to-phase noise conversion limiting the capability of jit-

ter measurements [76, 77]. Nevertheless, the RF demodulation method enables timing jitter

measurements down to ∼ 10 fs. This was achieved in [78, 79] at the first harmonic of a

10 GHz MLL or in [80] at the sixtieth harmonic of a 100 MHz MLL.

One method to overcome this limit is based on heterodyne beating of long and short wave-

length tails respective to the center wavelength of two nearly identical free-running MLLs

in the optical domain [62]. Photodiodes detect the two at quadrature pair-wise interfering

spectral components. Afterwards, the two heterodyne beat notes are low pass filtered and

fed into a phase detector at quadrature. The output is low pass filtered and amplified before

it is measured by an ESA. Furthermore, this discrimination signal serves for synchroniza-

tion of the MLL repetition rates by means of a PLL. The locking bandwidth represents the

lower frequency limit of the phase fluctuations. The huge advantage of this method is the

insensitivity of the discrimination signal towards amplitude noise [62]. Linear high power

photodiodes are still necessary to avoid amplitude-to-phase noise conversion from satura-

tion effects. The superior sensitivity stems from mixing in the optical domain where the

interfering optical frequencies are much higher than the detected harmonics of the electrical

spectrum. It was shown in [62] that this method is able to measure timing jitter in the low

attosecond range. An obvious disadvantage is the need of a second, nearly identical MLL.

Another approach is based on balanced optical cross-correlation in the time domain [81, 82].

It is based on group delay difference generation of two orthogonal polarized pulses and sec-

ond harmonic generation by a type-II phase-matched non-linear crystal [29, 82]. Here, the

single crystal is placed within two identical cross-correlation paths with a stable time delay

element in between. A solution with two nearly identical non-linear crystals for sum fre-

quency generation is also possible [81]. Balanced photodetection of the two cross-correlator

output signals is immune towards intensity noise and only the timing information is ex-

tracted [81, 82]. This method overcomes the photodetector limitations and provides a higher

sensitivity compared to electronic schemes [81, 82]. Here, the sensitivity enables timing jit-

ter measurements of MLLs in the low attosecond regime [61, 63, 64, 65]. The spectral

density of the jitter can be calculated by the measured voltage noise spectral density and
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the measured slope of the cross-correlation signal [82]. The disadvantage is the need of a

reference MLL with lower timing jitter. Furthermore, the repetition rate of the laser under

test has to be either equal to [29] or a multiple [83] of the repetition rate of the reference

laser. The pulse train correlation of two MLLs is called the timing-detector method [82].

Here, the reference MLL is locked to the repetition rate of the laser under test by a PLL.

The error signal can result either from balanced optical cross-correlation or from microwave

mixing of photodetected harmonics. The PLL bandwidth corresponds to the lower measur-

able frequency of the phase noise PSD. In this case, the jitter of both MLLs is measured.

The need of a reference MLL is avoided by the timing-delay method [82]. Here, the pulse

train from the laser under test is split and correlated with a relative delay. In this case, the

fiber link of the delay path has to be timing-stabilized to avoid measuring jitter from acous-

tic noise, thermal drifts and mechanical stress within the fiber [30]. The inverse of the fiber

delay results in the lower measurable frequency of the phase noise PSD, assuming a lower

link stabilization bandwidth. For example, the measurement of jitter frequencies down to

10 kHz requires a ca. 10 km long dispersion compensated and polarization maintaining fiber

[29]. Fiber non-linearities form a higher boundary for the pulse energy and hence limit the

jitter sensitivity at the cross-correlator [30]. The self-referenced correlation with a certain

delay leads to a filter function affecting the measured spectrum equivalent to the filter func-

tion in eq. (3.26). It has to be corrected afterwards as was done in [82]. Link stabilization

and the distorted jitter spectrum represent the disadvantages of the timing-delay method.

The advantage is that the actual timing jitter of the laser under test is measured.

It should be noted that the shot noise of the balanced detected electronic signal is sufficiently

low if the laser can provide enough power to generate a high power signal in the non-linear

crystal. Obviously, the limited conversion efficiency of the cross-correlator is another fun-

damental resolution limit. The pulse width should be� 1 ps to enhance the sum frequency

generation through higher intensities. The balanced optical cross-correlation is convenient

for sufficiently high pulse intensities which are provided by MLLs with repetition rates in

the megahertz regime [61, 63, 64, 65, 81, 82, 84].



Chapter 4

Silicon Photonics Platform

Silicon (Si) has been used as the basic material for electronics integration since 1959 [1,

2, 3]. Since then, the IC performance has evolved simultaneously with its miniaturization

which became popular as Moore’s law [4]. Thanks to the matured IC fabrication technol-

ogy, silicon became also interesting for optics integration. The pioneer work was done in

the late 1980s [20, 85] and the early 1990s [21].

Silicon is nearly transparent for wavelengths > 1100 nm and, therefore, well suited for

guiding the typical telecommunication wavelengths of 1300 nm and 1550 nm. Its high re-

fractive index (∼ 3.5, in the near infrared) in comparison to air or a silicon dioxide (SiO2)

(∼ 1.45, in the near infrared) cladding enables high light confinement and small waveguide

bend radii. This is essential for miniaturization and fabrication of photonic integrated cir-

cuits (PICs). Here, fundamental limitations arise from the optical wavelength. Too small

waveguide cross sections lead to an expansion of the field intensity out of the waveguide

core. To circumvent this effect, the typical silicon waveguide size remains in the range of

few hundreds of nanometers in height or width. Although the number of integrated pho-

tonic components can not compete with the number of integrated electronic components,

its amount is absolutely sufficient for most applications. The PICs can be realized on a

silicon-on-insulator (SOI) platform compatible with CMOS technology. A potential high

volume production would decrease fabrication costs and may lead to a similar success story

as for electronics. The integration of photonics and electronics on the same chip results in

new applications. Furthermore, the superior performance of optics can improve electronics

where its fundamental limitations are reached like in interconnects [86], clock distribution

[11, 87] or high-speed ADCs [24, 88]. The prime applications for silicon photonics is often

named as telecommunication and interconnects [86, 89].

The plasma dispersion effect is an important characteristic in silicon. Here, the real and

imaginary part of the refractive index changes in dependence on the free carrier density

39



40 CHAPTER 4. SILICON PHOTONICS PLATFORM

Si

SiO2

Si

2μm

220nm

Si

SiO2

Si

Local SiO2

Layer

Local 
BiCMOS
Bulk Si

Region 
Etched 

and 
Refilled 
with Si

Region 
Etched 

and 
Refilled 
with Si

(a)

Si

SiO2

Si

2μm

220nm

Si

SiO2

Si

Local SiO2

Layer

Local 
BiCMOS
Bulk Si

Region 
Etched 

and 
Refilled 
with Si

Region 
Etched 

and 
Refilled 
with Si

(b)

Figure 4.1: Local SOI formation: (a) SOI substrate with typical thicknesses of the silicon and the buried oxide

layers. Both are locally removed and refilled with silicon. (b) Wafer with local SOI for photonics integration

and local bulk silicon for electronics integration.

[85]. Therefore, by means of carrier injection or carrier depletion, light can be modu-

lated in silicon. This is the dominant effect used to build integrated modulators since the

linear electro-optic effect (Pockels effect) is absent in silicon due to its centro-symmetric

crystal structure. The high third-order non-linearity in silicon in combination with small

effective areas of silicon waveguides enable exploitation of non-linear effects such as four-

wave mixing, stimulated Raman scattering, two-photon absorption, self-phase modulation

or cross-phase modulation [90]. And this is possible on chip scale by means of PICs! As

an interface between optics and electronics, fast photodiodes can be built by means of ger-

manium (Ge) deposited on silicon waveguides [91], which is compatible with the CMOS

fabrication process. Silicon is an indirect semiconductor and, therefore, unsuitable for light

emission. But strained and properly doped germanium is considered a possible material to

achieve light emission with the typical telecommunication wavelength of 1550 nm [92] on

silicon. Since it is the last missing component for the breakthrough of silicon photonics, it

is often called the holy grail [93]. Until then, III-V semiconductors can be used for light

generation [86, 89, 93] or other photonic components [89]. Two approaches are possible for

the integration, namely a monolithic or a hybrid approach.

In the hybrid approach heterogeneously integrated III-V functionality on the SOI platform is

used by means of molecular wafer bonding [89, 94]. III-V based modulators and of course

lasers offer good characteristics for PICs but their CMOS compatible fabrication on an SOI

platform remains challenging.

In this thesis, the monolithic photonic bipolar CMOS (BiCMOS) platform from IHP [95]

was used to fabricate the devices which will be characterized in chapter 7. It combines

high-performance BiCMOS technology with high-speed photonic devices in silicon. The

photonic components are integrated by means of a local SOI approach [96], while electron-

ics is realized in bulk silicon. The principle is shown in fig. 4.1 with typical dimensions

for the upper silicon and the buried oxide layers. In this way, the interconnects between
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electronics and photonics are shorter compared to the hybrid approach, which is beneficial

for high-speed applications. Furthermore, the heat dissipation of high-speed electronics is

much less critical on bulk silicon than on the thick buried oxide, which has a much lower

thermal conductivity. At least, if a laser source is required for a PIC, a completely mono-

lithic integration remains impossible. In this case, a III-V based laser, as the single compo-

nent, can be flip-chip bonded to the silicon PIC [86].

Alternative platforms use polymer waveguides. But since it can not withstand the electron-

ics fabrication temperatures, its use is limited to the uppermost layers when the ICs are

finished. Silica-on-silicon based photonics is not compatible with electronics due to the

high annealing steps at 1000 ◦C [89, 97]. Furthermore, silica-based waveguides have large

bend radii in the millimeter range prohibiting photonic integration on electronic ICs with

typical sizes of few centimeters square [97]. Other waveguide alternatives can be silicon

oxynitride (SiON), silicon nitride (Si3N4) [89, 97] or silicon mononitride (SiN) [11].

In summary, the preferred monolithic silicon photonics BiCMOS platform offers already a

large toolbox of photonic components for the complex PIC design. In the next sections, the

essential photonic components are introduced which are of interest for the photonic-assisted

low jitter ADC design.

4.1 Fiber-Chip Interface

In telecommunication systems, light is guided in fibers with effective mode areas of ∼
80µm2. It is a huge mismatch to the typical effective mode areas of ∼ 0.1µm2 of sili-

con waveguides. Therefore, a focusing device is necessary at the interface. The favored

solution is a grating structure directly written on the waveguide. A schematic is shown in

fig. 4.2(a). Here, the fiber is placed nearly perpendicular to the chip surface. By means

of Bragg diffraction at a periodic structure, the diffracted light interferes constructively in

one direction parallel to the chip surface focusing the light directly into a silicon waveg-

uide. The Bragg condition gives the relationship between the optimum angle of incidence,

the wavelength and the periodic refractive index variation or grating geometry, respectively.

It is convenient to use a few degree deviation from a vertical fiber placement to suppress

higher order diffraction directions. Other strategies to maximize the coupling efficiency are

discussed in [98]. Usually, the optimum structure is found by extensive numerical simu-

lations either by means of finite-difference time-domain methods, eigenmode expansion or

finite-element methods. Here, the diffraction direction towards the fiber and the overlap

between the diffracted field profile and the Gaussian fiber mode are optimized in terms of

coupling efficiency. Larger grating thickness increases directionality [98, 99]. Apodization

of the grating periods increases the mode overlap but remains challenging if very narrow
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Figure 4.2: (a) Basic configuration of fiber-to-chip coupling by a 1D grating. The fiber core is placed under

an angle of incidence ϑ over the grating defined directly on the waveguide. A subsequent taper shrinks the

waveguide widths. (b) Camera picture of a fiber placed above the grating coupler on chip.

slits have to be etched. Another option is to use a buried mirror under the grating to redirect

transmitted light back to the grating [98]. This can be realized by a metal layer or a dis-

tributed Bragg reflector.

The simplest structure is a one-dimensional (1D) grating. Its basic configuration is shown

in fig. 4.2(a), while fig. 4.2(b) shows a camera picture of a fiber placed above the grating

coupler. The typical coupling loss of such structures is around 3 dB [96] and the wave-

length dependence of the Bragg condition leads to a typical 3 dB bandwidth of ∼ 40 nm-

60 nm [96, 98] for the telecommunication wavelengths of 1300 nm and 1550 nm. Using

buried gold mirrors, a coupling loss of 1.6 dB was achieved but the fabrication process is

not CMOS compatible [98]. In [100] a coupling loss of only 0.62 dB was achieved with a

backside aluminum mirror and apodization. A CMOS compatible solution can be realized

by an enhanced grating thickness. In this case, a coupling loss of 1.5 dB was measured

in [99]. Although the 1D grating is very compact in size of ∼ 10µm-by-10µm, a subse-

quent adiabatic taper of∼ 200µm length remains necessary to narrow down the waveguide

width. Such a taper can be avoided by a curved grating [98], which is also called a holo-

graphic lens [86]. Here, the diffracted light is focused on the waveguide cross section and

achieves a coupling loss of only 1.5 dB [86]. An essential characteristic of such gratings

is the polarization selectivity stemming from the high index contrast. 1D structures couple

only one polarization into the transverse-electric (TE) mode of the silicon waveguide. Cou-

pling of both polarizations is possible by superposition of two 1D gratings to a 2D grating,

so that both polarizations are split and coupled into the TE modes of two orthogonal silicon

waveguides [98]. The huge advantages of gratings are the possibility for wafer-scale testing
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Figure 4.3: Rib waveguide with silicon (Si) as the waveguide core and silicon dioxide (SiO2) as over and

under cladding material: (a) Waveguide geometry with the width W , the height H and the etch depth h (b)

Equipotential lines of the electric field intensity of the fundamental quasi transverse-electric (TE) mode for a

silicon rib waveguide with the dimensions H = 220 nm, W = 700 nm and h = 70 nm for a wavelength

of 1550 nm (c) Electric field intensity distribution and equipotential lines of the fundamental quasi TE mode

(simulated with JCMwave)

similar to electronics and the micro-meter alignment tolerance.

Another coupling method is to use an inverse taper structure for mode size conversion [97].

It can lead to a very low coupling loss of < 0.5 dB as long as the etching precision allows

fabrication of taper tips of < 150 nm [97] which can be quite challenging. Here, the huge

disadvantage is the lack of wafer-scale testing. For every device, the wafer needs to be diced

and the facets have to be polished. However, this is a labor-intensive and costly solution.

In this thesis, 1D gratings have been used for the test structures in chapter 7.

4.2 Silicon Waveguides

Silicon is transparent for wavelengths > 1100 nm and optimal for guiding light of the typ-

ical telecommunications wavelengths of 1300 nm and 1550 nm. Its high refractive index

contrast towards air or cladding materials, such as silicon dioxide, results in a high confine-

ment enabling small bend radii and device miniaturization. Fundamental limitations arise

from the optical wavelength so that the confinement shrinks when waveguide cross sections

become too small. In fig. 4.3(a), a schematic is shown of a rib waveguide with silicon as the

waveguide core and silicon dioxide as over and under cladding material. If the silicon at the
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waveguide edges is etched down to the buried oxide, the waveguide is called a strip waveg-

uide. The electric field intensity and the effective refractive indexes of the guided modes are

usually found by numerical simulations by means of finite-element, finite-difference or film

mode matching methods. In fig. 4.3(b), the equipotential lines of the electric field intensity

are shown for a waveguide geometry of H = 220 nm, W = 700 nm and h = 70 nm and the

wavelength 1550 nm. The simulation was performed by the finite-element-method-based

software JCMwave. Here, the wavelength-dependent effective refractive index defined as

neff = β
λ

2π
(4.1)

was found. λ is the vacuum wavelength of the propagating mode with the phase constant

β. From the electric field intensity distribution in fig. 4.3(c) it can be seen that the field

is mainly concentrated in the silicon waveguide core and corresponds to the fundamental

quasi TE mode. The term quasi TE mode refers to the TE like characteristics but with

non-negligible electric field component of the guided mode in propagation direction. This

results from the high index contrast. The wavelength-dependent effective refractive index

of the fundamental quasi TE mode is shown in fig. 4.4(a) for room temperature. The group

index is defined as [101]

ngrp = neff (ω) + ω
dneff (ω)

dω
= neff (λ)− λ

dneff (λ)

dλ
(4.2)

and is also wavelength-dependent. Its temperature dependency for the fundamental quasi

TE mode of the rib waveguide in fig. 4.3 is shown in fig. 4.4(b). Using the results in fig.

4.4(a) leads to ngrp(1550 nm) = 3.7743 for room temperature, while ngrp(1550 nm) =

3.7879 would result for 80 ◦C. The group velocity dispersion (GVD) of the guided mode

can be calculated by [101, 102]

β2 =
d

dω

(
1

vgr

)
=

2

c0

dneff (ω)

dω
+
ω

c0

d2neff (ω)

dω2
(4.3)

where vgr = c0/ngrp is the group velocity and ω = 2πc0/λ is the angular frequency. It

results in β2(1550 nm) = 1.87 ps2/m for the wavelength dependence at room temperature

of fig. 4.4(a) and would be β2(1550 nm) = 1.85 ps2/m at 80 ◦C. The dispersion impact on

pulse propagation can be estimated by the dispersion length [90]

LD =
τ2
o

|β2|2
. (4.4)

Considering a pulse width of τo = 1 ps and the upper mentioned GVD, the dispersion length

results in LD = 54 cm which is much longer than silicon waveguides on chip. In this case,

pulse broadening through dispersion can be neglected. For an ultra-short pulse width of
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Figure 4.4: Simulation results for the fundamental quasi TE mode of the rib waveguide from fig. 4.3 with the

dimensions H = 220 nm, W = 700 nm and h = 70 nm: (a) Wavelength-dependent effective refractive index

at room temperature (b) Temperature-dependent group index for a center wavelength of 1550 nm

τo = 100 fs and the same GVD, the dispersion length results in LD = 0.54 cm which cor-

responds to the conventional silicon waveguide length. In this case, dispersion can have an

important impact on pulse propagation.

In silicon waveguides, the guided modes usually differ strongly in terms of their effective

refractive and group indexes. It results in large mode dependent delays and is harmful for

any high-speed application if more than one mode is excited. To circumvent these problems,

it is convenient to shrink the waveguide size until only the fundamental mode is guided. An-

alytical formulas for the single-mode condition in large silicon rib waveguides can be found

in [21]. For strip waveguides, the core dimension should be smaller than half-wavelength of

the guided wave in silicon [97]. Smaller waveguides also enable smaller bend radii which

is important for the integration of a large number of photonic components. Fortunately, the

grating structures from section 4.1 couple the light solely into the fundamental quasi TE

mode of the silicon rib waveguide from fig. 4.3.

Part of the electric field always spans out of the waveguide core into the cladding. This is

shown by the equipotential lines in figs. 4.3(b) and 4.3(c). The electric field components of

the fundamental quasi TE mode concentrate at the waveguide sidewalls and become very

sensitive to its roughness. The strong electric field discontinuities at these interfaces result

from the high confinement. A direct impact is the scattering at the sidewall roughness [103].

It is the major origin of the linear propagation loss in silicon waveguides. An indirect impact

stems from the induced carriers at the interface charges which affect the real- and imagi-

nary part of the dielectric function [104]. It leads to absorption due to the plasma-dispersion

effect which will be discussed below. The following discussion concentrates on the funda-
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mental quasi TE mode. Besides a more precise fabrication, the resulting scattering loss can

be decreased by broader waveguides and smaller etch depths so that smaller field intensities

are exposed to the sidewall roughness and interface charges. In the end, a compromise has

to be found regarding the single-mode condition and the magnitude of the bend radii. For

example, typical propagation losses are 2.4 dB/cm for strip waveguides with the dimensions

W = 400 nm and H = 220 nm or 0.7 dB/cm for rib waveguides with the dimensions from

fig. 4.3 for the considered silicon photonics platform [96].

Bend loss is usually negligible above a certain bend radius for a given waveguide geometry

and a given guided mode. The bend loss increases strongly below a critical radius which

shrinks for smaller waveguides with higher confinements [105]. For example, the bend ra-

dius can be only 5µm without causing any loss for a quasi TE mode of a strip waveguide

with the dimensions W = 400 nm and H = 200 nm [97]. For the test structures in chapter

7, a large bend radius of 100µm was chosen to avoid any bend loss for the used rib waveg-

uide from fig. 4.3.

An important characteristic of silicon is its high thermo-optic coefficient which is temper-

ature and wavelength-dependent. For example, in [106] the temperature dependence of the

refractive index of silicon for a wavelength of 1523 nm was measured and approximated by

the second order polynomial

dnSi(T )

dT
= 9.48 · 10−5 + 3.47 · 10−7 · T − 1.49 · 10−10 · T 2 [K−1] (4.5)

with temperature T in K. In the following eq. (4.5) is also used for 1550 nm since very

similar values were measured for this wavelength [107] and the principal behavior should

not change for that small wavelength change. Eq. (4.5) results in 1.84 · 10−4 K−1 for room

temperature and in 1.99 · 10−4 K−1 for 80 ◦C. This value is more than ten times higher than

in silicon dioxide. It is the origin of the group index temperature dependence in fig. 4.4(b)

for the silicon rib waveguide from fig. 4.3. In the simulations, nSi(293 K) = 3.4777 was

used as the refractive index of silicon at room temperature for a wavelength of 1550 nm. Its

temperature-dependent change was taken into account by

nSi(T )|λ=1550 nm = nSi(293 K) +

T∫
293 K

dnSi(T )

dT
dT (4.6)

while the much lower temperature dependence of silicon dioxide was neglected. The tem-

perature sensitivity of silicon deteriorates the performance of various photonic components

if it is not compensated. For example, interference-based devices like arrayed waveguide

gratings, Mach-Zehnder interferometers, or rings are highly affected by temperature varia-

tions. Usually, the device temperature has to be controlled by means of a heater which can

be power intensive. A varying refractive index affects propagation delays and the exploited
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interference characteristics. Temperature induced delay variations also degrade the perfor-

mance of optical CDNs [80, 108]. A passive compensation technique is based on cladding

materials with a negative thermo-optic coefficient which counteracts the impact of silicon.

Such materials are polymers [109] or amorphous titanium dioxide (a-TiO2) [110]. Here,

the waveguide geometry is chosen so that the electric field intensity spans over the silicon

and the cladding material at the inverse ratio of their thermo-optic coefficients. It becomes

necessary to shrink the waveguide size to push a larger part of the electric field intensity out

of silicon. Such athermal waveguides are always accompanied by increased scattering loss

due to the higher field interaction with the waveguide sidewall roughness. For example, a

propagation loss of 8 dB/cm was measured with amorphous titanium dioxide in [110] and

even 50 dB/cm with polymer in [109]. These losses are usually too high for real applica-

tions. Moreover, polymers are neither robust nor CMOS-compatible. Therefore, the passive

compensation technique is not suitable to mitigate the temperature dependence of an optical

CDN. The high propagation loss would induce non-tolerable power mismatches at the out-

puts of a time-interleaved CDN. The unavoidable temperature sensitive skew of the optical

CDN will be characterized and discussed in section 7.1.

Free carriers in silicon affect the guided light by a refractive index change nFCI and an

additional absorption αFCA. This is the so-called plasma dispersion effect or free carrier

effect (FCE) and semi-empirical formulas were first provided in [85]. In [111], recent ex-

perimental results were included and led to the updated expressions

nFCI = −
(
5.4 · 10−22 ·N1.011

e + 1.53 · 10−18 ·N0.838
h

)
and (4.7)

αFCA = 8.88 · 10−21 ·N1.167
e + 5.84 · 10−20 ·N1.109

h [cm−1] (4.8)

for a wavelength of 1550 nm. Here, Ne and Nh are the free electron and hole concen-

trations in cm−3. For example, assuming an equal electron and hole concentration of

Ne = Nh = 1016 cm−3 results in additional free carrier absorption (FCA) of αFCA =

0.64 dB/cm. The absorption increases to αFCA = 8.94 dB/cm for one order higher den-

sities of Ne = Nh = 1017 cm−3. The different coefficients and exponents in eqs. (4.7)

and (4.8) show that electrons and holes do not equally affect the refractive index and the

absorption change. In general, these coefficients are wavelength-dependent [111].

4.2.1 Non-Linear Pulse Propagation

Silicon shows no second-order non-linearity due to its centro-symmetric crystal structure if

strain is neglected. But the inversion symmetry leads to a large third-order non-linearity. Its

Kerr coefficient is more than 100 times larger than in silicon dioxide in the telecommunica-

tion band, while the Raman gain coefficient is more than 1000 times larger [90]. Moreover,
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the high confinement and the small waveguide cores enhance the non-linear effects so that

these can be exploited even in short waveguides on chip scale. A detailed review and mod-

eling of non-linearities in silicon can be found in [90]. Since the focus of this thesis is on the

distribution of optical pulse trains on chip to time-interleaved ADCs, the model from [90] is

restricted here to a non-linear pulse propagation model as it was done in [87]. In this case,

the dominant effects are the Kerr effect and the two-photon absorption (TPA) accompanied

by FCE. The Kerr effect induces an intensity-dependent refractive index change, while TPA

excites bound electrons from the valence to the conduction band whenever the sum of the

energy of two photons exceeds the silicon band gap of Egap = 1.12 eV. This process is

assisted by phonons for momentum conservation due to the indirect nature of the silicon

band gap. The Kerr effect and the TPA process can be seen as nearly instantaneous due to

their very short response time of < 10 fs [90]. Directly after excitation, the TPA-induced

free carriers have some excess energy above the conduction band minimum corresponding

to a higher carrier temperature. These hot carriers interact with the lattice and equilibrate

with a characteristic time of > 50 fs [90, 112]. It should be noted that the formulas (4.7)

and (4.8) are valid for a thermal quasi-equilibrium when hot carrier effects are negligible. In

[112], it was shown that hot carriers with an excess energy of ∼ 0.3 eV above the bandgap

(or with an equivalent temperature of ∼ 2000 K) induce a ∼ 25 % smaller refractive index

change than at room temperature.

The induced free carriers change their distribution within the waveguide with time by dif-

fusion to lower density areas through thermal motion, drift due to external electric fields

and recombination at crystal deformations at the waveguide core and cladding interfaces.

Recombination within the lightly doped bulk silicon can be neglected due to the long life-

times of > 1µs [113]. These effects can be combined and described by an effective carrier

lifetime τeff within the waveguide core. It is defined as the 1/e-value of an exponential

decay. It can be decreased by:

1. Sweeping out carriers by applied electric fields across the waveguide through pin-

junctions [114, 115]

2. Increased surface recombination by a higher waveguide surface-to-volume ratio [113]

3. Increased recombination centers within the waveguide by means of ion implantation

[116, 117, 118]

In general, it can only be determined experimentally. Depending on the waveguide size and

a possible usage of the mentioned methods for effective carrier lifetime decrease, it ranges

between tens of picoseconds [114, 117] and tens of nanoseconds [113]. It should be noted

that the assumption of a simple exponential decay may be too simple. For example, in [118]
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a differentiation between a fast and a slow exponential decay had to be introduced to explain

a simple pump-probe experiment.

The evolution of the slowly varying mode field amplitude A(z, τ) during propagation in a

silicon waveguide can be described by [87, 90]

dA

dz
= −αl

2
A+ βFCE(N e, Nh)A+ j

ωcnKerr
c0Aeff

|A|2A− βTPA
2Aeff

|A|2A (4.9)

where τ = t − β1z is the relative time frame with pulse center at τ = 0, z is the position

in the waveguide, β1 is the group velocity per length and Aeff is the effective mode area

defined as [119]

Aeff =
Z2

0

n2
Si

∣∣∣∫∫Atot Re {E(x, y)×H∗(x, y)} • ezdxdy
∣∣∣2∫∫

Aint
|E(x, y)|4 dxdy

. (4.10)

Here, Z0 = 377 Ω is the free-space wave impedance, ez is the unit vector in propagation

direction, Atot is the cross section of the whole waveguide structure, while Aint is the non-

linear interacting waveguide region. × and • represent the vector and scalar product and

E(x, y) and H(x, y) are the modal electric and magnetic fields, respectively. For example,

it leads to Aeff = 0.17µm2 for the rib waveguide in fig. 4.3. The mode field amplitude

A(z, τ) in eq. (4.9) is normalized such that |A|2 has unit of power. Since the considered

gratings from section 4.1 couple light solely into one mode and waveguides are usually

designed regarding the single-mode condition, it is convenient to assume that A(z, τ) refers

to the fundamental quasi TE mode. In eq. (4.9), each term indicates a non-linear effect

affecting the field amplitude. The first term takes linear losses due to waveguide sidewall

roughness into account by the linear propagation loss αl. The last term includes TPA. The

TPA coefficient was measured in [120] and is βTPA = 0.5 cm/GW for a wavelength of

1550 nm. The Kerr effect affects the field amplitude by the third term. Here, the Kerr

coefficient is nKerr = 2.5 · 10−5 cm2/GW for 1550 nm [120]. Finally, the second term

takes the FCE into account by [90]

βFCE(N e, Nh) =
nSi
ngrp

(
j
ωc
c0
nFCI(N e, Nh)− 1

2
αFCA(N e, Nh)

)
(4.11)

where nFCI(N e, Nh) and αFCA(N e, Nh) are given in eqs. (4.7) and (4.8) for a carrier

angular frequency ωc = 2πc0/λc or a carrier wavelength of λc = 1550 nm, respectively.

Here, N e and Nh are the carrier densities averaged over the optical mode profile. Eq.

(4.11) shows that, FCE are enhanced in a waveguide compared to bulk material as the

modal refractive index is smaller because of the mode confinement [90]. According to eq.

(4.9), the power loss rate due to TPA is given by [90]

dP

dz
= −βTPA|A|

4

Aeff
. (4.12)
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Figure 4.5: Free carrier density induced by TPA during a single Gaussian pulse with the pulse energy Ep =

10 pJ and the pulse width τo = 0.5 ps for a silicon waveguide with Aeff = 0.17 um2 and τeff � τo. The free

carriers accumulate to the concentration N0 at the pulse tail.

Due to the fourth order amplitude dependence, it varies strongly across the pulse. The

carrier generation rate in the silicon waveguide follows to [90]

Rgen = − 1

2hνcAeff

dP

dz
=
βTPA|A|4

2hνcA2
eff

. (4.13)

The averaged carrier density accumulates during a single pulse which can be expressed by

[90]

N(z, τ) =
βTPA

2hνcA2
eff

τ∫
−∞

e
− τ−τ

′
τeff |A(z, τ ′)|4dτ ′. (4.14)

Eq. (4.14) results from eq. (4.13) taking into account instantaneous carrier generation and

subsequent recombination with an effective carrier lifetime τeff . Fig. 4.5 shows the induced

free carrier density from eq. (4.14) in a position z of a silicon waveguide for the Gaussian

pulse power envelope

|A(τ)|2 =
Ep√
πτo
· e−

τ2

τ2
o . (4.15)

with a pulse energy of Ep = 10 pJ and a pulse width of τ0 = 0.5 ps. Assuming an effective

mode area of Aeff = 0.17µm2, eq. (4.14) leads to a carrier density of N0 ≈ 5.375 ·
1016 cm−3 at the pulse tail causing a propagation loss of αFCA = 4.4 dB/cm according to

eq. (4.8).

Since pulse train repetition periods are usually shorter than the effective carrier lifetime of

passive waveguides, the carriers accumulate over multiple pulses. Free carrier accumulation
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Figure 4.6: Schematic of a 1x2 MMI coupler consisting of a multimode waveguide and single-mode access

waveguides at the input and output ports. The structure is based on silicon as the waveguide core with silica as

the under-cladding and air as the over-cladding material .

from previous pulses can be expressed by [87]

Npre =

√
π

2

βTPA
hωcA2

eff

E2
p

τo︸ ︷︷ ︸
N0

· 1

e
1

frepτeff − 1︸ ︷︷ ︸
Accumulation

(4.16)

for the Gaussian power profile from eq. (4.15). The first part of eq. (4.16) represents the

effective carrier density N0 induced by a single Gaussian pulse as calculated by eq. (4.14)

and shown in fig. 4.5. The following accumulation factor takes free carriers induced by

all previous pulses into account. For example, a pulse train with pulse properties from fig.

4.5, a repetition rate of frep = 10 GHz and an effective carrier lifetime of τeff = 1 ns

leads to an averaged carrier density of Npre ≈ 10N0 corresponding to a propagation loss of

αFCA = 57.8 dB/cm according to eq. (4.8)! In this case, accumulation has a significantly

higher impact on the carrier density than carrier generation by a single pulse.

It should be noted that the described model was derived for small non-linear perturbation.

The maximal intensity should be < 150 GW/cm2 according to the measurements in [121].

The non-linear pulse propagation model will be used in section 4.6 to estimate the impact

of non-linearities on the optical CDN. Experiments will be shown in section 7.2.

4.3 Multimode Interference Coupler

Optical power dividers are necessary in optical CDNs for time-interleaving which is illus-

trated in fig. 1.3. A multimode interference (MMI) coupler is the favorable photonic device

for this purpose thanks to its excellent performance. It consists of a multimode waveguide

with typically > 3 guided modes and access waveguides at the input and output ports. An

optical field at the input port excites several modes of the waveguide which propagate with

different propagation constants inducing interference patterns across the multimode wave-

guide. At periodic positions along the propagation direction, these patterns correspond to

reproduced single or multiple images of the input field which is called the self-imaging
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principle. A review of the theory is provided in [122]. By exploitation of these interference

effects, general NxM couplers can be made with an excess loss of < 0.5 dB, a crosstalk as

low as −30 dB and an imbalance of < 0.5 dB [122, 123]. An important advantage of MMI

couplers is their relaxed fabrication requirements. Especially 1x2 MMI couplers show al-

most ideal characteristics [97, 124]. A schematic of the principle structure is shown in fig.

4.6. Simulations of the 2x2 MMI coupler in [125] show a barely measurable excess loss

and an imbalance of < 0.1 dB for the C-band and an MMI coupler width of 15µm.

The MMI coupler bandwidth is inversely proportional to the number of coupler ports [123].

Excess loss decreases for more guided modes or broader waveguides, respectively [125].

In general, the MMI coupler performance is better for a lower number of ports and more

guided modes. Usually, a compromise has to be found between the device size and its

performance.

4.4 Modulator

A modulator can be used in photonic ADCs for the sampling process. Here, an optical pulse

train is modulated by the sampled RF signal. This principle will be discussed in detail in

section 5.2. In this section, the performance of silicon modulators is discussed in regards of

their usability for integrated photonic ADCs.

The physical effect in silicon, which is exploited for modulation, is based on FCE. The free

carriers change the refractive index according to eq. (4.7) in dependence of their density.

This is used for modulation in interferometric devices either by injection, depletion or ac-

cumulation of the carriers. Such devices are Mach-Zehnder interferometer (MZI) or ring

modulators.

Ring modulators can be very small and consume only low power. Unfortunately, rings

have only a limited optical bandwidth and are very sensitive towards fabrication and tem-

perature variations. Thermal stabilization and tuning effort can largely increase the power

consumption. Furthermore, due to the limited optical bandwidth, rings are not suitable

for modulation of wavelength-interleaved pulse trains like suggested in [25] or ultra-short

pulses in general.

MZI modulators need much more space than rings, but it is justified by their superior char-

acteristics. The advantages of MZI modulators are their thermal insensitivity, high robust-

ness against fabrication variations and large optical bandwidth [126]. The large bandwidth

enables modulation of wavelength-interleaved pulse trains and makes MZI modulators at-

tractive for photonic ADCs. Therefore, their performance is discussed in the following.

Carrier-injection-based modulators [127] use forward biased pin-diodes across the modu-

lator arms. The resulting refractive index change causes a phase shift between the output
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arms and affects the intensity of the combined output signal. Unfortunately, this effect is

always accompanied by FCA according to eq. (4.8). The disadvantage of carrier injection

is the long minority carrier lifetime decreasing the modulation speed. This method cannot

provide sufficiently high electric bandwidth for photonic ADCs.

Carrier-depletion-based modulators use reverse biased pn-junctions across the waveguides.

They are less efficient than their injection-based counterparts due to the p- and n-doping

within the waveguides and the resulting higher loss. But the huge advantage is the short

carrier lifetime in the depletion region which enables a high-speed operation. The band-

width limit is set by the resistive regions between the pn-junction and the metallic contacts

and the capacitance of the pn-junction itself. Usually, such depletion-based modulators with

high speeds of > 25 GHz necessitate high switching voltages of Vπ > 5 V [126, 128, 129].

This is incompatible with conventional drivers. Unfortunately, driver compatible voltages

of < 4 V limit the modulation speed to < 20 GHz. Lower voltages decrease the modu-

lation efficiency. As a result, longer modulator arms are necessary for the π phase shift

which increases the capacitance and limits the bandwidth. A high bandwidth of 30 GHz

was achieved for the phase shifter in [129]. Here, the optical loss was only 2.7 dB, while

the switching voltage was Vπ = 7.5 V. In [128] a bandwidth of 41 GHz was achieved with

an insertion loss of 3.8 dB but with high Vπ = 8 V. Similar results were shown in [126]

with a bandwidth of 35 GHz, an insertion loss of 4.5 dB and a high switching voltage of

Vπ = 7.5 V.

In carrier-accumulation-based modulators [130], metal-oxide-semiconductor capacitors are

used where p- and n-doped areas are separated by a thin oxide layer. Applied forward

bias accumulates free carriers on both sides of the oxide. The free carriers overlap with the

guided mode inducing the desired phase shift in the interferometric structure. Accumulation-

based modulators enable high-speed operation and the bandwidth limit is again set by the

resistive contacts and the capacitance of the oxide layer. Their performance is similar to

carrier-depletion-based modulators.

4.5 Photodiodes

Photodiodes represent the interface between optics and electronics at the end of an optical

path. Their performance is essential for the transfer of superior characteristics of the optics

to the electronics such as the ultra-low jitter performance of optical pulse trains.

The focus of this thesis lies on integrated photonic ADCs with silicon waveguides in the

CDN. Silicon is transparent for wavelengths > 1100 nm and is, therefore, optimal for guid-

ing the typical telecommunication wavelengths of 1300 nm and 1550 nm. Hence, a material

which absorbs theses wavelengths and can be fabricated at the end of the silicon waveg-
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Figure 4.7: Cross section of a lateral germanium photodiode. Light is coupled out of the silicon waveguide into

the intrinsic germanium layer where it gets absorbed. The induced carrier distribution is indicated by a normal

probability distribution. The p+ and n+ doped regions on the left and right side of the germanium serve for

contacting and form a pin diode with the intrinsic region.

uides in a CMOS-compatible process is necessary for the photodetection. Germanium is

such a material which can be grown selectively on top of the silicon waveguide. Thanks

to the higher refractive index of germanium (≈ 4 for 1550 nm) compared to silicon (≈ 3.5

for 1550 nm), the light is pushed out of the waveguide into the germanium cladding where

it gets absorbed. While the light is absorbed in direction of the waveguide, the generated

carriers can be extracted out of the intrinsic region by an applied electric field across the

waveguide. The cross section of such a photodiode is shown in fig. 4.7. The electric field

is built up by doping the germanium on both sides and applying a reverse bias at these con-

tacts. Such a lateral geometry shows no trade-off between responsivity and bandwidth like

in vertical photodiodes.

A waveguide-integrated germanium pin photodiode was shown in [91] with a 3 dB band-

width of > 70 GHz, a responsivity of > 1 A/W for a wavelength of 1550 nm and a dark cur-

rent of ≈ 100 nA. All these values were measured at the reverse bias of 1 V. Furthermore,

these photodiodes are linear for constant photocurrents up to 10 mA at a reverse bias of 2 V.

Such photodiodes are essential components of the silicon photonics BiCMOS platform from

[95]. The excellent bandwidth, responsivity and linearity characteristics make these photo-

diodes interesting for low jitter photonic ADCs which will be discussed in detail in chap-

ter 6. Good performance was also shown in [131] for heterogeneously integrated indium

phosphide-based waveguide coupled photodiodes. In this case, a responsivity of 0.95 A/W

and a bandwidth of 48 GHz were achieved. Furthermore, these photodiodes showed no sat-

uration effects for continuous wave photocurrents up to 60 mA.

The absorption of an ultra-short optical pulse abruptly induces a high number of carriers

within the intrinsic region of the photodiode. For a sufficiently high amount of induced

carriers, the built-up electric field across the absorption area can decrease substantially. The

resulting slower carrier transport changes the photodiode impulse response. This is known

as the screening effect. In the following, this effect is investigated for a previous generation
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Figure 4.8: Photodiode impulse response in dependence on the absorbed pulse energy Ep,PD for an applied

reverse bias of 1 V at room temperature. (a) Block diagram of the measurement set-up with the schematic of

the DUT in red. Details are given in the text. (b) Measured output at the oscilloscope. The photodiode impulse

response is normed to the maximum amplitude.

of the integrated germanium photodiode prior to [91]. The measurement set-up is shown

in fig. 4.8(a). A 100 MHz MLL was emitting ultra-short optical pulses with a full-width-

half-maximum pulse width of τo,FWHM = 84 fs, according to the data sheet. These were

attenuated by a subsequent variable optical attenuator (VOA) and split by a 90:10 coupler.

The−10 dB output port was used to monitor the average input power by means of an optical

power meter (OPM). The 0 dB output port was coupled into the device under test (DUT)

which consisted of a 1D grating coupler, a taper, a short waveguide and the germanium

photodiode. The optimum polarization for the grating was adjusted by means of a 3-paddle

polarization controller in front of the DUT so that the measured photocurrent was maxi-

mized. A probe head with a bandwidth of 67 GHz was placed at the contact pads. The

output was connected to a bias tee which had a bandwidth of 65 GHz. The AC current

was measured by a 70 GHz oscilloscope. The DC output port was connected to a power

supply which applied a reverse bias of 1 V to the photodiode and measured the dc current.

The oscilloscope was triggered by the MLL. The measurements were performed at room

temperature and the recorded and normed impulse responses are shown in fig. 4.8(b). The

photodiode responsivity was known from previous measurements to be > 1 A/W. It corre-

sponds to a photodiode quantum efficiency of ηPD ≈ 0.9. An average optical input power

between −24 dBm and −9 dBm with 3 dBm steps was used. An overall loss of 4.5 dB was

assumed stemming from the fiber facet, the grating coupler, and the deviation from the opti-

mum angle of incidence by 2 degrees. The deviation was discovered after the measurements

and decreased the coupling efficiency by roughly 1 dB. The resulting pulse energies are in-
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serted in the legend of fig. 4.8(b). It can be seen that for the applied reverse bias at the used

photodiode, saturation effects appeared for absorbed pulse energies of> 0.05 pJ. It affected

the falling edge of the impulse response. Pulse-to-pulse energy fluctuations would cause a

variation in the falling edge of the impulse response. This corresponds to a pulse-energy-

dependent center of mass shift. In this case, amplitude noise is coupled to phase noise and

increases the jitter [76, 77].

The photodiode linearity is essential for the transfer of ultra-low jitter characteristics of op-

tical pulse trains to the electronics which will be discussed in detail in chapter 6. However,

even linear photodiodes add some amount of jitter to the induced electric pulse trains. The

photodiode impulse response results from the superposition of millions of individual carrier

drifts and the embedded circuit. The drift time depends on the position of the generated car-

riers within the intrinsic region. Their location can be described by a probability function

which refers to the mode intensity profile. Furthermore, the drift process is accompanied

by several scattering mechanisms within the crystal [132]. This adds another uncertainty of

the drift time and leads to an intrinsic photodiode jitter. In [69], this jitter was measured to

0.8 fs and quantified by Monte-Carlo simulations in [133]. It should be noted that this value

is only valid for a certain operating point. In general, this jitter depends on the photodiode

material, the width of the intrinsic region, the applied voltage, the temperature, the crystal

defects and probably several other conditions.

As an example, an estimation is provided for the jitter in germanium photodiodes due to

a random distribution of generated carriers within the intrinsic region. Scattering effects

should be neglected. It is assumed that the carriers drift with a constant saturation drift

velocity towards the p- or n-regions. The saturation drift velocity of holes and electrons in

germanium has the same value of vc,sat ≈ 7 · 104 m/s for room temperature and for high

electric fields [132, 134, 135]. The positions of generated carriers are assumed as normally

distributed with a mean value corresponding to the center of the intrinsic region. This is in-

dicated in fig. 4.7. The normal distribution is an approximation of the fundamental guided

mode in silicon waveguides which is illustrated in fig. 4.3. The standard deviation of a sin-

gle generated carrier position should be σp,1 = 100 nm since for the germanium photodiode

in [91] it was estimated that the depleted region is at most 200 nm for a reverse bias of 2 V.

Furthermore, an absorbed pulse energy of 0.2 pJ is assumed with a pulse center wavelength

of 1550 nm. The amount of induced electrons and holes results in Nel = Nhol = 1.56 · 106.

Then, the standard deviation of the center of mass position for Nel electrons corresponds to

σp,N = σp,1/
√
Nel (4.17)
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Figure 4.9: Optical CDNs for 8 time-interleaved samplers consisting of (a) several 1x2 MMI couplers or (b) a

single 1x8 MMI coupler for signal splitting

since the variance σ2
p,N of the average of independent events with the same variance σ2

p,1

shrinks linearly with the number Nel. Now, the jitter can be identified as the drift time

uncertainty due to the shifted center of mass position. This time uncertainty results in

σp,N/vc,sat = 1.14 fs. Holes have a similar impact and taking their number into account

should decrease this jitter by 1/
√

2. It should be noted that the assumed normal distribu-

tion enables carrier generation outside of the intrinsic region since the probability density

function is not limited. Furthermore, the diffusion process at the doped region has not been

included. Nevertheless, the simple example provides a perception for the order of magni-

tude of the photodiode intrinsic jitter.

4.6 Optical Clock Distribution Network

Integrated optical clock distribution networks (CDNs) became increasingly interesting for

research when electronic ICs met serious challenges in terms of clock distribution [6, 9]

while low jitter MLLs emerged [136]. The superiority of optical towards electrical clock

distribution regarding the clock precision [8, 9] is essential for the performance of integrated

photonic ADCs. The first optical CDNs on chip were designed for VLSI circuits and had a

symmetrical H-tree architecture [9, 11] similar to fig. 1.1(b). This design can be adapted for

time-interleaved photonic ADCs where the delays are set by different waveguide lengths as

suggested in [87, 88]. This is schematically shown for the optical CDNs in fig. 4.9 where

an input signal is split and distributed across the die with certain delays to 8 outputs. In

the schematic of fig. 4.9(a), the splitting is performed by several 1x2 MMI couplers instead

of a single 1x8 MMI coupler like in fig. 4.9(b). It can be beneficial because couplers with
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Figure 4.10: Effective group index for the rib waveguide from fig. 4.3 with the etch depth and height uncertainty

of (70± 5) nm and (220± 20) nm resulting from fabrication tolerances. The waveguide width is 700 nm. The

simulation has been performed with JCMwave for a center wavelength of 1550 nm and room temperature.

smaller splitting ratios have a better performance which was mentioned in section 4.3.

In the following, the optical CDN performance will be discussed for a certain example

which was published partly in [87]. It is assumed that a 10GHz MLL is used to clock 8 time-

interleaved samplers resulting in a net sampling rate of 80GS/s. In the concrete example,

the delays relative to the shortest path are τk = k · 12.5 ps with k = 1, 2, ...7. Silicon rib

waveguides from fig. 4.3 are considered for signal distribution. Performance degradation of

optical CDNs corresponds to channel mismatch effects such as power imbalance and skew.

At first, the skew is addressed. The temperature-dependent group index of the silicon rib

waveguide from fig. 4.3 was derived by simulations and is shown in fig. 4.4(b). It leads to

a temperature-induced change of the delays dτk as:

dτk = τk ·
dngrp/dT

ngrp
. (4.18)

A typical chip temperature of 80 ◦C results in a group refractive index of ngrp = 3.7879

for the center wavelength 1550 nm for the silicon rib waveguide from fig. 4.3, according

to simulations. Its temperature drift results in dngrp/dT = 2.34 · 10−4 K−1 which was

simulated with the finite-element-method-based software JCMwave. In eq. (4.18) this leads

to dτk = k · 0.774 fs/K for the temperature sensitivity of the skew with a maximum of

dτ7 = 5.42 fs/K between the first and the last channel. The temperature-dependent skew

was simulated for the specified waveguide geometry. Fabrication tolerances, however, cause

a waveguide geometry variation and, therefore, a deviation from the specified group index.

This induces a skew as well. In general, these variations are randomly distributed across
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Parameter Value

Carrier wavelength λc = 1550 nm

Effective mode area Aeff = 0.17µm2

Group index ngrp = 3.7879

Linear scattering loss αl = 0.7 dB/cm

Repetition rate frep = 10 GHz

Group velocity dispersion β2 = 1.85 ps2/m

Kerr coefficient n2 = 2.5 · 10−5 cm2/GW

TPA coefficient βTPA = 0.5 cm/GW

Table 4.1: Simulation parameters for the non-linear pulse propagation model

the die and its impact is more critical for smaller structures. For example, the group index

of the rib waveguide in fig. 4.3 is much more affected by height and etch depth than by

width variations. In the following, their impact on the skew is analyzed. The silicon layer

of the SOI wafer varies in the range of (220± 20) nm, while the etch depth varies between

(70±5) nm. The resulting group index range is shown in fig. 4.10 for a center wavelength of

1550 nm for room temperature. In the worst case scenario of a constant etch depth of 65 nm

and a constant waveguide height of 200 nm across the die, the maximum skew results in

700 fs between the first and the last CDN output. Such a high skew has to be compensated.

It should be noted that the optical CDN for synchronous clocking of ICs in fig. 1.1(b) has

no designed delays between its outputs. Therefore, the skew would be negligible for such

CDNs.

Another unavoidable disadvantage of time-interleaved optical CDNs is the power imbalance

at the outputs. The maximum specified delay in the example mentioned above is τ7 =

10
0

10
1

10
2

10
-2

10
-1

10
0

Input Pulse Energy E
p,in

 [pJ]

O
u

tp
u

t 
P

u
ls

e
 E

n
e
rg

y
 E

p
,o

u
t [

p
J]

 

 


eff

=1ns, 
o
=0.1ps


eff

=1ns, 
o
=0.5ps


eff

=1ns, 
o
=2ps

(a)

10
0

10
1

10
2

10
-2

10
-1

10
0

Input Pulse Energy E
p,in

 [pJ]

O
u

tp
u

t 
P

u
ls

e
 E

n
e
rg

y
 E

p
,o

u
t [

p
J]

 

 


eff

=10ns, 
o
=0.5ps


eff

=1ns, 
o
=0.5ps


eff

=0.1ns, 
o
=0.5ps

(b)

Figure 4.11: Output pulse energy Ep,out in dependence on the input pulse energy Ep,in for the longest path of

the CDN from fig. 4.9(a) for (a) a constant effective carrier lifetime τeff and a varying pulse width τo and for

(b) a constant pulse width τo and a varying effective carrier lifetime τeff
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Figure 4.12: Overall losses for the CDN from fig. 4.9(a) between the input grating and the 8 output branches

for (a) a constant Gaussian pulse width τo and a varying input pulse energy Ep,in and (b) for a constant pulse

energy and a varying pulse width in dependence on the effective carrier lifetime.

87.5 ps. Using the introduced group index of ngrp = 3.7879 for the rib waveguide leads

to a maximum length difference of L7 = τ7 · c0/ngrp = 6.93 mm. A linear scattering

loss of 0.7 dB/cm for rib waveguides [96] results in a power imbalance of 0.49 dB. Strip

waveguides have usually more than 3 times higher losses [96] and would increase the power

imbalance by a similar factor. Since ultra-short pulses are distributed to individual ADCs by

silicon waveguides, non-linear losses may reach non-negligible values. In the following, the

introduced model for non-linear pulse propagation from section 4.2.1 is used for the analysis

of the channel imbalance. Simulation parameters are summarized in tab. 4.1. The non-

linear pulse propagation in silicon waveguides was introduced in eq. (4.9). In general, this

equation is solved numerically by the split-step Fourier method. In the following simulation,

it was implemented as a local error method according to [137] where each propagation

length per step is changed dynamically depending on the error of the previous step. The

maximum tolerable error per step was set to 1 %. The optical CDN from fig. 4.9(a) was

chosen for the simulations with the delays dτI = 12.5 ps and dτ0 = dτI/10 or dLI =

0.99 mm and dL0 = 99 um, respectively. Furthermore, the short waveguide between the

taper and the first MMI coupler is considered very short, so that its impact can be neglected.

It is assumed that optical pulses with the pulse energy Ep,in enter the chip with a repetition

rate of 10 GHz. Assuming a 1D grating coupler from [95] results in a typical coupling loss

of 3 dB. According to the discussion in section 4.3, the power splitters can be considered

ideal. The resulting pulse energy of Ep,in/4 leaving the first 1x2 MMI coupler is used as

the input, while the simulation is performed for the longest path of the CDN in fig. 4.9(a).

TPA, FCE, Kerr non-linearity, dispersion and linear loss were included in the simulation
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Figure 4.13: Overall losses for the CDN from fig. 4.9(b) between the input grating and the 8 output branches

for (a) a constant Gaussian pulse width τo and a varying input pulse energy Ep,in and for (b) a constant pulse

energy and a varying Gaussian pulse width in dependence on the effective carrier lifetime.

and a Gaussian pulse shape from eq. (4.15) was assumed. The effective carrier lifetime is

considered to be equal for electrons and holes since these recombine in pairs. The results are

shown in fig. 4.11 for varying pulse energies, pulse widths and effective carrier lifetimes.

In fig. 4.11(a), an effective carrier lifetime of 1 ns is assumed which is typical for passive

silicon waveguides. It is shown that the output pulse energy saturates. The saturation value

depends on the pulse width and the input pulse energy. In fig. 4.11(b), the pulse width is

kept constant, while the effective carrier lifetime is varying. Here, the very short lifetime

of τeff = 0.1 ns corresponds to waveguides with a pin-junction where an applied electric

field extracts the free carriers out of the waveguide [115]. The long lifetime of τeff = 10 ns

corresponds to passive waveguides with large widths and thicknesses of > 1µm [113]. It

is obvious that non-linear loss has to be avoided to minimize channel power imbalance.

According to fig. 4.11, a pulse energy of 10 pJ can be seen as a threshold value.

The channel power imbalance was simulated in dependence on the effective carrier lifetime,

the pulse energy and the pulse width for the CDN from fig. 4.9(a). The results are presented

in fig. 4.12. In fig. 4.12(a), the overall losses from the CDN input to the 8 output branches

are plotted in dependence on the effective carrier lifetime. The pulse width is kept constant,

while for the pulse energy values were assumed with low, medium and high non-linear loss.

As can be seen, the power imbalance increases to > 1 dB even for low non-linear loss. A

similar behavior can be observed if the pulse energy is kept constant, while the pulse width

is varying in fig. 4.12(b). In summary, the channel power imbalance cannot be avoided

already due to the linear loss and different waveguide lengths.

Another way to avoid non-linearities is splitting the pulse energy directly after the grating



62 CHAPTER 4. SILICON PHOTONICS PLATFORM

coupler by a 1x8 MMI coupler which is schematically shown in fig. 4.9(b). In this case, the

losses are considerably smaller as can be seen in fig. 4.13. However, it should be taken into

account that 1x8 MMI couplers have non-negligible insertion losses and the power splitting

already induces a power imbalance between the MMI outputs. Moreover, the bandwidths

limitations attenuate and broaden the ultra-short pulses. Because of that, an optimal solution

for the CDN architecture regarding the pulse characteristics is application-dependent.



Chapter 5

Photonic Analog-to-Digital
Converters

The ADC performance improvement by means of photonics was suggested by Taylor al-

ready in 1979 [138]. But there had been no justification for the research effort due to the

advance of electronics until Walden revealed a slowdown of electronic ADC performance

evolution in his survey in 1999 [23]. Since then, more effort has been made to use pho-

tonics to increase the sampling rate and/or the resolution of sampled electronic signals. An

excellent review of these studies was given in [24]. The main motivation for using photon-

ics is the ultra-low timing jitter of pulse trains provided by optical sources. Their superior

jitter characteristics towards electronic oscillators were explained in [29] by means of the

fluctuation-dissipation theorem. It was shown that the mode-locked lasers (MLLs) can eas-

ily achieve two orders of magnitude less jitter. Ultra-low phase noise microwave oscillators

such as sapphire-loaded cavity resonators (eventually even cryogenically cooled) are ex-

cluded here for the desired application since they are bulky and impractical.

MLLs are able to provide ultra-low jitter optical pulse trains which are considered as a clock

source in this thesis. Their impressive suitability for synchronization was already shown in

long-distance applications [30] where a clock signal was distributed over a 1.2 km disper-

sion compensated polarization maintaining fiber link. Low frequency jitter components

from thermal drift, acoustic noise and mechanical stress within the fiber were suppressed

by means of a feedback loop and a timing jitter impact of < 1 fs was achieved over 16 days

of uninterrupted operation.

In the following section, MLL varieties and their characteristics are discussed to assess

their potential to serve as a clock source for photonic ADCs. It should be noted that there

are other sources providing stable optical pulse trains. An alternative to MLLs is an opto-

electronic frequency comb generator. Here, a low timing jitter RF signal is used to carve

63
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pulses from a continuous wave (CW) laser output by means of an intensity modulator. This

scheme of a pulse carver can be extended by several cascaded electro-optic phase modu-

lators. The resulting higher phase modulation index induces more harmonics around the

CW laser frequency which are spaced by the used RF oscillator frequency. In this way, a

10 GHz repetition rate with a low jitter of 11.35 fs for the offset frequency fluctuation range

1 Hz-10 MHz was achieved in [139]. Moreover, the repetition rate and the center frequency

were tunable. The big disadvantage of such approaches is the necessity of an ultra-stable

RF source and a narrow linewidth CW laser making the clock generation much more com-

plex. For example, the stable microwave signal in [139] was actually generated by optical

frequency division.

After the introduction of the expected MLL performance in section 5.1, the previous efforts

and achievements in building photonic ADCs are discussed by means of several publica-

tions in section 5.2. The goal of this chapter is to provide a general understanding of the

expectable optical pulse train characteristics and the different ways to exploit them in pho-

tonic ADCs. Based on the provided information, the photonic ADC noise performance will

be analyzed in chapter 6.

5.1 Mode-Locked Laser

A detailed analysis of the mode-locking process, the vast MLL varieties and their physical

basics is far beyond the scope of this thesis. Since the focus lies on the photonic ADC per-

formance analysis, it is sufficient to provide a basic understanding of the typical MLL types

and their characteristics which are of interest for the addressed application. Hence, the goal

of this section is to introduce the pulse train performances these lasers can provide for the

photonic ADCs analyzed in chapter 6.

A mode-locked laser (MLL) is using the mode-locking technique to emit periodic ultra-short

optical pulses. Here, the superposition of resonator longitudinal modes leads to pulse for-

mation if their relative phases fulfill a certain condition. This interpretation in the frequency

domain is the origin of the term mode-locking [102]. The more longitudinal modes are

involved in the pulse formation process, the shorter pulses can be generated. The dynam-

ics and the mode-locking mechanism can be described mathematically by the Haus-master

equation introduced by Haus in [140].

The laser resonator contains primarily a gain medium and either an active or a passive non-

linear element causing the mode-locking [102]. The principle schematics are illustrated in

fig. 5.1. Active MLLs perform the mode-locking either by loss or phase modulation by

means of a modulator, while a saturable absorber is responsible for an intensity-dependent

loss leading to pulse formation in passive MLLs. The saturable absorbers are based for in-
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Figure 5.1: Schematic set-up of (a) an active MLL and (b) a passive MLL

stance on semiconductor saturable absorber mirrors (SESAM) [61, 65, 81, 141], carbon nan-

otubes (CNT) [83, 84] or graphene layers [102]. Moreover, artificial saturable absorbers can

be realized for instance by non-linear polarization evolution (NPE) [63, 64], Kerr-lensing

or coupled-cavities (also known as additive-pulse mode-locking) [140]. More details about

the saturable absorbers can be found in [102].

Active MLLs have generally broader pulse widths in the picosecond range. Here, the cur-

vature of the gain window is responsible for the pulse width magnitude and is restricted by

the electronic reference signal speed [142]. Furthermore, the minimal timing jitter is given

by the RF signal reference [142]. Passive MLLs achieve pulse widths in the femtosecond

range since the pulse is modulating the gain window by its own intensity profile leading

to a stronger shortening effect [102]. The final pulse width results from an equilibrium

from shortening effects such as loss modulation and broadening effects such as limited gain

bandwidth. In soliton MLLs, the pulse formation is dominated by self-phase modulation

and dispersion [102]. Assuming a single pulse circulating in the resonator, the repetition

rate results from the reverse round-trip time. By means of harmonic mode-locking, a mul-

tiple of the fundamental repetition rate can be achieved [78, 79]. A small percentage of

the pulse energy is periodically leaving the resonator through the partly transparent output

coupler mirror forming the pulse train. Most MLLs are continuously pumped and the cir-

culating pulse extracts energy from the gain reservoir at each round-trip. This is enabled

by the fact that the upper-state lifetime of the gain medium is much higher than the pulse

spacing.

There is a vast variety of MLLs which are classified by their gain media [102]. In the follow-

ing, their typical characteristics are discussed including some examples from publications

which are summarized in tab. 5.1.

Solid-state (bulk) lasers are based on ion-doped crystals or glasses as gain medium. Often

the pulses are circulating in free space within the resonator and transit optical components
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[102]. Therefore, the mechanical stability of the components as well as the impact of dust

in the optical path are important issues. Such lasers can provide ultra-short optical pulses

in the typical range of 30 fs-30 ps [61, 62, 65, 81, 83, 102, 143]. A record value of 5 fs

has been shown with a Ti:sapphire laser [102]. High average output power can be achieved

in a typical range of 50 mW-1 W [61, 62, 65, 81, 102]. Lower output power can still be

amplified by an external optical amplifier [83]. Typical repetition rates are in the regime

of 50 MHz-500 MHz [61, 62, 65, 81, 102] but the gigahertz range has also been achieved

[83, 143]. The wavelengths of bulk lasers are typically in the range of 700 nm-1000 nm

[102]. For example, neodymium-doped as well as ytterbium-doped [83] gain media emits

around 1000 nm. Titanium-doped sapphire crystals emit at 800 nm and chromium-doped

colquiriites emit in the range of 800 nm-900 nm [65]. By means of erbium-doped glass, the

C-band telecommunication wavelength at 1550 nm can be used [61, 62, 143].

Fiber lasers are based on rare-earth-doped fibers as gain media. For example, erbium-doped

fibers emit wavelengths at 1550 nm [63, 78, 84] and ytterbium-doped fibers emit around

1000 nm [64]. Passively mode-locked fiber lasers generate ultra-short pulse widths in the

typical range of 30 fs-500 fs [63, 64, 84, 102]. Detrimental effects within the fiber, such as

uncompensated chromatic dispersion and excessive non-linearities, limit the exploitation of

the full gain bandwidth. The non-linearities restrict lower pulse widths as well as higher

intracavity pulse energies which (at least for low repetition rates) are usually orders of mag-

nitudes lower than in solid-state lasers [102, 144]. Because of that, a higher degree of output

coupling is necessary to reduce the intracavity pulse energy and to enhance the usable output

power [144]. As a result, the average output power is typically� 100 mW [63, 84, 102].

But low output power can always be increased by an external optical amplifier [84]. Further-

more, the pulse width can be compressed externally although it does not reduce the timing

jitter [144]. The lower pulse energies, higher output losses and correspondingly higher gain

per round-trip make fiber lasers more sensitive to quantum noise [144]. The repetition rates

are usually in the range of 50 MHz-1 GHz [63, 64, 84, 102], similar to solid-state lasers.

Higher rates are barely possible for fundamental mode-locking since the resonator cannot

be made sufficiently short regarding the limited amplification per length of a doped fiber.

But by means of harmonic mode-locking, it is possible to increase the repetition rate into the

gigahertz range [78, 79]. Here, the impact of non-linearities shrinks with the pulse energy

regarding limited amplification by the gain medium. In this case, the quantum noise impact

may no longer be stronger than in solid-state lasers anymore but additional challenges arise

from supermode noise [144, 145]. Fiber lasers are very practical since the light is confined

within a fiber involving less mechanical components than solid-state lasers and making the

connection to external devices very simple. Consequently, fiber lasers are more compact,
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more robust, easier to operate and have lower costs compared to solid-state lasers [64]. Un-

fortunately, free space transition within the resonator cannot be completely avoided if, for

example, bulk components have to be inserted into the resonator [63, 64].

Semiconductor lasers are based on direct bandgap semiconductors as gain media where

carrier inversion causes stimulated emission due to interband transition. The inversion can

be induced by electrical or optical pumping. The emitted wavelength can be controlled

by bandgap engineering in a certain range. For example, the important telecommunication

wavelength can be achieved by an AlGaInAs/InP structure [141]. Such lasers are usually

integrated but there are some exceptions where only a semiconductor optical amplifier is

embedded in a fiber or free space-based resonator [79]. The average output power is limited

to few milliwatts with pulse widths in the picosecond range [79, 141]. The small integrated

devices have short resonators and, therefore, achieve very high repetition rates of tens of gi-

gahertz [141]. Their noise characteristics cannot compete with solid-state or fiber lasers and

their jitter is usually in the range of few hundreds of femtoseconds or even in the picosecond

range [141]. The noise behavior is different to solid-state or fiber lasers because of the very

short carrier lifetime and the resulting gain fluctuations [146]. The pulse saturates the gain

so that the pulse front experiences more gain than the pulse back. Hence, gain is pushing the

pulse forward, while gain fluctuations induce jitter [146]. Furthermore, gain fluctuations are

accompanied by group index changes affecting the round trip time as well [146]. The much

higher timing jitter of integrated semiconductor lasers compared to solid-state or fiber lasers

makes them uninteresting for the jitter-sensitive application of photonic ADCs addressed in

this thesis.

In the following, MLL noise characteristics are discussed since the usage of optical pulse

trains for photonic ADCs is based on its excellent noise performance. The most relevant

pulse train characteristics are the timing jitter and the pulse-to-pulse energy fluctuations or

relative intensity noise (RIN), respectively. The laser RIN is specified as the power noise

normalized to the average power level [102]. Its SSB PSD SRIN (f) can be measured by

an ESA. The unit is 1/Hz but it is more common to use the logarithmic unit dB/Hz. The

rms value of the RIN is calculated by integrating this PSD within a given frequency interval

[102]

RIN =

√√√√√ fmax∫
fmin

SRINdf. (5.1)

Other fluctuating parameters, such as the pulse width, the optical phase or the chirp are less

important. In a laser, all these types of noise are coupled to each other in different ways

[148]. The MLL noise properties were successfully described by Haus and Mecozzi by

means of the soliton perturbation theory [18]. Later it was shown that the results are more
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general and not limited to soliton effects [148, 149]. The noise origin can be categorized as

quantum or technical-based. Quantum noise is associated with spontaneous emission in the

gain section and the resonator loss and its strength are influenced by pulse parameters such

as pulse energy, pulse duration and repetition rate [144]. It defines the fundamental noise

limit and can only be reduced by higher optical power, longer cavities and shorter pulse

widths within the resonator. Technical noise arises from various sources such as resonator

vibrations, pump excess noise or temperature fluctuations. Its reduction can be achieved by

building stable resonators, using a low noise pump source and temperature stabilization.

Gain saturation can accumulate over multiple round-trips leading to the phenomena of re-

laxation oscillation in solid-state or fiber lasers, while it is negligible in semiconductor lasers

[148, 149]. This is due to the much higher saturation energy of the gain medium compared

to the intracavity pulse energy. Pump noise induces gain and intensity fluctuations as well

[65, 148]. This large excess noise affects the pulse train intensity fluctuations up to the

relaxation frequency [148]. The wavelength-dependent gain profile of the gain medium is

associated with a phase profile by the Kramers-Kronig relation and induces some amount of

dispersion [148, 149]. Hence, gain fluctuations translate into intensity, timing and optical

phase noise [83, 148, 149]. Here, the coupling between intensity noise and timing jitter

through gain fluctuations depends only on the gain bandwidth [149]. It is stronger for nar-

row gain bandwidth which coincides with broad pulses [149]. The Kerr effect induces an

optical intensity-dependent refractive index change. At the same time there is an intensity-

dependent change of the group velocity in the medium through the self-steepening effect

[148]. Both affect the temporal pulse position depending on the pulse energy and pulse dura-

tion and couple intensity noise to timing jitter [148, 149]. A slow saturable absorber causes

a temporal shift of the pulse position because the rising edge is stronger attenuated than the

falling edge of the pulse. Since this action depends on the pulse energy, it leads again to cou-

pling between intensity noise and timing jitter [65, 149]. Spontaneous emission noise from

the gain medium and linear loss within the resonator can be seen as equivalent to enhanced

quantum noise affecting the intensity noise and timing jitter [142, 148, 149]. In general, the

noise impact from quantum fluctuations decreases for higher pulse energies. Furthermore,

quantum noise has a smaller impact for longer cavities since the interaction with the gain

medium and losses are less frequent [149]. The quantum noise from spontaneous emission

affects the pulse position in two ways [61, 142, 148, 149]. In the direct mechanism, the

center of mass position is shifted in time. In the indirect mechanism, the center wavelength

shifts. It results into a group velocity change in the presence of dispersion and affects the

round-trip time at the same time. The resulting timing variations are known as Gordon-

Haus jitter and can only be reduced by minimizing dispersion [63, 64, 84, 142, 149] or the
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low frequency part of the center frequency fluctuations by means of a bandwidth-limiting

filter [149]. Mechanical vibrations of the cavity mirrors modulate the round-trip time and

lead to timing jitter [143, 148, 149]. Moreover, refractive index fluctuations due to thermal

effects contribute to timing jitter in the same way [143, 149]. Longer cavities decrease the

sensitivity towards mirror vibrations [79, 143].

The design of low jitter MLLs is a highly challenging task regarding the numerous men-

tioned noise sources. In a well designed MLL, the technical noise is suppressed as far as

possible and the circulating pulse is less sensitive towards fluctuations. In this case, quan-

tum noise defines the fundamental noise limit which MLLs achieve, at least for high offset

frequency fluctuations. The main contribution to timing jitter is usually concentrated in the

low offset frequency components. In particular passive MLLs have stronger drift compo-

nents of the repetition rate since there is a lack of a timing reference which is provided in

active MLLs. In general, the laser noise approaches the shot noise limit for higher intracav-

ity power, lower resonator losses and longer cavities [79].

In the following, the MLLs are classified in three rough categories to simplify the discussion

of their applicability for photonic ADCs in the next chapter. These are indicated by colors

in tab. 5.1.

In the first category, passive MLLs are grouped which provide the lowest timing jitter. These

are highlighted in cyan in tab. 5.1 and are usually solid-state [61, 62, 65] or fiber lasers

[63, 64, 84] with long cavities. Here, typical timing jitter values in the low femtosecond

[84] or even in the low attosecond regime [61, 62, 63, 64, 65] have been achieved with

passive mode-locking. An essential characteristic of such lasers is the short pulse width

of < 400 fs [61, 62, 63, 64, 65, 84]. The excellent jitter performance is usually achieved

for higher offset frequencies of fmin > 1 kHz with respect to the carrier frequency. Jitter

contribution of low offset frequencies can be orders of magnitude higher. Due to the longer

round-trip time, the repetition rate of such lasers is usually in the range of 50 MHz-500 MHz

[61, 62, 63, 64, 65, 84]. For example, for the solid-state 500 MHz laser in [62], an average

output power of 80 mW with an RIN PSD down to −150 dB/Hz was achieved. Similar re-

sults were shown for the 100 MHz MLL in [61] with an average output power of 164 mW

and an RIN PSD down to −157 dB/Hz. Fiber lasers usually provide lower average output

power of down to few milliwatts [63, 84]. Because of this, the RIN is typically higher. For

example, in [64, 84] an RIN PSD of < −140 dB/Hz was achieved. The output power can

always be raised by an external optical amplifier [84] but this deteriorates the RIN further.

The mentioned performances were achieved for the important telecommunication wave-

length of 1550 nm [61, 62, 63, 84].

In the second category, fundamentally locked passive MLLs are summarized which provide
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repetition rates in the low gigahertz regime corresponding to shorter cavities than lasers of

the first category. These are highlighted in yellow in tab. 5.1. Such lasers have higher tim-

ing jitter in the low femtosecond regime and are realized as solid-state lasers [83, 143]. This

is again valid for high-frequency jitter components above the typical value of 1 kHz. While

attosecond jitter seems possible for repetition rates up to 1 GHz [83], such low jitter is much

harder to achieve for a one-order-higher repetition rate of 10 GHz. For example, in [143]

active stabilization of the cavity length was necessary to decrease the timing jitter to a low

femtosecond range. It should be noted that in this case, most jitter contributions resulted

from low offset frequency fluctuations of < 1 kHz which are less important for some ap-

plications. For example, regarding a photonic ADC in a real-time oscilloscope, the device

memory can be filled after 1 ms, and timing jitter which varies slower than 1 kHz becomes

irrelevant. In other applications, a PLL corrects slow timing variations. It should be noted

that the jitter in [143] was almost quantum-limited and fundamentally locked lasers with

higher repetition rates would have an increased timing jitter (assuming the same average

optical power) since the quantum noise PSD is inversely proportional to the square of the

round-trip time [143, 149]. Here, few or tens of femtoseconds can be found in the literature

[143]. The typical pulse width is in the range of few hundreds of femtoseconds [83] or even

in the low picosecond range [143].

In the third category, lasers are grouped which provide repetition rates of tens of gigahertz.

These are highlighted in green in tab. 5.1. This is usually achieved by integrated semicon-

ductor lasers [141, 147]. Unfortunately, passive mode-locking leads to a much worse jitter

performance of hundreds of femtoseconds or even more than one picosecond [141, 147].

Active or hybrid mode-locking decreases the jitter but the requirement of an ultra-stable RF

reference is a high cost disadvantage. Optical feedback is a low-cost alternative to decrease

the jitter to few hundreds of femtoseconds [147]. Furthermore, integrated lasers emit only

a low average output power of few milliwatts [141, 147]. Because of the much worse pulse

quality, such MLLs are not interesting for the desired application of a photonic ADC.

An important group of lasers does not fit to the categories mentioned above, namely the

harmonically MLLs which are often realized as active lasers. These are not highlighted in

color in tab. 5.1. Short cavities have a low quality factor leading to a high timing jitter

[141, 143]. But by means of harmonic mode-locking schemes, long cavities enable high

quality factors and low timing jitter [79]. Here, supermode noise can be suppressed, for

instance by an intracavity Fabry-Perot etalon [79]. External pulse compression is neces-

sary to achieve short pulse widths for active MLLs [78, 79] since the shortening effect of

modulators is limited by the RF reference signal. For example, in the active MLL in [78],

more than 10000 pulses circulated within a 190 m-long cavity leading to a repetition rate
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of > 10 GHz. Similarly, the active MLL in [79] achieved a repetition rate of 10.287 GHz

from the fundamental frequency of 5.6 MHz in a 35 m-long cavity. Here, the resulting pulse

train showed a timing jitter of only 14 fs up to the Nyquist frequency and an RIN PSD down

to −160 dB/Hz for high offset frequency fluctuations. These are impressive results but the

MLL is barely suitable as a clock source for photonic ADCs. The complex set-up, includ-

ing free space transition, an electronic ultra-stable reference signal, a semiconductor optical

amplifier and diverse optical and electronic components, makes it impractical for a low-cost

solution.

5.1.1 Pulse Repetition Rate Multiplier

Optical pulse trains with desired repetition rates of tens of gigahertz delivered by MLLs

usually show insufficient timing stability for high-speed photonic ADCs. The ultra-low jit-

ter performance can be easier achieved by lasers with long cavities or low repetition rates,

respectively. Moreover, high power and at the same time high repetition rate can lead to

thermal destruction of saturable absorbers. As a result, the desired low jitter pulse trains

usually have repetition rates � 10 GHz and repetition rate multipliers have to be used to

achieve higher sampling rates.

One method to increase the repetition rate is optical time-interleaving. Here, the pulse train

is divided and reunited again with a delay corresponding to half of the pulse period. This

process can be repeated multiple times until the desired repetition rate is achieved. It can

be realized easily in a cascaded Mach-Zehnder interferometer (MZI) scheme by fibers and

couplers [150]. Obvious disadvantages are the high requirements for the coupler splitting

ratio and the fiber lengths and the 3 dB power loss at the last interferometer stage. Cou-

pler tolerances induce periodic amplitude fluctuations, while fiber length tolerances cause

periodic timing deviations corresponding to skew. These errors are unavoidable but can be

compensated in theory as long as they stay constant and deterministic.

Another method uses an external Fabry-Perot cavity at the laser output [151]. Here, the

cavity length is locked to a multiple of the laser repetition rate in a feedback loop. In the

frequency domain, it corresponds to an optical filter passing only every M -th optical mode,

while in the time domain it corresponds to multiplication of the repetition rate by the factor

M . Unfortunately, such a filtering process is inefficient since most of the MLL power is

reflected back to the laser and is not entering the cavity. Furthermore, a certain amount of

non-uniformity within the resulting pulse train cannot be avoided which is indicated by the

spurs in the detected electrical spectrum in the realized work in [151].

The third approach is to use time-to-wavelength mapping [25]. Here, the pulse train is di-

vided by a spectral demultiplexer in several pulse trains on different carrier wavelengths.
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Afterwards, these pulse trains are combined again by means of a spectral multiplexer with

characteristic delays similar to the first method [25]. The advantage is that after optical

sampling, the different wavelength channels can be easily separated again by a spectral de-

multiplexer and processed in parallel by low-speed electronics [25]. The disadvantages are

again the channel mismatches leading to skew and periodic pulse-to-pulse energy fluctua-

tions although these can be minimized by post-detection electronics as long as they remain

constant [25].

Pulse rate multiplication can also be realized by a dispersive medium which is known as

the temporal (fractional) Talbot or self-imaging effect [152]. Essential characteristics of

the dispersive medium is a flat amplitude spectrum and a linear group delay over the entire

pulse bandwidth [152]. The linear group delay can be implemented by fibers for picosecond

pulses since higher order dispersion effects are not negligible for ultra-short pulses or long

fiber lengths [152, 153]. In a simple form it can be realized by an electro-optic phase mod-

ulator followed by a dispersive fiber as was done in [153]. Here, the repetition rate multipli-

cation factor can be electrically programmed by modifying the temporal phase modulation

profile. An alternative implementation can be performed by linearly chirped fiber gratings

[152]. These can be designed to provide the required dispersion characteristics over the

desired bandwidth in a compact form. Important advantages of the Talbot-effect-based rep-

etition rate multiplication are pulse shape as well as energy conservation [152, 153] and

noise mitigation [154]. Here, each output pulse results from interference of numerous input

pulses. Hence, pulse-to-pulse energy fluctuations as well as timing jitter shrinks by the in-

herent averaging process [154].

The fifth method to increase the repetition rate is to use all-pass optical ring structures

which can be integrated on chip [155, 156]. Unfortunately, propagation losses in the rings

induce severe periodic amplitude fluctuations [156], while temperature sensitivity necessi-

tates a control mechanism. Moreover, a non-negligible pulse broadening is accompanied by

the dispersion characteristics of the ring.

5.2 Photonic Analog-to-Digital Converter Architectures

In this section, a short review of principle photonic ADC architectures is given based on

previous publications. It is a more detailed discussion of the architecture comparison given

by the author in [88]. Based on the conclusions, an analytic investigation of the potential

photonic ADC performance will be provided in the next chapter.

An excellent review of realized photonic ADC architectures was given in [24], where the

digitization of an RF signal is separated into a sampling and a quantization process. De-

pending on the ADC architecture, each process can be realized in the photonic or electronic
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domain. In fact, the optical contribution can be reduced to clocking the electronics which

performs both the sampling and the quantization process.

The original pulse train characteristics provided by an available laser usually have to be

modified to enable a reasonable operation. An optical amplifier may be necessary if the

output power is too low. The repetition rate may be multiplied by one of the discussed pos-

sibilities from section 5.1.1. A time-interleaved scheme of several parallel ADCs is often

necessary to achieve high sampling rates. The combinations of all mentioned variants result

in a vast variety of photonic ADC architectures. Nevertheless, two principle architectures

can be distinguished for the photonic ADC performance analysis in the following chapter.

The resolution of sampled high-frequency microwave signals depends highly on the sam-

pling instant accuracy what can be seen in eq. (2.17). In section 5.1, it has been discussed

that MLLs can provide ultra-stable optical pulse trains with timing jitter down to the low

attosecond range, which outperforms microwave oscillators. Furthermore, optical clock

distribution is more accurate than electrical clock distribution since it induces only a low

heat generation, has a high signal speed, is less sensitive towards fabrication tolerances and

temperature fluctuations and does not have any impacts from crosstalk and power supply

noise [7, 9, 11, 22, 80]. Therefore, it is beneficial to perform the clock distribution and

the sampling process in the optical domain. The quantization process can still be realized

optically or electronically. But for a low-cost solution, by means of an integrated system on

chip, it is more appropriate to consider electronic quantization. In fact, quantization can be

performed well by electronics [157] for instance in a photonic BiCMOS process [96].

Typical photonic ADC architectures are illustrated in fig. 5.2. The ADC architecture in fig.

5.2(a) suggests an integrated system on chip where the optical pulse train is coupled into

the chip and distributed by an optical CDN to each sampling unit. Photodiodes detect these

pulses and generate electric clock signals which initiate the sampling process. Such a sys-

tem was suggested in [87] by the author where a grating couples the optical pulse train into

a silicon waveguide. Multimode interference (MMI) couplers and silicon waveguides with

different delays form an optical CDN, delivering these pulses to several time-interleaved

sampling units. The steepest point of the rising edge of the induced electrical pulse, as

schematically shown in fig. 5.3(a), is used as the sampling instant to trigger the subse-

quent electronic circuit. Such a clocking mechanism was published in [39] where an opto-

electronic clock converter (OECC) generated an electrical 5 GHz square wave signal from

the received 10 GHz optical pulse train. Here, the optical pulses were detected by a photo-

diode and the resulting photocurrent pulses induced a switching mechanism of a subsequent

flip-flop. The output power of the solid-state MLL used in [39] had to be amplified by an

erbium-doped fiber amplifier (EDFA) as suggested in fig. 5.2. Moreover, the repetition rate
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External Clock System on Chip
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Analog 
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(a)

External Clock System on Chip
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Sampled Analog 
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QuantizationPD

#2 Electronic 
Quantization

#N Electronic
QuantizationPD

PDDEMUX

(b)

Figure 5.2: Typical system architectures for photonic ADCs where an external MLL output is amplified by an

EDFA and coupled into an integrated system on chip. The optic and electronic components are highlighted by

different colors. (a) Using the rising-edge-triggered clocking technique for photonic assisted ADCs (or VLSI

circuits), the pulse train is delivered by an optical CDN to the interleaved electronic ADCs defining the sampling

instants. (b) Using the center of mass sampling technique, the pulse train is interleaved and weighted by the

sampled analog RF signal applied to a modulator. Afterwards, the pulses are demultiplexed and distributed to

several photodiodes where they are detected and electronically quantized.
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Figure 5.3: Gaussian pulse shape with two different sampling instants and their uncertainties: (a) Current noise

at the threshold value Ith at the rising edge with the slope ∆I/∆t at a time instant t0 corresponds to timing

jitter (b) Current noise causes a shift of the pulse center of mass t0.

of 1.25 GHz was increased by factor 8 by means of optical time-interleaving. The square

wave output signal of the OECC can be used as a stable clock for time-interleaved elec-

tronic ADCs. A stable time-interleaving can be performed by different waveguide lengths

of the optical CDN branches as was suggested in [87] and shown in [80]. The measured

OECC timing jitter of 24 fs in the offset frequency range of 1 kHz-30 MHz resulted almost

completely from the used MLL and a more stable laser should enable an even better perfor-

mance. Experimental results of this device will be shown and discussed in detail in section

7.3. Beyond that, the OECC output can be used to clock VLSI circuits. The realized clock

mechanism for VLSI circuits in [11] can also be described by the architecture of fig. 5.2(a).

In this case, the optical CDN was realized in a symmetrical H-tree architecture to simulta-

neously clock electronic sub-circuits as illustrated in fig. 1.1(b).

In the ADC architecture of fig. 5.2(b), the sampling process is performed by a modulator,

driven by the sampled analog RF signal. In this case, the pulses are weighted by the RF sig-

nal and the detected pulse energies refer to the signal amplitude. Here, the sampling instant

corresponds to the pulse center of mass as is schematically illustrated in fig. 5.3(b). The

pulse train can also be interleaved before passing the modulator and demultiplexed after-

wards. Such schemes are usually necessary to achieve high sampling rates but perform the

quantization with slow electronics [25]. The receivers either integrate the induced charge

per pulse [32, 38] for the quantization process or electrically sample the detected pulse

peaks [25]. Since the pulses are broadened after the photodiode and the slope is minimal

at the peaks, the electrical jitter is much less critical. Both quantization principles can be

found in the literature.

Several studies followed the ADC architecture of fig. 5.2(b). In [38], the optical interleaving
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system is realized in free-space, while photoconductive switches perform the sampling pro-

cess of the RF signal. The pulse weighting process is performed by a metal-semiconductor-

metal switch attached in series with a hold capacitor across the signal and ground lines of a

transmission line. Then, the applied voltage charges a hold capacitor when the photoexcited

carriers open the sampling window. A subsequent flash quantizer digitizes the held voltage

after amplification by a buffer amplifier. In this case, no demultiplexing schemes were used.

It should be noted that other than in fig. 5.2(b), the sampling process is performed electri-

cally but the timing jitter also coincides with the center of mass uncertainty indicated in

fig. 5.3(b). In the proposed photonic ADC in [25], the interleaving concept is realized by

time-to-wavelength mapping as described in section 5.1.1. After weighting the pulses by an

electro-optic modulator, the interleaved pulse train is demultiplexed into individual wave-

lengths and detected by separate photodiodes. Subsequent post-detection electronics gen-

erates the digital output. Here, amplitude and timing mismatches between the channels, re-

sulting from the interleaving system and the photodiodes, as well as modulator non-linearity

are corrected by digital signal processing. In [32], after passing the sampling modulator, the

pulses are distributed by time-division demultiplexers to the individual photodetectors. The

sampling process in the non-integrated work in [34] is also performed by a modulator and,

therefore, its uncertainty can also be modeled by the quantum noise model introduced in the

following chapter. The time- [32] or wavelength-demultiplexing scheme [25] after sampling

by a modulator is beneficial since it strongly relaxes bandwidth requirements for photode-

tectors and electronic quantizers. This means that the comparator ambiguity, as another

critical issue for electronic ADCs, is much less problematic. The modulator non-linearity

as well as the laser amplitude noise can be largely suppressed by using the information of

both modulator output arms [32, 158] as long as the subsequent system components remain

linear. Here, using a combination of both outputs and the inversion of the modulator trans-

fer function during post-processing leads to suppressed sensitivity towards pulse-to-pulse

energy fluctuations. The disadvantage is the twice-as-high system complexity consisting

of waveguides, MMIs, photodiodes, quantizer circuits and post-detection electronics. In

[159], the pulse weighting is performed in the electronic domain after photodetection of the

optical pulse train. As will be shown in the following chapter, the timing uncertainty of

such a sampling process corresponds also to the center of mass of the optical pulse.

The external MLL has to be synchronized with the electronics on chip. Here, either the

MLL or an RF reference can serve as the master clock. Derivation of a precise high fre-

quency clock on chip from an MLL was shown in [39] and considered in [25, 32, 38] . But

in this case, part of the laser power has to be reserved for the clock generation on chip. This

is avoided if an RF reference serves as the master clock. Here, the laser cavity length can be
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adjusted by means of a piezoelectric transducer to a reference signal. This is widely used

in ultra-low jitter measurement systems [61, 62, 63, 64, 82, 83, 84, 143]. Passive MLLs

are usually considered for photonic sampling due to their ultra-low jitter performance for

higher offset frequency fluctuations. The usually much higher slow frequency jitter can be

filtered by locking the laser within a PLL to a slow reference. In this case, the jitter during

the fast photonic sampling process is dominated by high offset frequency fluctuations of

the lasers repetition rate. Moreover, the jitter requirements for the quantization process are

much less stringent due to the parallel architecture. Therefore, the slow drift is not critical

for the electronics and is filtered by the PLL.



Chapter 6

Jitter of Photonic Analog-to-Digital
Converters

In the following, a quantum noise model is introduced capable of describing fundamental

noise source impacts on the photonic ADC performance. It was published by the author in

[88] as an evolved model from previous versions introduced in [87, 160]. In this chapter, a

more detailed derivation is given.

An integrated system on chip is considered where the quantization is performed electrically,

while the sampling process can be done either electrically or optically. An external MLL

is considered for providing the pulse train which can be optionally amplified by an EDFA.

Assuming reasonable properties for individual components of the whole system, the poten-

tial performance of photonic ADCs will be discussed for both sampling methods mentioned

in section 5.2.

6.1 Quantum Noise Model of Photodetection

A block diagram of the system model is shown in fig. 6.1 where all parameters in front of

the photodetector (PD) are related to the optical field. An MLL with negligible jitter σMLL

is considered, emitting ultra-short optical pulses with a complex optical field envelope A(t)

and the pulse energyEp =
∫
|A(t)|2dt. The actual time-dependent electrical field would be

Re{A(t) · exp(j2πνct)} where νc is the carrier frequency related to the carrier wavelength

by λc = c/νc with c as the speed of light in vacuum. A subsequent EDFA amplifies the

pulse energy by a factor G. This process adds noise nASE(t) due to amplified spontaneous

emission (ASE) noise. It is complex and can be described by the ACF [101, 161]

RASE(τ) = 〈nASE(t)n∗ASE(t+ τ)〉 = nsphνc(G− 1) · δ(τ) (6.1)
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Figure 6.1: Detailed block diagram of the system model for quantum noise calculation in the photonic sampling

process. All variables in front of the PD are related to the electrical field amplitude. Optical and electrical signal

paths are highlighted by different colors. The PD output can be used for two principle sampling techniques

mentioned in the text.

where nsp is the EDFA inversion factor, h is Planck’s constant and "∗" denotes the complex-

conjugate. As the direct impact, it causes the pulse center of mass to shift in time. Further-

more, it induces a slight change of the pulse center frequency, leading to a group velocity

change. In combination with dispersion of the optical path, it leads to a varying arrival time

at the end of the optical path which corresponds to an indirect impact on jitter. The effect

of a varying center frequency and fiber dispersion is known as Gordon-Haus jitter σGH .

It had been first described in [162] and later analyzed for long-haul fiber communication

systems in [163] where the effect was extended by the pulse chirp impact on jitter. In the

following, the Gordon-Haus jitter is neglected, while the direct impact on the center of mass

is included in the noise model. The indirect impact of ASE noise on jitter is subsequently

considered as superimposed additional mean squared jitter [161]

σ2
GH =

SASE
GEp

τ2
o

(
d

τ2
o

+ C0

)2

=
(FG− 1)hνc

2GEp
τ2
o

(
d

τ2
o

+ C0

)2

. (6.2)

Here, SASE = nsphνc(G − 1) is the PSD of the ASE noise, C0 is the chirp parameter

regarding linear frequency change and d = β2L is the accumulated dispersion in the fiber

of a length L with the average group velocity dispersion (GVD) coefficient β2. The more

practical EDFA noise figure [161, 101]

F =
SNR|in
SNR|out

=
1

G
(1 + 2nsp(G− 1)) (6.3)

has been used to replace the inversion coefficient nsp and τo is the pulse width of the Gaus-

sian optical power envelope from eq. (4.15). Eq. (6.2) was derived for long-haul transmis-

sion systems with a fiber length much longer than the fiber length within the EDFA. In the

investigated application of photonic ADCs, the fiber to the chip is very short and the sum

of the EDFA fiber and the output fiber can be taken as an upper bound of the effective fiber
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length L. As a practical example, an MLL can be considered, emitting pulses with a pulse

energy of Ep = 0.1 pJ, a center wavelength of λc = 1550 nm, a pulse width of τo = 180 fs

(or 300 fs full-width-half-maximum (FWHM) respectively) and a chirp of C0 = 1. An

EDFA with the noise figure F = 4 amplifies the pulses by factor G = 100. For an optical

path with the average GVD coefficient β2 = 20 ps2/km and the effective length L = 10 m,

the Gordon-Haus jitter would be σGH = 2.07 fs. If necessary, the Gordon-Haus jitter can

be decreased by minimizing the accumulated dispersion which is usually done in MLLs

[63, 64].

After amplification by the EDFA, the pulse train is coupled into the optical CDN and dis-

tributed to certain positions on the silicon die. The CDN can look very different depending

on the sampler architecture which has been discussed in section 5.2. Here, its impact can

be reduced to the overall loss αCDN . The photodiode quantum efficiency ηPD and the ef-

ficiency of the optical CDN including grating coupler, MMI couplers, waveguides or other

passive components can be summarized to the effective efficiency ηeff = ηPDαCDN . Su-

perimposed vacuum fluctuations nvac(t) added to the optical field in front of the photodiode

model the shot noise. These are complex and can be modeled by the ACF [101, 161]

Rvac(τ) = 〈nvac(t)n∗vac(t+ τ)〉 =
hνc
2
· δ(τ). (6.4)

Here, hνc/2 refers to the zero-point energy [101]. Finally, the PD is represented by the

concatenation of a square law detector and a linear system with the impulse response gPD(t)

normalized by
∫
gPD(t)dt = 1. Thermal noise of an effective load resistance RΩ at the PD

is included by the current noise nth(t). Its ACF is known as [101]

Rth(τ) = 〈nth(t)nth(t+ τ)〉 =
4kBT

RΩ
· δ(τ). (6.5)

Following the block diagram in fig. 6.1, the output current results in

i(t) =Rp

∣∣∣√GηeffA(t) +
√
ηeffnASE(t) + nvac(t)

∣∣∣2 ∗ gPD(t) + nth(t) ∗ gPD(t)

=Rp

(
Gηeff |A(t)|2 + 2 Re

{√
GηeffA(t) ·

(√
ηeffnASE(t) + nvac(t)

)}
+
∣∣√ηeffnASE(t) + nvac(t)

∣∣2) ∗ gPD(t) + nth(t) ∗ gPD(t). (6.6)

Rp = q/hνc is the response of an ideal photodiode and q is the electron charge. The

beatings of the pulse with ASE noise and vacuum fluctuations is dominant compared to the

contribution of the beating of ASE noise with vacuum fluctuations. Therefore, the third

addend can be neglected towards the second in the brackets of eq. (6.6). In summary, the

detected electrical signal is a superposition of a deterministic photocurrent id(t) and the
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noise currents in,opt(t) and in,th(t) resulting from the noise sources mentioned above. The

output current can be expressed as [87, 88]

i(t) = id(t) + in,opt(t) + in,th(t) with (6.7)

id(t) = RpGηeff |A(t)|2 ∗ gPD(t) (6.8)

in,opt(t) = in,ASE(t) + in,vac(t)

=
[
2Rp
√
Gηeff Re{A(t) · nASE(t)}

]
∗ gPD(t)

+
[
2Rp

√
Gηeff Re{A(t) · nvac(t)}

]
∗ gPD(t) (6.9)

in,th(t) = nth(t) ∗ gPD(t). (6.10)

Based on the introduced noise model, the fundamental jitter limit for both photonic sam-

pling techniques introduced in section 5.2 will be calculated in the next sections.

6.2 Rising Edge Sampling

One way to exploit the ultra-low jitter performance of MLLs for the sampling process is

to use the steepest point of the rising edge of the induced electrical pulses as the sampling

instant. This was realized in [11, 39]. In digital electronic circuits, a potential barrier, such

as a threshold voltage of a transistor, has to be exceeded to switch a circuit state [56]. In this

case, the superimposed noise currents at the threshold current Ith induce an uncertainty of

the time instant t0 what is schematically shown in fig. 5.3(a). Here, the standard deviation

of this time instant corresponds to jitter [56]. For its following derivation, a Gaussian PD

impulse response

gPD(t) =
1√
πτe
· e−

t2

τ2
e (6.11)

is assumed with τe as the impulse response widths.

The superimposed stochastic photo current in,opt(t) has a zero mean value so that the vari-

ance can be calculated to [164]

var (in,opt(t)) = 4R2
pGηeff

∞∫
−∞

A2(τ)g2
PD(t− τ)Rnn(0)dτ. (6.12)

Here, the ACF value

Rnn(0) = ηeff
RASE(0)

2
+
Rvac(0)

2
(6.13)

represents the sum of ACF values of both optical noise sources at τ = 0. Due to the square

law detection, only the real part of the noise sources can be found in eq. (6.9) so that only

the half value of the ACFs in eqs. (6.4) and (6.1) are used in eq. (6.13).
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The variance of the thermal noise in,th(t) has a zero mean value as well and is well known

as [101]

var(in,th(t)) =
4kBT

RΩ
BPD (6.14)

with BPD as the 3 dB PD bandwidth. For a first order timing jitter estimation, linearization

of the impulse response gPD(t) around the threshold value Ith by the signal slope can be

used. This is schematically shown in fig. 5.3(a) and leads to

var(t0) =
var(Ith)(

did(t)
dt

∣∣∣
t=t0

)2 (6.15)

with var(Ith) as the current variance at the threshold value. Inserting the current variance

due to ASE noise and shot noise from eq. (6.12) or the current variance due to thermal noise

from eq. (6.14), respectively, in eq. (6.15) results into the mean squared jitter contributions

of shot and ASE noise and thermal noise [87, 88]

σ2
e,opt =

hνc
Ep,PD

[1 + ηeff (GF − 1)] ·

(τ2
e + τ2

o )3

4 ln(2)τ3
e

√
τ2
e + 2τ2

o

· e−
2 ln(2)τ2

e
2τ2
o+τ2

e
+

2 ln(2)τ2
e

τ2
o+τ2

e , (6.16)

σ2
e,th =

4kBT

R2
pE

2
p,PDRΩ

· 0.83τ3
e with (6.17)

Ep,PD = ηeffGEp (6.18)

as the detected pulse energy at the PD. For the 3 dB bandwidth in eq. (6.14), the relation

τo =
√

ln 2/
√

2πBPD has been used. It is valid for Gaussian pulse forms and, therefore,

also for the bandwidth of the considered Gaussian PD impulse response in eq. (6.11).

The impact of ASE noise results into the expression in the first brackets of eq. (6.16).

Jitter that originates from shot and ASE noise in eq. (6.16) decreases for higher detected

pulse energy Ep,PD, shorter optical pulse width τo and shorter PD impulse response τe or

higher PD bandwidth, respectively. Jitter from thermal noise decreases faster for a higher

detected pulse energy and a shorter PD impulse response width due to the squared and cubic

dependencies in eq. (6.17). Depending on the magnitude of the detected pulse energy, both

noise sources can dominate.

Unavoidable relative pulse-to-pulse energy fluctuations ∆rp2p transfer to timing jitter of the

time instant t0 in fig. 5.3(a) since the threshold current is reached earlier or later depending

on the detected pulse energy. Assuming the usual case of τo � τe, this transition instant

of the half peak value as a reference point at the PD impulse response in eq. (6.11) can be
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calculated by

1

2

1
√
πτe

=
1 + ∆rp2p√

πτe
· e−

t′2

τ2
e

⇔ t′ = τe ·
√

ln(2 + 2∆rp2p). (6.19)

Using a first order Taylor approximation for the time instant variation t′ due to pulse energy

fluctuations ∆rp2p and calculating its deviation from the expected value t0 =
√

ln(2)τe

results in the corresponding timing jitter

σe,p2p =
∆rp2p

2
√

ln 2
τe (6.20)

where the relative pulse-to-pulse energy fluctuations

∆rp2p =
∆Ep
Ep

=

√√√√√ frep/2∫
0

SRIN (f)df (6.21)

within the pulse train can be calculated from the RIN PSD of the MLL. The integration is

performed up to the Nyquist frequency corresponding to half of the repetition rate frep. A

RIN PSD of −155 dB/Hz for a 10 GHz MLL results in ∆rp2p = 0.13% at the MLL output.

Considering a subsequent EDFA with the noise figure FdB = 6 dB and the amplification

GdB = 20 dB followed by a CDN with the effective efficiency ηeff = −17 dB results in

the total noise figure [101]

Ftot = F +
1/ηeff − 1

G
(6.22)

where all variables are given by their explicit values and not in dB. The EDFA and the

subsequent CDN increases the RIN PSD by the total noise figure. For the upper example, the

concatenated noise figure results in Ftot,dB = 6.5 dB and leads to shot noise limited relative

pulse-to-pulse energy fluctuations of ∆rp2p = 0.27 % at the photodiode. This causes a

timing jitter of σe,p2p = 7.96 fs for a Gaussian PD impulse response width of τe = 5 ps

corresponding to BPD =
√

ln(2)/
√

2πτe = 37.5 GHz PD bandwidth. It is important to

note that eq. (6.20) is only valid for linear photodiodes. Using the photodiodes in saturation,

pulse-to-pulse energy fluctuations affect the rising edge much less compared to the falling

edge [77] as has been shown in section 4.5. In this case, pulse-to-pulse energy fluctuations

should be less critical for the timing jitter. The measured additional jitter for photodiodes

in saturation resulting from amplitude-to-phase noise conversion [77] does not apply for

the rising edge case since an ESA always measures the center of mass. The impact on the

center of mass is much higher. In conclusion, the performance of the rising edge sampling

technique depends highly on the detected pulse energy and the PD bandwidth, according to

eqs. (6.16), (6.17) and (6.20). The impact of pulse-to-pulse energy fluctuations on timing

jitter in eq. (6.20) shows an upper bound and photodiode saturation can even be beneficial.
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6.3 Center of Mass Sampling

In ADC architectures as proposed in [25] or in several architectures suggested in [24], the

sampling process is performed by weighting the optical pulse train by the RF signal which

has to be sampled. Afterwards, the discretized signal can be derived from the detected

pulse energies Ep,PD as schematically shown in fig. 5.2(b). In this case, jitter results from

the uncertainty of the center of mass position due to random photon distribution within the

pulse. The Poisson distribution describes noise resulting from the particle nature of light

[165]. For the usual case of a large number of photons, the noise characteristics correspond

to Gaussian noise superimposed to the deterministic signal. Describing this noise in the

wave form of light leads to vacuum fluctuations which are used in the quantum noise model

in section 6.1. In the following derivation, Gaussian optical pulses as written in eq. (4.15)

are assumed.

Following the ansatz in eq. (6) in [149], the shifted pulse center of mass position due to a

noise current in,opt(t) = in,ASE(t)+in,vac(t) superimposed to a deterministic photocurrent

id(t), given in eqs. (6.8) and (6.9), can be calculated by

σ2
c =

1

Q2

〈 ∞∫
−∞

t · in,opt(t)dt

2〉

=
1

Q2

〈 ∞∫
−∞

t · in,opt(t)dt

 ∞∫
−∞

t′ · in,opt(t′)dt′
〉 (6.23)

where

Q =

∞∫
−∞

id(t)dt = RpEp,PD (6.24)

is the detected charge induced by the optical pulse. The beating term between shot noise

in,vac(t) and ASE noise in,ASE(t) disappears in eq. (6.23) since the noise sources are

not correlated. Therefore, the jitter calculations due to vacuum fluctuations (or shot noise

respectively) and ASE noise can be split. In the following, the derivation of the jitter con-

tribution from shot noise in,vac(t) is provided. The calculation steps are identical for ASE

noise related jitter taken into account by in,ASE(t). The result will be given by a simple

adaptation of relevant factors. For shot noise eq. (6.23) leads to

σ2
c,sh =

K2

Q2

〈 ∞∫
−∞

∞∫
−∞

tt′

 ∞∫
−∞

Re{A(τ) · nvac(τ)} · gPD(t− τ)dτ

 ·
 ∞∫
−∞

Re{A(τ ′) · nvac(τ ′)} · gPD(t′ − τ ′)dτ ′
 dt′dt

〉
(6.25)
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with K = 2Rp
√
Gηeff . In the following, a real optical field envelope is assumed for the

optical pulse. Thus, reorganizing eq. (6.25) results in

σ2
c,sh =

K2

Q2

∞∫
−∞

∞∫
−∞

tt′

[ ∞∫
−∞

∞∫
−∞

A(τ)A(τ ′)
〈
Re{nvac(τ)}Re{nvac(τ ′)}

〉
·

gPD(t− τ)gPD(t′ − τ ′)dτdτ ′

]
dt′dt. (6.26)

Only the real part of the vacuum fluctuations appears in the ensemble average in eq. (6.26).

Since the PSD of the vacuum fluctuations is distributed equally in the real and imaginary

part [101], only half of the ACF from eq. (6.4) has to be used. Therefore, eq. (6.26) leads

to

σ2
c,sh =

K2

Q2

hνc
4

∞∫
−∞

∞∫
−∞

tt′

[ ∞∫
−∞

A2(τ) · gPD(t− τ)gPD(t′ − τ)dτ

]
dt′dt

=
K2

Q2

hνc
4

∞∫
−∞

t

[ ∞∫
−∞

A2(τ) · gPD(t− τ)

 ∞∫
−∞

t′ · gPD(t′ − τ)dt′

 dτ

]
dt

=
K2

Q2

hνc
4

∞∫
−∞

τ ·A2(τ)

 ∞∫
−∞

t · gPD(t− τ)dt

 dτ. (6.27)

Here, the relation that the normed impulse response
∫
gPD(t)dt = 1 is centered at t = 0 has

been used twice and, therefore, the mean value of its shifted version gPD(t−τ) corresponds

to the time shift τ . Finally, using the Gaussian pulse shape from eq. (4.15) for the optical

pulse power envelope A2(t) in eq. (6.27) results in the shot-noise-induced mean squared

timing jitter

σ2
c,sh =

hνc
2Ep,PD

τ2
o . (6.28)

The ASE noise contribution to timing jitter can be calculated identically to

σ2
c,ASE = ηeff (FG− 1)

hνc
2Ep,PD

τ2
o (6.29)

by using the corresponding ACF from eq. (6.1) and a slightly different factor K. Moreover,

the expression in eq. (6.3) has been used to replace the inversion factor by an expression

with the more practical noise figure F . The jitter in eqs. (6.28) and (6.29) is additive and

results in [88]

σ2
c,opt =

1

2

hνc
Ep,PD

τ2
o [1 + ηeff (GF − 1)] . (6.30)

since the noise sources are not correlated. Eq. (6.30) represents the variance of the center of

mass position of the induced electrical pulses due to the current noise in,opt(t) superimposed
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to the ideal photocurrent id(t). Without the EDFA (F = G = 1) and the CDN, the effective

efficiency reduces to the photodiode quantum efficiency ηeff → ηPD and eq. (6.30) reduces

to

σ2
c,sh =

1

2

hνc
ηPDEp

τ2
o . (6.31)

It describes the mean squared center of mass jitter resulting from shot noise in the pho-

todetection of an optical pulse train. This equation was first derived in [69] and shows

that the center of mass jitter of the induced electrical pulses does not depend on the PD

bandwidth. Jitter increase due to the photodiode stems only from the limited quantum effi-

ciency ηPD. Furthermore, only the optical pulse characteristics define the jitter from shot

and ASE noise. The higher the pulse energy and the shorter the pulse width, the less jitter

is generated. In [69], the derived relation was explained by shot noise correlations in the

photodetection process of an optical pulse train. Here, identical results are shown with the

intuitive explanation of pulse center of mass variation analyzing the photodetection of a sin-

gle pulse. In the upper derivation, shot noise is considered by optical field fluctuations and

a deterministic PD impulse response from eq. (6.11) is used. Therefore, the unique random

variable that causes jitter depends only on the optical pulse characteristics. The PD, as a

deterministic component, deteriorates the jitter performance only by the non-ideal quantum

efficiency. Limits of this approach were observed in [69] where the measured phase noise

of an induced harmonic did not decrease further for shorter pulses after reaching a certain

level. This effect was explained in [133] by the random carrier drift time within the intrin-

sic region of the photodiode. A random drift time causes a non-deterministic PD impulse

response and leads to a certain amount of jitter. In [69], this value was 0.8 fs corresponding

to the measured phase noise of −179 dBc/Hz for the fifth harmonic of the used repetition

rate of 2 GHz.

The noise model introduced here can also be used to calculate the jitter of the optical pulse

in front of the PD. In this case, the PD can be reduced to a square law detector leading to

an optical power instead of a photocurrent in the upper derivation. Then, eq. (6.31) with

ηPD = 1 is consistent with the results found in [149, 166]. It is noteworthy that for other

pulse shapes, eq. (6.30) would have slightly different factors than 1/2, as can be seen in

[167, 168].

The detected pulse energies Ep,PD or induced charges RpEp,PD, respectively, refer to the

sampled signal amplitudes after being scaled by the sampled analog signal sRF (t). This

is indicated for the electrical center of mass sampling principle in fig. 6.1. Consequently,

pulse-to-pulse energy fluctuations affect the sampled amplitudes directly. The relative un-

certainty of the detected pulse energy can be described by eq. (6.21) considering RIN

deterioration by the EDFA and the effective CDN efficiency according to eq. (6.22). In the
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Figure 6.2: The detected pulse energies are integrated during a time window tw. Noise currents are superim-

posed to the deterministic photocurrent.

example at the end of section 6.2, the detected relative pulse-to-pulse energy fluctuations of

∆rp2p = 0.27% are higher than the quantization noise rq = 2−N = 0.002 of an N = 9 bit

ADC.

The ultra-low jitter performance of the pulse train after photodetection depends on the con-

servation of the photon distribution statistics, given by the ultra-short optical pulse. Pho-

todiode saturation destroys these statistics, and amplitude-to-phase noise conversion in the

photodiode increases the timing jitter further [77]. In conclusion, the center of mass sam-

pling technique in the electrical domain requires linear photodiodes, tolerating as high pulse

energy as possible. High power-handling photodiodes integrated on silicon waveguides can

be found in [131]. In [80], an optically induced electrical pulse train with femtosecond

precision was measured at the output of a waveguide-integrated photodiode. Since a linear

photodiode affects the jitter in eq. (6.30) only by the quantum efficiency, it is reasonable to

use a lower photodiode bandwidth to avoid high current peaks and saturation effects. Ther-

mal noise in the PD further deteriorates the performance. For the electrical center of mass

sampling in fig. 6.1, it is considered to scale the induced electrical pulses by the sampled

RF signal sRF (t) and subsequently to integrate the induced and scaled charges. Such a

sampler has been recently realized in [159]. Thermal noise in,th(t) as well as shot and ASE

noise in,opt(t) superimposed to the deterministic current pulse id(t) affect the value of the

integrated charge. This is illustrated in fig. 6.2 where the electrical current is integrated

during a time window tw. Integration of a noise current in,th(t) on a capacity C over a time

interval tw results in a random walk characteristic of the integrated voltage uncertainty [56]
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〈
v2
n,th

〉
=

2kBT

RΩ

t2w
C2

∞∫
−∞

∣∣∣∣sin(πftw)

πftw

∣∣∣∣2 |GPD(f)|2 df ≤ 2kBT

RΩC2
tw. (6.32)

In the integral of eq. (6.32), a higher PD bandwidth is assumed compared to the bandwidth

of the rectangular integration window. In this case, the filter effect of GPD(f) can be

neglected. This leads to a relative amplitude uncertainty of

∆rth ≤

√〈
v2
n,th

〉
Up

=

√
2kBTtw/RΩ

RpEp,PD
(6.33)

where Up = Q/C corresponds to the integrated charge Q = RpEp,PD at the capacity C,

induced by the optical pulse. Such an electronic circuit has been realized in [159].

In addition, the pulse train jitter characteristics are also affected by thermal noise. This

impact can be assessed by calculating the center of mass shift due to thermal current noise

as has been done in eq. (6.23) for the current noise stemming from shot and ASE noise.

Replacing the current noise in,opt(t) in eq. (6.23) by the thermal current noise in,th(t) from

eq. (6.10) results in

σ2
c,th =

1

Q2

〈
tw
2∫

− tw
2

t · in,th(t)dt


2〉

=
1
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 ∞∫
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 dt·

∞∫
−∞

t′ · utw(t′) ·

 ∞∫
−∞

nth(τ ′) · gPD(t′ − τ ′)dτ ′
 dt′

〉

=
1

Q2

∞∫
−∞

∞∫
−∞

tt′ utw (t) utw (t′)·

 ∞∫
−∞

∞∫
−∞

gPD(t− τ)gPD(t′ − τ ′)〈nth(τ)nth(τ ′)〉dτdτ ′

 dtdt′. (6.34)

Now, by means of the ACF from eq. (6.5) and the Gaussian PD impulse response from eq.

(6.11), the expression within the rectangular brackets can be solved. Then eq. (6.34) leads

to

σ2
c,th =

4kBT

RΩQ2

tw
2∫

− tw
2

tw
2∫

− tw
2

tt′ ·

(
1√

2πτe
· e−

(t−t′)2

2τ2
e

)
dtdt′

=
4kBT

RΩR2
pE

2
p,PD

· g(τe, tw). (6.35)
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Since the integration time tw should be reasonably higher than the PD impulse response

width τe, the double integral in eq. (6.35) is written as a function g(τe, tw) = τ3
e · γk where

γk is a constant depending on the integration time tw = k ·τe with k � 1. For example, this

function results in γk = 0.72, 2.4, 5.7 for k = 3, 4, 5. As a practical example, a detected

pulse energy of Ep,PD = 0.2 pJ and a temperature of T = 300 K for the load resistance

RΩ = 50 Ω can be considered. Using an integration time of tw = 4τe for a PD with the

pulse width τe = 5 ps (BPD = 37.5 GHz) results in a timing jitter of σc,th = 1.26 fs and an

amplitude uncertainty of ∆rth ≤ 2.3 · 10−4 from thermal noise.

6.4 Performance Comparison of Photonic Sampling Techniques

In the previous sections, several noise sources have been identified affecting the perfor-

mance of both photonic sampling techniques. Now, a comparison will be given considering

the achievable performance in every device, mentioned in the block diagram of fig. 6.1, and

optimal receiver characteristics for each sampling technique. The assumed system param-

eters and the calculated noise performances for the rising edge and the electrical center of

mass sampling techniques are summarized in tab. 6.1. Again, an MLL with negligible jitter

σMLL is considered since it is the basic motivation for photonic assisted ADCs and the focus

of this thesis is on the analysis of other fundamental noise sources in the system. The repe-

tition rate should be frep = 10 GHz. An emitted pulse energy of Ep = 0.1 pJ is considered

with the pulse width τo = 180 fs (300 fs FWHM) and the center wavelength λc = 1550 nm.

Using an MLL with a RIN PSD of −155 dB/Hz, as it was measured for a 10 GHz MLL

in [79], leads to relative pulse-to-pulse energy fluctuations of ∆rp2p = 1.26 · 10−3 ac-

cording to eq. (6.21) at the MLL output. This is slightly above the shot noise limit of

∆rp2p,sh =
√
hνc/Ep = 1.13 · 10−3. An EDFA with the noise figure F = 4 amplifies

the pulse train by factor G = 100. A chirp of C0 = 1 and a fiber with the average GVD

coefficient of β2 = 20 ps2/km and the length L = 10 m leads to a Gordon-Haus jitter of

σGH = 2.07 fs as discussed in section 6.1. For both sampling techniques, the CDN in fig.

1.1(b) should be used with a typical CDN loss of αCDN = αgr + 3αMMI + αwg = 14 dB

or αCDN = 0.04 including a grating coupler loss of αgr = 3 dB, a MMI coupler loss of

αMMI = 3 dB due to the splitting and a waveguide loss of αwg = 2 dB. The CDNs from

fig. 4.9 can be used for time-interleaving of eight samplers which receive optical pulse

trains from an external 10 GHz MLL. Combined with the photodiode quantum efficiency of

ηPD = 0.5, the effective CDN efficiency results in ηeff = αCDNηPD = 0.02. This leads

to a detected pulse energy of Ep,PD = 0.2 pJ. In general, photodiode requirements are

different for both sampling techniques, as mentioned in sections 6.2 and 6.3. For the rising

edge triggered sampler photodiodes with high bandwidths of BPD,e = 30 GHz, 50 GHz
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MLL Pulse energy Ep = 0.1 pJ

Gaussian pulse width τo = 180 fs (τo,FWHM = 300 fs)

Repetition rate frep = 10 GHz

Center wavelength λc = 1550 nm

RIN PSD SRIN (f) = −155 dB/Hz

Pulse energy fluctuations ∆rp2p = 0.126 %

EDFA Gain G = 20 dB

Noise figure F = 6 dB

CDN Grating coupler loss αgr = 3 dB

MMI loss 3 · αMMI = 3 · 3 dB

Waveguide loss αwg = 2 dB

PD Quantum efficiency ηPD = 0.5

Detected pulse energy Ep,PD = 0.2 pJ

Load resistance RΩ = 50 Ω

Temperature T = 300 K

Detected pulse energy fluctuations ∆rp2p = 0.27 %

Rising edge sampling Center of mass sampling
PD bandwidth Be,PD = 30 GHz/50 GHz/70 GHz Be,PD = 20 GHz/30 GHz/40 GHz

Jitter from ASE and shot noise σe,opt = 9 fs/5.4 fs/3.9 fs σc,opt = 0.3 fs

Integration window - tw = 4τe = 37.4 ps/24.9 ps/18.7 ps

Jitter from thermal noise σe,th = 1 fs/0.5 fs/0.3 fs σc,th = 3.2 fs/1.8 fs/1.1 fs

Jitter from pulse σe,p2p = 9.95 fs/5.97 fs/4.26 fs -

energy fluctuations

ENOB limit from pulse - < 9 ENOB

energy fluctuations

Table 6.1: Example for comparison of photonic sampling techniques with assumed individual system parame-

ters and the resulting noise performances for the rising edge and the electrical center of mass sampling.

and 70 GHz should be used. The expected photodiode saturation is beneficial in this case,

as discussed in section 6.2. Again, a Gaussian-shaped PD impulse response is considered

with the pulse width τe =
√

ln 2/
√

2πBPD,e (τe,FWHM = 2
√

ln 2τe). Using eq. (6.16)

leads to a jitter of σe,opt = 9 fs, 5.4 fs and 3.9 fs for the mentioned bandwidthsBPD,e due to

shot and ASE noise. For a load resistance of RΩ = 50 Ω at the temperature T = 300 K, the

jitter due to thermal noise would be σe,th = 1 fs, 0.5 fs and 0.3 fs, according to eq. (6.17).

The MLL RIN PSD is decreased by the total noise figure of FdB,tot = 6.5 dB by the EDFA

and the effective CDN efficiency leading to relative pulse-to-pulse energy fluctuations of

∆rp2p = 0.27 % at the PD. Neglecting any photodiode saturation results in an induced jitter

of σe,p2p = 9.95 fs, 5.97 fs and 4.26 fs for the bandwidths BPD,e according to eq. (6.20).

The actual jitter induced by pulse-to-pulse energy fluctuations should be smaller due to pho-

todiode saturation. In [39], an opto-electronic clock converter (OECC) was realized where

the rising edge of photodetected pulses was used to switch electronic circuit states, and a

phase noise of −161 dBc/Hz was measured for high offset frequencies of > 3 MHz. In-

tegration of this value up to the Nyquist frequency of 2.5 GHz results in a jitter of 20 fs.
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Figure 6.3: The sampled analog RF signal is weighting the optical pulse train by an MZI modulator. Both

output arms are used for the electronic quantization process after optical pulses are detected by PDs. Two

demultiplexer (DEMUX) distribute the pulses of both MZI modulator outputs to several PDs.

Taking into account that the measured phase noise was limited by the thermal noise within

the measurement path and subtracting the amplifier noise figure of FdB = 6 dB from the

measured phase noise level at the electric spectrum analyzer leads to a jitter of 10 fs. This

experimentally shown value suggests that pulse-to-pulse energy fluctuations are less criti-

cal. Detailed measurement results of this device will be given in section 7.3. In conclusion,

the rising edge sampling technique is dominated by shot and ASE noise and pulse-to-pulse

energy fluctuations. Nevertheless, the provided calculations and the work in [39] show that

for such systems with reasonable values for individual system components, timing jitter

values of ≈ 10 fs can be achieved. Fast photodiodes with high responsivity as essential

components had been shown in [91] and used in [39].

For center of mass samplers, the timing jitter due to shot and ASE noise is σc,opt = 0.3 fs for

the same system. The electrical PD bandwidths should be BPD,c = 20GHz, 30GHz and

40GHz to avoid high peak currents and photodiode saturation. Using an integration time of

tw = 4τe results in thermal-noise-induced timing jitter of σc,th = 3.2 fs, σc,th = 1.8 fs and

σc,th = 1.1 fs for the different bandwidths BPD,c. Therefore, the center of mass sampling

technique shows a better timing jitter performance of roughly one order of magnitude. Un-

fortunately, the unavoidable pulse-to-pulse energy fluctuations of ∆rp2p = 0.27% in this

example limit the ADC resolution to < 9ENOB since it exceeds the quantization noise of

rq = 0.002 of a 9 bit ADC. Furthermore, weighting the detected pulses by the sampled RF

signal decreases the pulse energy even more and hence also the ENOB. For example, if the

modulation depth of the weighting process in fig. 6.1 is 90% (decreasing the amplitude

by 10 dB), the relative pulse-to-pulse energy fluctuations result in ∆rp2p = 0.38%. This

is slightly smaller than the quantization noise rq = 0.0039 of an 8 bit ADC. These dis-
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Sampling technique Photodiode requirements Timing jitter Pulse-to-pulse energy
fluctuations

Rising edge high quantum efficiency, decreases for higher pulse energy, transfer to timing jitter

(electrical) high bandwidth, shorter optical pulses and higher

saturation beneficial PD bandwidth

Center of mass high quantum efficiency, decreases for higher pulse energy limit ADC resolution

(electrical) high linearity and shorter optical pulses

Center of mass high quantum efficiency decreases for higher pulse energy limit ADC resolution

(optical) and shorter optical pulses

Table 6.2: Summarized characteristics of principle photonic sampling techniques

advantages can be avoided by performing the weighting process in the optical domain by

means of a modulator. In such a scenario, both outputs of an MZI modulator can be used

for the quantization process, as was suggested in [25] and is schematically illustrated in fig.

6.3. The quantization can be performed with the higher pulse energy of the MZI modulator

outputs in an electronic post-detection process. In the presented example, the modulation

depth of 50 % results in relative pulse-to-pulse energy fluctuations of ∆rp2p = 0.28 %. It

is noteworthy that this ADC resolution limitation depends only on the signal amplitude.

Thus, pure electronic ADCs provide a better resolution in terms of ENOB for low signal

frequencies of < 1 GHz [24] compared to photonic ADCs which use the center of mass

sampling technique. Their superiority remains for higher sampled signal frequencies where

the jitter of electronic clock signals is too high. By sampling in the optical domain, the

impact of thermal noise on timing jitter disappears since the jitter is only relevant at the

sampling instant. The timing jitter after the sampling process becomes irrelevant. Thus,

the photodiode linearity requirement disappears. Thermal noise impact on the quantization

process remains, but is less critical than pulse-to-pulse energy fluctuations. For the previous

example, the relative uncertainty of the current integration is ∆rth < 3.2 · 10−4 according

to eq. (6.33). The discussed characteristics of the sampling techniques are summarized in

table 6.2.

6.5 Measurability

In this section, the experimental verification of the derived formulas for the rising edge and

the center of mass sampling techniques from sections 6.2 and 6.3 are discussed.

In general, it is a challenging task to measure jitter values in the range of few femtoseconds

and to verify their origin. Experimental investigation of a certain jitter characteristic re-

garding one noise source requires the cancellation or mitigation of other interfering effects

affecting the jitter. As discussed in section 3.5, frequency domain measurements are well
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suited for this. By means of phase noise measurements at an arbitrary harmonic, different

noise sources can be separated regarding their characteristic impact on the offset frequency

fluctuations. It enables the possibility to measure shot noise limited jitter of few femtosec-

onds with a passive MLL having a much higher low frequency jitter. The laser only needs

to have a sufficiently low jitter contribution from high offset frequency fluctuations which

is usually the case.

An ESA, performing the phase noise measurement, requires a certain input power level

for the harmonic to achieve a high measurement sensitivity. But too high pulse energies

saturate the photodiode and affect the phase noise curves by means of amplitude-to-phase

noise conversion [76, 77, 151] where pulse-to-pulse energy fluctuations couple to the jit-

ter of the induced electrical pulse train. A method to avoid photodiode saturation and to

achieve a high power level for the harmonic at the same time is to use higher repetition rate

pulse trains [150, 151]. Moreover, it is convenient to use higher order harmonics since the

phase noise is proportional to the square of the harmonic order, which has been shown in

eq. (3.35).

The most important formulas derived from the quantum noise model in the upper sections

are (6.16) and (6.30) describing the jitter performance of photonic samplers using the rising

edge or the center of mass sampling technique. Experimental verification of these confirms

the whole noise model.

First of all, eq. (6.16) gives the jitter at one reference point of the rising edge of the in-

duced photocurrent pulses. A possible jitter measurement of this exact reference point has

to be performed in the time domain. But time domain measurements by electronics are not

able to measure jitter in the desired femtosecond regime. Oscilloscopes have unavoidable

intrinsic jitter and a measurement of jitter values of < 1 ps is barely possible. Only after re-

alization of a complete rising edge sampler, the jitter at the sampling instant can be derived

from the effective resolution of the sampled high-frequency signals. Frequency domain

measurements always refer to the center of mass jitter and, therefore, are not applicable for

verification of the rising edge jitter. But since the relations in eqs. (6.16) and (6.30) are de-

rived from the same noise model and using the same noise currents from eq. (6.7), induced

during the photodetection process, verification of the formula for the center of mass jitter

suggests correctness of the formula for the rising edge jitter. Therefore, the focus here is on

the verification of eq. (6.30).

In section 3.5, it has already been shown that pulse-to-pulse energy fluctuations as well

as the timing jitter of optical pulse trains can be measured through the sideband noise of

arbitrary harmonics of the detected electrical spectrum. In section 6.1, a quantum noise

model has been presented able to describe the photocurrent noise induced by shot, ASE
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Figure 6.4: (a) Typical center of mass jitter measurement set-up using a BPF and an electrical amplifier to

perform a phase noise measurement by an ESA at the µ-th harmonic of the electrical spectrum. The optical

pulse train is emitted by an MLL with the repetition rate frep, amplified by an EDFA, coupled to a CDN and

detected by a PD. (b) Spectrum after PD with the filtered harmonic and the envelope resulting from limited

PD bandwidth. (c) SSB phase noise of a demodulated harmonic with typical phase noise of real MLL for low

offset frequencies and the quantum noise limit LPM for high offset frequencies relative to the harmonic power

Pharm.

and thermal noise. Its impact on the rising edge and the center of mass jitter was discussed

in sections 6.2 and 6.3. In this section, the SSB noise at an arbitrary harmonic is derived

based on the introduced quantum noise model and the derived photocurrent noise to verify

its validity through phase noise measurements.

The principle measurement set-up is illustrated in fig. 6.4. The pulse train with the rep-

etition rate frep is emitted by an MLL, amplified by an EDFA, coupled to the CDN and

detected by a PD. The photocurrent PSD can be measured by an ESA and is derived in

appendix B to

Si(f) = R2
pG

2η2eff |Popt(f)|2 |GPD(f)|2 + qIavg(1 + ηeff (FG− 1)) |GPD(f)|2 (6.36)

where GPD(f) is the photodiode transfer function. Furthermore, the PSD of the pulse train

optical power envelope

|Popt(f)|2 = lim
T→∞

1

T

(
|Popt,T (f)|2

)
= lim

T→∞

1

T

(∣∣FT

{
|A(t)|2 ∗ δTrep(t)

}∣∣2) (6.37)

and the average photocurrent

Iavg = RpGηeffPavg = RpGηeffEpfrep (6.38)

have been used. The average optical power in eq. (6.38) can be related to eq. (6.37) by

Pavg = Popt(0). δTrep(t) in eq. (6.37) is a Dirac comb with the pulse train repetition
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period Trep = 1/frep. The first term in eq. (6.36) represents the deterministic photocurrent

PSD consisting of the optically induced current PSD R2
pG

2η2
eff |Popt(f)|2 scaled by the

amplitude spectrum of the PD transfer function |GPD(f)|2. The second term represents the

photocurrent noise PSD which is identical to the case of photodetection of CW light which

has also been found in [69]. Thus, the mathematical approach in appendix B leads to the

well-known result for the amplitude photocurrent PSD Si(f).

In the following, the focus is on the PSD from amplitude and phase noise measurements

where the phases of the detected components are relevant in contrast to the spectrum in eq.

(6.36). A bandpass filter (BPF) filters out a harmonic of the µ-th order where the phase

noise measurement is performed after demodulation to the baseband. This is indicated in

the measurement set-up in fig. 6.4. An electrical amplifier in front of the ESA is usually

necessary to achieve a high phase noise sensitivity. For sufficiently high photocurrents

(� 1 mA), shot noise dominates compared to thermal noise of a load resistance, and its

noise floor is detectable for high offset frequency fluctuations. In appendix C, this SSB

amplitude and phase noise level in Hz−1 is derived to

LAM/PM (f) =
1

2

qIavg|G̃(µfrep)|2RΩ

Pharm(µfrep)
· (1 + ηeff (FG− 1))·[

1± |Popt(2µfrep)|
|Popt(0)|

cos(φp(2µfrep)− 2φp(µfrep))

]
(6.39)

where the plus sign within the rectangular brackets is valid for amplitude noise measure-

ments, while the minus sign represents phase noise measurements. It stems from the relative

phase of the local oscillator which demodulates the noise components to the baseband. This

phase difference leads to the different sign of the cosine function. G̃(µfrep) is the concate-

nated transfer function of the photodiode and the BPF at the µ-th harmonic µfrep and RΩ

is the terminating resistor of the ESA. |Popt(f)| and φp(f) are the amplitude and the phase

of the optical power envelope transfer function Popt(f). The SSB amplitude or phase noise

is always measured relative to the microwave power of the measured harmonic which can

be expressed as

Pharm(µfrep) = I2
avg|G̃(µfrep)|2RΩ. (6.40)

From the result in eq. (6.39), it can be concluded that the phase noise shrinks for shorter

optical pulses corresponding to |Popt(2µfrep)| → |Popt(0)|. In this case, the expression

within the brackets goes to zero. In contrast, the amplitude noise increases due to the plus

sign. It leads to the interpretation that the shot noise is shifting from the phase to the

amplitude for shorter optical pulses. This result corresponds to the calculations in [69, 168]

if the CDN and the EDFA are neglected. This proves consistency of the used noise model

compared to recent publications. The resulting squared timing jitter can be calculated from



6.5. MEASURABILITY 97

the SSB phase noise level by [19]

σ2 =
1

(2πµfrep)2

frep
2∫

0

2LPM (f)df. (6.41)

Now, an example is provided to point out the derived relations. An optical pulse train with

a Gaussian pulse power envelope from eq. (4.15) is considered. The phase function φp(f)

of such a Gaussian pulse train is zero and the cosine function in eq. (6.39) equals 1. The

Fourier transform of a Gaussian pulse is again a Gaussian pulse and, therefore,

|Popt(2µfrep)|
|Popt(0)|

= e−(2πµfrepτo)2
. (6.42)

For the Gaussian pulse, the SSB phase noise in eq. (6.39) results in

LPM,Gauss(f) =
q

2Iavg
· (1 + ηeff (FG− 1)) ·

[
1− e−(2πµfrepτo)2

]
≈ q

2Iavg
· (1 + ηeff (FG− 1)) · (2πµfrepτo)2 (6.43)

where the ultra-short optical pulse approach 2πµfrepτo � 1 has been used reducing the

expression within the brackets to a second order Taylor approximation. The derived SSB

phase noise in eq. (6.43) is proportional to the squared harmonic order µ as expected from

the results in eq. (3.35). The relationRp = q/hνc for the ideal photodiode impulse response

and eq. (6.38) can be applied to eq. (6.43). In that way the timing jitter in eq. (6.41) with

the SSB phase noise of a Gaussian pulse power envelope in eq. (6.43) corresponds exactly

to the formula of the center of mass jitter from eq. (6.30) derived by a different approach. It

proves the correctness of the calculated SSB phase noise as well as the fact that this phase

noise refers to the center of mass jitter. This is a much more intuitive interpretation than

the explanation given in [69] based on shot noise correlations during the photodetection

process.

The SSB amplitude noise can be derived similarly for the ultra-short Gaussian pulse ap-

proach to

LAM,Gauss(f) ≈ q

Iavg
· (1 + ηeff (FG− 1)). (6.44)

As expected, it is independent of the harmonic order µ, as has already been shown in eq.

(3.35). Regarding the simplified expressions in eqs. (6.43) and (6.44), it can be seen that

the noise is shifting from the phase to the amplitude for the ultra-short pulse approach. The

sum is still the same and refers to the noise term in the amplitude spectrum of eq. (6.36).

Now, the derived relations should be demonstrated in an example. Once again, the standard

example from the end of section 6.4 is used with the effective CDN efficiency ηeff = 0.02,

the center wavelength λc = 1550 nm and the detected pulse energy Ep,PD = 0.2 pJ which
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is achieved by an EDFA with the amplification G = 100 and the noise figure F = 4. Using

a repetition rate of frep = 10 GHz, the average photocurrent results in Iavg = 2.5 mA, ac-

cording to eq. (6.38). Finally, the optical pulse width τo = 180 fs is used and deteriorating

effects of the photodiode and the BPF, such as saturation or loss, should be neglected. In

this case, the SSB phase noise level in eq. (6.43) results in LPM (f) ≈ −194.3 dBc/Hz,

−188.3 dBc/Hz, −184.8 dBc/Hz, −182.3 dBc/Hz for the harmonic orders µ = 1, 2, 3, 4

corresponding to a timing jitter of σ = 0.3 fs using eq. (6.41). It corresponds exactly to the

calculated center of mass jitter from section 6.4 for the same example.

Recent experiments in [69, 168] confirmed that the SSB phase noise decreases for shorter

optical pulses as predicted by eq. (6.39). A limiting factor in such phase noise measure-

ments can result from saturation effects in the photodiode. In the experiments in [69], the

SSB phase noise level of −179 dBc/Hz at the fifth harmonic of the 2 GHz repetition rate

did not decrease further for pulse widths < 3 ps. Such a phase noise level corresponds to

0.8 fs jitter if Gaussian pulses are assumed. This effect was explained in [133] by means

of the random carrier drift time within the intrinsic photodiode region indicating that the

photodiode impulse response is not completely deterministic. The random drift time within

the intrinsic region creates also a certain amount of jitter although its value seems to be very

low according to the mentioned experiment. This has been discussed in section 4.5.



Chapter 7

Experiments

In this chapter, the experimental results are shown and discussed. Skew measurements of

optical CDNs are provided in section 7.1. Non-linear pulse propagation experiments are

discussed in section 7.2. Finally, an opto-electronic clock converter (OECC) is introduced

in section 7.3 whose jitter performance proves the superiority of optical clock distribution.

This OECC can be used to clock time-interleaved ADCs. Its timing precision refers to the

rising edge jitter of the induced photocurrent pulses. All devices were fabricated with the

silicon photonics BiCMOS platform from [96] in the framework of the MOSAIC project

(13N12435) of the German Ministry of Education and Research. The presented results

were partly published in [39, 80].

7.1 Skew

A certain amount of skew is unavoidable in optical CDNs due to fabrication tolerances and

temperature dependency which has been discussed in section 4.6. To characterize the skew

of the time-interleaved optical CDNs from fig. 4.9, a test structure had been fabricated.

Here, a CDN with different waveguide lengths and without photodiodes had been realized.

The results were published in [80] and are discussed here in more detail. The measurement

set-up and the schematic of the device under test (DUT) is shown in fig. 7.1, while a camera

picture of the actual test structure is shown in fig. 7.3(a). The test structure consisted of a

1D input grating which coupled a pulse train out of a fiber into a silicon rib waveguide with

the dimensions from fig. 4.3. 1x2 MMI couplers and different waveguide lengths were used

to split the pulse train into four which were combined again with certain delays. The CDN

corresponded to the upper half of the CDN from fig. 4.9(a) which was connected to its mir-

rored version. The resulting signal was coupled back into a fiber by a 1D output grating. As

a consequence, four pulses were coupled out of the CDN for every input pulse. Afterwards,

99
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MLL VOA DUT OscilloscopePD

Trigger

𝜏𝑜,𝐹𝑊𝐻𝑀 = 84𝑓𝑠 ∆𝜏 ∆𝜏 ∆𝜏

Figure 7.1: Block diagram of the measurement set-up for skew characterization of optical CDNs: A pulse train

from a low repetition rate MLL is damped by a variable optical attenuator (VOA). The polarization is adjusted

for optimum input coupling to the 1D grating coupler of the device under test (DUT). The output signal is

coupled into a fiber, detected by a fast photodiode (PD) and measured by an oscilloscope. The schematic of

the DUT is shown above the block diagram. It consists of a CDN which splits an incoming pulse into four

combining them with certain delays.

these pulses were detected by a photodiode and measured by an oscilloscope. It was trig-

gered by the electrical reference output of the MLL which provided the optical pulse train

with a low repetition rate of 100 MHz. The repetition period had to be much larger than the

maximum delay in the DUT, so that the four time-interleaved pulses did not overlap with

the following ones after detection at the oscilloscope. This condition was fulfilled since the

designed delays had been τk = k · 25 ps� 10 ns for k = 1, 2, 3. The MLL pulse width was

τo,FWHM = 84 fs, according to the data sheet. The pulse train polarization was adjusted by

a 3-paddle polarization controller to maximize the coupling efficiency of the 1D input grat-

ing. Moreover, a variable optical attenuator (VOA) was used to set the optical average input

power to Popt = 0 dBm, so that non-linearities could be neglected. A 50 GHz photodiode

detected the output signal. Finally, a following 70 GHz oscilloscope was used to measure

these four time-interleaved pulses while being triggered by the MLL. The deviations from

the designed delays between the leading and the following pulses correspond to the skews.

A typical measurement result is shown in fig. 7.2. In fig. 7.2(a), the four detected pulses are

shown. The amplitude decrease from the 1st to the 2nd and from the 3rd to the 4th detected

pulse results from non-ideal splitting ratios of the 1x2 MMIs and additional attenuation due

to the longer waveguide length. During the measurements, it was observed that by slight

displacement of the fiber above the input grating coupler, the amplitudes of the 1st and 2nd

pulse changed relative to the 3rd and 4th pulse. It indicates that only the splitting ratio of

the 1st MMI was sensitive towards the exact fiber position at the input grating.

The delays of the 2nd, 3rd and 4th pulse were measured relative to the 1st pulse. The skews

corresponded to deviations of these delays from the designed values. A zoom to the second
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Figure 7.2: Typical measurement result of four time-interleaved optical pulses detected by a PD and measured

by an equivalent-time oscilloscope: (a) Single measurement of the four detected pulses (b) Zoom to 2nd pulse

peak including the 7th order polynomial fit.

pulse peak in fig. 7.2(b) shows the noise impact on the measurement. Because of that,

an exact identification of the pulse peak position is not possible. To deal with noise, the

following fitting procedure was applied. At first, 1024 measurements were recorded by the

oscilloscope and the averaged pulse form was saved. Afterwards, a 7th order polynomial

fit was used for each pulse to get an exact instant of time for the pulse peak position. A

fitting procedure is necessary for skew measurements in the femtosecond range. After the

identification of the pulse peak position in time, the skew was calculated. Furthermore, this

measurement was done for different chip temperatures to investigate the temperature drift.

Five measurements were performed for each temperature to reduce the noise impact further.

A typical result is shown in fig. 7.3(b). The standard deviation for the calculated skew val-

ues was ≈ 20 fs. In fact, it is sufficient for this measurement set-up since the distance in

time between two measurement points of the oscilloscope had been 74 fs. Fig. 7.3(b) shows

that the skew was < 100 fs for the specified chip temperature of 80 ◦C for the investigated

test structure. A linear fit to the temperature drifts leads to values of ≈ 6 fs/K, ≈ 3 fs/K

and ≈ 0 fs/K for delay lines of 75 ps, 50 ps and 25 ps. To the authors knowledge, it is

the first measurement of such low skew values for optical CDNs. Considering the thermo-

optic coefficient of silicon as the single temperature-sensitive source affecting the effective

refractive index would result in temperature drifts of 4.56 fs/K, 3.04 fs/K and 1.52 fs/K, ac-

cording to eq. (4.18) for the mentioned delays and an ideal waveguide fabrication process.

Obviously, there are deviations between the theoretical and the experimental values. Sim-

ilar deviations were noticed for identical test structures from different dies. Their values

are summarized in table 7.1. Here, the shown measurement results in figs. 7.2 and 7.3
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Figure 7.3: (a) Camera picture of the DUT used for skew measurement with fibers placed above the input and

output gratings. (b) Typical measurement results of the temperature-dependent skews as deviations from the

designed delays of 25 ps, 50 ps and 75 ps of the following pulses relative to the leading pulse.

correspond to device #1. Fabrication tolerances do not have such a strong impact on the

temperature drift. Furthermore, oscillations of the measured skew during the temperature

rise in fig. 7.3(b) indicate another thermo-optic influence. A possible reason for the devia-

tions could be stress at the waveguide interfaces. The silicon dioxide cladding induces an

effective refractive index change by the stress-induced photo-elastic effect [169, 170].

Balanced optical clock trees for electronic circuit synchronization, as introduced in fig.

1.1(b), have identical delays and would of course have a much lower skew and temperature

drift.

Skew compensation in time-interleaved ADCs have been discussed by various authors and

will not be addressed here. An overview can be found in [48]. In general, its detection

and correction can be performed in the analog or digital domain. Furthermore, the calibra-

tion can run in the foreground or background. But since the clock is distributed optically,

it is more appropriate to compensate the skew in the digital domain since electronic delay

control cannot be applied there.

7.2 Non-linearities

In this section, the non-linear pulse propagation in silicon waveguides is investigated. The

non-linearities were discussed in section 4.2.1 as the limiting factor for the CDN perfor-

mance. Simulations were provided in section 4.6. The additional attenuation from TPA and

FCA limits the output pulse energy at every CDN branch.

Basic pulse propagation experiments were performed to study this non-linear behavior and
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Device ∆τ1 ∆τ2 ∆τ3 dτ1 dτ2 dτ3

#1 −11 fs 77 fs 14 fs 0 fs/K 3 fs/K 6 fs/K

#2 127 fs 133 fs −47 fs 1.6 fs/K 3 fs/K 5.1 fs/K

#3 87 fs −49 fs −100 fs 1.9 fs/K 2.3 fs/K 5.5 fs/K

#4 179 fs 20 fs −3 fs 1.5 fs/K 2.6 fs/K 4.4 fs/K

#5 71 fs 100 fs 92 fs 1.1 fs/K 3.3 fs/K 5.1 fs/K

#6 13 fs 159 fs −49 fs 0.6 fs/K 4 fs/K 4.9 fs/K

#7 44 fs 51 fs −6 fs 1.6 fs/K 2.5 fs/K 5.6 fs/K

Table 7.1: Measured skews and their temperature drifts for identical test structures from different dies. The

corresponding optical CDN is schematically shown fig. 7.1.

to verify the widely used non-linear pulse propagation model from [90]. A straight 2.1 mm-

long rib waveguide with dimensions from fig. 4.3 was used as the test structure. A 1D

grating and a subsequent adiabatic taper at the input and output of the waveguide served for

coupling of the pulse train into and out of the silicon waveguide. A camera picture of the

DUT is shown in the inset of fig. 7.4 where the measurement set-up is provided in a block

diagram. The chip temperature was kept constant at 25 ◦C during the measurement.

A 1.25 GHz MLL was emitting ultra-short pulses whose repetition rate could be optionally

increased to 10 GHz by means of a 1x8 optical interleaver. Moreover, an optical BPF could

be used optionally for pulse broadening. The bandwidth of the used BPF was 1 nm around

the center wavelength of 1550 nm. The resulting pulse train was amplified by an EDFA. The

pulse width after the EDFA was either τo,FWHM = 0.3 ps or τo,FWHM = 3.5 ps if the BPF

had been used. These values resulted from the measured 3 dB optical bandwidth and an

assumed Gaussian time-bandwidth product. The VOA in front of the EDFA was necessary

so that the specified maximum input power for the EDFA was not exceeded, while the VOA

at the amplifier output was used for finetuning of the input power at the DUT. The input

power was monitored by means of a 90:10 coupler in front of the DUT. The −10 dB output

port was connected to an optical power meter (OPM), while the 0 dB output port provided

the input signal. Before coupling the pulse train into the test structure, the optimum polar-

ization was adjusted by means of a 3-paddle polarization controller. The DUT output was

coupled back into a fiber and measured by an OPM. The used angle of incidence for the

fibers was 12 degrees where the coupling efficiency was maximum. An alternative pulse

repetition rate was provided by a 100 MHz MLL with a pulse width of τo,FWHM = 84 fs,

according to the data sheet. The filter function of the input grating broadened these pulses to

τo,FWHM ≈ 0.1 ps. These value resulted from the measured 3 dB optical bandwidth at the

DUT output and an assumed Gaussian time-bandwidth product. Using the 100 MHz laser

at the EDFA input port was not considered since the high pulse intensities exceeded the

specified maximum input power. During the measurements, several pulse train characteris-
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Figure 7.4: Measurement set-up for non-linear pulse propagation experiments. A camera picture of the test

structure is shown in the inset.

tics were changed depending on the used MLL, the optional BPF and the optional optical

interleaver. The measured average output power of the DUT Pout,DUT in dependence on

the average input power Pin,DUT for these several cases is shown in fig. 7.5(a). The overall

DUT loss for a low input power was 8.85 dB. Therefore, the input gratings had a coupling

loss of ≈ 4.4 dB. An additional 0.5 dB was lost at each fiber facet placed above the grating

couplers. This value was known from the previously measured fiber-to-fiber transition ex-

periment. Linear propagation loss can be neglected for such a short waveguide.

The pulse trains with lower repetition rates were attenuated much stronger for the same

input power since the pulse energies were much higher. A surprising result was that the

broader pulses had been attenuated stronger than the ultra-short pulses for the repetition

rates of 1.25 GHz and 10 GHz, as can be seen in fig. 7.5(a) for high input powers. Inter-

estingly, the DUT output power was decreasing after reaching the saturation level for the

ultra-short 100 MHz pulse train exactly like reported in [121]. This could not be observed

for higher repetition rate pulse trains because the output power could not be increased into

deep saturation without destroying the test structure. This behavior cannot be explained by

the widely used model from [90]. As mentioned in [121], this model is derived for small

non-linear perturbations which is not fulfilled anymore in deep saturation. The higher atten-

uation of broader pulses is also not conform with this model. Fig. 7.5(b) shows simulation

results for the same experiment. The simulation parameters were taken from tab. 4.1. The

unknown effective carrier lifetime was chosen as τeff = 10 ns to fit the simulation results

to the experiment for the broad pulse cases. Using the same parameters for the ultra-short

pulses leads to the higher loss of ≈ 5 dB in the simulations. But the experimental results

did not show less output power. In fact, for ultra-short pulse trains, the attenuation even de-

creased as mentioned before. This is another hint that the model from [90] is less applicable

for ultra-short pulses. Furthermore, the assumption of an exponential decay of the effective

carrier lifetime may be too simple [118] and its actual impact should be reconsidered. The
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Figure 7.5: (a) Measured average DUT output power in dependence on the average DUT input power for various

pulse train characteristics. (b) Simulation results for the used pulse train characteristics in the experiments with

parameters from tab. 4.1. The effective carrier lifetime was chosen as τeff = 10 ns to fit the curves of the

broad pulse cases to the experimental results.

surprising observation of less attenuation for shorter pulses is very beneficial since it also

decreases the jitter after detection according to eq. (6.30).

7.3 Opto-Electronic Clock Converter

In this section, a fully integrated opto-electronic clock converter (OECC) circuit is intro-

duced. The optical CDN had been designed by the author, while the electronics had been

designed by Rohde&Schwarz under the frame of the MOSAIC project (13N12435) of the

German Federal Ministry of Education and Research. The chip was fabricated by the pho-

tonic 0.25µm BiCMOS platform [96] at the Institute of Innovations for High Performance

Microelectronics (IHP). It enables monolithic integration of photonic components and high

performance BiCMOS technology. Measurement results of the realized OECC were partly

published in [39]. In this section, the OECC is characterized and the goal is to verify the

theoretical calculations provided in chapter 6. A camera picture of the chip is shown in fig.

7.6(a), while the optical layers of the CDN are shown in fig. 7.6(b).

An optical pulse train with a repetition rate of 10 GHz was provided as the input to the DUT.

It was coupled out of a fiber into a silicon waveguide by a 1D grating coupler. This corre-

sponds to the left fiber in the camera picture of fig. 7.6(a). This pulse train was split by 1x2

MMI couplers into eight versions and distributed across the chip. At one CDN branch, a 1D

grating coupler was placed to measure the optical output signal of the CDN. Once again,

the light was coupled into a fiber. It corresponds to the right fiber in fig. 7.6(a). This optical

output served for CDN characterization and optimum fiber positioning. At the other CDN
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Figure 7.6: (a) Camera picture of an OECC chip with input and output fibers placed above the grating couplers

on the left and right. A probe head is placed at the electrical contacts, while internal voltage of the IC is

measured by the contact at the upper part of the photo. (b) Layout of optical CDN with an input grating on

the left and eight outputs distributed across the chip. An optical output is used for CDN characterization, while

either an OECC or a photodiode is placed at the other outputs.

branches, either photodiodes or OECC circuits were placed as indicated in fig. 7.6(b). A

probe head was placed at the contact pads for measurement of the electrical output which

can be seen in the lower right part of the camera picture in fig. 7.6(a). Finally, the con-

tact quality was checked by the needle in the upper part of the camera picture where the

internal voltage of the IC was measured. Since the electronic circuit had been designed by

Rohde&Schwarz, its detailed description can be found in [171]. Here, only a short princi-

ple of operation will be given and the focus is set to the performance characterization and

comparison to the analytical calculations in chapter 6 which were both done by the author.

In fig. 7.7 a schematic of the implemented core circuit is shown. The integrated germanium

photodiode is placed as the tail current source of a differential pair of transistors. The re-

verse bias of the operating point was 3 V. Depending on the state of the applied data input

D and its inverted state D’, respectively, an induced photocurrent is directed through one

of the electrical paths. Hence, the nodes above the transistors change their voltage states

to either set (S=1, R=0) or reset (R=1, S=0) the output state of the connected RS-flip-flop.

The voltage difference between both nodes was ≈ 250 mV, while the supply voltage of the

circuit was 4.5 V. Its inverted and non-inverted output states Q and Q’ of the RS-flip-flop

are directed to an inverter circuit whose outputs Q” and Q”’ correspond to the data input for

the optically clocked switching circuit for the next incoming pulse. The inverter serves as a

delay element to ensure the applied data input at the switch circuit remains constant over the

entire photocurrent pulse width. Hence, for every incoming optical pulse, the RS-flip-flop

changes its output state leading to an electrical square wave signal with the halved repetition
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Figure 7.7: Simplified schematic of the implemented OECC circuit with core elements highlighted by different

colors.

rate of the incoming pulse train. Finally, the RS-flip-flop output is directed to a buffer and

a driver circuit. The direct current components of both driver outputs are blocked. In the

actual differential state, these signals are measured against each other. However, in the real-

ized device, both driver outputs were measured separately against a constant voltage. This

case is called single-ended. The OECC was implemented by silicon-germanium bipolar

transistors in a current-mode logic leading to a differential signal transmission. The flip-

flop is triggered by the rising edge of the detected pulses and switches between two voltage

states. Therefore, it corresponds to the rising edge clocking case described in section 6.2.

A block diagram of the measurement set-up used for device characterization is shown in fig.

7.8. A fundamentally locked solid-state 1.25 GHz MLL served as the optical source with

a pulse width of τo,FWHM = 200 fs according to the data sheet. The repetition rate was

increased to 10 GHz by a subsequent 1x8 optical interleaver. Afterwards, a VOA reduced

the average optical power to −3 dBm for protection of the subsequent EDFA. The optical

amplifier was necessary since the MLL did not provide enough power. The pulse width

after the EDFA increased to τo,FWHM = 300 fs. Once again, these values resulted from

the measured 3 dB optical bandwidth and an assumed Gaussian time-bandwidth product.

A second VOA was used for finetuning of the input power which was monitored during

the whole measurements by means of a 90:10 coupler in front of the DUT. The −10 dB

coupler port was measured by an OPM, while the 0 dB coupler port provided the signal

input for the DUT. The optimum polarization for the 1D input grating coupler was set by a

3-paddle polarization controller. The optical output port of the DUT was used for optimum

fiber placement and optimum polarization adjustment at the DUT input by maximizing the

detected power at the CDN output. Both fibers were placed under the optimum angle of in-

cidence of 12 degrees. A probe head was placed at the contact pads of the OECC. By means

of the probe head DC connectors, the power supply was applied. The specified supply volt-
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Figure 7.8: Block diagram of the measurement set-up

age of the OECC circuit was 4.5 V and the externally applied voltage had to be adjusted

in regard of the voltage drop across the ohmic contacts. The actual internal voltage was

measured by means of a needle placed at the corresponding contact pad of a second OECC

circuit which can be seen in the camera picture in fig. 7.6(a). The power supply node of

all four OECC circuits on chip was connected. Two differential OECC output signals were

measured by a 67 GHz probe head. The differential signal results from the used current-

mode logic [171]. The idea of using a differential signal is to suppress noise components

which affect both outputs in the same way. The noise impact is strongly minimized by the

difference operation. But the single-ended outputs could also be measured simultaneously.

In this case, one output was measured by a 70 GHz oscilloscope which was triggered by the

MLL. At the same time, a frequency measurement could be performed at the other output.

Here, the signal was amplified by a 29 dB electronic amplifier. Its noise figure was 6 dB,

while the maximum output power was 20 dBm, according to the data sheet. The bandwidth

of the used SHF 810 Broadband Amplifier was 30 kHz-38 GHz. The amplifier was nec-

essary since the measurement sensitivity of the subsequent ESA depended strongly on the

signal power level. The ESA was used for spectrum and phase noise measurements. The

combination of both outputs was achieved by means of a hybrid coupler. Unfortunately, its

limited bandwidth broadened and distorted the combined signal. But this filter characteris-

tic did not affect the phase noise measurement performed at the fundamental harmonic of

5 GHz of the electric square wave signal.

Before addressing the OECC performance, the photodiode output is discussed at first. A

previous generation of the germanium photodiodes from [91] was used in the fabricated

PIC with a responsivity of 0.5 A/W and a measured small-signal bandwidth of > 30 GHz.

The photodiodes had been placed at several CDN branches as indicated in fig. 7.6(b). In this

case, only one single-ended signal was measured and the probe head was connected either

to the oscilloscope or to the amplifier and the ESA. The reverse bias was set to 3 V exactly
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Figure 7.9: Normed PD output for varying average optical input power. An average of 1024 measurements has

been used at the oscilloscope for noise suppression. The photodiode reverse bias was set to 3 V. (a) Ten pulses

of the PD output (b) Zoom to a single pulse of the PD output

like in the OECC, and the chip temperature was kept constant at 25 ◦C. The measured out-

put signal in the time domain is shown in fig. 7.9. Each pulse form represents an average

over 1024 measurements at the oscilloscope. It was performed for noise suppression. In fig.

7.9(a), ten recorded pulses of the pulse train are shown. An amplitude variation can be seen

which repeats after eight pulses. This is a consequence of the non-ideal optical interleav-

ing for repetition rate multiplication. The tolerances of the 3 dB couplers used for splitting

and combination within the optical 1x8 interleaver induce these amplitude fluctuations. Its

periodicity confirms this conclusion. In fig. 7.9(b), a zoom to the first pulse of the 8-pulse

sequence is shown. As can be seen, the PD begins to saturate for an average optical input

power at the DUT of > 20 dBm. This corresponds to an optical power of > 5.4 dBm at the

photodiode assuming a CDN loss of αCDN = 14.6 dB. Here, a splitting loss of 9 dB of the

3 MMI couplers is considered as well as 5.6 dB loss of the input grating, the waveguide loss

and the fiber facet known from the CDN loss measurements by means of the optical CDN

output. Furthermore, assuming a quantum efficiency of ηeff = 0.5 leads to a detected pulse

energy of Ep,PD > 173 fJ. However, the power-dependent impulse response variation is

very small and affects only the falling edge. Since the OECC circuit is triggered by the

rising edge of the PD impulse response, it should not affect the OECC jitter performance.

The 10 %-90 % rise time was measured as 8.5 ps, while the corresponding falling edge was

26 ps long. Clearly it is beneficial to use the rising edge of the impulse response to trigger

electronic circuits. The width of the impulse response was measured as τe,FWHM = 13 ps.

The corresponding spectrum at the photodiode output is shown in fig. 7.10. Besides the

10 GHz fundamental harmonic, several spurs can be identified in a distance of a multiple of
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Figure 7.10: Measured photodiode output spectrum for an average optical input power of 16 dBm at the DUT.

A 29 dB electronic amplifier has been used in front of the ESA.

1.25 GHz. It results again from the non-ideal optical interleaving.

Now, the measurements at the OECC circuit are addressed. Several devices from different

dies and wafers were characterized with very similar results. Therefore, the results of one

single representative device will be introduced in the following. Possible deviations to other

devices will be stated. The OECC output in the time-domain is shown in fig. 7.11 for a vary-

ing averaged optical input power. The internal voltage was adjusted to its specified value of

4.5 V, while the supply current was in the range of 185 mA-195 mA and increased slightly

for higher optical input power. Each measured single-ended output of the OECC circuit is

shown in figs. 7.11(a) and 7.11(b). An average of 1024 measurements was performed by

the oscilloscope for noise suppression. The electronic circuit operated for an average optical

input power of> 14 dBm at the DUT input and showed only slight changes for higher input

power. This corresponds to an optical power of > −0.8 dBm at the photodiode assuming

again a CDN loss of αCDN = 14.6 dB. Taking a quantum efficiency of ηPD = 0.5 into

account, leads to a detected pulse energy at the photodiode of Ep,PD > 40 fJ.

The periodic signals in fig. 7.11 correspond to the desired 5 GHz square wave form. The

10 %-90 % rise time was 16.3 ps. The difference of these single-ended outputs represents the

actually wanted signal. But its measurement is very challenging since ideally there should

be no phase differences between the signals during the difference operation. Unfortunately,

this could not be assured during the measurement. As a matter of fact, phase-matched ca-

bles were not available and the probe head already induced a phase mismatch between the

output ports. Therefore, a combination of these signals is a very critical operation and the

measurement results should be handled carefully. Nevertheless, the difference operation

was realized by a hybrid-coupler and the measured time response is shown in fig. 7.12(a).
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Figure 7.11: Measured single-ended outputs of the OECC circuit for varying average optical input power. An

average of 1024 measurements has been used at the oscilloscope for noise suppression. (a) First single-ended

OECC output signal (b) Second single-ended OECC output signal

The insertion loss and the limited bandwidth of the hybrid-coupler attenuated and distorted

the signal form. Because of that, the 10 %-90 % rise time was almost doubled to 31.1 ps.

The measured spectral output for an average optical input power of 15.8 dBm is shown in

fig. 7.12(b). The spurs in a distance of a multiple of 1.25 GHz from the harmonics result

from the non-ideal optical interleaver. This was observed already at the photodiode output

in fig. 7.10.

Finally, the jitter performance was characterized by means of phase noise measurements

introduced in section 3.4. The jitter can be calculated from the phase noise by eq. (3.19).

The offset frequency-dependent phase noise Lϕn(f) was measured by R&S FSUP50 Signal

Source Analyzer. An internal PLL locked to the first harmonic which was used for the phase

noise measurement. The PLL bandwidth was automatically set to 1 kHz and represented the

lowest measurable offset frequency. The correlation-based measurement mode was chosen

for highest possible phase noise sensitivity. Averaged traces were recorded without any

smoothing operations so that spurs were not suppressed. The highest measurable offset fre-

quency for the chosen measurement mode was 30 MHz. Higher offset frequencies could

not be measured with a sufficiently high sensitivity.

The measured phase noise of the differential OECC output after the hybrid-coupler is shown

in fig. 7.13(a) for a varying average optical input power at the DUT. As can be seen, the

phase noise did not change for an input power of > 16 dBm. In fig. 7.13(b), the phase noise

of both single-ended OECC outputs is shown together with the phase noise of the differ-

ential signal after the hybrid-coupler and the phase noise of the used MLL. In the figure,

the laser phase noise was reduced by 6 dB regarding the frequency division operation by the



112 CHAPTER 7. EXPERIMENTS

0 0.2 0.4 0.6 0.8

-100

-50

0

50

100

Time [ns]

D
e
te

c
te

d
 V

o
lt

a
g
e
 [

m
V

]

 

 

P
in,DUT

=14.09dBm

P
in,DUT

=15.82dBm

P
in,DUT

=17.72dBm

P
in,DUT

=19.30dBm

P
in,DUT

=21.20dBm

P
in,DUT

=22.97dBm

(a)

5 10 15 20

-40

-30

-20

-10

0

10

Frequency [GHz]

P
o

w
e
r 

[d
B

m
]

(b)

Figure 7.12: Measured differential output at the hybrid-coupler: (a) Measured time response averaged over

1024 measurements at the oscilloscope for noise suppression. (b) Output spectrum of the differential signal for

an average optical input power of 15.8 dBm.

OECC. As can be seen, the differential signal shows up to 3 dB less phase noise in the offset

frequency range of 40 kHz-5 MHz. This might prove the noise suppression of the difference

operation but it should be noted that this behavior was not observed for other devices. It

might be the case that after a reconstruction of the measurement set-up, accidentally an

optimum combination of cables and adapters had been chosen so that the electrical paths

matched. Fig. 7.13(b) shows that the phase noise performance is completely dominated

by the used MLL up to an offset frequency of 40 kHz. Only higher offset frequency phase

noise can be attributed to the OECC circuit.

The jitter contribution can be divided in three regions. In the offset frequency range of

1 kHz-2 kHz, the integrated jitter results in 24 fs and stems completely from the laser. The

residual measured phase noise within the offset frequency range of 2 kHz-30 MHz con-

tributes an additional jitter of < 1 fs. The jitter contribution of higher offset frequency

fluctuations can be assessed. A white phase noise level of −161 dBc/Hz was achieved for

the highest offset frequencies as can be seen in fig. 7.13(a). Its origin can be referred to

thermal noise within the signal measurement path as explained in the following. The phase

noise measurement was performed at the 5 GHz spectral line. Its power was measured

to 18.8 dBm at the ESA. Assuming 0.7 dB loss for the cable and the adapters results in

19.5 dBm output power of the used 29 dB electronic amplifier what corresponds to an input

power of −9.5 dBm. The thermal noise level of a 50 Ω resistance referenced to a signal

power level of 0 dBm corresponds to −174 dBc/Hz. Discarding the amplitude noise con-

tribution leads to a relative phase noise level of −177 dBc/Hz [74]. Considering the actual

input power results in a relative phase noise level of −167.5 dBc/Hz before the amplifier.

Taking the amplifier noise figure of 6 dB (according to the data sheet) into account leads to
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Figure 7.13: (a) Phase noise of the differential signal output after the hybrid-coupler for a varying average

optical input power. (b) Phase noise of single-ended and differential OECC outputs for an average optical input

power of 21 dBm. The phase noise of the used MLL is shown minus 6 dB regarding the frequency division by

the OECC. Specified phase noise sensitivity of the ESA is indicated by green markers.

a phase noise level of −161.5 dBc/Hz after the amplifier, which is very close to the mea-

sured values shown in fig. 7.13. Following this discussion, the actual phase noise level of

the measured device should be −167 dBc/Hz if the noise figure of the electronic amplifier

is subtracted [74, 172]. Integration of this value up to the Nyquist frequency of 2.5 GHz

results in an additional jitter of 10 fs. This value corresponds very well to the theoretically

derived jitter performance of rising edge clocked circuits from section 6.4. Furthermore, the

measured phase noise was either very close or under the specified ESA sensitivity which

was taken from the data sheet and is indicated in fig. 7.13(b) by the green markers. It should

be noted that the laser phase noise was measured at the doubled frequency of 10 GHz. Due

to the frequency division operation by the OECC circuit, it was reduced by 6 dB in fig.

7.13(b) for better comparison. Therefore, its lowest measured phase noise level was also

very close to the specified measurement sensitivity for the highest offset frequencies.

Finally, the non-linear losses were measured within the optical CDN. The results are shown

in fig. 7.14. As can be seen for the ultra-short pulses of τo,FWHM = 300 fs non-linear

losses were negligible for an optical input power of up to 21 dBm. For the analysis, the

pulses were broadened by an optical BPF placed in front of the EDFA. The resulting pulse

width was τo,FWHM = 3.5 ps. Again, both pulse widths resulted from a measured opti-

cal 3 dB bandwidth and an assumed Gaussian time-bandwidth product. Surprisingly, the

non-linear losses were stronger for the broader pulses although the intensities within the

silicon waveguides were much lower. These observations were already discussed in the

non-linear pulse propagation experiments in section 7.2. All in all, this behavior was not
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Figure 7.14: Optical output power in dependence on the optical input power for different optical pulse widths.

expected and indicates limits of the theory introduced in section 4.2.1 for ultra-short pulses.

Fortunately, this effect is very beneficial for photonic ADCs since shorter pulses induce

less jitter according to the analysis in chapter 6. Subtracting losses at the fiber facet, which

are known from previous fiber-to-fiber transition experiments, results in typical CDN loss

of 18.5 dB (including output grating) in the linear region. The 9 dB splitting loss due to

the three 1x2 MMI coupler results in 0.5 dB waveguide loss and 4.5 dB grating coupler

loss for the τo,FWHM = 300 fs pulses. The grating coupler loss shrinks by 0.5 dB for the

τo,FWHM = 3.5 ps pulses since these are less affected by the grating filter function. This

stems from the filter characteristic of the limited grating bandwidth which has a stronger

impact on ultra-short pulses.

In summary, the main jitter contribution was generated for offset frequencies of < 2 kHz

and stemmed from the used laser. This is expected due to the poor jitter characteristics of

MLLs for low frequency fluctuations. However, that does not have to be a serious problem

for an application. For example, if the photonic ADCs are used in a real-time oscilloscope,

very high sampling rates can fill the device memory within 1 ms and, therefore, frequency

fluctuations of < 1 kHz would not affect a recorded data set. And before the next data set is

measured, the frequency can be adapted again. Low frequency drifts are usually filtered by

a PLL with a bandwidth of up to 1 kHz. The measured fundamental limited jitter for offset

frequencies of > 30 kHz corresponded to the fundamental jitter limit for the rising edge

sampler in section 6.2. The assessed value of 10 fs from the measured phase noise value fits

very well to the calculated achievable jitter performance for rising edge samplers.



Chapter 8

Summary

The sampler basics were introduced in chapter 2. Here, several important effects were pre-

sented which decrease the ADC resolution in terms of ENOB. Timing jitter, as the sampling

instant uncertainty, was identified as the crucial issue if high frequency signals are sampled.

Another important issue on high frequency sampling is the comparator ambiguity. But it is

much less harmful since time-interleaved ADC architectures relax the device speed require-

ments. Such architectures are preferred to achieve high sampling rates. The evolution of

electronic ADC performance was discussed as well as the problems regarding jitter perfor-

mance of electronic clock generation and its distribution on chip. The focus of this thesis on

photonic ADCs was motivated by the fact that no improvement has been achieved regarding

the clock precision in the last decade. Here, a clock jitter of ∼ 100 fs was identified as a

limit for electronic clock signals on chip. Furthermore, no improvement is expected in the

near future simply due to physical restrictions.

In chapter 4, the silicon photonics platform was introduced and was able to integrate optics

and electronics in a CMOS process. Moreover, the performance of essential devices was

discussed which are relevant for the implementation of integrated photonic ADCs. Here,

the focus was on the silicon photonics BiCMOS platform from [96] since it had been used

to fabricate the test structures presented in chapter 7.

In chapter 5, optical pulse trains were discussed as a solution to achieve more precise clock

signals. The ultra-low jitter performance of MLLs was introduced. These achieve orders of

magnitude less jitter than electronic oscillators. Because of that, the potential of photonic

ADCs was discussed in regard of several architectures suggested in former publications

about this topic. Here, the focus was set on photonic sampling and electronic quantization

since the sampling process is highly dependent on the timing precision, and the digitization

can be performed well by electronics. In this context, two sampling instants were identi-

fied. Namely, the rising edge of the induced electrical pulses and the center of mass either
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of the optical or the induced electrical pulses. It led to the distinction between a rising

edge and a center of mass sampler architecture. The theoretical performance limits for both

photonic ADC architectures were addressed in chapter 6 which represents the focus of this

thesis. A quantum noise model was provided able to describe the noise impact on inte-

grated photonic ADCs. Formulas were derived to assess the ADC performance taking shot

noise, ASE noise of an optional EDFA, thermal noise, pulse-to-pulse energy fluctuations

and several characteristics of the system components such as the photodiode bandwidth,

the optical pulse width and others into account. For the rising edge sampler, a fundamental

jitter limit of ∼ 10 fs was derived. For the center of mass sampler, a fundamental jitter limit

of ∼ 1 fs seems possible. But in this case, the ADC resolution is limited by pulse-to-pulse

energy fluctuations to < 9 ENOB. These values were derived for realistic characteristics of

the system components. Significantly better performance is unlikely since state-of-the-art

MLLs can not provide much higher optical power. But even if this was possible to achieve,

non-linearities within the silicon waveguides would deteriorate this advantage.

In chapter 7, several test structures have been characterized. Here, skew and non-linearity

measurements have been performed for experimental verification of the optical CDN prop-

erties. The skew was measured to < 100 fs for delay lines up to 75 ps which is much

lower than in electrical CDNs. Unfortunately, the temperature dependence still necessitate

a compensation of the skew. The non-linear behavior of ultra-short optical pulses in sili-

con waveguides deviates from the widely used model which had also been found by others

[118, 121]. Nevertheless, the surprisingly lower loss for ultra-short optical pulses is benefi-

cial for photonic ADCs since higher detected pulse energies and shorter pulses decrease the

jitter.

Additionally, an OECC was fabricated and characterized as well. The precision of the

generated square wave electrical signal depends on the rising edge of the detected pulses.

Therefore, it corresponds to the case of a rising edge sampler. Its fundamental jitter limit

was assessed by phase noise measurements to 10 fs for high offset frequency fluctuations in

the range of 30 MHz-2.5 GHz. Only 1 fs could be attributed to the electronic circuit within

the measurable range of 1 kHz-30 MHz, while the main jitter of 24 fs resulted from the poor

low frequency fluctuation characteristic of the used MLL. The fundamental jitter limit of

10 fs corresponds very well to the analytically derived value and confirms the calculations.

In fact, the generated ultra-low jitter square wave signal can be used to clock electronic

ADCs. The formulas for center of mass jitter had been found independently and through

different mathematical derivation parallel by two other authors [69, 168] if the optical am-

plifier and the CDN is neglected. This confirms its correctness. Recently, an actual 10 GS/s

electrical center of mass sampler was shown in [159] as proposed and analyzed in section
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6.3. It was realized by the silicon photonics BiCMOS platform from [95] which was intro-

duced in chapter 4. A bandwidth of > 30 GHz was achieved with an SNR of 35 dB and

a total harmonic distortion of < −33 dB. Here, a jitter of < 30 fs was derived by means

of time-domain correlation measurements of two parallel samplers. But an optical power

mismatch between both samplers could have prevented better jitter results as discussed in

[159]. The corresponding gain and bandwidth mismatches between both samplers prohib-

ited complete cancellation of the impact of the signal generator used for the measurements

which had a jitter of 80 fs. Nevertheless, the results showed that low jitter values can be

achieved by this principle.

In conclusion, photonic integrated ADCs are able to achieve one or two orders of magnitude

better jitter performances than electronic ADCs. The silicon photonics platform already en-

ables its implementation. However, its success strongly depends on the MLLs which have

to provide ultra-low jitter pulse trains with high repetition rates, sufficiently high power and

in a cost-efficient way.
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Appendix A

Derivation of the Optical Pulse Train
Intensity Spectrum

Applying the finite-time Fourier transform, defined in eq. (3.16), to eq. (3.34) results in

IT (f) = I0,T (f) ∗
[
δ(f) +

1

2π
An,T (f)

]
+

1

2π
[j2πf · I0,T (f)] ∗

Φn,T (f)

2πfT

= [Ip(f) · fT δfT (f)] ∗
[
δ(f) +

1

2π
An,T (f)

]
+ [jf · Ip(f) · fT δfT (f)] ∗

Φn,T (f)

2πfT

(A.1)

where the Fourier transform relations [40, 66]

F
{

dnx(t)

dtn

}
(f) = (j2πf)n ·X(f), (A.2)

F{x(t) ∗ y(t)}(f) = X(f) · Y (f) and (A.3)

F{x(t) · y(t)}(f) =
1

2π
X(f) ∗ Y (f) (A.4)

have been applied. Furthermore, I0(f) has been substituted by the Fourier transform of eq.

(3.32) and the relation fT = 1/Tp has been used. Eq. (A.1) can be simplified to

IT (f) =

[
fT

∞∑
µ=−∞

Ip(µfT ) · δ(f − µfT )

]
∗
[
δ(f) +

1

2π
An,T (f)

]
+

j

2π

[ ∞∑
µ=−∞

µfT · Ip(µfT ) · δ(f − µfT )

]
∗ Φn,T (f)

= fT

∞∑
µ=−∞

Ip(µfT )

[
δ(f − µfT ) +

1

2π
An,T (f − µfT ) +

jµ

2π
Φn,T (f − µfT )

]
.

(A.5)

Amplitude and phase fluctuations can be assumed as uncorrelated and concentrated as side-

bands close to each harmonic of the order µ and with negligible impact on nearby harmonics
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of the orders µ− 1 and µ+ 1. Therefore, the squared absolute value of eq. (A.5) results in

|IT (f)|2 = f2
T

∞∑
µ=−∞

|Ip(µfT )|2·[
δ(f − µfT ) +

1

(2π)2
|An,T (f − µfT )|2 +

µ2

(2π)2
· |Φn,T (f − µfT )|2

]
. (A.6)

The optical pulse train intensity spectrum results from eq. (3.14). Using the notations

SI(f) = lim
T→∞

1

T
|IT (f)|2 (A.7)

SIp(f) = |Ip(f)|2 (A.8)

San(f) = lim
T→∞

1

T
|An,T (f)|2 (A.9)

Sϕn(f) = lim
T→∞

1

T
|Φn,T (f)|2 (A.10)

for the spectra of the pulse train intensity, the ideal pulse intensity envelope and the ampli-

tude and phase fluctuations leads to eq. (3.35).



Appendix B

Derivation of the Photocurrent
Spectrum of a Detected Optical Pulse
Train

In this section, the photocurrent spectrum is derived which is induced by photodetection of

an optical pulse train.

For this purpose, the noise model from fig. 6.1 is extended to a pulse train with the repetition

rate frep by replacement of the optical field envelope of a single pulse in eqs. (6.8) and (6.9)

by its periodic version

A(t)→ A(t) ∗ δTrep(t) (B.1)

where δTrep(t) represents a Dirac comb with the time period Trep = 1/frep. The resulting

double-sided photocurrent PSD can be calculated by

Si(f) = lim
T→∞

1

T

〈
|FT {i(t)} (f)|2

〉
= lim

T→∞

1

T

(
lim
f ′→f

〈
FT {id(t) + in,opt(t)} (f) · F∗T

{
id(t
′) + in,opt(t

′)
}

(f ′)
〉)

= lim
T→∞

1

T

(
lim
f ′→f

(
FT {id(t)} (f) · F∗T

{
id(t
′)
}

(f ′)
))

+

lim
T→∞

1

T

(
lim
f ′→f

〈
FT {in,opt(t)} (f) · F∗T

{
in,opt(t

′)
}

(f ′)
〉)

+

lim
T→∞

1

T

(
lim
f ′→f

〈
FT {in,opt(t)} (f) · F∗T

{
id(t
′)
}

(f ′)
〉)

+

lim
T→∞

1

T

(
lim
f ′→f

〈
FT {id(t)} (f) · F∗T

{
in,opt(t

′)
}

(f ′)
〉)

= Si,1(f) + Si,2(f) + Si,3(f) + Si,4(f) (B.2)
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where the finite-time Fourier transform definition from eq. (3.16) and the PSD definition

from eq. (3.14) have been used. This leads to the expression in eq. (B.2) consisting of four

terms. Si,1(f) has only contributions from the deterministic photocurrent id(t) and, there-

fore, the ensemble average is removed. Si,2(f) has only components from the photocurrent

noise in,opt(t), while Si,3(f) and Si,4(f) contain the beating between deterministic and

noise currents. In the following each expression will be addressed individually. Using eq.

(6.8) for the deterministic photocurrent id(t) with the extension from a single pulse to a

pulse train from eq. (B.1), the first term results in

Si,1(f) = R2
pG

2η2
eff lim

T→∞

1

T

(
lim
f ′→f

(
FT
{
|A(t)|2 ∗ δTrep(t)

}
(f) ·GPD(f)·

F∗T
{
|A(t′)|2 ∗ δTrep(t′)

}
(f ′) ·G∗PD(f ′)

))
= R2

pG
2η2
eff |Popt(f)|2 |GPD(f)|2 (B.3)

where the PSD of the optical power envelope of the pulse train at the MLL output from eq.

(6.37) and the Fourier transform relation from eq. (A.3) have been used. The deterministic

photocurrent PSD Si,1(f) results from the optically induced current R2
pG

2η2
eff |Popt(f)|2

scaled by the amplitude spectrum of the PD transfer function |GPD(f)|2.

The second term in eq. (B.2) can be split into the four components

Si,2(f) = lim
T→∞

1

T

(
lim
f ′→f

〈
FT {in,vac(t)} (f) · F∗T

{
in,vac(t

′)
}

(f ′)
〉)

+

lim
T→∞

1

T

(
lim
f ′→f

〈
FT {in,ASE(t)} (f) · F∗T

{
in,ASE(t′)

}
(f ′)

〉)
+

lim
T→∞

1

T

(
lim
f ′→f

〈
FT {in,vac(t)} (f) · F∗T

{
in,ASE(t′)

}
(f ′)

〉)
+

lim
T→∞

1

T

(
lim
f ′→f

〈
FT {in,ASE(t)} (f) · F∗T

{
in,vac(t

′)
}

(f ′)
〉)

= Si,2a(f) + Si,2b(f) + Si,2c(f) + Si,2d(f) (B.4)

referring to the beating terms of shot and ASE noise. Here, the last two terms are Si,2c(f) =

Si,2d(f) = 0 since shot and ASE noise are not correlated. Using the expression in eq. (6.9)

for the photocurrent noise in,vac(t) stemming from vacuum fluctuations with the extension

from a single pulse approach to a pulse train from eq. (B.1) results in

Si,2a(f) = 4R2
pGηeff lim

T→∞

1

T

(
lim
f ′→f

〈
FT
{

Re{[A(t) ∗ δTrep(t)] · nvac(t)}
}

(f)·

GPD(f) · F∗T
{

Re{[A(t′) ∗ δTrep(t′)] · nvac(t′)}
}

(f ′) ·G∗PD(f ′)
〉)
. (B.5)
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Assuming a real optical field envelope A(t) and using the finite-time Fourier transform

definition from eq. (3.16) leads to the shot noise contribution

Si,2a(f) = 4R2
pGηeff lim

T→∞

1

T

(
lim
f ′→f

[ T
2∫

−T
2

T
2∫

−T
2

[A(t) ∗ δTrep(t)][A(t′) ∗ δTrep(t′)]·

〈
Re{nvac(t)}Re{nvac(t′)}

〉
e−j2πftej2πf

′t′dtdt′ ·GPD(f)G∗PD(f ′)

])
= 4R2

pGηeff
hνc
4

lim
T→∞

1

T

(
lim
f ′→f

[
GPD(f)G∗PD(f ′)·

T
2∫

−T
2

[|A(t)|2 ∗ δTrep(t)]e−j2π(f−f ′)tdt

])

= R2
pGηeffhνc |GPD(f)|2 Pavg

= qIavg |GPD(f)|2 . (B.6)

Here, the ACF of the real part of the vacuum fluctuations corresponds to half of the expres-

sion in eq. (6.4) since the PSD is equally distributed between the real and the imaginary

part [101]. Furthermore, eq. (6.37) has been used. The notation Pavg = Popt(0) has been

introduced and refers to the average optical power of the pulse train emitted by the MLL.

Finally, after applying the relation Rp = q/hνc, the average photocurrent from eq. (6.38)

has been introduced for simplification. It results into the simple expression in eq. (B.6).

The expression describes the amplitude spectrum of the shot noise for the photodetection of

an optical pulse train and corresponds exactly to the case of photodetection of CW light.

The direct impact of ASE noise on the pulse center of mass position is described by Si,2b(f)

in eq. (B.4). Its calculation is identical to the calculation of Si,2a(f) in eq. (B.6). Consider-

ing the additional attenuation of the ASE noise by ηeff and a different corresponding ACF

from eq. (6.1) with the expression in eq. (6.3) leads to the ASE-noise-related photocurrent

noise

Si,2b(f) = qIavgηeff (FG− 1) |GPD(f)|2 . (B.7)

The calculation steps for Si,3(f) and Si,4(f) from eq. (B.2) are very similar to the upper

derivation of Si,2(f). The only difference is that the expressions for the ensemble averages

reduces to the single stochastic variables which are 〈Re{nvac(t)}〉 for the vacuum fluctu-

ations and 〈Re{nASE(t)}〉 for the ASE noise. Since both noise sources have a zero mean

value, these ensemble averages are zero so that Si,3(f) = Si,4(f) = 0. In summary, the

photocurrent PSD from eq. (B.2) results into eq. (6.36) as a sum of eqs. (B.3), (B.6) and

(B.7).
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Appendix C

Derivation of the Single-Sideband
Amplitude and Phase Noise Floor

In this section, the SSB noise floor is derived for phase or amplitude noise measurements at

arbitrary harmonics induced by the photodetection of optical pulse trains.

For this purpose, the noise model from fig. 6.1 is extended to a pulse train with the rep-

etition rate frep by the substitution from eq. (B.1) in eqs. (6.8) and (6.9). In an actual

phase noise measurement system, a BPF follows the PD and filters out the µ-th harmonic

of the repetition rate which is schematically shown in fig. 6.4. The remaining harmonic is

demodulated to the baseband and the phase noise spectrum is measured by an ESA with the

terminating resistor RΩ. A mathematical description of the double-sided noise PSD can be

written as

Sm(f) = lim
T→∞

1

T

(〈
|FT {(i(t) ∗ gBP (t)) · cos(2πµfrept+ φr)} (f)|2

〉
RΩ

)
=
RΩ

4
lim
T→∞

1

T

(〈∣∣∣∣FT {id(t) ∗ gBP (t) + in,opt(t) ∗ gBP (t)} (f)∗(
δ(f − µfrep)ejφr + δ(f + µfrep)e

−jφr
) ∣∣∣∣2〉)

=
RΩ

4
lim
T→∞

1

T

(
lim
f ′→f

〈[(
FT {id(t)} (f) ·GBP (f)+

FT {in,opt(t)}(f) ·GBP (f)
)
∗
(
δ(f − µfrep)ejφr + δ(f + µfrep)e

−jφr
)]
·[ (

F∗T
{
id(t
′)
}

(f ′) ·G∗BP (f ′) + F∗T {in,opt(t′)}(f ′) ·G∗BP (f ′)
)
∗(

δ(f ′ − µfrep)e−jφr + δ(f ′ + µfrep)e
jφr
)]〉)

= Sm,1(f) + Sm,2(f) + Sm,3(f) + Sm,4(f). (C.1)
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Eq. (6.7) has been used for the induced photocurrent i(t) where the thermal noise contri-

bution has been neglected. The thermal noise contribution from a load resistance is well

known. Here, the focus is set on the shot and ASE noise characteristics at the photode-

tection process of ultra-short optical pulse trains. In eq. (C.1), gBP (t) is the BPF impulse

response and GBP (f) is its Fourier transform. φr is a constant phase offset of the local

oscillator relative to the µ-th harmonic. Its value is different for phase and amplitude noise

measurements which will be discussed below. It should be noted that the Dirac functions

as the result of the Fourier transform of the cosine function is valid for T → ∞ and is a

good approximation as long as 1/T � frep. Once again the finite-time Fourier transform

definition from eq. (3.16) and the Fourier transform relations [40]

F{cos(at)}(f) =
1

2

(
δ
(
f − a

2

)
+ δ

(
f +

a

2

))
(C.2)

F{x(t− a)}(f) = X(f) · e−j2πaf (C.3)

have been applied so that eq. (C.1) leads to four terms. Here, the resulting deterministic term

Sm,1(f) is independent of the photocurrent noise in,opt(t), while the term Sm,2(f) does not

have the deterministic photocurrent id(t). The two terms Sm,3(f) and Sm,4(f) include

both the noise and the deterministic photocurrent. In the following, all four expressions are

derived or discussed individually. The pure deterministic part results in

Sm,1(f) =
RΩ

4
lim
T→∞

1

T

(
lim
f ′→f[

(FT {id(t)} (f) ·GBP (f)) ∗
(
δ(f − µfrep)ejφr + δ(f + µfrep)e

−jφr
)]
·[(

F∗T
{
id(t
′)
}

(f ′) ·G∗BP (f ′)
)
∗
(
δ(f ′ − µfrep)e−jφr + δ(f ′ + µfrep)e

jφr
)])

(C.4)

where the ensemble average disappears since there are no stochastic variables. At first, the

product of the Fourier transforms of the detected deterministic photocurrent id(t) and the

BPF impulse response gBP (t) is addressed. Using the substitution from eq. (B.1) in eq.

(6.8) extends the single pulse to a pulse train approach and leads for the mentioned product

to

FT {id(t)} (f) ·GBP (f) = RpGηeffFT
{
|A(t)|2 ∗ δTrep(t)

}
(f) ·GPD(f) ·GBP (f)

= RpGηeffPopt,T (f) · G̃(f)

= RpGηeff |Popt,T (µfrep)| · |G̃(µfrep)|·(
δ(f − µfrep)ej(φp(µfrep)+φg(µfrep)) + δ(f + µfrep)e

j(φp(−µfrep)+φg(−µfrep))

)
. (C.5)

G̃(f) = GPD(f)GBP (f) is the Fourier transform of the concatenated PD and BPF im-

pulse responses gPD(t) ∗ gBP (t) and Popt,T (f) is the finite-time Fourier transform of the
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pulse train optical power envelope defined in eq. (6.37), while φg(f) and φp(f) are their

corresponding phases. In the frequency domain Popt,T (f) corresponds to a Dirac comb

scaled by the Fourier transform of the optical pulse power envelope. Thanks to the BPF in

eq. (C.5), all Dirac functions are suppressed except the µ-th harmonic within the passband

where the measurement is performed. This results into the two remaining Dirac functions

of the double-sided PSD. Using eq. (C.5) in eq. (C.4) leads to

Sm,1(f) =
RΩ

4
(RpGηeff )2 |Popt(µfrep)|2|G̃(µfrep)|2 ·

[
δ(f − 2µfrep)+

δ(f + 2µfrep) + 2δ(f) · (1 + cos(2(φp(µfrep) + φg(µfrep)− φr)))
]

(C.6)

where the phase condition φ(f) = −φ(−f) has been used valid for Fourier transforms of

the real functions of the pulse train optical power envelope and the PD and BPF impulse

responses. Moreover, the relation cos(x) = (ejx + e−jx)/2 has been applied. The phase φr
of the local oscillator is adjusted by the PLL so that the phase condition

φp(µfrep) + φg(µfrep)− φr =

π/2, for phase noise measurements

0, for amplitude noise measurements
(C.7)

is fulfilled for phase or amplitude noise measurement, respectively. Finally, using the phase

noise condition in the argument of the cosine function in eq. (C.6) leads to

Sm,1(f) =
RΩ

4
(RpGηeff )2|Popt(µfrep)|2|G̃(µfrep)|2 [δ(f − 2µfrep) + δ(f + 2µfrep)] .

(C.8)

Thus, only the unavoidable harmonics at the frequencies f = ±2µfrep remain from the

deterministic photocurrent due to the mixing process. These are suppressed when the ESA

measures the phase noise stepwise in narrow bandwidths.

In eq. (C.8), the bandpass-filtered and down-converted noise free part of the photocurrent

PSD has been derived by expanding eq. (C.1) and considering the first term Sm,1(f) without

the noise contribution in,opt(t). Now the noise contribution to the photocurrent PSD is

addressed. After expanding eq. (C.1), the second term corresponds to

Sm,2(f) =
RΩ

4
lim
T→∞

1

T

(
lim
f ′→f

〈(
[FT {in,opt(t)}(f)GBP (f)] ∗[

δ(f − µfrep)ejφr + δ(f + µfrep)e
−jφr

])( [
F∗T {in,opt(t′)}(f ′)G∗BP (f ′)

]
∗[

δ(f ′ − µfrep)e−jφr + δ(f ′ + µfrep)e
jφr
])〉)

. (C.9)

The photocurrent noise in,opt(t) is given in eq. (6.9) and has contributions from ASE noise

and vacuum fluctuations (or shot noise respectively). Beating terms between ASE and shot
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noise disappear since the noise sources are not correlated. In the following, the derivation

for the shot noise contribution is provided. The calculation steps are identical for the ASE

noise case. Because of that, the result for the ASE noise can be simply given by adapting a

few relevant factors to the shot noise case. Neglecting ASE noise and using the substitution

from eq. (B.1) for the photocurrent shot noise in eq. (6.9) leads in eq. (C.9) to

Sm,2,sh(f) =
RΩ

4
4R2

pGηeff lim
T→∞

1

T

(
lim
f ′→f〈[(

FT {
(
A(t) ∗ δTrep(t)

)
· Re{nvac(t)}}(f) · G̃(f)

)
∗(

δ(f − µfrep)ejφr + δ(f + µfrep)e
−jφr

)]
·[(

F∗T {
(
A(t′) ∗ δTrep(t′)

)
· Re{nvac(t′)}}(f ′) · G̃∗(f ′)

)
∗(

δ(f ′ − µfrep)e−jφr + δ(f ′ + µfrep)e
jφr

)]〉)
= Sm,2a,sh(f) + Sm,2b,sh(f) + Sm,2c,sh(f) + Sm,2d,sh(f) (C.10)

where a real electric field envelope A(t) has been assumed. The 4 terms in eq. (C.10) are

Sm,2a,sh(f) =RΩR
2
pGηeff lim

T→∞

1

T

(
lim
f ′→f

G̃(f − µfrep)G̃∗(f ′ − µfrep)·〈
FT {

(
A(t) ∗ δTrep(t)

)
· Re{nvac(t)}}(f − µfrep)·

F∗T {
(
A(t′) ∗ δTrep(t′)

)
· Re{nvac(t′)}}(f ′ − µfrep)

〉)
, (C.11)

Sm,2b,sh(f) =RΩR
2
pGηeff lim

T→∞

1

T

(
lim
f ′→f

G̃(f − µfrep)G̃∗(f ′ + µfrep)·〈
FT {

(
A(t) ∗ δTrep(t)

)
· Re{nvac(t)}}(f − µfrep)e2jφr ·

F∗T {
(
A(t′) ∗ δTrep(t′)

)
· Re{nvac(t′)}}(f ′ + µfrep)

〉)
, (C.12)

Sm,2c,sh(f) =RΩR
2
pGηeff lim

T→∞

1

T

(
lim
f ′→f

G̃(f + µfrep)G̃
∗(f ′ − µfrep)·〈

FT {
(
A(t) ∗ δTrep(t)

)
· Re{nvac(t)}}(f + µfrep)e

−2jφr ·

F∗T {
(
A(t′) ∗ δTrep(t′)

)
· Re{nvac(t′)}}(f ′ − µfrep)

〉)
, (C.13)

Sm,2d,sh(f) =RΩR
2
pGηeff lim

T→∞

1

T

(
lim
f ′→f

G̃(f + µfrep)G̃
∗(f ′ + µfrep)·〈

FT {
(
A(t) ∗ δTrep(t)

)
· Re{nvac(t)}}(f + µfrep)·

F∗T {
(
A(t′) ∗ δTrep(t′)

)
· Re{nvac(t′)}}(f ′ + µfrep)

〉)
. (C.14)
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Once again, only the µ-th harmonic remains after the BPF and other harmonics are sup-

pressed. The calculation steps for eqs. (C.11)-(C.14) are very similar. Therefore, a deriva-

tion will only be provided for eq. (C.11), while the results for eqs. (C.12)-(C.14) will be

given without showing the identical calculations. In the next step, the finite-time Fourier

transform definition from eq. (3.16) is applied so that eq. (C.11) can be written as

Sm,2a,sh(f) =RΩR
2
pGηeff lim

T→∞

1

T

(
lim
f ′→f

G̃(f − µfrep)G̃∗(f ′ − µfrep)·

T
2∫

−T
2

T
2∫

−T
2

[A(t) ∗ δT (t)]
〈
Re{nvac(t)}Re{nvac(t′)}

〉
·

[
A(t′) ∗ δTrep(t′)

]
e−j2π(f−µfrep)tej2π(f ′−µfrep)t′dtdt′

)
=RΩR

2
pGηeff

hνc
4

lim
T→∞

1

T

(
lim
f ′→f

G̃(f − µfrep)G̃∗(f ′ − µfrep)·

T
2∫

−T
2

[
|A(t)|2 ∗ δT (t)

]
e−j2π(f−f ′)tdt

)
. (C.15)

Once again, the ACF of the real parts of the vacuum fluctuations corresponds to half of the

expression in eq. (6.4) since the PSD is equally distributed between the real and imaginary

parts [101]. The integral corresponds to the finite-time Fourier transform of the pulse train

power envelope PSD Popt,T (f − f ′) in dependence on the frequency (f − f ′). Finally, the

evaluation of the limes operations leads to

Sm,2a,sh(f) = RΩR
2
pGηeff

hνc
4
Popt(0)|G̃(f − µfrep)|2. (C.16)

The calculations of the other terms are identical and result in

Sm,2b,sh(f) = RΩR
2
pGηeff

hνc
4
Popt(−2µfrep)e

2jφr · G̃(f − µfrep)G̃∗(f + µfrep),

(C.17)

Sm,2c,sh(f) = RΩR
2
pGηeff

hνc
4
Popt(2µfrep)e

−2jφr · G̃(f + µfrep)G̃
∗(f − µfrep),

(C.18)

Sm,2d,sh(f) = RΩR
2
pGηeff

hνc
4
Popt(0)|G̃(f + µfrep)|2. (C.19)

The sum of eqs. (C.16)-(C.19) results in

Sm,2,sh(f) = RΩR
2
pGηeff

hνc
2
Popt(0)|G̃(µfrep)|2·[

1− |Popt(2µfrep)|
|Popt(0)|

cos (φp(2µfrep)− 2φp(µfrep))

]
. (C.20)
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Here, it has been assumed that the demodulated baseband frequency is much smaller than

the µ-th measured harmonic f � µfrep so that G̃(f − µfrep) ≈ G̃(−µfrep). Moreover,

the relations cos(π + φ) = − cos(φ) and cos(φ) = cos(−φ) have been applied as well as

the condition from eq. (C.7) for phase noise measurements. The ASE noise contribution

can be derived by identical calculation steps. Regarding the additional factor √ηeff for

the ASE-noise-induced photocurrent noise in,ASE(t) compared to the shot-noise-induced

photocurrent noise in,vac(t) in eq. (6.9) and the different ACF from eq. (6.1), the result can

be directly named as

Sm,2,ASE(f) = RΩR
2
pGηeff

hνc
2
Popt(0)|G̃(µfrep)|2 · ηeff (FG− 1)·[

1− |Popt(2µfrep)|
|Popt(0)|

cos (φp(2µfrep)− 2φp(µfrep))

]
. (C.21)

Once again, the relation from eq. (6.3) has been applied to replace the inversion factor by

the more practical noise figure F . For amplitude noise measurements the phase condition in

eq. (C.7) is different what would change the minus sign within the brackets of eqs. (C.20)

and (C.21) into a plus sign. For simplification the average optical power Popt(0) = Pavg at

the MLL output is introduced. Using the notation of the average photocurrent Iavg from eq.

(6.38) in eqs. (C.20) and (C.21) results into the combined formula

Sm,2(f) =
qIavgRΩ

2
· (1 + ηeff (FG− 1)) · |G̃(µfrep)|2·[

1± |Popt(2µfrep)|
|Popt(0)|

cos (φp(2µfrep)− 2φp(µfrep))

]
(C.22)

where the ideal photodiode impulse response Rp = q/hνc has been used. As mentioned

before the plus sign is valid for amplitude measurements, while the minus sign represents

phase noise measurements. Note that the notation from [167] has been adapted to prove

consistency with the recent publication. The last two terms Sm,3(f) and Sm,4(f) in eq.

(C.1) can be calculated in a similar way. As a result these terms disappear since the ensem-

ble average of the individual noise terms are 〈Re{nvac(t)}〉 = 〈Re{nASE(t)}〉 = 0. It is

the same argumentation like given in the end of the derivation in appendix B.

The SSB phase noise level is always measured relative to the harmonic power given in eq.

(6.40). This results into eq. (6.39).



Acronyms

1D One-Dimensional

2D Two-Dimensional

ADC Analog-To-Digital Converter

ACF Autocorrelation Function

ASE Amplified Spontaneous Emission

BiCMOS Bipolar Complementary Metal-Oxide-Semiconductor

BPF Bandpass Filter

CDN Clock Distribution Network

CMOS Complementary Metal-Oxide-Semiconductor

CNT Carbon Nanotubes

CW Continuous Wave

DAC Digital-To-Analog Converter

DEMUX Demultiplexer

DUT Device Under Test

EDFA Erbium-Doped Fiber Amplifier

ENOB Effective Number Of Bits

ESA Electrical Spectrum Analyzer

FCA Free Carrier Absorption

FCE Free Carrier Effects
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FM Frequency Modulation

FWHM Full-Width-Half-Maximum

GVD Group Velocity Dispersion

IC Integrated Circuit

ITRS International Technology Roadmap For Semiconductor

LC Inductance-Capacitance

MLL Mode-Locked Laser

MMI Multimode Interference

MUX Multiplexer

MZI Mach-Zehnder Interferometer

NPE Non-Linear Polarization Evolution

OECC Opto-Electronic Clock Converter

OPM Optical Power Meter

PD Photodetector

PIC Photonic Integrated Circuit

PLL Phase-Locked Loop

PSD Power Spectral Density

RF Radio Frequency

RIN Relative Intensity Noise

RMS Root-Mean-Square

SAR Successive Approximation

SESAM Semiconductor Saturable Absorber

SFDR Spurious-Free Dynamic Range

SNR Signal-To-Noise Ratio

SINAD Signal-To-Noise And Distortion Ratio
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SOI Silicon-On-Insulator

SSB Single-Sideband

TE Transverse Electric

TM Transverse Magnetic

TIA Transimpedance Amplifier

TIADC Time-Interleaved Analog-To-Digital Converter

TPA Two-Photon Absorption

VCO Voltage-Controlled Oscillator

VLSI Very-Large-Scale-Integration

VOA Variable Optical Attenuator
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