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Abstract

The presented work contains both a theoretical and a statistical error analysis for
the Euler equations in purely algebraic form, also called the Weymouth equations
or the temperature dependent algebraic model. These equations are obtained by
performing several simplifications of the full Euler equations, which model the gas
flow through a pipeline. The theoretical analysis is executed by first calculating
the backward error and then the individual relative condition numbers. This error
analysis results in a statement about the maximum pipeline length such that the
algebraic model can be used safely. The statistical analysis is performed using both
a Monte Carlo Simulation and the Univariate Reduced Quadrature Method and is
used to illustrate and confirm the obtained theoretical results.

Keywords: error analysis, roundoff error, measurement error, condition number, back-
ward error, statistical analysis

AMS subject classifications:  65G50, 65G30

*Institut fiir Mathematik, MA 4-5, TU Berlin, Strasse des 17. Juni 136, D-10623 Berlin, Germany.
{mehrmann, stolwijk}@math.tu-berlin.de



Contents

Symbols 3
Abbreviations 5
1 Introduction 6
1.1 Model Hierarchy . ... ... .. ... ... . ... . ... . ... ..... 6

1.2 Sources of Uncertainty . . ... ... ... ... ... ... . ... . ..... 8

1.3  Error Analysis and Conditioning . . . . .. ... ... ... ......... 9

2 Error Analysis for the Algebraic Model 11
2.1 Theoretical Analysis . . ... .............. ... . ... ..... 12
211 MassFlux . .. ... ... 12

212 Pressure . . . . . . ... 13

213 Temperature . . . . . . ... ... 16

2.2 Statistical Analysis . . . ... ... L L 20
221 Monte Carlo Simulation . . . .. ... ... ... .......... 20

222 URQMethod . ... ... ... ... . .. .. 21

2.3 Simplification from Temperature Dependent to Isothermal Algebraic Model 24

3 Conclusion 26
Acknowledgements 26
References 27



Symbols

Co

D

Eabs
Erel

h

3

Din,

volumetric heat capacity
diameter of the pipeline
internal energy

absolute error

relative error

output parameters
mass flux

gravitational constant
slope of the pipeline
heat conductivity coefficient

pipeline length
pipe friction coefficient

mean of a random variable

sample size
number of input parameters

pressure
inlet pressure

input parameters
gas constant
density

inlet density

standard deviation of a random variable



Symbols

SER

Vin

Zo

temperature

time

inlet temperature
pipeline wall temperature

rounding unit

velocity
inlet velocity

coordinate along the pipeline
begin point of the pipeline

compressibility factor



Abbreviations

Eq.
Egs.

h.o.t
ie.
km
MCS
ODE
PDE
rsd
Sec.

URQ

Equation
Equations

higher order terms

id est (Latin), that is

kilometre

Monte Carlo Simulation
Ordinary Differential Equation
Partial Differential Equation
relative standard deviation
Section

Univariate Reduced Quadrature



1 Introduction

Gas plays a crucial role in the energy supply of Europe and the world. It is sufficiently
and readily available, is traded, and is storable. After oil, natural gas is the second most
used energy supplier in Germany, with a total share of 22.3% of the energy consumption
in 2013 [1]. The large European pipeline network that is used for the transportation of
natural gas is depicted in Fig. 1. The high and probably increasing demand for gas calls
for a mathematical modeling, simulation, and optimisation of the gas transport through
the pipeline network.

1.1 Model Hierarchy

In this work the gas flow through a pipeline is considered as a one-dimensional prob-
lem, where the variable = runs along the length of the pipe. This flow is modelled us-
ing the Euler equations, which are a system of nonlinear hyperbolic partial differential
equations. It describes the behaviour of compressible, non viscous fluids and consists
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of the continuity equation, the impulse equation, and the energy equation. The Euler
equations are given by [10]

ap 0 B

E + %(pv) - Oa
) 0 N ,
§@w+ggp+w)f—ﬂyww—wh, (1)

0 1, 0 1, Euw
5 <p(§v + e)) + g (pv(§v +e) +pv> —5(T —T,).
Moreover, the state equation for real gases, given by

p = RpTz(p,T),
holds. The variables have the following physical meaning (in the order of appearance):

= density of the gas,

= time,

= velocity of the gas,

= coordinate along the pipeline,
= pressure of the gas,

= pipe friction coefficient,

= diameter of the pipeline,

= gravitational constant,

h'(x) slope of the pipeline,

= ¢, T + gh internal energy (thermal + potential energy),
= volumetric heat capacity,

= temperature of the gas,

= height of the pipeline,

= heat conductivity coefficient,
= pipeline wall temperature,

= gas constant,

= z(p,T) compressibility factor.
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S )
|
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The full Euler equations in the one-dimensional case (1) are mathematically involved
and their numerical solution requires much computational effort. For this reason, often
several simplifications are made, which include the neglection of the terms 2 (pv?), & (pv?),
and 2 (pv). Neglecting these three terms results in the model (ET3) in [4]

dp 0

% or (pv) =0,
dp A ,
9 —@PUM — gpl’, )

0 0 kw
a(ﬂe) + %(Pve +pv) = —5(T —Tw),
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although the gravity is neglected in the asymptotic analysis of [4]. If then a stationary
model is assumed, i.e., the time-derivatives 2 are set to zero, the gravity is neglected,
and the compressibility factor z is set to be constant, the algebraic model in [7] is attained

for the continuity and the impulse equations:
J1 = pinvin, (©)

p(r) = \/p?n - ;—gpv\pv!(ﬂc — ), 4)

where the constant f; = pv is the mass flux, p;, is the inlet density, v;, is the inlet velocity,
Pin is the inlet pressure, c is the constant speed of sound, and z is the starting point of
the pipeline. These assumptions reduce the energy equation to

O  h

= - T—-T,),
ox Dec,pv ( )
which can be analytically solved via
T(2) = (T = Tu)e Pe5m ™) 4T, )

where T, is the inlet temperature. The three Egs. (3), (4), and (5), are referred to as the
temperature dependent algebraic model. Another simplification can be made by taking the
temperature 7" constant. This leaves us with the two Egs. (3) and (4), which are referred
to as the isothermal algebraic model.

1.2 Sources of Uncertainty

In mathematical models there are many sources of uncertainty and errors. First of all, a
mathematical model is always a simplification of reality, such that a modeling error is
made. Within a model, there are three main sources of errors in the numerical compu-
tation: rounding, data uncertainty, and truncation [8].

Rounding errors are unavoidable when one works in finite precision arithmetic on a
computer. Rounding causes large errors for example in case of cancellation, i.e., when
two approximately equal numbers are subtracted. Rounding errors are present in every
single operation in an algorithm.

One should always be aware of uncertainties in the data when solving practical prob-
lems. Namely, measurement errors for physical quantities have been made. Also,
rounding errors occur in storing the data on a computer. The effect of errors in the data
are in general easier to understand than rounding errors in the computations, because
data errors can be analysed using perturbation theory for the given problem, while in-
termediate rounding errors require an analysis specific to the given method or algorithm

[8].
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Truncation errors usually show up in the discretization of Ordinary Differential Equa-
tions (ODEs) and Partial Differential Equations (PDEs). Numerical integration methods
can be derived by taking finitely many terms of a Taylor series. The truncation error is
given by the omitted terms and depends on the stepsize. Since we have purely algebraic
equations in Chapter 2, no discretization or truncation error is made.

1.3 Error Analysis and Conditioning

The aim of error analysis is to investigate the influence that all the different error sources
in Sec. 1.2 have on the resulting solution. To what degree are the errors amplified in
the solution? It tries to construct an a priori upper bound of the effects of the errors
on the given problem and algorithm. Ideally, the upper bound is small for all choices
of problem data [8]. If, however, the upper bound is large due to the rounding errors
in the algorithm, we call it an unstable algorithm. This can be cured by choosing a
different algorithm, if possible. If the upper bound is large due to the amplification of
measurement errors in the given problem, we call it an ill-conditioned, unstable or ill-
posed problem [12]. It indicates that the model may provide dubious results, which can
only be cured by choosing a different model.

Important roles in the error analysis play the concepts of the forward error, the backward
error, and the condition number or stability constant. The forward error is the difference
between the exact solution of a mathematical problem f(¢) and the computed solution
of the problem f(q), including all the occurring errors. The backward error is given by
that Aq for which f(q) = f(¢ + Aq) holds, i.e., the occurring errors are interpreted as
perturbations in the input parameter(s), such that the computed solution is the exact
solution for perturbed data [3].

The word condition is used to describe the sensitivity of problems to uncertainties in the
input parameters [12]. Suppose that the solution of a problem is obtained by evaluating
the function of a single variable f(g). Then, if the parameter ¢ is changed to g + Ag, the
solution f(g) is changed to f(q¢ + Ag¢). Assuming that f is twice continuously differen-
tiable, then the change in the solution is given by [8]

fla+da)— F() = Flag+ T2 a2 e ),
and the relative change in the solution is given by
fla+Aq) — flg) (qf’(CJ)> Aq 2
o\ ) g OB 2

The quantity
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with | . | the absolute value, is the relative condition number of f and it measures, for small
Ag, the relative change in the output for a given relative change in the input. If, on the
other hand, the solution of a problem is obtained by evaluating a function of several
variables f(q), the change in the solution due to perturbations in the input parameters
g € R" is given by

0 0
fla+ Aq)~ fla) = 5 Do+ 5o

and the relative change in the solution is given by

fla+Aq)—flg) _ (0f a \Aq If an '\ Agy 2
I (am f(q)) 2 +"'+(aqnf<q>> L Ho(ad). @)

The quantities

Ag+ ...+ 8—qun +0 ((Ag)?)

Agq + 94

of 4
a%’f(‘]) 7

are the individual relative condition numbers with respect to ¢; [9]. Furthermore, the vector

ke (@) = i=1,....n, (8)

K(q) = [k (), - g, (q)] € RYT ©)

is the vector relative condition number and the quantity

rp (@) = [1K(9)]]p

is the overall relative condition number with respect to the p-norm. If the quantity «7(q) is
small, the problem is called well-conditioned, and if «;(q) is large, the problem is called
ill-conditioned. The size of x7(q) is measured in the context of the rounding unit u. Usu-
ally, the problem is considered as very well-conditioned if x;(q) ~ 1 and as very ill-
conditioned if u s (q) ~ 1, [9].

The relation between the forward error, the backward error, and the condition number
can be nicely seen from Eq. (6). Taking the absolute value of the relative change in the
solution gives

flg+Aq) — ‘
f(q)

such that we have the following rule of thumb:

‘— + 0 ((Ag)?),

forward error < condition number x backward error,

with < meaning “approximately less than”. It insightfully shows that despite of a small
backward error, a problem can have a large forward error due to a high condition num-
ber.



2 Error Analysis for the Algebraic Model

In this chapter an error analysis is performed on the temperature dependent algebraic
model in Egs. (3), (4), and (5). The Euler equations in algebraic form, also called the
Weymouth equations, are given by

f(q) = f(pinavinapavapina )\,C, D7x7$07ﬂn7Tw7kwacv)

PinVin fl(q>
= | ek - depelerl( - 20) | = | pla) |, (10)
(Ton — Ty )e pesma—a) o | [T(@)

where the physical meaning of the parameters is given in Sec. 1.1 and in the List of Sym-
bols. A concise derivation of these equations is given in Sec. 1.1 and for the isothermal
algebraic model in [6]. The Jacobian matrix J¢(q) of f(q) is given by

- A AT

af1 Op orT .

8pin 8pzn 8pzn U’L?’L 0 0

df1 Op oT .

Oin Ovin Ovin pln 0 0

Af1 9p aT 0 — pA2v?(z—x0)  (Tin—Tw)kw(z—20) e~ ka(.:U_pf)O)
op op op 2Dp(x) Dcyp2v

af1 9p aT 0 — vi2p?(z—x0)  (Tin—Tw)kw(z—20) 6_7ka(:v;20)
v v ov 2Dp(x) Dcy pv?

of1 op or 0 Pin 0

Opin Opin Opin p(z)

on o or 0 e 0
oA oA oA 4Dp(z)

on o ot 0 ol 0

J (q) Oc Oc Oc 2Dp(x)
f - = T—x ’
o op 0T 0 ACPP—a0)  (Tin—Tulkw(z—zo) ~ IR0
oD 6D 8D 4D?%p(x) D2c,pv
of  op  orT 0 AP _ (Tin =Tk —"4200)
ox ox ox 4Dp(x) Decypv
on o oT R s (Tin =T = 52750
Oxo 5 Oxg 4Dp( ) Dcypv
of  op  or 0 0 o )
Ty, OTin, 0T
kw (z—xq)

on  9p 0T B Y

oT, 0T, 0Tw 0 0 1 —e Deorr

afl ap oT 0 0 _(Tin—Tw)(m—mo)ef%m
akw akw akw DCE pY

afh  op T 0 0 (Tin =Tk (e =m0) ,—~F{E=20)
Ocy Ocy Ocy Dc2pv

which is used for the computation of the individual relative condition numbers, Eq. (8).

11
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2.1 Theoretical Analysis

In this section the backward error is computed for the three equations in (10). The com-
putational rounding errors due to finite precision arithmetic and measurement errors
are interpreted as perturbations in the input parameters. Then, the relative errors in the
output parameters are calculated and analysed.

2.1.1 Mass Flux
In the equation for the mass flux,

fl (q) = PinVin, (11)

only one multiplication is performed with relative error ¢;, which yields
.fl (/)ma Uin) = Pin(l + gpm)vin(l + 5vm)(1 + 51)
= PinVin(1 + €p,, + Ev,, +E1+ O(£%)) = fi(pin, vin(1 + £2)), (12)

withey = ¢, +¢,,, +e1+0(e?). Here, ¢,,, is the relative measurement error in p;,, €,,, the
relative measurement error in v;,, and |e;| < u the relative error of the multiplication,
with u the rounding unit in finite precision arithmetic.

For the absolute relative error in f;, using Eq. (12), it holds that

[f1(a) = fila +Ag)| _
|f1(q)]

o T S0l + g g vl + 0 (A7)

— (g0 ) S0 o (a0)

avzn fl( ) Vin
—_———
PinYin 1 €2
PinVin

Apin | +|
0

= |eo] + hoot. < e,

+ |€U7,n

+ le1| + h.o.t.,

where h.o.t. stands for higher order terms, i.e.,, O(?). This means that if the relative
error in f; has to stay below a certain limit e;;,,, for example e;;,,, = 0.1, then the sum
of the relative measurement errors ¢,,, and ¢,,, should stay below this limit e;;,,. We
assume that round-off error ¢, is so small that it can be neglected in comparison with
errors ¢,,, and ¢,, . Concluding, the constraint

+ ‘gvin

< Clim, (13)

except for h.o.t., is found.
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2.1.2 Pressure

For computing the pressure

Ac?
p(a) = \/p?n = 5 Pvlevl(@ = o), (14)
we can apply Algorithm 1. Using the Taylor expansion
L 1+e+ 0O(e?), (15)
1—¢

this leads to a backward error due to roundoff errors in finite precision arithmetic

o) = \/p%nu Fe(t+en) - 20O (4 )1+ 2l
/(1 +e6) (1 + g9) (@ — o) (1 4+ e7) (1 + £10) (1 +£11) (1 + €12)
=+ ey = Ao ), 16)
where
2 |e1z] = |e1 + €11 + 2812 + O(e?)| < 4-u+ O(u?),
so that

’513| S 2-u + O(u2),

Algorithm 1 : Compute the pressure p, Eq. (14)

Input: p;,, A\, ¢, D, p, v, , z¢
1o 21 <= Din " Pin
2: 29— cC-C

23 < A 2o

24+ 2-D

25 < 23/24

264 P U

27 < T — X

28 < 25 %

29 < 28 |Z6|

10: 210 < 29 - 27

11: 211 < 21 — 210

12: 219 < \/2_11

13: p(q) <= 212

Output: p
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and

|€14| = |€2+53+€4+€5+€6+€8+€6+59+67+€10+€11 +2€12+O(62)|
<13-u+O0(u?).

As a next step, measurement errors are introduced for all parameters. For example, the
measurement error for the parameter z is denoted by ¢,. Continuing with Eq. (16), this
gives

P(0)* = (pin(1 + £, ) (1 + £13))°

A4 en)(1 + )1+ €C)2pv|pv|(1 Fe)2(1+ ) (@1 + en) — 201+ y))

2D(1 —ep)
= (1 + 2 = A a1 4 ) — a1 4 ), 7
with
le1s| = |ep,, + €13+ 0(€?)| < |gp, | +2-u+ho.t., (18)
and

|e16] = |ex + €14 + 26 + €p + 22, + 26, + O(?)]
<lexl +2-lec| + lep| +2-|ep| +2-|ey] +13-u+h.o.t. (19)

So for the backward error of p(q), considered as a function of p;,, A, x, and xy, we have
the expression

P(Pin, A T, 20) = p(Pin(1 +€15), AM(1 + €16), (1 4+ €2), xo(1 + €4,))-

Now that the backward error is obtained, the relative error in p(¢) due to perturbations
in the data ¢ can be calculated and is given by

p(q) —p(g+Aq)  Op(q) pin Apin N op(q) A AN N op(q) © Ax +6’p(q) zy Az

p(q) © Opin (@) Pin 0N plg) A Oz plg) @ dxo plg) o
+ 0 ((Aq)z)
( Din )2 A2 p2v?(z — x0) . A p*via A p?v?xg
plg)) " 4Dp(q)>  °  4Dp(q) 4Dp(q)® "
~ -~ —— ——
Epip, (@) ra(q) ke (q) Kag ()
+ h.o.t.,

where k,,, , k), k2, and k,, are the individual relative condition numbers, Eq. (8). For the
relative condition number «,,, (¢) with respect to p;, it holds that
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= (3) 1

because p(q) = \/ P2, — 3% pv|pv|(z — m9) < /P, = pin. Taking the nominal values g,om
as

Pin,... = 2 -10° (or 2 bar),

Anom = 0.06,

Crom = 343,

Doom =1, (20)
Prom = 1,

VUnom = 10,

Tnom = 10° (or 100 km), and

ZT0nom = 0,

gives an amplification factor of

K:pin (qnom) = 85
For the relative condition number x,(q) it holds that ) < 1 if and only if
ADp3,
=TS 32 p2u?

Substituting the nominal values g, Eq. (20), yields

L

L <7.56-10%

With nominal values gy, in Eq. (20), in particular z,,,,, = 0, it holds that . (q) = x.(q)
and r,,(¢) = 0. The relative condition numbers «,,, and x, are given in Fig. 2 as a
function of the pipeline length L = x — zy. The remaining input parameters are fixed
to the values in Eq. (20). This figure shows that the relative condition numbers grow
quickly with increasing pipeline length L. The two graphs have a vertical asymptote at
L =~ 113 km, as the pressure in this point is

P(Gnom, © = 113,331) = 404 Pa, (21)
which is approximately zero.

It can be concluded that the algebraic model can only be used safely for pipelines up
to 60 km length. For pipelines longer than 60 km the pressure can not be computed
accurately as the relative condition number «,,, is then larger than two. A more accurate
model in the model hierarchy, see Sec. 1.1, should be chosen for the pipelines longer than
60 km.
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2.1.3 Temperature

To compute the temperature

T(q) = (Ty — To)e Deos @ %) 1 T, (22)

Algorithm 2 can be applied. As every step introduces a relative error ¢, the following

Relative condition number « Relative condition number

in A
7
6,
5,
4+
¥<<
3,
2,
1F
0 : 0
0 50 100 150 0 50 100 150
Pipeline length L [km] Pipeline length L [km]

Fig. 2: Individual relative condition numbers &, and x, with respect to p;, and ),
respectively, for the pressure p, considered as a function of the pipeline length L = x—x,.

Algorithm 2 : Compute the temperature 7', Eq. (22)

Input: 75, T, kv, D, ¢y, p, v, T, 2
1: 21 < T, — 1o
2: 29 D-¢,

23 <= 29 pP

24 < 230V

25 < k’w/24

26 < T — X

27 4 25 26

28 < e 7

29 < 21 X8

10: 219 < 29 + 13

11: T(q) <— 210

Output: T’
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expression is obtained, using the Taylor series expansion in Eq. (15),

T(q) _ [(Tz . Tw)(l + 51)6*Dcv(1—52)p](€;u—53)v(1fs4)(1+55)(x*$0)(1+56)(1+57)(1 + 58)(1 + 89)
+ Tw] (1 + 810)

,kw(1+512)(x7x0)
= (En(l—l—gll) —Tw(1+511))6 Deypv +Tw(1+510)
Tw 7k“’(1+512)(xfx0)
=Tl +en — T (11 —€10)) — Tw(l 4+ €10) | &~ Devee + T (1 + €10),

(23)
where

l+en=04e)(1+es)(1+e9)(1+ e10),
IT+ep=004e)(14+e3)(14+eg)(l+e5)(1+e6)(1+e7),
lewo| < u,
len| = |e1 +es + 9 + 10+ O(E?)| < 4u+ O(u?), and
12| = |e2 + €3 + €4 + €5 + €6 + &7 + O(e?)] < 6u+ O(u?).

This leads to a backward error for 7'(¢), considered as a function of 7;,,, T, and k,,, given
by the expression

. T,
T(ﬂnaTwa kw) =T (T’m(l + €11 — T (511 - 510))7Tw(1 + 610)7kw(1 + 512)) .

Including measurement errors for the input parameters, continuing with Eq. (23), gives

Lo +en)
(w(l—‘,—sm)—ﬂfo(l—"fzo))

(g) = (Tmu en)(1+en —

kw(4eg, )(A+e12)
. e_ D(1-ep)cv(l—ecy)p(l—ep)v(l—ev)

(611 — 810)) — Tw(l + €Tw)(1 + 510))

+ Tow(1 4+ e7,)(1 + £10)

_ kw(l+teqs)

= (Tin(1+e13) — T(1 +e14)) € Tvmj(ac(lJrsz)faco(1+sz0))jLTw(l_|_514)7

where
Tw(l+er,
l+e=1+erp,)(1+en— ﬁ@ll — €10))
i - Tin
Tw
=1+ ETyn + &1 — (811 — 810) + 0(52),

Tip

l+ey=(14ep,)(1+en) =1+ep, +e10+0(e?), and

1+eis=(1+eg,)1+e)(l+ep)(1+e,)1+e,)(1+e,)+ O(?)
:1+5kw+512+5D+6Cv+€p+5v~|—0(52).
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This results in the backward error

T(ﬂn)Twa kw7$, :L‘O) - T(En(l + 613)a Tw<]- + 514)7 kw(]- + 815)7'ZE(1 + €I>a xO(l + 6%0))'

For the relative error in the temperature 7'(¢) due to finite precision arithmetic and data
errors, it holds that

- (o) e Grtae) o+ (e o

() 2 () 2o
_kw(z=zqg)

T‘i Tw - Twe Deypo
= Fw(2—70) €13 + ~Fw(—20) €14
Tt (¢ 20" —1) Ty (T =To)e P’ +T,

J/ V

KTy (0)

TV
KT (@)

(Tin — To) (& — o)k . (T — Tw)kwxr _kwa=cg)
B w(E—n) 15 — e
Deypv (Tm + (ekavO — 1)Tw> _ DeypuT(q)

-~

N 4 Rz (Q)

Ky (7)
(E — Tw)kwxo ,kul)j(zfzo) 9
Cy pv T O A . 24
DCUp'UT(q) € € 0 + (( Q) ) ( )

-~

Raq (q)

We are interested, in whether the relative errors ¢35, €14, €15, €, and ¢, in the input

parameters are amplified in the relative error for the temperature 7. To this end, the
nominal values

Do =1,
Prom = 1,
Unom = 10,
Thnno = 293,
Tw,... = 283, (25)
kw, —=0.0341,
oo = 1700, and
L0p0m = 0,

are inserted in the individual relative condition numbers in Eq. (24). With z,, , = 0 it
holds that ,,(¢nom) = 0. The four remaining relative condition numbers are given in
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Fig. 3 as a function of the pipeline length L = x — zy. The figure shows that all relative
condition numbers remain below one, which means that the relative errors in the input
parameters are not amplified. The relative condition numbers xj, and «, are so small
compared with k7, and k7, that they can be neglected.

Relative condition number K. Relative condition number Kr
1 . 0.2 -
0.95 1 0.15¢
S5 09 S04
0.85 1 0.05¢
O'80 5‘0 1 60 150 00 50 1 (50 150
Pipeline length L [km] Pipeline length L [km]
Relative condition number Relative condition number
6 X 0° | w 6 X 10°
5 5
4 4
o< 3 < 3
2 2
1 1
00 5‘0 1 60 150 OO 50 1 (50 150
Pipeline length L [km] Pipeline length L [km]

Fig. 3: The individual relative condition numbers «r, , x1,, ki,, and x, for the temper-
ature T, considered as a function of the pipeline length L = x — x,.
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2.2 Statistical Analysis

A statistical analysis for the algebraic model in Eq. (10) is performed in this section. This
analysis is complementary to the theoretical analysis carried out in Sec. 2.1. It aims to
statistically validate the theoretical results obtained in Sec. 2.1. This is done by explicitly
perturbing the input parameters and calculating the corresponding output parameter
values. It gives direct insight in the sensitivity of the output parameters to perturba-
tions in the input parameters. First, in Sec. 2.2.1, the statistical analysis is performed
using a Monte Carlo Simulation (MCS). This simulation has the advantage that the ac-
curacy can be arbitrarily increased by enlarging the sample size. However, it has the
disadvantage that the sample size should be large to get reliable results, i.e., the com-
putational complexity is high. Second, in Sec. 2.2.2, the statistical analysis is performed
using the Univariate Reduced Quadrature (URQ) Method. This method is characterized
by a small sample size, together with a fixed accuracy. The small sample size and the
corresponding low computational complexity allow us to calculate the sensitivity of the
output parameters for many different pipeline lengths.

2.2.1 Monte Carlo Simulation

For this simulation, the input parameters g € R" are considered to be random variables.
The mean p, of these variables is given by the nominal values in Egs. (20) and (25). The
standard deviation o, of the input parameters is set to 0.5% of the mean, so that for the
relative standard deviation (rsd) it holds that o, /1, = 0.5% for every element ¢; of q.
Then, samples are drawn from those distributions. For the sample size N we choose
N = 10%. The mean y; and variance o7 of the output parameters f are approximated
using the well-known formulas [5]

1 N
Hfvcs = N Z f(q;) (26)
=1
and
1 N
O-J%MCS = m Z [f(ql) - Mchs]2 : (27)

=1

The error of these approximations is given by [11]

17— il = OL/VN) and 0% — o, | = O(1/VN).

So, the accuracy can be arbitrarily increased, although the order of convergence is only
1/2. The sample size depends on the desired accuracy of the output distribution. Note
that the error is independent of the problem dimension n, which makes a MCS unaf-
fected by the “curse of dimensionality”.
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The result of the simulation for the mass flux f; in Eq. (11) is given in Fig. 4. It shows that
ps, ~=10. The rsd for fi, oy, /1y, is equal to 0.7%. This corresponds with the theoretical
analysis carried out in Sec. 2.1.1, which resulted in a relative error for f; that is smaller
than or equal to the sum of the relative errors of the input parameters. Indeed, 0.7% <
0.5% + 0.5%.

The result of the MCS for the pressure, Eq. (14), is given in Fig. 5. It shows the output
distribution for both normally and uniformly distributed input parameters for several
pipeline lengths. There is basically no difference in the rsd of the pressure p between
normally and uniformly distributed input parameters. The rsd of p grows quickly with
increasing pipeline length L. This corresponds with the analytical analysis in Sec. 2.1.2
together with Fig. 2, where we also found that the relative condition numbers grow
quickly with increasing L.

For the temperature 7" in Eq. (22) the result of the MCS is given in Fig. 6. There is no
difference in the rsd of 7" between normally and uniformly distributed input parame-
ters, although the shape of the output distribution is different. With increasing pipeline
length L, the rsd of T" decreases slightly. This is in line with the theoretical analysis car-
ried out in Sec. 2.1.3 and with Fig. 3, where we found that all relative condition numbers
stay below one for all pipeline lengths, i.e., the relative errors of the input parameters
are not amplified.

2.2.2 URQ Method

The URQ method [11] is developed to find an appropriate trade-off between compu-
tational complexity and accuracy. Whereas the MCS method in Egs. (26) and (27) is
usually performed with a sample size N of approximately 10?, the URQ method only
utilizes a sample size of N = 2n + 1, where n is the number of input parameters. This

4000

3000

Frequency
N
o
o
o

1000

0
9.5 10 10.5

f

Fig. 4: Result of a MCS for the mass flux fi, Eq. (11). The input parameters are normally
distributed with a rsd of 0.5%.
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makes the URQ method computationally much less expensive than the MCS method,
especially for computationally demanding analysis codes, i.e., when the evaluation of
f(q) is computationally expensive. The mean 4i; and the variance o} of an output pa-
rameter f are approximated in the URQ method using the following quadrature formu-

L =10 km, normal input dist.

L =40 km, normal input dist.

L =70 km, normal input dist.

L =100 km, normal input dist.

3000 3000 3000
2500 2500 2500
2 2000 2 2000 2 2000
= = =
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o o o
L 1000 L& 1000 L& 1000
500 500 500
0 0 (o]
1.85 1.9/ 01595/ 2 1.55 1.6/ 018695/ 1.7 11 1.2/ 1193/ 1.4 6 / 7%/ 10
, O =0.55% , O =0.89% , O =1.9% , G =7.6%
p; Mo x10° P Mo x10° P Mo x10° p. Mo x10°
L =10 km, uniform input dist. L =40 km, uniform input dist. L =70 km, uniform input dist. L =100 km, uniform input dist.
1500 2000 3000 3000
2500 2500
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2 2 1000 2 1500 3 1500
< < < o
w500 w L& 1000 L& 1000
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0 0 0 0
1.85 1.9/ 01.9550/ 1.55 1.6/ 01869°/ 1.7 1.1 1.2 / 119%/ 1.4 4 6 / 786"/ 10
P o fn,=055% s P on,=089% s PO, =19% o5 PO, =76% o8

Fig. 5: Result of a MCS for the pressure p, Eq. (14), for different pipeline lengths. The
input parameters are either normally or uniformly distributed with a rsd of 0.5%.

L =10 km, normal input dist.

L = 40 km, normal input dist.

L =70 km, normal input dist.

L =100 km, normal input dist.
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Fig. 6: Result of a MCS for the temperature 7', Eq. (22), for different pipeline lengths.
The input parameters are either normally or uniformly distributed with a rsd of 0.5%.
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las [11]:
talaa) = W (ag) + 3w | L3220 - L)) 8)
and
SRR {W {f(qi >];i+f<uq>] LW [f<qi >};f<uq>}
[f(ai) — f(pollf (@) — f1g)]
he hh; f )

with appropriately chosen sampling points g;, weights W;, and scaling parameters h;,
which can be found in [11]. The error in these approximations is given by [11]

’Mf - /’l’fURQ’ = O(aé) and |Uj2‘ - UJQCURQ’ = O("é%
where O(o ;) denotes all terms of order 4 and higher, i.e., terms proportional to o, agj,

oa00 et ford,j € {1,...,n}.

This efficient uncertainty propagation technique enables us to calculate the rsd of the
pressure p and the temperature 7" for many different pipeline lengths L. The mean of
the remaining input parameters is set to the nominal values in Egs. (20) and (25). Again,
it holds for the rsd o, /,, = 0.5% for every input parameter ¢; of g. The mass flux f; is
not considered here, because it is constant with respect to L and can be found in Fig. 4.

The result of this simulation for p and 7" can be found in Fig. 7. We observe the same
behavior as in the MCS in Sec. 2.2.1 and in the theoretical analysis in Sec. 2.1, namely

URQ Method for the pressure p

URQ Method for the temperature T

0.491

P

Relative standard deviation ¢ /pp [%]
Relative standard deviation cT/uT[%]
o
N
[

100 120 0 20 40 60 80 100 120

0 20 40 60 80
Pipeline length L [km] Pipeline length L [km]

Fig. 7: The relative standard deviation of the pressure (left) and the temperature (right)
as a function of the pipeline length. The rsd of the input parameters is 0.5%.



the uncertainty in the pressure p grows quickly for increasing pipeline length L and the
uncertainty in the temperature 7" decreases slightly for increasing L.

2.3 Simplification from Temperature Dependent to Isothermal Alge-
braic Model

The temperature dependent algebraic model, given by Egs. (3), (4), and (5), can be sim-
plified by assuming the temperature 7' to be constant. In this way, the isothermal al-
gebraic model given by Egs. (3) and (4) is obtained. The first order approximation of
the relative error that is made in this simplification is given by Eq. (7), where the tem-
perature T is inserted for f. The vector relative condition number, Eq. (9), of T for the
nominal values g,,,,, in Eq. (25) together with x,,,, = 7-10* (70 km) is given by

i .
5 @nom) 75 0.0042
S nom) T8 0.0042
55 (@om) 770 0.0042
T nom) T8 0.0042
K @nom) = | | (quom) 72| | = | 0
| (o) 702 0.8729
(%(qnom)ﬁ 0.1271
O (@) 7 0.0042
S (duom) 7| | [0-0042]

It follows that only perturbations in the parameter 7}, create an equivalent relative error
in the temperature 7. Perturbations in the other input parameters only cause a small
relative error in 7'. This means that if the input temperature 7}, is not subject to change,
the temperature can safely be set constant. If, however, the input temperature changes,
for example for different pipelines, the temperature can not be set constant and the
temperature dependent algebraic model should be chosen.

We now analyse the case where in the formula for the temperature

T(x) = (Ty, — Tw)e—#wpv(x—xo) LT

only the parameter z is variable and the other variables are fixed. We assume that the
length of the pipeline L is 100 km and that xy = 0. The maximum absolute error E,;

24
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that is made when the temperature is set constant is then given by

max Fgus= max |T-T(z)|= max |T— (T —Ty)e Devps (F770) _ Tw|. (30)
2€[0,100 km] 2€[0,100 km|] 2€[0,100 km]

The maximum relative error E,.; that is made when 7' is set constant is given by

|T - T((E)| |T — (Tz — Tw)e_%(l‘—%) _ Tw|
max Erel = max _— = max - '
2€[0,100 km] z€[0,100km]  |T'(z)] 2eDIO0Km] (T, T, )e Do) 4T,

(31)
One possibility to set the temperature constant would be to measure the temperature at
the beginning and at the end of the pipeline and to take the average value, i.e.,
T(0) 4+ T(100 km)

T = .
2

Then, the graphs for the variable and the constant temperature for the nominal values
@,om in Eq. (25) are given in Fig. 8. For these nominal values the maximum absolute
error in Eq. (30) is Eus = 0.909 and the maximum relative error in Eq. (31) is E,.; =
0.0031. This is a small relative error, such that in this case the temperature can safely be
set constant.

293 .
—— T variable
- — =T constant
292 5¢
~
(0]
3
=R
5 2921
o
S
()]
|_
291.5¢
291 : : : :
0 20 40 60 80 100

Pipeline length L [km]

Fig. 8: Graphs for variable temperature with the nominal values in Eq. (25) and for
constant temperature as the average of 7'(0) and 7°(100 km).



3 Conclusion

The error analysis for the mass flux results in an error that is smaller than or equal to the
sum of the errors of the two input parameters. Both the theoretical and the statistical
analysis for the pressure show that the error grows quickly with increasing pipeline
length, from which it is concluded that the algebraic model can only be used safely for
pipelines up to 60 km length. On the other hand, the error in the temperature decreases
slightly with increasing pipeline length.

Finally, it is shown in this work that only if the pipeline input temperature is not subject
to change, the temperature can safely be set constant and the isothermal algebraic model
can be used. Otherwise, the temperature dependent algebraic model should be used to
simulate the gas flow.
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