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Zusammenfassung

Ein immer größer werdender Teil der Weltbevölkerung ist mit Wassermangel und Trock-
enheit konfrontiert. Das Bevölkerungswachstum, die ökonomische Entwicklung und der
Klimawandel sind die Treiber dieser Entwicklung. Australien ist von dieser Entwick-
lung seit Anfang des Jahrtausends immer wieder stark betroffen, weshalb das Land nach
Wegen sucht, um unabhängiger von Niederschlag zu werden.

Meerwasserentsalzung ist insbesondere für küstennahe Regionen vielversprechend, da das
Verfahren im Grunde eine unerschöpfliche Quelle für die Frischwasserbereitstellung er-
schließt. Die Technologie ermöglicht eine auf die Nachfrage ausgerichtete Produktion
von Wasser, bietet somit Versorgungssicherheit und gewährleistet dadurch den Wohl-
stand einer Gesellschaft. Dennoch ist sie die letzte Wahl im Kampf gegen Wasserknap-
pheit. Der beträchtliche Energieverbrauch, die damit verbundenen hohen Kosten und
CO2-Emissionen sowie die Auswirkungen auf die Meeresbiologie sind die größten Hür-
den. Die Nutzung erneuerbarer Energien könnte der Meerwasserentsalzung deutliche
Vorteile bieten, jedoch steht die Integration beider Technologien noch am Anfang. Die
vorliegende Arbeit hat die Kopplungspotenziale von Meerwasserentsalzung und erneuer-
baren Energien quantifiziert und hierfür einen methodischen Rahmen erarbeitet. Hierfür
wurden input-output-basierte hybride life cycle assessment-Modelle entwickelt und ein
load-shifting -Modell modifiziert. Die dabei verfassten Studien sind in den Kapiteln 2 bis
4 dargestellt.

In Kapitel 2 steht der CO2-Fußabdruck der in Australien zu Beginn der 2000er Jahre
errichteten Meerwasserentsalzungsanlagen im Fokus. Hierbei wurden sowohl der Bau als
auch der Betrieb und die Wartung der Anlagen berücksichtigt. Die Studie untersucht
die 20 größten Umkehrosmose-Anlagen vor dem Hintergrund der Nutzung des regional
vorherrschenden konventionellen Strommixes. Die Anlagen entsprechen 95% der aus-
tralischen Meerwasserentsalzungskapazität. Wir beziffern die Gesamtemissionen für 2015
auf 1193 kt CO2e. Kapitel 3 zeigt mit Hilfe eines load-shifting -Modells die Synergieef-
fekte von Meerwasserentsalzungsanlagen und einem 100% erneuerbaren Energienetz auf.
Es wurde die Stromnachfrage fiktiver Meerwasserentsalzungsanlagen modelliert, die das
fehlende Wasser im Murray-Darling basin deckt. In Kapitel 4 wurden schließlich die
Ergebnisse dieser Studie genutzt, um die soziale, ökologische und ökonomische Nach-
haltigkeit der Meerwasserentsalzungsanlagen im fiktiven Netz aus 100% erneuerbarer
Energien mit der Nachhaltigkeit bei der Nutzung konventioneller Elektrizität zu vergle-
ichen. Durch erneuerbare Energien würden 90% weniger Treibhausgase emittiert und
20% weniger Wasser verbraucht. Allerdings würde auch die Bruttowertschöpfung um
10% reduziert.
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Abstract

A steadily growing part of the world population is confronted with water shortages and
drought. Population growth, economic development and climate change are the drivers
of this development. Australia has been severely affected by this trend since the beginning
of the millennium, which is why the country is looking for paths to become less dependent
on precipitation.

Seawater desalination is particularly promising for coastal regions, as the process basically
provides an inexhaustible source of freshwater. The technology enables water production
in response to demand, thus providing security of supply and ensuring the prosperity of
a society. Nevertheless, it is the last resort in the battle against water scarcity. The
considerable energy consumption, the associated high costs and carbon emissions, and
the impact on marine biology are the main obstacles. The use of renewable energy could
offer significant benefits to seawater desalination, but the integration of both technologies
is still evolving. This thesis has quantified the coupling potentials of seawater desalination
and renewable energies and developed a methodological framework to this end. For this
purpose, input-output-based hybrid life cycle assessment models were developed, and a
load-shifting model was modified. The studies carried out in the process are presented
in chapters 2 to 4.

Chapter 2 focuses on the carbon footprint of seawater desalination plants constructed in
Australia at the beginning of the 2000s. Both the construction and the operation and
maintenance of the plants were considered. The study examines the 20 largest reverse
osmosis plants against the background of using the regionally predominant conventional
electricity mix. The plants represent 95% of Australia’s seawater desalination capacity.
We estimate the total emissions for 2015 at 1193 kt CO2e. Chapter 3 shows the synergy
effects of seawater desalination plants and a 100% renewable electricity grid using a load-
shifting model. The electricity demand of fictitious desalination plants was modelled to
cover the missing water in the Murray-Darling basin. Finally, in chapter 4 the results of
this study were used to compare the social, environmental and economic sustainability of
the desalination plants in the fictitious 100% renewable energy grid with the sustainability
in the use of conventional electricity. Using renewable energies would result in 90% less
greenhouse gas emissions and 20% less water consumption. However, gross value added
would be reduced by 10%.
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Chapter

1
Introduction

Water consumption is increasing worldwide, driven by population growth and economic

development. The economic progress made by emerging and developing countries will

further increase the demand for water in the coming years. In addition, a growing

number of countries experience difficulties in securing their water supply, as less reliable

precipitation is expected due to climate change [109]. Growing demand and decreasing

supply will, therefore, lead to water stress in many countries in the coming decades

(fig. 1.1).
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AQUEDUCT PROJECTED WATER-STRESS COUNTRY RANKINGS

SRWHQWLDO�RXWFRPHV�IRU�VSHFL¿F�UHJLRQV�DQG�H[SRVH�ODUJH�
sub-national variations that are subsumed under coun-
trywide water stress values. Even with weighted aggrega-
WLRQ��LPSRUWDQW�VSDWLDO�GL̆HUHQFHV�DUH�³DYHUDJHG�DZD\�´�
For example, many countries like Brazil, China, and the 
8QLWHG�6WDWHV�KDYH�YHU\�VLJQL¿FDQW�UHJLRQDO�YDULDWLRQV�LQ�
water demand and supply that may be over- or under-
represented when aggregated to the national level. The 
country indicators face persistent limitations in attempt-
ing to simplify complex information, such as spatial and 
temporal variations, into a single number. They also do 
not account for the governance and investment structure 
RI�WKH�ZDWHU�VHFWRU�LQ�GL̆HUHQW�FRXQWULHV��)RU�H[DPSOH��
Singapore has the maximum score of 5.0 in all projected 
years and scenarios, but is known for managing water 
exceptionally well in order to ensure a stable supply. 

It is important to note the inherent uncertainty in estimat-
ing any future conditions, particularly those associated 
with climate change, future population and economic 
trends, and water demand. The future scenarios are 
GH¿QHG�EDVHG�RQ�WKHLU�RYHUDOO�JOREDO�H̆HFWV��QRW�WKHLU�
H̆HFWV�RQ�VSHFL¿F�FRXQWULHV��7KHUHIRUH��WKHUH�FRXOG�EH�
cases where a country is less stressed in the “pessimistic” 
scenario than in the “optimistic” one. These future pro-
jections should not be seen as predictions, but rather as 

Figure 2 |  Country-Level Water Stress in 2040 under the Business-As-Usual Scenario

Low

Low to medium

Medium to high

High

Extremely high

SRWHQWLDO�RXWFRPHV�XQGHU�VSHFL¿F��SUH�GH¿QHG�FOLPDWH��
and socio-economic change conditions. 

Additionally, care should be taken when examining the 
change rates of a country’s projected stress levels between 
one year and another, because the risk score thresholds 
are not linear.10 For example, a score jump from 3.9 to 4.5 
LQGLFDWHV�D�PXFK�PRUH�VLJQL¿FDQW�LQFUHDVH�LQ�WKH�ZLWK-
drawal-supply ratio than a score increase from 1.9 to 2.5. 
It would be more accurate to look at rates of change in the 
withdrawal-supply ratio at a sub-catchment level, which 
eliminates the impact of aggregation.

While the method has its limitations, the aggregated coun-
try projections provide a consistent means for making 
comparisons between countries and, over time, taking into 
account upstream-downstream interactions and geo-
graphic relationships between human activities and water 
resources. Full descriptions of the uses and limitations 
of the Aqueduct indicators and projections can be found 
in the Aqueduct Global Maps 2.111 and Aqueduct Water 
Stress Projections.12

WRI aims to continually improve the data and methodol-
ogy and welcomes any feedback and suggestions on how to 
advance the development of country indicators.

Figure 1.1: Global water stress in 2040 under business as usual.

Source: [109].
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1.1 Water and desalination challenges

Australia, which is the driest inhabited continent, depends primarily on surface water and

thus on precipitation. The increasing variability of precipitation endangers the security

of the country’s water supply. The consequences of drought and water shortage have

a significant impact on the social, economic and health condition of a country and its

population [43]. Nevertheless, Australia’s strong economy continues to drive the rising

water demand. Agricultural activities promote intensive water consumption, especially in

south-eastern Australia in the Murray-Darling Basin (MDB). Here, the extent of water

shortage has become apparent in recent decades. The environmental consequences, such

as the salination of surface water and the resulting considerable fish deaths, bear witness

to the ecological dimension.

The last major drought from 1997 to 2010, the Millennium Drought, marked a turning

point in Australian water policy. The Murray-Darling Basin Authority (MDBA) was

established under the Water Act 2007 [160] to implement sustainable water management

and to meet the requirements of the Ramsar Convention on Wetlands. Part of the new

policy were water restrictions, the implementation of water use rights and their trade.

The authority monitors and enforces compliance with the requirements of the water

protection law.

Another response to the prolonged drought was the construction of several large seawater

desalination plants to ensure water availability in the major cities and their metropoli-

tan areas. Except for Darwin, Hobart and Canberra, all capitals of the eight Australian

States and Territories built large desalination plants. The first plant was built in Perth

in 2006, followed by plants on the Gold Coast and in Sydney in 2009 and 2010, with

further plants to follow in Perth, Melbourne and Adelaide in 2012. In 2005, the cities

of Australia had a seawater desalination capacity of only 1 GL/y. By 2014, the capac-

ity increased to 500 GL/y, which corresponds to one third of the average demand of the

corresponding cities [58]. The construction of new plants led to rising water bills for

Australian households. Together with private plants, there are now 89 seawater desali-

nation plants in Australia with a total capacity of about 1.8m m3/d, representing about

2% of the global desalination capacity [66]. However, the bulk of Australia’s desalination

plants are small. Some of them are private and are used to supply e.g. industrial plants

or mines. The 20 largest Australian desalination plants cover 95% of the total Australian

seawater desalination capacity.
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Throughout the years, the political debate on the necessity of the plants has been highly

controversial. In the mid-2000s, the state governments decided with considerable haste

to build desalination plants in almost all major cities [58]. However, the millennium

drought ended in 2010 with high precipitation due to the ocean-atmosphere phenomenon

La Niña. As many of the desalination plants were put into standby mode, the political

discourse at that time was dominated by the perception that inappropriate investments

had been made. In 2017, however, the drought had returned. In 2019, the Sydney

Desalination Plant was ordered to produce water for the first time since its completion

due to the rapidly decreasing water level of the reservoirs (until then, the plant had

been mothballed). That same year, Australia experienced its driest November since

records began. The devastating bushfires in the summer of 2019/20 further reflected

the drought across the continent. As a result of the water shortage, the Government of

New South Wales (NSW) decided in January 2020 to double the capacity of the seawater

desalination plant in Sydney to 500,000 m3/d.

Like many other countries, Australia needs solutions to tackle water scarcity. When se-

lecting appropriate measures, those with the lowest costs should be implemented first.

One of the first measures is to improve demand management. Increasing the efficiency

of the existing water infrastructure is a high priority. Since agriculture is a major driver

of water demand, improving irrigation management, enhancing technology and integrat-

ing intelligent irrigation planning is of great importance. Also, municipal water supply

systems generally suffer from high losses due to leaking pipes and inefficient distribution

technologies. Australia is already one of the most technologically advanced countries in

these areas. Although Australia loses 10% of its total pipeline input, it is, in fact, one

of the world leaders in this area [161,179].

In order to raise efficiency potentials, the supply side should also be analysed. Conven-

tional supply options include improving rainwater harvesting and building dams. While

rainwater harvesting is a small, decentralised measure with high unit costs [154], the

construction of dams is centralised, the projects are large-scale, and their implementa-

tion often faces considerable political and ecological challenges. Australia has already

developed many high capacity dams to reduce the variability caused by precipitation.

Despite their high storage capacity, concerns have been raised repeatedly in recent years

that water supply from surface water is not reliable. Moreover, further potential is rather

limited.

Unconventional techniques offer further opportunities to improve water supply. One

promising option is the reuse of wastewater, which is used by countries like Singapore

on a large scale. Water can be treated to different quality levels. Depending on the
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purification level, the use of water can be limited to certain uses (e.g. irrigation in

agriculture or toilet flushing). Water can also be treated to such an extent that it

reaches potable water quality so that it can be fed directly into the drinking water

network. However, in order to integrate the technology, high investments in fresh and

wastewater infrastructure and treatment technologies are necessary. Social acceptance is

probably the biggest challenge if the treated water is to be fed directly into the drinking

water network.

If all these measures are not sufficient or cannot be implemented, desalination of seawater

or brackish water offers a promising option. Although the desalination of brackish water

is possible with substantially less energy input, there is often only limited potential here.

In most cases, the available resources are limited, e.g. if water from aquifers or rivers is

used. Simultaneously, the disposal of brine is a challenge. In contrast, the desalination

of seawater offers an almost inexhaustible resource potential. The process enables water

to be provided independently of external influences such as limited resources or climatic

conditions. Seawater desalination thus enables a high level of supply security.

For this reason, almost every major city in Australia has now adopted the technology.

In the long run, the use of seawater desalination plants may even be cheaper than

dams, especially when climatic conditions are characterised by long periods of drought

and rain [146]. Due to the decisive advantage that seawater desalination guarantees

an almost inexhaustible water supply, the use of the technology is rapidly increasing in

Australia and worldwide. In 2018, there were about 20,000 desalination plants worldwide

with a production capacity of 97.4m m3/d [65,144]. The main market with 46.7% of global

capacity is in the Middle East and North Africa (MENA) region, followed by East Asia

/ Pacific and North America with 17.5% and 12.9% respectively [67]. (see fig. 1.2).

1.2 Desalination approaches

Seawater desalination is a process that removes salt from water to make it suitable for

drinking or other purposes such as industrial or agricultural use. Desalination technolo-

gies can use different water sources such as seawater, brackish water or generally polluted

water. Worldwide, 59% of desalination capacity is used for seawater desalination, 22%

for the treatment of brackish water, and 9% of capacity uses river water. Wastewater,

purification and recovery water systems each account for 5% of the total capacity [65].

A pre- and post-treatment process complements the basic desalination process. Pre-

treatment includes filtration, disinfection or the addition of chemicals to prevent scaling,
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46.7%
17
.5
%

12.9%

11.2%

4.7%

2.7%

2.6%

Middle East / North Africa
East Asia / Pacific
North America
Western Europe
Latin America / Caribbean
Southern Asia
Eastern Europe / Central Asia
Sub-Saharan Africa

1.7%

Figure 1.2: Worldwide distribution of desalination capacity.

Source: [67], own depiction.

biofouling or corrosion. Post-treatment generally consists of optimising the water prop-

erties for transport in the pipelines and consumption. Part of this is the adjustment of

the pH-value and water hardness.

The various processes for water desalination can be classified into thermal, mechanical

and electrochemical processes. Table 1.1 gives an overview of desalination technologies

that are currently being used commercially. Historically, desalination technology was

developed on the basis of thermal processes. The original rudimentary process using solar

stills is a simple application for the evaporation and condensation of water to achieve

desalination. In recent decades, the thermal processes multi-effect distillation (MED) and

multi-stage flash distillation (MSF), which are based on the principles of evaporation and

subsequent condensation, have gained particular technical relevance. These plants make

up the majority of the plants built between the 1960s and 1980s [161]. Today, thermal

plants are mainly used where water quality is poor or irregular. High water temperature,

high salinity or high algae content may argue in favour of thermal desalination because,

unlike membrane-based processes, energy consumption does not increase with poorer



6 Chapter 1 Introduction

water quality. In the MENA region, thermal desalination was favoured because of the

high salt content, but also because of the high availability of waste heat from conventional

power plants. Many plants in this region are therefore cogeneration plants, i.e. power

plants that produce electricity as the main product and water as a by-product.

Another technology for water desalination is electrodialysis (ED). Here, an electric

field between two electrodes is used to perform ion separation, which enables the water

molecules to be separated from the salt molecules. Furthermore, hybrid processes such

as membrane distillation (MD) or reverse osmosis (RO) combined with forward osmosis,

MSF or MED should be mentioned. However, since these methods have little relevance

in the current commercial application, they are also less relevant for this work and are

therefore not considered in detail.
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1.2.1 Thermal desalination processes

In the early period of large-scale application, MSF was the dominant desalination tech-

nology. MSF plants operate according to the principle of flash evaporation, in which

the pressure is reduced in various stages, thus lowering the boiling point. The individual

stages are heat exchangers and condensers to collect the condensed water. Figure 1.3

shows the schematic structure of an MSF plant. The feedwater passes through the var-

ious stages for pre-heating, starting with the coldest and last evaporation stage. After

passing through all stages, the feedwater passes through the brine heater where it is

heated by external thermal energy. The feedwater then flows into the first stage where

the pressure is reduced, causing the water to evaporate and finally condense through the

cooler feedwater passing through. The desalinated water is drained off, and the remain-

ing concentrate is fed to the next stage. Here the pressure is reduced again, allowing the

evaporation to occur at a lower temperature. This procedure is repeated over several

stages.

Seawater intakeHeating steam

1st stage 2nd stage

Brine reject

Fresh water

… stage final stage

Condensate pump

Figure 1.3: Schematic representation of the MSF process.

Source: [140], own depiction.

Also, the MED process uses several stages for evaporation and condensation, so-called

effects. Figure 1.4 shows the simplified layout of a MED plant. Ahead of the first effect,

steam is generated, which is fed through a pipe into the first stage. Here the salty

feedwater is sprayed onto the heated pipes, which causes part of the water to evaporate.

The hot water in the pipe then flows back into the circuit for reheating. The evaporated

water is then fed into pipes where it is used for heating in the subsequent stages. Here

again, feedwater is sprayed onto the hot pipe, which in turn leads to evaporation due to
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the reduced pressure. The energy content in the steam is thus used to evaporate the

feedwater, which causes the water in the pipe to condense. These effects are repeated

several times, whereby the initial and final temperature limit the number of effects and

thus the efficiency of the process.

Seawater intake

Heating steam Cooling
1st effect 2nd effect

Brine reject

Fresh water

… effect Final effect

Figure 1.4: Schematic representation of the MED process.

Source: [140], own depiction.

Compared to other thermal processes, the specific energy consumption of MED technol-

ogy is lower, so that it is increasingly replacing MSF technology. Some systems work with

an initial temperature of more than 90 °C (high temperature) and others with a temper-

ature of 50-70 ◦C (low temperature) [65]. The specific thermal energy consumption is in

the range of 145-230MJ/m3 and 190-282MJ/m3 for MED and MSF respectively [17]. The

pumps in MED require 2.0-2.5 kWh/m3. For MSF these are 2.5-5.0 kWh/m3 [17]. Besides,

there are other thermal processes such as TVC (Technical vapour compression) and also

combinations of individual processes, which are not discussed in detail in this thesis due

to their limited relevance in practical application.

1.2.2 Mechanical desalination processes

Today, the most commonly used desalination process is RO, mainly because of its high

energy efficiency. Although thermal plants are still of great importance in the MENA

region, new plants in the region are also primarily designed as RO plants. Worldwide,

most of the large-scale facilities are now RO projects. Also in Australia, all large plants

are RO systems. For this reason, the investigations in this dissertation deal exclusively

with RO.
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The centrepiece of the RO technique is a semi-permeable membrane. The principle

is based on the reversal of the osmosis process. The osmosis process describes the

phenomenon that water separated by a semi-permeable membrane balances a different

chemical potential. Water with higher chemical potential due to fewer dissolved particles

flows through the membrane to water with lower chemical potential due to a higher

amount of dissolved particles. This phenomenon is of central importance for the water

balance of cells of living organisms. The osmotic pressure is the pressure required to

stop this natural process mechanically.

The approach of RO reverses this process by applying a higher pressure than the osmotic

pressure on the side of the saline water. The membrane is designed to allow the water

to flow through the semi-permeable membrane, with the membrane retaining the salt

molecules. Due to the properties of the membrane, almost all substances can be filtered

out of the water, i.e. especially salts, but also other particles such as chemicals, viruses

or bacteria. Figure 1.5 shows the basic principle of RO.

Semipermeable membrane

Pressure

Salt 
water

Desalinated 
fresh water 

Figure 1.5: Schematic representation of the RO process.

Source: [94], own depiction.

Depending on the feedwater quality, different working pressures are required. Brackish

water requires a pressure of 17-27 bar, a pressure of 55-82 bar is required for seawater [18].

In contrast to thermal processes, the energy requirement, therefore, increases with poorer

water quality (i.e. higher salinity or pollution). In order to clean the membranes from

scaling, backwashing must be carried out regularly. Typically, recovery rates of 40-50%

are achieved, representing the amount of desalinated water in relation to the feedwater.

By further concentration, recovery rates of 80% can be achieved in modern plants.
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RO has made significant progress over the last two decades. Meanwhile, the achieved

cost reduction has led to considerable competitive advantages, primarily when waste heat

from other processes cannot be used. The development of membranes, in particular, has

led to high cost reductions. Today’s membranes are characterised by high resistance,

higher flow rates and a thinner membrane layer. Membranes consist of several layers,

generally made of different polymers. Between the layers, spacers in the feed channels

provide space for the cross-flowing feedwater. Moreover, the spaces ensure turbulent

flow. On the opposite side of the membrane, a permeate spacer ensures room for the

output water. In desalination plants, the layers are formed into spiral-wound elements

around a central core tube. After passing through the membrane, the water can flow

in a spiral direction to the core tube to be collected and transported to the outside.

Figure 1.6 shows a spiral-wound element as used in the Sydney Desalination Plant.

Figure 1.6: A spiral-wound RO element of the Sydney Desalination Plant.

Source: Own picture.
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Several spiral-wound elements are arranged in series in a pressure vessel. The feedwater

is fed into the surrounding area of the vessel. The feedwater is not forced straight

against the membrane, but the direction of water flow is along the membrane. The

pressure applied to the water causes the latter to pass through the membrane layers,

producing what is known as permeate. Concentrated saline water (so-called concentrate

or retentate) is retained. Several vessels are combined to form a train. Such trains can

be arranged parallel or in series. Figure 1.7 shows one train in the foreground and others

in the background. Usually, the concentrate of the first train is transferred to another,

smaller train where it is further concentrated. Thus the high pressure still acting on the

water can be utilised further. Furthermore, it is possible to further reduce the amount

of brine, which is crucial if the water is not released back into the sea.

Figure 1.7: Several RO trains in the Sydney Desalination Plant.

Source: Own picture.

Further progress has been made in the field of pretreatment procedures. If the feedwater

is of good quality, minimal energy input or chemical additives need to be used. Fig-

ure 1.8 shows the pretreatment process of the Sydney Desalination Plant. Gravity-based

pretreatment uses only sand and coal filtration to remove organic and small particles.

Due to the exclusive operation with electricity, choosing a location for RO plants is in

principle more flexible, since no waste heat from other processes is required. The typical

electricity consumption of large seawater reverse osmosis (SWRO) plants is 3-4 kWh/m3,

including pre- and post-treatment [65]. When using brackish water, the specific energy

consumption is reduced to 1.5-2.5 kWh/m3 at a feedwater salt content of 5,000-20,000
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Figure 1.8: The gravity-based pretreatment process of the Sydney Desalination Plant using coal and

sand for filtration.

Source: Own picture.

ppm [70]. The thermodynamic limit of electricity consumption for RO at a separation

efficiency of 50% is 1.06 kWh/m3 [77].

1.3 Desalination with renewable energy

Due to the high energy intensity of desalination, renewable energy (RE) are considered a

prerequisite for sustainable water desalination. This section will, therefore, briefly outline

the current status and challenges of coupling desalination and RE.

A rough distinction can be made between small and large scale in the application of

desalination with renewable energy. Small, decentralised off-grid solutions, which are di-

rectly coupled with a RE technology, are already commercially offered and operated [61].

Various combinations are possible, which have different advantages and disadvantages

depending on size and application area. The smallest application is a simple solar still,

which is technically very simple, inexpensive in terms of capital costs, but also inefficient.

RE is used with the help of solar collectors. With a capacity of usually less than 100 L/d,

they are therefore only suitable for small users. The drop in prices for photovoltaic (PV)

has made it feasible to couple PV and electrically operated desalination plants such as

RO or ED as decentralised systems.
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In principle, wind energy can also be directly coupled with desalination plants, for ex-

ample, with RO or mechanical vapour compression (MVC). The higher capacity factor

of wind energy is an advantage here, but the requirement for land is substantial. The

scarcity of sites with good wind conditions and sufficient space often leads developers

to choose PV. These variants are usually chosen for smaller plants up to 2,000 m3/d,

which are used for small communities or hotel facilities. The high variability due to the

dependence on a single RE source leads to relatively low utilisation rates. Utilisation

can be increased by RE technologies such as concentrated solar power (CSP) since the

collected heat can be stored and used over a more extended period [170]. However,

due to the sharp drop in the price of PV in recent years, CSP experiences increasing

competition from this side.

Combinations of PV-RO and CSP-MED are most advanced for commercial application

to provide larger quantities of water, i.e. more than 1,000 m3/d [65]. The fluctuation of

energy sources is the main challenge for the economic efficiency of integrated desalination

and RE systems. However, in order to minimise the total cost of direct operation, it is

advisable to increase the generation capacity of RE to achieve high utilisation rates of

the desalination plants and thus to utilise the capital employed as much as possible.

However, at maximum power generation, the electricity generated by the RE plants

cannot be fully used by the desalination plants. Though, the excess electricity can be

fed into the grid and thus be monetised. The advantage of CSP in combination with

seawater desalination, in contrast, is that the heat generated can be stored to extend

electricity generation over a longer period.

However, the approach shows that the direct coupling of RE and desalination is con-

fronted with the challenge of volatility and the associated inefficient utilisation. Using a

stand-alone RE technology is associated with higher volatility, as opposed to combining

different RE technologies. Integration into larger systems, preferably the integration of

desalination and RE technologies into the power grid, thus generally offers the advantage

of reducing volatility. This allows both systems to operate more efficiently. Therefore, it

is economically advantageous to feed a wind farm into the grid and connect a seawater

desalination plant straight to the grid instead of operating both technologies coupled.

This strategy is pursued, for example, at the Sydney Desalination Plant. Since the share

of RE in the Australian grid is very low, the grid absorbs the volatility of RE. How-

ever, if the share of RE increases, new strategies such as demand management should

be considered in order to raise further efficiency potentials. That option is examined in

chapter 3 of this thesis.
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Current and future trends show that renewable energy and desalination can produce

water at competitive prices in a growing number of applications. The production costs of

water with a high degree of grid integration of RE are currently around 0.5 $/m3 [65,123].

Thermal plants are used in particular through the further development of heat recovery

and the increased use of waste heat. The further development of hybrid plants, i.e.

the combination of thermal and membrane-based plants, is expected to lead to further

developments in terms of energy savings. In addition, membrane technology is expected

to gain further importance due to its advantages in terms of overall energy efficiency

and associated cost effectiveness. In this area, the further development of membranes is

particularly important. Membranes will be further improved in terms of their resistance to

fouling, higher flow rates and better retention properties, which will reduce the required

pressure. New materials in the research field of nanotechnology, aquaporins or graphene

continue to promise high potential [65]. A reduction in specific energy consumption to

1.7-2.5 kWh/m3 seems to be achievable here [77,158]. Batch and semi-batch RO process

modifications may increase efficiency by over 60% [167].

The focus of this work is on the coupling of large-scale seawater desalination plants with

RE of various resources. The investigation focuses on municipal water applications where

the desalination plants are not directly coupled to RE but indirectly via grid integration.

Due to the predominance of RO in practice, the work focuses on this technology.

1.4 Research motivation

Seawater desalination faces a number of challenges. Despite considerable efficiency

improvements in recent decades, seawater desalination is the water supply option with the

highest energy intensity. Desalination using conventional energy leads to high greenhouse

gas (GHG) emissions. Environmental impacts on marine biology can already occur at

the water inlet, where marine animals can be sucked into the inlet. However, this threat

can be eliminated by large and distributed inlets, resulting in low flow rates.

The disposal of brine also creates environmental issues and risks for marine life. If the

plant is located inland, brine is disposed of by deep well injection or using evaporation

ponds. For smaller plants, disposal via the sewerage system is also an option. In the

case of seashore installations, brine is usually discharged into the sea, either directly via

surface water injection or, in the case of newer installations and generally in Australia,

underwater in distributed outlets on the seafloor. Worldwide brine production in 2012 was

about 40 km3, and in 2050 it is estimated to be 240 km3 [161]. Brine from thermal plants
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has a salt content of 46,000 to 80,000 ppm, about twice as high as the feedwater [161].

Thermal seawater desalination plants produce three times as much brine as membrane

plants, with the brine in the latter being correspondingly more concentrated [161]. For

this reason, membrane plants are particularly advantageous for domestic brine disposal.

Another negative impact on marine life can be caused by the increase in local seawater

temperature at the outlet, which occurs most commonly in thermal systems. Chemicals

contained in brine pose a further threat to marine biology [91,161,161]. Chemicals can

already be used in the catchment area to combat molluscs. Within the plant, substances

such as chlorine are used to prevent biofouling. Flocculants are also used. Antiscalant

and antifoaming agents are generally used below the toxic limit, the latter only in thermal

plants. Corrosion can lead to the presence of various heavy metals in water, including

iron, chromium, nickel, molybdenum and copper. Alkaline or acidic cleaning agents such

as complexing agents, oxidants and biocides are also used in seawater desalination plants.

When certain substances enter seawater through the brine, the local concentration of

these substances and also the heat input is of central importance.

When designing modern plants, however, the attempt is made to keep the quantity of

chemicals and other substances in the brine as low as possible. Recent studies have shown

that intelligent engineering, i.e. decentralisation of inlet and outlet, low flow velocity at

the inlet and high diffusion and distribution at the outlet, has avoided negative impacts

on marine life. Positive effects have even been demonstrated for large-scale plants [35].

The effects of inflow and outflow on marine organisms are complex, as they depend on

the local conditions of the water body. Water depth, water temperature and water flow

play a decisive role [78].

The high costs of seawater desalination are another challenge. Figure 1.9 shows the cost

reduction of the last decades for thermal MSF and membrane-based SWRO. The costs

of MSF, in particular, could be reduced by a factor of ten, but the costs of SWRO could

also be reduced considerably, and it is generally the cheapest technology.

Figure 1.10 shows the allocation of water production costs to different components for

MSF (left) and RO (right). Capital costs account for almost 50% for both technologies.

For RO, energy and membrane costs follow with 19% and 16% of the total costs,

respectively. In recent years, the development of novel, cost-effective membranes with

high performance and durability has given RO a competitive advantage, so that the

majority of plants built today are RO. However, the main cost driver of desalination plants

is energy costs. The development of energy prices in the future may put considerable

pressure on the technology. Here, too, significant improvements have been achieved in
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Figure 1.9: Specific water production cost trends for MSF and SWRO.

Source: [56], own depiction.

the past. For example, efficiency has been increased by energy recovery devices, and

the efficiency of individual processes has been improved. Efficiency improvements are

also expected in the coming years. Furthermore, a carbon price would put considerable

pressure on the energy cost factor. Operation with renewable energy could, therefore,

lead to considerable cost advantages in the long term.

Seawater desalination is generally seen as a last resort to counteract water short-

ages [147]. High costs but also the environmental impacts give rise to this perception.

Therefore, it is generally agreed that water as a scarce resource should be saved first and

foremost. Increasing the availability of water significantly could, in turn, increase the

demand for water, which could lead to higher costs and further environmental degrada-

tion [120]. However, market-based instruments can foster intrinsic incentives to reduce

costs and make technical progress. Moreover, environmental regulations can minimise

environmental damage. Therefore, increasing water availability should not be rejected

per se, even if it increases non-essential consumption. After all, increasing consumption

and production opportunities usually lead to positive social impacts, such as the cre-

ation of new jobs [54,80]. However, on the issue of overconsumption, see Wiedmann et

al. [173]. Moreover, in countries with unreliable rainy seasons, reduced dependence on

volatile water supply systems such as dams leads to lower costs in the long run [132].
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The construction and operation of desalination plants also bring additional economic

benefits [143,185].

Renewable energy has the potential to increase overall sustainability in the social, eco-

nomic and environmental dimensions. Since infrastructure facilities are typically in op-

eration for several decades, these effects add up over a long period of time. For this

reason, the investment decisions taken are also effective for several decades, so that

the decisions define the degree of sustainability over this long period. Consequently,

the emission intensity of these plants during operation and maintenance determines the

emissions over several decades. Hence, such decisions must be examined in detail before

the investments are made. However, too little attention has been paid to this necessity

when investing in seawater desalination projects. A better understanding of the social,

environmental and economic consequences is therefore urgently needed [64]. In particu-

lar, the effects of coupling intermittent renewable energy sources with desalination plants

have the potential to make essential contributions to their overall sustainability [68]. This
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thesis aims to find answers to these questions and to provide a deeper understanding of

the holistic impacts of seawater desalination.

1.5 Research questions

Whether coupling desalination with RE is a promising option for increasing water avail-

ability in arid and semi-arid regions depends mainly on its socio-economic and environ-

mental sustainability. This thesis aims to show the overall sustainability of seawater

desalination depending on the electricity source used. The driving forces of positive

and negative influences are to be identified and quantified in detail. In the literature,

the coupling of seawater desalination plants with RE is seen as a crucial factor which

enhances environmental sustainability in particular. Nevertheless, only a few studies ex-

amine the interaction of both technologies for positive synergy effects. A lack of research

is particularly evident for large-scale approaches, i.e. for municipal seawater desalination

plants with a capacity of more than 100,000 m3/d, which are not directly coupled with

RE technologies but integrated into a RE network. Besides, there is a lack of research

that considers not only direct effects within narrow system boundaries but includes the

entire value chain.

The integrated and holistic approach of this work allows to examine the dimensions

mentioned above and to better estimate the overall sustainability potential of coupling

desalination and RE. By integrating the economic, social and environmental aspects

in macroeconomic models, comprehensive cause-effect chains can be identified. The

consideration of the entire value chain shows not only direct but also indirect effects. Last

but not least, the sectoral and regional view helps to shape economic policy effectively.

To this end, we have carried out several studies which answer the sub-questions arising

from this research.

This dissertation comprises three peer-reviewed and published articles, which have been

uniformly formatted and slightly adapted editorially for this thesis. Chapter 2 presents

the paper “The carbon footprint of desalination: An input-output analysis of seawater

reverse osmosis desalination in Australia for 2005-2015” [73]. In this chapter, we ex-

amined research questions 1: What carbon emissions are generated by the existing

desalination plants in Australia? Which industries, goods and regions are the drivers

of these emissions? The paper examines the carbon footprint of Australia’s 20 largest

seawater desalination plants. The plants represent 95% of the total desalination capacity

in Australia. When building some of the plants in Australia, the Government decided to
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build RE plants simultaneously to offset carbon emissions during operation. Such agree-

ments exist, for example, at the Sydney Desalination Plant or the Victorian Desalination

Plant. However, the plants are operated using the Australian electricity mix, i.e. the

electricity grid. In this first study, we determined the CO2e emissions caused by operation

based on the underlying physical electricity mix. The work aimed to show both direct

and indirect carbon emissions across the entire value chain. In particular, we analysed

which industries and commodities are accountable for carbon emissions. The regional

distribution of emissions was also shown. The chosen period between 2005 and 2015

allowed an illustration of the construction and operation phase of these plants. Also,

the carbon emissions per unit of water produced with conventional energy sources were

determined.

Chapter 3 contains the paper“Renewable-powered desalination as an optimisation path-

way for renewable energy systems: The case of Australia’s Murray-Darling Basin” [71].

This chapter explores research question 2: What economic synergy effects arise from

the coupling of large-scale desalination plants with a 100% RE system? The study inves-

tigates the integration of desalination plants into a 100% RE grid. The central question

in this work is to what extent seawater desalination as a variable load can minimise the

capacity of the RE system by load-shifting. As seawater desalination plants are usually

operated at constant load, their capacity for load-shifting has to be increased accord-

ingly. Therefore, the question was investigated whether the savings on the RE side offset

the additional costs on the desalination side. The influence of the load-shifting period

was also examined. Furthermore, it was examined which synergy effects result from the

diversification of the RE technologies used and from the diversification of location and

time of electricity generation.

Chapter 4 examines the social, environmental and economic impacts of desalination and

the influence of the choice of electricity source on these indicators, based on the previous

two chapters. In this chapter, we examine research question 3: What are the social,

economic and environmental benefits and costs of coupling large-scale desalination plants

with a 100% RE system? The chapter comprises the study “Desalination and sustain-

ability: A triple bottom line study of Australia” [72]. Again, we are not investigating

the direct coupling of individual plants with RE. Instead, we simulate the embedding in

an electricity grid with different penetration of RE. The economic indicator used here is

gross value added (GVA), and the social indicator is employment. Water consumption,

land use and carbon emissions were examined as environmental indicators. For each

indicator, the sectors and regions that are crucial for sustainability and that would have

a significant impact on them when switching to RE were identified.
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Abstract

This study examines greenhouse gas emissions for 2005-2015 from seawater desalination in Aus-
tralia, using conventional energies. We developed a tailor-made multi-regional input-output-
model. We complemented macroeconomic top-down data with plant-specific desalination data
of the largest 20 desalination plants in Australia. The analysed capacity cumulates to 95%
of Australia’s overall seawater desalination capacity. We considered the construction and the
operation of desalination plants. We measure not only direct effects, but also indirect effects
throughout the entire value chain. Our results show the following: We identify the state of
Victoria with the highest emissions due to capital and operational expenditures (capex and
opex). The contribution of the upstream value chain to total greenhouse gas emissions in-
creases for capex and decreases for opex. For capex, the construction of intake and outfall
is the driving factor for carbon emissions. For opex, electricity consumption is the decisive
input factor. Both in construction and operation, we identify the critical role of the electricity
sector for carbon emissions throughout the supply chain effects. The sector contributes 69%
during the zenith of the construction phase and 96% during the operating phase to the entire
emissions. We estimate the total emissions for 2015 at 1,193 kt CO2e.

https://doi.org/10.1016/j.desal.2018.12.008
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desalination in Australia for 2005-2015

2.1 Introduction

Increasing lack of fresh water is one of the most severe global problems of the future

decades. About two thirds of the world’s population has no access to fresh drinking

water at least once a year [121]. More than 783m people have no access to clean

drinking water [171], and half a billion people suffer from water shortages throughout

the year [121]. The most affected regions include the west of North America, the east

of Spain, the Middle East and North Africa (MENA) region, as well as Australia and

northern China. Archipelagos like the Canary Islands face these problems, too [91].

Meanwhile, California experienced a prolonged and unusually severe drought from 2011

to 2017, resulting in daily life restrictions, high water costs, and economic slowdown. Cli-

mate change, prosperity, and exponential population growth will further aggravate these

problems. Water is increasingly becoming a scarce and therefore valuable commodity. It

is becoming more difficult for the regions mentioned to meet the demand for fresh water

which inevitably leads to conflicts of use.

Many of these arid regions are close to the seashore and thus close to substantial water

resources. Some areas are already using desalination technology, which is the most

expensive option to meet water demand. However, it is already indispensable for many

regions. For example, Saudi Arabia covers 50% of its water needs from desalination,

using 25% of its oil and gas for water and electricity production in combined power-

desalination plants [163]. Mitigating water scarcity becomes a self-accelerating problem.

Drought is increasing as a result of climate change. In order to solve this problem, the

use of desalination is proliferating, which in turn catalyses climate change due to high

energy demand. Water production needs energy, but electricity generation also needs

water in large quantities, that is why academia speaks of the water-energy-nexus [148].

Numerous studies address technical, economic or ecological issues of conventional and

renewable operated desalination. However, the current literature shows some knowledge

gaps. Gude states in his study:

“Although some of the facts and recent developments discussed here show

that desalination can be affordable and potentially sustainable, contributions

that meaningfully address socio-economic and ecological and environmental

issues of desalination processes are urgently required in this critical era.”[64]

Haddad also draws attention to the need for holistic studies in the field of desalination

research [68]. Only by incorporating effects throughout the entire supply chain (indirect
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effects), a comprehensive assessment is possible [68]. Whether or not desalination can

sustainably solve the problems of water availability in arid and semi-arid regions depends

on its holistic socio-economic and ecological sustainability.

Lattemann and Höpner provide an overview of the leading environmental impacts of de-

salination and possibilities to minimise impact and risks [91]. The World Bank estimates

that 99% of carbon dioxide equivalent (CO2e) involved in a business-as-usual scenario

could be avoided by desalination with renewable energys (REs) [161]. This estimation

illustrates the enormous carbon reduction potential of combining REs and desalination.

Einav et al. show the factors that significantly influence the ecological footprint of de-

salination [44]. These factors are land use, the groundwater, the marine environment,

noise pollution and the use of energy. According to Muñoz and Fernández-Alba, the type

and quality of feedwater can reduce the environmental impact (such as energy demand,

acidification potential or human toxicity potential) of the reverse osmosis (RO) process

up to 50% [124]. Liu et al., Setiawan et al., Vince et al. and Sadhwani et al. offer

analyses of the ecological effects [108,141,149,166]. A good overview of current trends

and ecological challenges can be found in Goosen et al. [61].

We have found several studies in the field of input-output analysis (IOA) and life cycle

assessment (LCA) of desalination. Raluy et al. use a process-based LCA to investigate

different desalination technologies [135]. Zou and Liu use IOA on desalination in China to

measure the economic impact of investments [185]. Storkes and Horvath use hybrid life

cycle assessment (hLCA) to study water supply systems in California [156]. Shahabi et al.

use a hybrid approach to investigate a desalination plant in Western Australia (WA) [150].

There is no doubt that desalination plays an essential part in the water supply strategy

of regions which are affected by severe drought and have access to seawater. However,

desalination must prove its economic, environmental and social sustainability. Our study

contributes to quantifying environmental sustainability by measuring the carbon footprint

of desalination in Australia. For the study, we assume that operation and construction

processes use electricity from conventional energy in line with the Australian energy mix.

It is the first study of desalination, where a comprehensive multi-regional model has been

created and used for measuring the supply chain impacts. With the aid of our multi-

regional model, we can also present regional impacts for the first time. Our approach

rates the country’s largest 20 plants, which represents 95% of the total capacity – that

to over more than ten years.
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2.2 Methods and data

A carbon footprint captures the carbon emissions of a product, a technology or a techni-

cal process. This approach does not only analyse carbon emissions directly generated by

the desalination process itself. It also accounts for indirect effects, defined as all carbon

emissions generated by suppliers within the entire supply chain. Our approach captures

carbon emissions throughout the entire supply chain (upstream). We consider desalina-

tion as final demand and analyse carbon emissions from sectors from which desalination

purchases inputs. Our approach does not assume that additional water from desalination

induces further carbon emission downstream the supply chain.

Leontief [105] invented IOA and applied it in several studies. For this seminal work,

Leontief earned the Nobel Prize in 1973. Researchers have used IOA to analyse economic

effects of monetary demand on economic key figures, mainly effects on industrial output.

Model extensions use IOA to analyse further economic, social or environmental effects

[37, 125]. We apply input-output (IO)-methodology to estimate the carbon footprint of

desalination in Australia.

Footprint studies apply input-output tables (IOTs) that show monetary trade flows of

economic sectors. In order to produce goods, companies purchase intermediate goods

from other companies. These intermediate streams are the core of IOTs. The columns of

these tables show which input factors a particular sector purchases to produce their goods.

The rows of the table show the production of a sector, which this sector produces for other

sectors as intermediate inputs. The intermediate input matrix gives a comprehensive

picture of the intermediary inputs and creates a production recipe for the produced

goods of each sector. These recipes provide the opportunity to carry out value-added

analysis and combine it with satellite accounts (such as the sectors’ greenhouse gas

(GHG) emissions). The combination allows for comprehensive carbon footprint studies

by considering the entire value chain, without truncation errors such as those found in

classic process-based LCAs [131].

The benefit of a hLCA approach is to combine bottom-up process data with top-down

macroeconomic IO data and hence include the technical process into the macroeconomic

system of a whole economy.

To the best of our knowledge, our study is the first comprehensive multi-regional carbon

footprint study for a country’s desalination application.
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2.2.1 Construction of a multi-regional input-output database

IOA applies data from national accounts. IOTs arrange and structure the data. The

tables describe the structure of an economy with detailed information about output,

intermediate and final demand. IOTs can describe an economy by industry or commodity

classification. Furthermore, IO-models can classify an economy in a single-regional or a

multi-regional framework.

Compiling tailor-made IOTs is a work-intensive task. Finding data for different regions

and sectors is challenging because the data are often incomplete or inconsistent. Lenzen

et al. developed a cloud-based virtual laboratory, the Industrial Ecology Virtual Labo-

ratory (IELab), to compile tailor-made IOTs for Australia [98]. A collaborative group

of researchers feeds the database in an ongoing process. An algorithm converts the

data into a specific structure, the so-called root classification. The root has 1,284

sectors in Input-Output Product Classification (IOPC) [4] and 2,214 regions in Statis-

tical Area Level 2 (SA2) classification [1]. Due to the vast amount of data, IELab

offers high-performance-computing for IOT compiling and calculations [97]. We apply a

supply-use-framework [102].

For this study, we constructed a multi-regional input-output (MRIO) framework with

123 sectors and eight regions that represent the Australian States and Territories. The

desalination input data determine the structure of the sector classification. In contrast

to available IOTs, this allows for a detailed and accurate analysis that avoids aggregation

errors. For our carbon footprint study, we compiled a satellite account of CO2e emissions

of industrial sectors.

We compiled several concordances for this study [98]. The generation of tailor-made

IOTs requires concordances from root to study-specific sector classification and from

root to study-specific region classification. To compute demand vectors, we compiled

concordances from desalination input data structure to study-specific sector classification.

Since supply-use-frameworks are twice the size of usual IO-frameworks, the framework

includes 2 x 123 sectors (industry and commodity) in eight regions. The structure results

in a transaction matrix in the size of 1,968 x 1,968. We compiled tables for the years

2005-2015, whereas the years refer to Australian financial years.

Compiling IOTs requires the application of mathematic optimisation algorithms. The

critical challenge is that the number of variables to be determined significantly exceeds

the number of constraints. The IELab implemented advanced optimisation approaches
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like quadratic programming and Konfliktfreies RAS (KRAS) to solve the optimisation

problem [96].

The creation of large MRIO tables represents an underdetermined optimisation problem.

Raw data for large economic transactions are much more available than raw data of small

transactions. Hence, the number of constraints used for the optimisation is much smaller

than the number of elements that we determine in the table. Therefore, large transactions

are supported by many raw data points, while small transactions are supported only by a

few raw data points. Within the optimisation process, this results in MRIOs representing

large transactions with high reliability. However, small transactions are often subject to

significant adjustments. Monte Carlo techniques can be used to show that the results of

impact analyses remain stable [99].

We show this phenomenon in the calculation of the sectors’ outputs from the MRIO.

We can calculate outputs in IOTs in two ways. One way is to calculate outputs by row

sums, which represents the production of the intermediate demand for other sectors and

the production for the final demand. Also, we can determine the output of a sector by

the column sum of this sector. The column sum corresponds to the sum of all goods

necessary for the production of one sector’s goods, and the value added created by this

sector.

Both ways should ideally come to the same result. Since the creation of an MRIO is

an underdetermined optimisation problem, adjustments are necessary, which results in

deviations. Figure 2.1 shows, however, that our MRIO represents large transactions with

high reliability and small transactions are subject to greater uncertainty. The impact

analysis thus provides reliable results.

2.2.2 Preparation of desalination data

Data on desalination is scarce [60,184]. Wittholz et al. attempted to estimate the cost

structures of desalination plants [175]. The Desalination Economic Evaluation Program

(DEEP) model of the International Atomic Energy Agency (IAEA) is also a common

model to estimate the cost structure of desalination plants [85]. For our analysis, we

deployed data from desaldata, a database with additional functions [66]. Desaldata

offers the most detailed database we found. The cost estimator tool for estimating

capital expenses (CAPEX) and operational expenses (OPEX) structures as functions of

several variables is also a part of the platform.
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Figure 2.1: Rocket plot of outputs calculated via row sum and column sum in 2015.

Desaldata contains data for 349 seawater desalination, brackish water and wastewater

plants in Australia with capacities from 30 to 444,000 m3/d. For our study, we used data

for of the largest 20 seawater reverse osmosis (SWRO) that cumulate to 95% capac-

ity of all Australian seawater desalination plants with particular plant capacities from

4,000 to 444,000 m3/d (see appendix 2.5.1). RO is the common desalination technology

in Australia, and there is only a small number of other technologies like multi-effect

distillation (MED) or multi-stage flash distillation (MSF).

Even though desaldata is the most detailed database we found, it is fragmentary and

partially unreliable. Desaldata offers complete data for location, capacity, feedwater type,

award date, and online date. Data of Engineering-Procurement-Construction (EPC)

price, feedwater conditions, and power consumption were sketchy. We validated years of

construction, capacity, CAPEX, OPEX , and specific energy consumption by additional

literature and adjusted the data if necessary (see appendix 2.5.2). Thus, we were able

to validate data for the largest eight plants with a cumulated capacity of 95.9% of all 20

analysed plants. For the residual plants with 4.1% of cumulated capacity, we used the

raw results of desaldata’s cost estimator and adjusted CAPEX sums by the database’s

value if available.

Desaldata’s cost estimator tool provides a breakdown for OPEX and CAPEX depending

on different attributes such as location, salinity, temperature or energy consumption. If
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data for EPC prices were available, we used the CAPEX cost estimator only for ratios of

the cost structure. If EPC prices were not available, we used the CAPEX cost estimation

for the CAPEX sum as well. We estimated seawater temperatures by yearly average

temperatures of the nearest city [178]. We estimated electricity prices by the annual

volume-weighted spot prices of states and territories in 2009 [13]. We used WA’s Short

Term Energy Market (STEM) data for both WA and the Northern Territory (NT) since

data for the NT is not available [11]. The cost estimator is only capable of calculating

costs for plant capacities larger than 8,000 m3/d. Hence, we used values of this plant

to extrapolate cost structures of all smaller plants. The smaller plants account for only

about 3.5% of the total investigated capacity. An over- or underestimation will therefore

not significantly affect the overall outcome of the study. The cost estimator calculates

in US$ currency, so we converted US$ into AU$ using exchange rates from International

Monetary Fund [82]. We used 2009 as the base year for the initial cost estimation.

We assumed a utilisation rate of 95% for all modelled plants. Even if some plants are

currently unused because municipalities are currently not in water shortage (like Sydney

or Melbourne), we also modelled these plants with a utilisation rate of 95%. Our research

objective is not to focus on the reproduction of the most accurate costs of real operations,

but rather quantify the carbon footprint of the plants when they produce their capability.

Finally, we estimated data for 20 plants, each of the plant covers twelve data points for

CAPEX and four data points for OPEX demand. The left diagram in fig. 2.2 shows the

input data for our analysis.

We calculated the final demand vectors as follows:

1. Construction of preliminary demand vectors y1 for OPEX and CAPEX.

2. y2 = y1r
a converts the demand vector y1 from US$ into AU$ with the exchange

rate ra for year a. We applied the exchange rate of the online year for all CAPEX

vectors. We converted the OPEX vectors by the exchange rate of 2015.

3. We distribute CAPEX and OPEX over the construction period. We prorated

CAPEX according to ya3 = 1
n
y2 for each year a with n as the number of con-

struction years. We assumed only half of the CAPEX investments in the first and

the last year of construction works, so we apply ya3 = 0.51
n
y2 for the online and

award year respectively. If we assumed a plant that was awarded in 2009 and

went online in 2012, then n is 3 as award and online year respectively only gets a

half year value. The vector y2 is distributed among n + 1 vectors ya3. For OPEX
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distribution, we applied ya3 = y2 for each year after the online year. We assumed

yo
3 = 1

2y2 for the online year o.

4. We inflated the demand vectors by y4 = y3
pas
pb
s
, where pas is the producer price

index for sector s of year a [10]. pb
s is the producer price index of the base year.

The base year of CAPEX vectors is the online year. For OPEX , we assumed 2015

as the base year.

5. We applied ya5 = Cya4 to expand the demand vectors of each year from a 1 x 15

to a 1 x 123 demand vector. C is a 123 x 15 concordance matrix.

6. Since we use an Australian MRIO, we separated the domestic vectors from (rest

of the world) import vectors. We aggregated the compiled MRIO tables to the

national level to compute the import quota vectors qa for each year a. The vec-

tor consists of qai for each sector i , defined by qai =
∑︁N

j=1 Iai,j∑︁N
j=1 Ua

i,j

. Ii,j is the import

intermediate demand matrix and Ui,j the total intermediate demand matrix, com-

posed as Ui,j = Ti,j + Ii,j. Ti,j is the domestic intermediate demand aggregated

to the national level. We calculated the domestic desalination demand vectors by

ya6 = ya5#(1-qa) , where # denotes element-wise multiplication. The import quota

in our model was about twenty per cent in average respective the different years

and sectors.

7. As the last point, we expanded the demand vectors ya6 to the size of the MRIO

framework. For the regional allocation, we converted the geographical coordinates

of the location of the desalination plants into SA2 classification. We placed the

vector ya6 into the rows of the respective region and the columns of the respective

year. The constructed OPEX and CAPEX demand matrices Op and Cp of each

plant p have 1,968 rows (MRIO size) and 11 columns (one column for each year).

We aggregated all matrices to one final demand matrix Y = ∑︁66
p=1 Op +∑︁66

p=1 Cp.

2.2.3 Calculation of the carbon footprint

Researchers widely use environmentally extended IOA for carbon footprints of individual

products, processes, economic agents like companies or final consumers [172]. Pomponi

and Lenzen demonstrate the superiority of using IOTs in a hLCA approach over of using

only bottom-up process-based data for LCA [131].

IOTs catch the industrial intermediate dependencies by linear functions. The linear ap-

proach causes basic assumptions: Industries have fixed input structures (linear production
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function), constant economies of scale and commodity prices are constant. Hence, we

can interpret the cost structure as average variable costs rather than marginal costs. Fur-

thermore, IOA is an ex-post analysis. Miller and Blair provide a well-detailed overview

on IOA [122].

In IOA, we use Leontief’s inverse to calculate the total impact of a demand on the output

of an economy. We derive the inverse from the basic relationship between supply and

demand. Suppose x as the M x 1 total output vector, T as the M x M intermediate

demand matrix and Y as the M x N final demand matrix, then

x =
M∑︂
j=1

Ti,j +
N∑︂
j=1

Yi,j. (2.1)

As the production recipe of the sectors, we can express the technical coefficient matrix

A as

A = Tx̂−1 (2.2)

It follows from the preceding that

T = Ax̂. (2.3)

We can insert the preceding equation in eq. (2.1) and rearrange to

x = (I − A)−1 Y (2.4)

as the basic formulation of Leontief, while

L = (I − A)−1 (2.5)

is the Leontief inverse that captures all direct and indirect effects of demand Y on the

output x. The matrix I is the identity matrix. We extend the economic Leontief model

by a satellite account of industrial carbon dioxide equivalent emissions e and calculate

the direct emission intensities

q = ex̂−1. (2.6)

Furthermore, we obtain the direct and indirect effects captured in a matrix representing

the multipliers for each sector-to-sector relationship from

m = q̂L. (2.7)

The total carbon emissions of desalination throughout the entire value chain are finally

captured by

E = q̂Lŷ. (2.8)

Row sums r of the matrix E result in carbon emissions referring to sectors and regions

where they physically occur. Hence, row sums reflect the emitting sectors or regions,
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depending if we aggregate to sectors or regions. Column sums c will refer to desalination

inputs and regions where emissions are accounted regarding consumption responsibility

of the analysed desalination plant. We calculate row sums or the column sums by

multiplying the Matrix E by sum vector i, which is a column vector with the number of

rows according to matrix E with every element equal to 1 by

r = Ei, (2.9)

or

c = i’E. (2.10)

We aggregate the vectors by multiplying them with aggregators, so-called concordances

C.1 The concordances are tailored to each aggregation and sum up the 1,968 sectors

to sectors or regions of research interest (e.g. classification of Australian States or

desalination input commodities). For example, if the desalination plants emit 100 kt

CO2e, row sums of matrix E assign emissions to the region where the desalination plant

is located respectively the input products, which the desalination plant directly demanded.

Column sums assign the same 100 kt CO2e emissions to the regions where the emissions

effectively occur respectively to the sectors which physically emitted GHG.

We get the final vectors as

v = Cr, (2.11)

respectively

v = cC. (2.12)

For the production layer decomposition (PLD), we formulate the Leontief inverse as

L = I + A + A2 + A3 + ... + An. (2.13)

We disaggregate the total carbon emission into several layers. E1 = q̂Aŷ results in

emission for the first layer, defined as direct effects. E2 = q̂A3ŷ gives emission for the

second layer and so on. Each layer represents one supplier-stage of production. The first

layer consists of carbon emissions from direct suppliers. The second layer shows carbon

emissions of the supplier-suppliers.

2.3 Results and discussion

Desalination is an energy- and thus carbon-intensive technology for gaining fresh water.

IOA methodology enables to uncover not only direct carbon emissions of desalination

1For more information on using concordances, see supporting information in Lenzen et al. [98].
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but also indirect effects along the entire value chain. The following section will present

detailed insights into the carbon footprint of desalination in Australia over the years

2005-2015.

2.3.1 Cost and CO2e emissions overview

Within the last 15 years, Australia has faced an extreme drought, mainly from 2003 to

2012. One consequence of this drought has been a political discussion about Australian’s

freshwater strategy. Desalination was used already before in a much smaller scale. How-

ever, facing this severe drought, several Australian cities, states, and firms have started

huge investments in desalination plants.

The left axis curve of the left diagram in fig. 2.2 shows domestic CAPEX and OPEX

expenditures from 2005 to 2015 in current year prices. The total expenditures reach

their maximum in 2010 by AU$2.3bn. CAPEX was the predominantly driver of the

expenditures.

Average OPEX per produced water (right axis) increased within the 11 years from about

0.2 AU$/m3 to 0.5 AU$/m3. Increasing energy costs mainly determine the growth of OPEX.

The construction of different sized desalination plants within the analysed period also

affect the growth of OPEX.

The bar graph (left axis) in the right figure shows the total carbon emissions (direct and

indirect effects) due to OPEX and CAPEX. We can see that CO2e due to CAPEX is

predominant until 2011. After the main investment period, OPEX becomes predominant.

In 2013, desalination emitted 1,269 kt CO2e mainly driven by OPEX. The right axis figure

shows the total carbon emission per cubic meter of produced water, only determined by

OPEX. We observed increasing OPEX emissions per cubic meter up to 2,000 g/m3 at the

end of the investigated period.

Table 2.1 shows the direct, indirect and total carbon emissions for the years 2005-2015

due to OPEX and CAPEX. Construction activities determine CAPEX while the operation

of existing plants results in OPEX. In 2005, only CAPEX was responsible for CO2e

emissions. As of 2012, OPEX was the driving force. During the construction phase,

CO2e emissions due to CAPEX played a significant role with a peak of 820 kt CO2e.

These high carbon emissions focus on just a few years. The annual CO2e emissions due

to OPEX exceed the emissions of CAPEX already in 2012 with 759 kt CO2e. Due to

the runtime of the plants over several decades, OPEX makes a significant contribution

to the carbon footprint over its life cycle. The last column shows the carbon multiplier
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Figure 2.2: Overview of costs and CO2e emissions.

c, that is defined by c = Qa
tot

Qa
dir
, with the total carbon emission Qa

tot and the direct carbon

emission Qa
dir for the year a. Due to the larger multiplier of CAPEX, we see that its

supply chain has a more significant impact on CO2e emissions than the supply chain of

OPEX. Over the years, the multiplier of CAPEX increases (except in 2013), while the

multiplier of OPEX decreases. The higher the multiplier, the higher is the contribution

of the upstream value chain to the overall effects. In conclusion, the value chain of

the construction of desalination plants becomes more unsustainable over time, while the

value chain of operations becomes more sustainable.

Table 2.1: Carbon emissions due to opex and capex of desalination in Australia.

CO2e effects caused by capex CO2e effects caused by opex

Year Direct effect Indirect effect Total effect Multiplier Direct effect Indirect effect Total effect Multiplier

[kt CO2e] [kt CO2e] [kt CO2e] [kt CO2e/kt CO2e] [kt CO2e] [kt CO2e] [kt CO2e] [kt CO2e/kt CO2e]

2005 21 20 41 2 0 0 0 -

2006 50 48 99 2 8 5 13 1.7

2007 100 95 195 1.9 17 12 28 1.7

2008 158 141 299 1.9 19 13 32 1.7

2009 286 309 595 2.1 58 30 89 1.5

2010 375 445 820 2.2 155 62 217 1.4

2011 311 397 708 2.3 229 88 317 1.4

2012 159 216 375 2.4 544 215 759 1.4

2013 16 15 31 1.9 882 356 1239 1.4

2014 0 0 0 - 854 353 1207 1.4

2015 0 0 0 - 845 349 1193 1.4

IOA with MRIOs is well suitable to uncover the spatial distribution of observed effects.

In our study, we show the spatial distribution of carbon emissions. We can assign

carbon emissions either to desalination inputs and locations of the plants or to emitting

industries and emitting locations. Figure 2.3 shows carbon emissions in 2012 due to
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CAPEX and OPEX assigned to locations of the desalination plants. We created tables

with eight regions representing the eight States and Territories in Australia. In 2012,

we can still observe a high level of construction activities, but also high expenses for

operations. Australian Capital Territory (ACT) and Tasmania (Tas) do not operate

desalination plants, so there is no carbon emission assigned. NT’s desalination activity

induces negligible emissions due to OPEX in 2012. In Queensland (Qld) and New South

Wales (NSW), we only find emissions due to OPEX. WA and South Australia (SA) have

emissions due to OPEX and CAPEX on a medium scale. Victoria (Vic) built the Victorian

Desalination Plant from 2009 to 2012. Hence, the state is the leader in emission due to

OPEX and CAPEX in 2012.

Figure 2.3: CO2e emissions by states and territories caused by capex and opex in 2012.

Figure 2.4 shows the total carbon emissions for 2005-2015. The four individual diagrams

break down the emissions according to different systematics. We see that the emissions

increase over time, dominated by CAPEX in 2010. As of 2012, OPEX contributes

significantly to carbon emissions.

In the left-hand diagrams, we assigned carbon emissions to emission-causing desalina-

tion inputs and locations of the plants. The diagrams on the right side show emitting
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Figure 2.4: CO2e emission by desalination inputs and emitting industries.

industries and emitting locations. We compiled individual demand vectors for CAPEX

and OPEX so that we can illustrate the effects of OPEX and CAPEX separately.

The diagram on the top left shows the carbon emissions assigned according to desalina-

tion inputs, each for CAPEX and OPEX. The peak of CAPEX caused emissions marks

the boom in construction activities around 2010. Construction of inlets and outlets

cause the main emissions. The second most considerable emission-causing input is the

construction process of pipes. Both mainly require steel, which explains the high-level

emissions. OPEX-caused emissions mainly occur due to the demand for electricity as

a direct input. At the end of the period, electricity causes almost all carbon dioxide.

We aggregated all other inputs such as parts, chemicals and membranes for the sake of

convenience. Since desalination plants usually operate for several decades up to 20-40

years, OPEX especially the energy source is the crucial point regarding environmental

sustainability of desalination in the long run.

In the upper right chart, we can see which industry sectors emitted CO2e due to the

production of inputs, also divided into emissions caused by CAPEX and OPEX. It is

noticeable that even for CAPEX demand the electricity sector emits a significant amount

of CO2e. The manufacturing sector is another key sector for carbon emissions during

the construction phase, followed by the construction sector as the third largest emitter.

As we have already discovered that the primary input of OPEX is electricity, it is not
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surprising that the electricity sector has the highest emissions. It indicates that the value

chain of conventional energy plays a minor role in carbon emissions.

The graph at the bottom left shows the carbon emissions assigned to the desalination

plant’s locations, separated by CAPEX and OPEX. Around the year 2010 Vic caused the

most substantial emissions due to CAPEX, followed by SA. In the years around 2008,

construction activities in NSW were a significant driver. In the following years after 2011,

when the construction activities decline, OPEX becomes dominant for carbon emissions.

Vic has by far the most significant emissions of CO2e, followed by WA and NSW.

The diagram to the right shows in which states and territories CO2e was emitted. At

high trading volume, the graphs differ because consumption and production happen on

different locations. Here we see that the diagrams are almost identical. Already in the

diagrams above, we found for CAPEX and OPEX that the electricity, gas, water and

waste service sector dominates the carbon emissions. Even if Australia has a national

electricity market, electricity trade between different states is at a low level. WA and the

NT are not even connected to the National Electricity Market [14].

Finally, we compiled a PLD analysis for 2012. This approach determines the emissions

for each production layer individually. Production layers are the several tiers within a

value chain. We define the first layer as the direct effect. The direct effect accounts

for carbon dioxide emitted by the direct supplier. Thus, the direct effect is the emission

directly assigned to the desalination industry itself. The second layer is the supplier of

the first supplier and so on. The Leontief inverse captures the whole supply chain with

an infinite number of suppliers. Figure 2.5 illustrates the results of the PLD Analysis

for 2012 for desalination inputs (left diagrams) and emitting industries (right diagrams).

We see that a higher proportion of CAPEX’s emissions (compared to OPEX) occur

in upstream stages of the value chain (lower diagrams). For OPEX, this means that

the direct supplier already contributes a higher share to the total CO2e emissions. The

value chain is less critical for total emissions at OPEX than at CAPEX. Generally, carbon

emission mainly occurs within the first three to five layers. The following layers contribute

with decreasing significance.

On the upper left diagram, we see that about two thirds of CAPEX carbon emission

occurs due to the construction of intake and outfall. For intake and outfall, we note that

the supply chain makes a higher contribution to total emissions than we can note e.g. for

piping and high-grade alloy. On the upper right chart, we see how the supply chains of

emitting sectors contribute to total emissions. The electricity sector mainly contributes
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Figure 2.5: Production layer decomposition for desalination inputs and emitting industries in 2012.

in later layers, because the manufacturing industry sectors mainly use electricity as an

input.

The situation is different at OPEX in the lower diagrams. In the left diagram, we can

see the inputs of operating desalination plants. Electricity is the input factor, that is

responsible for a significant share of total emissions. As a result, the electricity sector

contributes a high proportion of its total emissions already in earlier stages, as we see on

the right chart. The share that the sector emits as a supplier is higher than at CAPEX.

2.4 Conclusion

Desalination is an energy-intensive technology. When powered by fossil fuel, high carbon

emissions ensue. For our study, we have assumed that all seawater desalination plants

are operated by conventional energy, even if Australia operates some plants with RE.

Economic requirements and population growth are the drivers of desalination and carbon

emission in the first place. Carbon emissions from desalination occur first notably at the

economic hot spots, especially in Vic as the location of Australia’s largest desalination

plant. We want to point out that the results relate to CO2e emissions in Australia. Our

model does not cover the value chains of imports. According to the estimated domestic
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quotas of about 80% on average2, we estimate that CAPEX has covered about 80% of

the emissions. Supplying countries emit additional GHGs.

We show that policy must consider the entire supply chains to make desalination en-

vironmentally sustainable. Construction of intake and outfall is highly carbon-intensive

within the construction period. In the construction phase, the electricity industry is the

economic sector with the highest carbon emissions. The electricity sector becomes even

more crucial for carbon emissions within the operation phase. The sector is not only

the crucial point for carbon emissions due to direct demand, but the sector is also a

key factor regarding intermediate demands throughout the entire value chain. This is

made clear once again, as Australia’s energy sector accounts for 35% of GHG emissions

in 2012-2013 [177].

The electricity sector significantly outperforms its contribution to carbon emissions within

the life cycle of desalination, compared to its national contribution of 35%. During the

construction phase in 2010 (with simultaneous operation), the electricity sector accounts

for 69% of all GHG emissions attributable to seawater desalination. In the pure operating

phase in 2015, the share of carbon emissions of the electricity sector even accounts for

96% of the total emissions.

Substitution of fossil energies by REs can thus be the game changer for the sustainability

of desalination. Especially dry regions are affected by climate change. These regions are

strongly dependent on seawater desalination. The use of desalination is only sustainable

if it does not substantially emit more GHGs. Policy must act and focus on the energy

sector. The key is the transformation of the electricity sector and the change in the

current energy mix with a drastic increase in the share of REs.

In our following studies, we will analyse carbon effects if we substitute electrical en-

ergies by renewable sources. We will further study the social and economic effects of

desalination.
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2.5 Appendices

2.5.1 Overview of the analysed seawater desalination plants in Australia

Table 2.2: Analysed desalination plants.

Desalination plant Capacity [m3/d] Location Award year Online year

Victorian Desalination Plant 444000 Victoria 2009 2012

Port Stanvac 274000 South Australia 2009 2012

Sydney Desalination Plant (Kurnell) 250000 New South Wales 2007 2010

Kwinana 143700 Western Australia 2005 2006

Southern Seawater desalination plant 140000 Western Australia 2009 2011

Sino Iron Ore Project, Cape Preston 140000 Western Australia 2008 2012

Southern Seawater Desalination Plant (expansion) 140000 Western Australia 2011 2013

Tugun (Gold Coast) 133000 Queensland 2006 2009

Browse downstream engineering processes 10560 Western Australia 2011 2012

Agnes Water Integrated Water Project 7500 Queensland 2008 2011

Bechtel Wheatstone construction 7500 Western Australia 2012 2012

Onslow 7500 Western Australia 2013 2013

Gorgon 7000 Western Australia 2010 2012

Curtis LNG Project 5000 Queensland 2010 2011

Jabiru 5000 Northern Territory 2006 2007

Bechtel Wheatstone compaction 2 4500 Western Australia 2011 2012

Onslow2 4500 Western Australia 2013 2013

Onesteel Whyalla Plant 4100 South Australia 2010 2011

Penrice 4050 South Australia 2005 2006

Fortescue Metals Group Port Headland 4000 Western Australia 2011 2012

2.5.2 Adjustment of the costs of seawater desalination plants
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Abstract

The ecology in the Murray-Darling Basin in Australia is threatened by water scarcity due
to climate change and the over-extraction and over-use of natural water resources. Ensuring
environmental flows and sustainable water resources management is urgently needed. Seawater
desalination offers high potential to deliver water in virtually unlimited quantity. However, this
technology is energy-intensive. In order to prevent desalination becoming a driver of greenhouse
gases, the operation of seawater desalination with renewables is increasingly being considered.
Our study examines the optimisation of the operation of a 100% renewable energy grid by
integrating seawater desalination plants and pipelines as a variable load. We use a GIS-based
renewable energy load-shifting model and show how both technologies create synergy effects.
First, we analyse what quantity of water is missing in the basin in the long run. We determine
locations for seawater desalination plants and pipelines to distribute the water into existing
storages in the Murray-Darling Basin. Second, we design a pipeline system and calculate the
electricity needed to pump the water from the plants to the storages. Third, we use the
combined renewable energy load-shifting model. We minimise the total cost of the energy

https://doi.org/10.1088/1748-9326/ab57ab
https://doi.org/10.1088/1748-9326/ab57ab
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system by shifting energy demand for water production to periods of high renewable energy
availability. Our calculations show that in such a system, the unused spilt electricity can be
reduced by at least 27 TWh. The electricity system’s installed capacity and levelised cost of
electricity can be reduced by up to 29%, and 43% respectively. This approach can provide an
annual net economic benefit of $22.5bn. The results illustrate that the expansion of seawater
desalination capacity for load-shifting is economically beneficial.
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3.1 Introduction

The Murray-Darling Basin (MDB) is Australia’s largest river catchment. The MDB

includes about 30,000 wetlands and the multinational Ramsar Convention on Wetlands

protects 16 of these wetlands [51]. Between 1997 and 2009, Australia and especially the

MDB suffered heavily from drought [92]. The MDB supplies about 20 million people

with food [51], and Agricultural production in the MDB amounts to $24bn [118]. The

natural habitat of many animal and plant species, and the agricultural economy are in

danger [39, 87, 88, 176]. Extreme and changeable climate conditions have intensified

recently. Following the hottest December since records began, January 2019 marked the

hottest month ever measured [31].

To fight the drought in the MDB, the Australian Government passed the Water Act

2007 [160]. Based on this, the Murray-Darling Basin Authority (MDBA) published the

Guide to the Proposed Basin Plan in 2010 [115]. In it, the MDBA stated that it plans

to shorten the existing water allocation rights and thereby to increase natural flows [36].

In a recently published study, Williams and Grafton have shown that the government’s

actions worth $3.5bn to increase water flows in the MDB are failing [174].

Desalination has a high technical potential to provide large amounts of additional water.

Since the millennium drought, every major city in Australia operates a seawater desali-

nation plant [45]. Porter et al. have shown that desalination can be a strategy for the

economic development of arid coastal regions [132]. Reverse osmosis (RO) is the leading

desalination technology worldwide. With 3-5 kWh/m3, RO is more energy-efficient than

other thermal desalination technologies, which results in lower specific costs of less than

0.75 $/m3 [19, 28]. Nevertheless, RO is an energy-, and therefore carbon-intensive tech-

nology when operated with conventional energy. When operated within the Australian

grid, electricity causes over 90% of carbon emissions during operation [73]. Renewable

energy (RE) thus solves a fundamental issue with desalination, rendering the process

sustainable [26, 55, 161]. Despite its high ecological potential, only 1% of desalination

water worldwide is produced using RE [151]. Market barriers for widespread use are

high capital costs and system integration strategies [20]. A high proportion of RE in

the electricity grid requires a completely different operational management [127]. Aus-

tralia has a high potential for generating electricity from renewable resources. However,

without corresponding operational management, the generation capacity is about three

times larger than the current capacity in an almost exclusively conventional energy sys-

tem [101]. Seawater desalination can buffer the volatility in RE production, which in

turn is followed by economic benefits due to the reduction in generation capacity.
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Some researchers and operators believe that RO should be operated in a steady state.

However, membrane technology has evolved significantly in recent years. As a result,

more flexible operation in a partial load range is possible without damaging mem-

branes [57]. Although the durability of the membranes will be reduced by intermittent

operation, operating with antiscalant and rinsing reduces this effect significantly [52].

Anyway, with 32%, eletricity contributes significantly to the total cost of water produc-

tion, while membranes account for just 4% of the total costs and they are becoming con-

tinually cheaper (the other cost components are 38% capital costs, 13% labour costs, 9%

chemicals, and 4% other parts) [183]. To realise a flexible operation, desalination plants

can be provided by a positive displacement pump with a variable frequency drive [57].

Numerous studies show the feasibility of RO’s direct operation with intermittent en-

ergies such as wind and sun [30, 106, 129, 130, 136, 137]. Besides, practical examples

show the feasibility of direct coupling of RO and RE and the associated variability of

electricity [24,168].

For the first time, our study examines the economic benefits of coupling a large seawater

desalination and pipeline system with a 100% RE grid within a geographic information

system (GIS) based load-shifting model. At the same time, we introduce an entirely

new approach to the water management of a large basin like the MDB. In doing so,

we address a crucial problem of arid regions in the critical area of the water-energy-food

nexus [63,93,145]. This study is particularly relevant for water management and energy

practitioners, such as government agencies and engineers. Furthermore, our study shows

the potential for additional benefit from the coupling of both technologies. Policymakers

can benefit from this knowledge regarding the implementation of regulatory frameworks.

3.2 Methods and data

3.2.1 A 100% renewable energy model1

We used a GIS-based electricity dispatch model with a geographic resolution of 90 x 110

grid boxes by Lenzen et al. [101]. Within this model, we simulated a sequential compet-

itive bidding process that proceeds hourly over one year. In our dispatch optimisation

model of the RE system, we simulated a spot market with competitive bidding. We

optimised the cost of power generation sequentially and iteratively for every hour and

every location. The algorithm proceeds by the following steps:

1Please see appendix section 3.5.1 for more details.
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1. The generators supply the demand for every hour and every location grid box of

the optimisation period. We rank all generators according to the lowest total cost

for each hour and location separately. The total cost results from variable cost and

fixed cost per MWh. Variable costs and fuel costs are data-based. We estimate

fixed capital, maintenance and transmission costs for the first run.

2. After a run, the model recalculates the pre-run estimated fixed costs with the

endogenously determined capacity factor. Based on these post-run costs, the

algorithm calculates the total cost for each generator.

3. The algorithm adjusts the transmission network according to the new generator

capacity and location.

4. We rank all generators based on cost efficiency over the entire optimisation period.

We subsequently exclude inefficient generators.

5. The algorithm repeats the exclusion of inefficient generators while the reliability

standard of 0.002% of the total demand complies.

Lenzen et al. have provided a more detailed formal description of the optimisation

approach [101].

3.2.2 The load-shifting algorithm

Our load-shifting algorithm is based on the work of Ali et al. and Keck et al. [21,22,86].

Our concept of using the demand of seawater desalination for load-shifting has the

following additional key benefits:

• Seawater reverse osmosis (SWRO) plants have a high electricity consumption which

is available for load-shifting.

• The plants are utility-scale; in other words, they are centrally and simply control-

lable. They do not depend directly on a specific user behaviour. Thus, network

operators can directly control them.

• Unlike electricity, water can easily and economically be stored in large reservoirs.

We integrated the load-shifting algorithm into the clean grid optimisation model from

Lenzen et al. [101]. We considered the electricity load of Australia as a non-shiftable load.
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We used the additional load of desalination and pipelines for the load-shifting procedure.

The algorithm applies the locally and hourly optimised electricity system from Lenzen’s

clean grid as a starting point. The algorithm shifts demand from expensive generators

to cheaper ones to utilise spilt energy. Spilt energy is the generated electricity which

cannot be utilised due to missing demand at a specific time. It runs according to the

following procedure:

1. We set a load-shifting period that determines a time range that the algorithm

considers for the shifting. For our study, we considered shifting periods of 10 days,

30 days, and 90 days, respectively. The length of the periods is derived from the

ability to store water in more extended periods. The computational requirement

increases exponentially with the extension of the shifting period.

2. The variables of generated and spilt electricity are ranked separately.

3. The programme consequently shifts the demand within the load shifting period

from the generators with the highest cost to those with the lowest cost that produce

spilt electricity. We determine the load shifting potential P by

P = min [Ginefficient (t + ∆ts) , Sefficient (t) , D (t + ∆ts)] , (3.1)

where Ginefficient is the generation of the expensive generator, which we reduce.

Sefficient is the spilt energy of the cost-efficient generator. D is the electricity

demand of the SWROs that is available for shifting. The variable t determines

each hour of the optimisation period. The period ∆ts is the shifting period. The

algorithm considers every single hour within the shifting period.

4. The next step is to update the variables of the power generation to

Gupdate
efficient (t) = Gefficient (t) + P (3.2)

and

Gupdate
inefficient (t + ∆ts) = Ginefficient (t + ∆ts) − P. (3.3)

Gefficient is the electricity produced by the cost-efficient generators. Ginefficient is the

electricity produced by reduced inefficient generators. The index update marks the

adjusted variables.

5. As with the variables of electricity generation, we update the spilt energy variables

resulting in
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Supdate
efficient (t) = Sefficient (t) − P (3.4)

and

Supdate
inefficient (t + ∆ts) = Sinefficient (t + ∆ts) + P. (3.5)

Here, Sefficient is the spilt energy of the efficient generator, which is utilised by the

shifted demand. Sinefficient is the spilt energy of the inefficient generator, which is

increased by the shifting. The algorithm aims to supply the demand throughout

the optimisation period by efficient generators alone. Consequently, we eliminate

inefficient generators from the system.

6. Finally, we update the electricity demand D by the shifted reduction potential.

We reduce electricity production by the reduction potential at time (t + ∆ts) and

shift it to t, which is represented by

Dupdate (t + ∆ts) = D (t + ∆ts) − P (3.6)

and

Dupdate (t) = D (t) + P. (3.7)

We repeat from step 3 onwards for every hour and every demand location. The

shifting ends when either the available demand D is completely shifted or when

no more spilt energy is available. After the load-shifting programme has optimised

all hours and locations, all inefficient generators that are no longer needed are

removed from the system. Subsequently, we adjust the transmission system and

the total demand.

3.2.3 Modelling the desalination energy demand

Total desalination water demand

The government’s Guide to the Proposed Basin Plan [115] demanded a total of between

3,000 and 7,600 GL per year of recovered water in order to achieve the objectives of the

Water Act 2007 [160]. For economic reasons, the MDBA recommended that no more

than 4,000 GL should be recovered. In the end, the government agreed on only 2,750

GL [116].

Hoekstra et al. [76] have calculated the total runoff and the blue water footprint for the

MDB, including the resulting available water according to the presumptive environmental
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standard (see fig. 3.1) [75, 76, 138]. During the months where demand exceeds supply,

water should be added from outside the system. The water shortage is the difference

between blue water availability and the blue water footprint. We calculated the difference

for each month and added up all negative water budgets, which results in 6,200 GL.

However, it is conceivable that from May to September when the budget is positive,

water is stored to compensate for negative budgets in other months. In this way, the

water shortage would amount to 5,100 GL. We calculated a weighted average of both

values, with a slightly higher weighting of the lower limit (60%) which results in 5,500

GL.
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Figure 3.1: The water availability in the MDB.

Source: According to [76], own depiction.

Local water distribution

We estimated locations and capacities of desalination plants that pump the produced

water into existing storages via a modelled pipeline system. Therefore, we used 31

MDBA government storages and data concerning their capacity and extended this with

coordinates, altitudes and direct distances to the sea [119]. We locally distributed the

5,500 GL of water in the MDB according to the relative demand of the areas. For this

purpose, we followed the area delineation according to the MDBA [117] and used the

water demand data for the 29 areas. Pipelines supplied the desalinated water to storages
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in or near the area. Each storage was supplied by one or more pipelines. Each pipeline,

in turn, supplied one or more storages. We have planned 29 sites for pipelines and

desalination plants. We considered 35 pipelines, which were determined endogenously.

The number of desalination plants has not been determined because only location and

capacity are critical for the modelling.

Distributing the water to the pipeline locations required the following steps:

1. In a GIS analysis, we linked all storages to the areas in which they are located. If

there was no storage in an area, we allocated the closest storage.

2. The pipelines temporarily supplied the storages with water. From the storages,

the water was distributed to the areas. We created an i x j concordance C, which

describes the supply links between the pipelines and the areas. The rows represent

area i ; the columns represent pipeline j. The concordance consists of ones and

zeros. If pipeline j supplies water to area i, then c i,j = 1, otherwise c i,j = 0.

3. We determined the distribution of the water among the areas. For this, we used the

data from the surface water diversion limit (SDL) Trial Water Take Account [117].

We calculated the average demand d of area i of the annual Take Account for

the years 2012-13 to 2016-17. With these data, we calculated the percentage

distribution r of the demand in area i by

r = d∑︁29
i=1 d

, (3.8)

4. We calculated the capacity fraction p of the pipelines j,

p = c∑︁29
j=1 c

, (3.9)

where the vector c is the capacity of the pipelines j resulting from the capacity of

the supplied storages.

Each area i is supplied by one or more pipelines. The sum s of the capacity

fractions for each area i results in

s = C ∗ p, (3.10)

where the column vector s is the sum of the capacity fractions of the pipelines

supplying each area i. In the next step, we modified the concordance C by placing

the capacity fraction p of the pipeline j where c i,j = 1. Therefore,

˜︁C = C ∗ p̂, (3.11)
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where ˜︁C is the modified concordance, and ˆ denotes the diagonalisation. For each˜︁ci,j , the capacity fraction of pipeline j that supplies area i was divided by the sum

of the capacity fractions of all pipelines supplying area i, resulting in

Ċ = ŝ−1 ∗ ˜︂C. (3.12)

For each i,
∑︁29

j=1 ċ i,j = 1 applies. So far, the concordance C merely indicated

that an area receives water from a given pipeline. The normalised concordance Ċ

indicates the percentage of water for each area i delivered by pipeline j.

5. We calculated the amount of water w supplied by pipeline j by multiplying the

transposed normalised concordance Ċ
′

by the vector r, resulting in

q = Ċ
′

∗ r. (3.13)

The vector q indicates the percentage distribution of the water on the pipelines j.

To distribute the total amount of water l to the pipelines, we calculated

w = l ∗ q, (3.14)

where w is the vector for the amount of water that each pipeline j supplies, and

l is the total quantity of 5,500 GL of water. Figure 3.2 shows the MDB with

the locations of the storages, the pipelines, the desalination plants, and the areas

overlaid.

The electricity demand of the pipeline and desalination locations

We have iteratively optimised the pipelines’ diameters based on their hydraulic head loss

hf. The iteration procedure is explained in more detail in the appendix section 3.5.2. We

limited the maximum diameter to 3.1m.2 If the diameter exceeded this limit, we added

another pipeline to this location and split up the flow. The specific energy consumption

e for each pipeline results in

e = ρg (b + hf)
ηtot ∗ 3.6 ∗ 106 , (3.15)

where ρ represents the density of water, g the gravitational acceleration b the altitude

and ηtot the total efficiency of the motor and pump, with an assumed ηtot = 0.873.

2For comparison: The diameter of the Victorian Desalination Plant pipeline is 1.93m [23].
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Figure 3.2: Locations of the storages, the desalination plants, the pipelines and the MDB areas.

Electricity demand profiles

For the desalination plants, we assumed a specific electricity consumption of edesal =
3.5 kWh/m3, which corresponds to the average value for large SWROs [73]. Thus, we used

the vector e with the specific electricity consumption for all pipelines to calculate the

specific electricity demand espec for each desalination/pipeline location by

espec = edesal + e. (3.16)

We get the vector with the total electricity demand etot for all locations by

etot = espec # w ∗ 10−3, (3.17)

where w is the vector with the water demand of all pipelines from eq. (3.14), and #
denotes the elementwise multiplication. From monthly profiles of missing water in the

MDB [76], we derived a monthly percentage distribution profile. In order to avoid huge

production differences between individual months, we equally distributed a share of the

total electricity demand over the year. We distributed 50% of the electricity demand
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(from eq. (3.17)) as a constant baseload throughout the year, and the remaining 50%
was distributed using the monthly percentage distribution profiles. Figure 3.3 shows the

compiled and curve fitted load profiles. Finally, we used the 29 hourly resolved electricity

demand profiles for the load-shifting analysis.

Figure 3.3: Monthly distributed electricity demand of the 29 combined pipeline and desalination

locations.

3.3 Results and discussion

3.3.1 Electricity demand-side implications

Subplot a) of fig. 3.4 shows the electricity demand of the ten-day load-shifting period

scenario.3 In the load-shifting program, we set demand caps (according to the oversize

factor of 1.5) that specify the largest possible electricity demand for the desalination

and pipeline spots (blue line). We note that the load-shifting algorithm exploits the

maximum values especially in the Australian summer months (October–April). At the

same time, the demand available for shifting is exploited to zero more extensively in the

winter months.

3Please see appendix section 3.5.3 for the results of the 30 days and 90 days load-shifting periods.
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b) Load-shifting within 72 hours
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Figure 3.4: Aggregated electricity demand before and after the load-shifting process for the 10 days

load-shifting period. Subplot a) shows the entire observation period of one year. Subplot b) shows a

period of 72 hours.

We also recognise that the months around the Australian summer from October to April

(‘high-season months’) dominate in demand before shifting. As a result of the load-

shifting, the ‘low-season months’ from May to September were used more intensively for

desalination. The considerable shifting period is possible in particular due to the large

storage capacities in the MDB. The shift in water production from summer to winter

thus allows more cost-effective production of water, as we can reduce the capacity of

the power generation system.

Subplot b) shows a typical load variation within 72 hours for the 10 days load-shifting

period. In our calculation, we did not limit the variability of ramp-ups and shut-downs.

We analysed the variability of demand for load-shifting on a daily basis. For the load-

shifting with a shifting period of 10 days, the median of the coefficient of variation of

all days is 0.33. The largest value is 1.53, the smallest 1e-16. Although this shows

a significant variability in the resulting demand, the variability is realistic for the real

operation of the seawater desalination plants [52,130,136].

In fig. 3.5, we see the monthly average shift by time of day. Positive values show the

amount of electricity that was shifted to the specific hour of a month so that desalination

plants utilise additional electricity at these points. A negative value shows that demand

was reduced in this hour of the month. We recognise the shift in demand from summer to
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winter, which has already been discussed above, causing a seasonal balance of demand.

The axis of hours shows a significant shift to the morning hours until early noon. This

effect is strong around April and at the end of the year. Around 5 a.m. and 7 p.m.,

a systematic reduction of the resulting demand can be observed throughout the year.

We explain this effect by the combination of high residual demand and low electricity

supply, in particular from solar power. The negative peaks of the shifting are higher

than the positive peaks. This effect stems from the limitation of maximum demand by

caps. At the same time, this shows that the use of higher permissible demand could

have a positive effect on the electricity system. In conclusion, we find that the ability to

move demand both seasonally and across the hours of the day is useful for optimising

the energy system.

Figure 3.5: Average shifted load by month and daytime for the 10 days load-shifting period.

3.3.2 Electricity supply-side and cost-implications

Table 3.1 provides an overview of the electricity supply resulting from load-shifting with a

period of 10 days. Here, the total electricity generation capacity is 135 GW. We see that

utility photovoltaic (PV) holds the highest share with 70.1 GW of generation capacity,

which equates to 52% of the total capacity. The energy generated by utility PV (and

utilised by the demand i.e. which is not spilt) is 119.1 TWh, which is only 36.9%. Wind

energy has the largest share here, with 135.0 TWh and a share of 41.8% – the higher
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Table 3.1: Optimised electricity supply system after load-shifting with a 10-day period.

Fuel type Capacity [GW] Capacity share Generation [TWh] Generation share Spillage [TWh] Capacity factor

Hydro 3.7 2.7% 23.0 7.1% 0 71.1%

Biofuels 1.6 1.2% 5.0 1.5% 0 35.4%

Wind 42.7 31.7% 135.0 41.8% 13.4 39.7%

Utility PV 70.1 52.0% 119.1 36.9% 49.5 27.5%

CSP 12.3 9.1% 26.9 8.3% 9.5 33.8%

Ocean 0.2 0.2% 1.5 0.5% 0 83.6%

Geothermal 0.1 0.1% 0.7 0.2% 0 80.3%

Rooftop PV 4.0 3.0% 11.7 3.6% 0 33.5%

Total 135.0 100% 322.9 100% 72.3 33.5%

value for generated energy results from the fact that wind energy is the most continuous,

compared to other volatile energy carriers. Therefore, wind energy can also achieve

the relatively high capacity factor of 39.7%. Although energy sources with continuous

availability such as ocean power have a very high capacity factor of up to 83.6%, they

have minimal expansion potential.

Furthermore, wind energy, which contributes the largest share to the amount of electricity

generated, has a relatively small amount of spilt energy itself. Only 13.4 TWh of the

produced wind energy is lost. By way of comparison, utility PV generates 49.5 TWh of

spilt energy. Thus, not even 9% of electricity produced by wind is spilt energy, whereas

utility PV reaches 29%; The high value of the spilt PV energy, which is still prevalent even

after the load-shifting, illustrates the range of PV electricity availability. High electricity

supply with low demand prevails in many periods. Wind energy, on the other hand, is

much more congruent with demand. If a load-shifting is performed, the spilt energy

can thus be reduced by at least 27 TWh. If we increase the load-shifting period to 30

days and 90 days, the necessary generation capacity decreases to 122.5 GW and 114.5

GW respectively. Overall, desalination load-shifting can reduce the installed capacity and

levelised cost of electricity (LCOE) by up to 29%, and 43%, respectively (see appendix

sections 3.5.3 and 3.5.4 for further details).

Figure 3.6 presents the change in the electricity supply after load-shifting for a range

of 1,000 hours. Subfigure a) shows the structure of electricity generation. Utility PV

is dominant among the generators. During the nights, wind power produces electricity,

whereas during the days, utility PV dominates electricity production. Subfigure b) shows

the shifted generation. Positive values mean that electricity demand is shifted to the

respective hour. Negative values indicate hours where electricity is no longer utilised.

We can see that the load-shifting program has systematically replaced concentrated solar

power (CSP) and partially replaced wind with cheaper utility PV.
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Figure 3.6: Electricity supply after the load-shifting process for a 10 days load-shifting period. With

a) generation, b) shifted electricity, c) number of shifted generators, d) change in recruited capacity,

e) spilt electricity, f) reduction in spilt electricity.

Subfigure c) shows the change in the number of generators dispatched for electricity

production after the load-shifting process. Subfigure d) illustrates the recruited capacity

of these generators. A negative recruited capacity means that the capacity utilised before

the load-shifting is no longer needed at this hour. The program shifted the respective

loads from more expensive to less expensive generators. At the end of an optimisation

run, unused expensive generators are removed from the network.

Subfigures e) and f) visualise the spilt electricity. Figure e) shows that a significant

proportion of the spilt electricity comes from utility PV. Wind power, on the other hand,

has a much smaller amount of spilt electricity. Now it becomes clear that on the one

hand, the load-shifting program replaces wind power with PV; on the other hand, it

shifts the demand so as to utilise more PV to reduce the total cost of the system. Figure

f) shows how the load-shifting optimises the generation structure. Hence, the peaks of

spilt energy were reduced significantly. The results show that wind and solar complement

each other under Australian conditions. The peaks of PV occur during the day, while

the peaks of wind occur mostly at night. The use of CSP can further flatten the supply

by the use of heat storages. Therefore, we recommend a mixed application of these

technologies when combining with desalination.
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3.3.3 Estimation of additional costs and benefits4

In the following, we estimated the benefits and costs directly related to the load-shifting.

When load-shifting is applied, less power generation capacity is needed compared to

the situation where no load-shifting would be applied. Hence, we define the additional

benefit as saving in the total cost of electricity generation. We define the direct costs

related to the load-shifting by the necessary increase in the desalination capacity. Our

approach is a simple static analysis. Hence, we do not consider dynamic price changes

or indirect effects, such as social effects. We provide further details on the assumptions

and the calculation in the appendix section 3.5.5. With applied load-shifting, the LCOE

of power generation was 11.3-13.5 ct/kWh. Without load-shifting, LCOE was 20 ct/kWh.

With the LCOEs and the respective total electricity quantities, we calculated the total

costs of electricity generation for both the load-shifting scenarios and the basic scenario

without load-shifting. The difference between the total costs of electricity results in an

average gross economic benefit of $24.6bn per year. This cost saving is made possible

by not operating desalination plants continuously but providing their demand flexibly for

load-shifting purposes. In our study, we applied an oversize factor of 1.5; in other words,

the desalination and pipeline capacity were 50% higher than in a baseload scenario for

continuous operation throughout the year. To calculate the additional costs of the desali-

nation plants and the pipelines, we used specific capital costs from International Atomic

Energy Agency (IAEA) and Bluefield Research [29,79], respectively. Oversizing desalina-

tion plants results in an additional annuity of $1.27bn. The expansion of pipeline capacity

leads to an additional annuity of $809m. In conclusion, considering desalination demand

for load-shifting under the given assumptions promises high net economic benefits of

$22.5bn, which is 35% of the total cost of electricity in the no-shifting scenario.

3.3.4 Challenges and global prospects

Recently, we see a growing awareness of climate change worldwide. Movements, such

as the protests movement of ’Fridays for Future’, are pushing governments to take

more determined action. The electricity sector plays a key role for a climate-neutral

economy [177], but a high proportion of RE in the electricity sector requires a funda-

mentally different network operation [127]. The slow implementation of RE technologies

in Australia, although with very high meteorological potential, is a major obstacle to

4Explanations of the methodology and assumptions can be found in the appendix section 3.5.5.
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implementing these strategies. The slow adaptation, as well as the historically high

dependence on coal, currently lead to a carbon lock-in of the Australian economy [164].

When implementing seawater desalination on this scale, other environmental effects must

be considered. The impacts of brine discharge on the marine environment continue to be

the subject of controversial research discussions [41,114,142,182]. However, in a recent

large-scale ecological impact study, Clark et al. have demonstrated that the effects

of brine in seawater desalination are significantly smaller than previously thought [35].

Furthermore, Seawater desalination is still costly, but the cost of technology has decreased

significantly in recent decades. New research in the field of graphene for desalination

shows that the energy efficiency of seawater desalination could once again decrease by

a factor of more than ten [16]. Through international agreements such as the Paris

Agreement, countries worldwide will increasingly implement climate policy measures,

whereby RE will become competitive by pricing CO2.

In our study, we demonstrated the advantages of the combination of desalination plants,

pipelines and RE. The calculated 35 pipelines with an average diameter of 2.1 m are an

enormous challenge to build. Twenty-four locations can be supplied with just one pipeline

each, two locations require two pipelines each, and one location requires three pipelines.

An adaptation of the operational management, e.g. by pursuing a more continuous

operation, would provide opportunities to reduce the number of pipelines at individual

sites. We are aware of the magnitude of the idea of building seawater desalination plants

with a capacity of 5,500 GL per year for the MDB. Cutting edge practice and research

worldwide show that projects on this scale are a realistic option in the battle against

drought: The Israeli Government plans to save the drought-threatened Sea of Galilee

with seawater desalination [159]. To do this, they want to increase their desalination

capacity and pump water from the Mediterranean Sea to the Sea of Galilee. At the World

Water Conference 2019, the idea of a ‘climate correction project’ was presented [155].

The idea applies seawater desalination with RE to keep the rising sea level constant in

the context of climate change. At the same time, according to this idea, water should be

pumped into dry regions to increase vegetation and simultaneously to counteract climate

change.

3.4 Conclusion

Our study focuses on two global challenges: First, global areas of arid regions are growing

due to climate change. Second, the majority of the world community has agreed on
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ambitious CO2 reductions for the coming decades, which should limit global temperature

increases to 1.5 °C. This study proposes a combined solution of seawater desalination

with RE. For this, we modelled a desalination and pipeline system to provide water for

the MDB. RE contribute to making desalination plants sustainable. At the same time,

desalination serves as a variable load, which reduces the generation capacity of RE plants

and therefore, the cost of the system. With our approach, the generation capacity of

the electricity system can be reduced by more than 29%. We achieve net annual cost

savings of more than $22.5bn, which equates to 35% of the total cost of electricity in

the no-shifting scenario. Desalination is particularly suitable for load-shifting, because

storing water for a longer period is affordable and technically feasible.

Our study showed how available flexible loads in a 100% RE system can significantly

reduce the installed capacity. We demonstrated how sun and wind energy complement

each other when coupling with desalination. Instead of operating with only one energy

source, a mix of both is preferable. Furthermore, loads are advantageous, which can be

shifted both, within a day and between seasons. However, the policy needs to create reg-

ulatory frameworks that price the external costs of carbon emissions and water extraction

and distribute the benefits of load-shifting to the shiftable loads, i.e. desalination and

pipeline operators, creating incentives to provide the necessary variable loads. Given the

continuing aridity, the MDBA should limit the water extraction in the short term (in the

5,500 GL range) to increase environmental flows. In the medium term, water prices for

extracted water should be increased (e.g. through taxes) in order to ensure sustainable

water use. In the long term, the collected taxes can be used to expand RE, desalination

plants and pipelines.

Nonetheless, our study is limited to investigating the immediate interaction of RE and

desalination plants. Our study does not analyse environmental, economic and social

factors or compile a comprehensive cost-benefit analysis. We also do not compare with

alternative water supply options, such as wastewater reuse or reducing water consump-

tion. Even though these options are essential for the entire Australian water supply, we

show a solution that is able to provide large volumes of water in dry coastal regions. We

will investigate social, environmental and economic factors in detail in further research.
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3.5 Appendices

3.5.1 Modelling the clean grid: a 100% renewable energy system

Numerous studies have investigated the feasibility of a 100% RE system. RE systems

have lower capacity utilisation than conventional energy systems. Prior work (for example

AEMO and Elliston et al. [12, 47]) has shown that the importance of minimising the

installed capacity of renewable power generation plants in order to minimise the LCOE.

We used a GIS-based electricity dispatch model with a geographic resolution of 90 x

110 grid boxes by Lenzen et al. [101]. Within this model, we simulated a sequential

competitive bidding process that proceeds hourly over one year. We considered only RE

generators. Our electricity market model consisted of biomass, hydropower, wind, utility

PV, rooftop PV, CSP, geothermal, and ocean power (wave & tidal). We considered

the current reliability standard of 0.002% of demand according to the Australian Energy

Market Commission’s Reliability Panel [12].

Furthermore, we limited rooftop PV, geothermal, hydro and ocean to today’s capacity,

because of potential limitations, infancy or integration issues. Due to the conflicts of

use for biomass, we restricted the expansion of biomass to 15 times today’s capacity

[12, 38, 48]. We did not limit wind or solar; we exhausted their potential as much as

possible. We assumed a copper plate for electricity transmission [12, 47]. Moreover, we

modelled transmission losses and thus transmission costs, but we did not apply further

restrictions.

Table 3.2 shows the initial estimate and the data-based variable costs. The pre-run

estimate is necessary as these costs are directly dependent on the amount of electricity

produced. However, we can calculate the fixed cost per MWh only when we know

the utilisation (capacity factor) of the generator. The model determines the utilisation

endogenously. Hence, the fixed costs per MWh are only known post-run (‘pre-run fixed

cost problem’) [101].

3.5.2 The electricity demand of the pipeline and desalination locations

For each pipeline, we iteratively applied the Darcy-Weisbach equation for the friction loss

hf expressed as a hydraulic head loss by:

hf = λ ∗ l

d
∗ v2

2g , (3.18)
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Table 3.2: Initial estimated cost assumptions for various generation technologies.

Fuel Type Capital cost Fixed O&M cost Variable cost Fuel cost Total cost Capacity factor Liftime

[$/kW] [$/kW y] [$/MWh] [$/MWh] [$/MWh] [yr]

Biomass 5,350 109 7.0 1.5 38.8 0.85 45

Hydropower 5,114 48 6.7 0 26.2 0.85 55

Utility PV 1,342 33 0.0 0 45.5 0.20 30

Wind 2,693 35 10.5 0 52.5 0.40 25

CSP (15-h storage) 6,256 68 13.1 0 67.2 0.60 30

Rooftop PV 1,075 22 0.0 0 37.6 0.18 30

Ocean 2,738 166 15.0 0 46.4 0.95 30

Geothermal 5,457 175 15.0 0 63.3 0.95 25

Source: [12, 101,153,162]

where λ is the friction factor, l is the length of the pipeline, d is the hydraulic diameter,

v is the flow velocity, and g is the gravitational acceleration. The length of the pipeline

results from the direct distance from the storage to the sea and the altitude. The direct

distance was multiplied by a pipeline extension factor of 1.2, because the pipeline cannot

be built in a straight line. The extension factor follows that of the Victorian Desalination

Plant [23]. Since we wanted to operate the plants and the pipelines variably, we designed

them with an oversize factor of 1.5. This oversize factor corresponds to an average

utilisation rate of 66%.

The friction factor λ for eq. (3.18) was also determined iteratively. For this, we used the

formula according to Colebrook and White for the transition area to turbulent flows:

λ =
(︄

−2 ∗ log10

(︄
2.51
r
√

λ

)︄
+ k

3.71d

)︄−2

. (3.19)

Here, r is the Reynolds number, k is the absolute roughness, and d is the diameter of

the pipeline.

The head loss in the first iteration loop, which we determined by eq. (3.18), usually

shows an inefficient pipeline design. Either an excessively large (small pressure loss) or

an excessively small diameter (large pressure loss) is responsible for the inefficient design.

We recognised this through the derivation of eq. (3.18):

∂hf

∂d
= −λ ∗ l

d2 ∗ v2

2g
. (3.20)

We optimised the head loss by setting limits between -24 and -25 for the derived head

loss function. We obtained these limits from the Victorian Desalination Plant pipeline

at 66% partial load. For each pipeline, we adjusted the diameter until the derived head

loss was between -24 and -25.
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3.5.3 Optimised electricity supply system after load-shifting with 30- and

90-days period and the results without load-shifting

Table 3.3: Optimised electricity supply system after load-shifting with a 30-day period.

Fuel Type Capacity [GW] Capacity share Generation [TWh] Generation share Spillage [TWh] Capacity factor

Hydro Power 3.4 2.8% 23.0 7.1% 0 77.2%

Biofuels 2.9 2.4% 4.3 1.3% 0 16.8%

Wind 36.4 29.7% 117.7 36.5% 12.2 40.8%

Utility PV 52.4 42.8% 109.3 33.9% 47.3 34.2%

CSP 21 17.1% 54.9 17.0% 7.9 34.2%

Ocean 0.21 0.2% 1.5 0.5% 0 83.4%

Geothermal 0.1 0.1% 0.5 0.1% 0 54.9%

Rooftop PV 6.1 5.0% 11.7 3.6% 0 21.9%

Total 122.5 100% 322.9 100% 67.3 36.4%

Table 3.4: Optimised electricity supply system after load-shifting with a 90-day period.

Fuel Type Capacity [GW] Capacity share Generation [TWh] Generation share Spillage [TWh] Capacity factor

Hydro Power 3.4 3.0% 23.0 7.1% 0 77.2%

Biofuels 1.9 1.7% 4.4 1.4% 0 26.4%

Wind 43.1 37.6% 146.7 45.5% 12.6 42.2%

Utility PV 50.3 43.9% 108.7 33.7% 42.6 34.4%

CSP 10.3 9.0% 25.9 8.0% 8.6 38.3%

Ocean 0.21 0.2% 1.5 0.5% 0 83.5%

Geothermal 0.1 0.1% 0.7 0.2% 0 77.3%

Rooftop PV 5.2 4.5% 11.7 3.6% 0 25.8%

Total 114.5 100% 322.6 100% 63.7 38.6%

Table 3.5: Electricity supply system without load-shifting.

Fuel Type Capacity [GW] Capacity share Generation [TWh] Generation share Spillage [TWh] Capacity factor

Hydro Power 3.4 2.1% 10.6 3.3% 0 36%

Biofuels 15.6 9.6% 40.6 12.6% 0 30%

Wind 71.6 44.3% 124.7 38.8% 48.9 28%

Utility PV 27.9 17.3% 31.6 9.8% 20.2 21%

CSP 42.1 26.0% 110.7 34.5% 30.6 38%

Ocean 0.2 0.1% 0.4 0.1% 0 29%

Geothermal 0.1 0.0% 0.1 0.0% 0 9%

Rooftop PV 0.8 0.5% 2.6 0.8% 0 35%

Total 161.7 100% 321.3 100% 99.7 30%
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3.5.4 Load-shifting potential

Here, we compare our results from the 90-day load-shifting period with results from Ali

et al. and Keck et al. [21, 22, 86] who used the same load-shifting algorithm. In their

studies, Ali et al. have investigated load-shifting with the demand of air conditioners

and residential water heaters [21, 22]. Keck et al., on the other hand, have integrated

battery storage into the power grid to enable load-shifting [86].

Table 3.6 shows the potential for the reduction of the required capacity and LCOE, for

the increase of the capacity factor, and for the reduction of spilt electricity. Due to the

high demand for load-shifting and the very long shift-period, we were able to show the

reduction potential of the necessary capacity. We were able to reduce the capacity by

more than 47 GW, which corresponds to a reduction of 29%, illustrating the benefits of

load-shifting. This saving had an influence on the LCOE, which was significantly reduced

by 43.3% to 11.34 ct/kWh. The capacity factor was increased by 28.7%, a similar result

to that obtained by Keck et al. [86]. In their study, however, Keck et al. reduced the

spilt electricity by 76% [86]. We were not able to achieve this value, yet we reduced spilt

electricity by more than one third. Our results are far from the business-as-usual scenario

in Ali et al. [22] – which is typical of the other studies. However, we have to consider

that CO2 currently has no price, making this comparison only partially appropriate.

Table 3.6: Load-shifting potential in other case studies.

Desalination Air conditioners Water heaters Battery storage

this study [21] [22] [86]

Installed capacity -29.20% -14.50% -4.70% up to -22.0%

LCOE -43.30% -30.60% -15.60% up to -22.0%

Capacity factor 28.70% 18.50% 7.10% 28.00%

Spilt electricity -36.10% -9.10% -9.10% up to -76%

3.5.5 Estimation of costs and benefits

Calculation of the benefits of load-shifting

We calculated the benefits that result from the optimisation of the power grid. Load-

shifting reduces the installed capacity of the power plants. This capacity reduction results

in a reduction of the LCOE compared to the LCOE without load-shifting. A summary

of the input data is provided in table 3.7.



80
Chapter 3 Renewable-powered desalination as an optimisation pathway for renewable energy systems:

The case of Australia’s Murray–Darling Basin

Table 3.7: Inputdata for the cost-benefit estimation.

Input Description Value Comment

LCOE 1 Levelised cost of electricity (10-day shifting period) 13.5 ct/kWh

LCOE 2 Levelised cost of electricity (30-day shifting period) 12 ct/kWh

LCOE 3 Levelised cost of electricity (90-day shifting period) 11.34 ct/kWh

LCOE 0 Levelised cost of electricity (without load-shifting) 20 ct/kWh

q Interest rate 1.08 [79]

n Lifetime 20 y [79]

capexdesal Specific capital cost desalination plants 1,490 $/(m3 d) [79]

capexpipeline Specific capital cost pipeline 1,737 $/(diameter[m] * length[m])
extrapolated, according to

Bluefield Research [29]

We calculated the total generation cost of the electricity that results without load-shifting

by

tcenoshift = LCOE0 ∗ g0, (3.21)

with tce as the total cost of electricity, LCOE as the levelised cost of electricity and g i

as the amount of generated electricity. Similarly, when a load-shifting is performed, we

calculate the total cost of electricity as the average of all scenarios.

tceshift =
∑︁3

i=1 LCOEi ∗ gi

3 . (3.22)

The benefit of load-shifting ∆b is the difference between the total cost of both scenarios,

where,

∆b = tcenoshift − tceshift. (3.23)

Calculation of the costs of load-shifting

In order to enable a load-shifting, the capacity of the desalination plants and the pipelines

have to be increased compared to the no-shift scenario. The increased capacity results

in increased capital costs which is

∆c = capexdesal
(︂
capdesal,shift − capdesal,const

)︂
+ capexpipe

(︂
cappipe,shift − cappipe,const

)︂
.

(3.24)

The value ∆c is the additional cost of capital for desalination plants and pipelines due to

the load-shifting. The values for capital expenses (CAPEX) represent the specific capital

cost for the desalination plants and pipelines, respectively. The variable capshift is the

capacity that is required in the load-shifting scenario and capconst is the capacity that is

required for constant operation throughout the year (at 90% utilisation).
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The cost of capital was converted into an annuity by

∆ca = qn (q − 1)
qn − 1 ∗ ∆c. (3.25)

We got the annual difference of additional benefits and costs bc that result from the

load-shifting by

bc = ∆b − ∆ca. (3.26)
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Abstract

For many arid countries, desalination is considered as the final possible option to ensure water
availability. Although seawater desalination offers the utilisation of almost infinite water re-
sources, the technology is associated with high costs, high energy consumption and thus high
carbon emissions when using electricity from fossil sources. In our study, we compare different
electricity mixes for seawater desalination in terms of some economic, social and environmental
attributes. For this purpose, we developed a comprehensive multi-regional input-output model
that we apply in a hybrid life cycle assessment (LCA) spanning a period of 29 years. In our
case study, we model desalination plants destined to close the water gap in the Murray-Darling
Basin, Australia’s major agricultural area. We find that under a 100%-renewable electricity
system, desalination consumes 20% less water, emits 90% less greenhouse gases, and gener-
ates 14% more employment. However, the positive impacts go hand in hand with 17% higher
land use, and a 10% decrease in gross value added, excluding external effects.
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4.1 Introduction

Water scarcity affects an increasing proportion of the world’s population [62]. In Aus-

tralia, water shortages have intensified over the past two decades [165]. In the ‘granary

of Australia’, the Murray-Darling Basin (MDB), little precipitation and water over-use

has led to environmental issues like high salinity of rivers and fish death [133,169]. Over

the past few years, Australia faced heat records and intense bushfires [32]. The latter

put the country in a state of emergency for weeks in early 2020 [89].

If using natural resources, improving water management, and measures like wastewater

reuse are not sufficient to meet water demand, desalination offers great potential, es-

pecially for regions with access to the sea [27, 40]. However, the technology has some

severe drawbacks. The production cost of desalinated water is about twice or three

times higher than water from conventional sources [183]. Furthermore, effects on the

marine ecosystem, high energy consumption and the associated greenhouse gas (GHG)

emissions are the primary ecological challenges [35, 65, 91, 108, 141, 150, 152, 156, 181].

The use of renewable energy (RE) could make a major contribution to environmental

sustainability in particular [19,26,34,83]. However, studies that assess total sustainability

by measuring environmental, social and economic indicators are missing [64,68].

The motivation of this study is to quantify the three dimensions of sustainability of

desalination depending on the used electricity source. Therefore, we apply a hybrid

life cycle assessment (hLCA) approach [69, 111] to measure supply chain effects. We

applied an input-output (IO)-based hLCA for this study [84]. The IO analysis goes

back to the research work of Wassily Leontief, who received the Nobel Prize for this in

1973 [105]. We applied the Australian Industrial Ecology Virtual Laboratory (IELab) to

compile tailor-made multi-regional input-output (MRIO) tables [98].

In this study, we simulated fictive desalination plants at 29 sites around the MDB in

southeast Australia. The desalination plants were designed to provide the missing water

supply in the MDB of 5,500 GL in total. The plants were not designed for continuous

operation, but take into account an oversize factor of 1.5, allowing load-shifting of the

electricity demand. Like all large plants in Australia, the plants are designed as reverse

osmosis (RO) systems. For the power supply, we considered five scenarios, with 0, 25,

50, 75 and 100% RE. In the 0% RE scenario, the electricity sector corresponds to the

generation mix of the corresponding year in Australia, as shown in the IO data. The

electricity mix, as well as the locations of the generators in the 100% RE scenario,

were the results of a geographic information system (GIS)-based dispatch optimisation
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model of a previous study [71]. The transitional scenarios apply pro-rata combinations

of both electricity mixes. The capacities of the technologies wind, biomass, hydro and

photovoltaic (PV) are shown in the table in the appendix section 4.5.1.

To the best of our knowledge, this study is the first comprehensive MRIO triple bot-

tom line (TBL) study comparing desalination plants in RE and fossil-fuelled electricity

scenarios. Thus, we contribute to the research gap in the area of holistic studies on

socio-economic and environmental impacts of desalination. The study is structured as

follows: In the next section, we describe the methodology and the data used. After

that, we present our results and end with a conclusion. Further technical details on the

methods used can be found in the appendix.

4.2 Methods and data

Two methods are applicable for carrying out LCAs: the bottom-up approach (a process-

based LCA) and the top-down approach (based on input-output tables (IOTs)) [49]. The

bottom-up approach employs physical process data, allowing very accurate modelling

of immediate upstream stages of the value chain. Since the processes are explicitly

modelled, the value chain is only reflected to a limited extent due to data availability,

and subordinate levels are not considered. Therefore, a truncation error occurs. The top-

down approach, on the other hand, uses statistical data on economic sectors, which allows

infinite value chains to be modelled. A truncation error, therefore, does not occur, but an

aggregation error arises from the aggregation of different processes in industrial sectors.

The combination of top-down and bottom-up data in a hybrid approach minimises both

errors, which is the advantage of this method [131].

Hybrid LCAs are used for carbon footprint studies of products, companies or sectors

by extending IOTs with physical environmental satellites [73, 107, 126, 139]. Numerous

sustainability studies expand the focus on further economic and social indicators, the

so-called TBL [46, 50, 69, 111, 128]. The present framework builds on previous research

from Heihsel et al. [73].

We extended an existing IO model as follows: In addition to the GHG satellite, we

implemented additional indicators, namely water use, land use, employment, and gross

value added (GVA). Furthermore, we extended the regional resolution up to 46 regions.

The highly detailed regional resolution enables to aggregate the results according to

different regional classifications (Australian States and Territories, water catchment and

rainfall areas). We increased the time series to the years 1990-2018. Since the existing
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IO data do not contain RE sectors, we augmented the tables with additional process

data. By using hybridised process-data from Yu and Wiedmann [180], we modelled RE

sectors for wind, solar, hydro and biomass technologies. Hereby, we analysed the TBL

impacts of the construction and operation period of desalination plants. In this study, we

followed the IO-based hLCA approach by Malik et al. and Suh and Huppes [110, 157].

A projection of the IO data and the process data into the future would be possible in

principle but would be subject to considerable uncertainty when analysing investments

spanning decades.

4.2.1 Input-output and renewable electricity data

To complement the IO data with RE specific data, we used process data from AusLCI

and Ecoinvent [25,42], which Yu and Wiedmann have hybridised [180]. Yu uses an inte-

grated hLCA framework that includes monetary and physical data. Yu’s hLCA framework

contains 4,463 processes (physical data) and 1,284 monetary IO sectors, both in matrix

form. For our study, we extracted data from the process-coefficient matrix (the primary

life cycle inventory (LCI) of the processes). Moreover, we utilised the cut-off matrix,

which supplements the pure process-based data with IO data. Both matrices describe

the production recipe of the technology. While the process-coefficient matrix shows up-

stream physical pre-processes as inputs to produce a functional unit of the process, the

cut-off matrix primarily contains upstream services. Each process is represented by an

individual column in the matrices. Section 4.5.2 in the appendix shows the structure of

the integrated hLCA framework by Yu. The processes extracted for this study are shown

in section 4.5.3. In our hLCA framework, we augmented four RE technologies, namely

wind, biomass, hydro and PV.

Furthermore, adding new sectors to the IO-framework requires physical data for the

satellite accounts. Therefore, we collected data for the environmental indicators GHG,

water use and land use as well as for the social indicator employment. The electricity

generation processes in Yu’s LCI have a functional unit of 1 MJ. Hence, we normalised

the satellite intensities accordingly. Table 4.1 summarises the direct intensities of the

considered RE technologies. The RE vectors represent the intermediate consumption of

the electricity generated and thus take into account both operation and maintenance

as well as construction, the latter weighted according to expected lifetime. The con-

struction of RE plants is thus reflected in the indirect effects on an annual basis. The

direct intensities of RE thus only refer to direct electricity generation. In the appendix

section 4.5.1, we show the LCI data preparation process before augmenting the IOTs.
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Table 4.1: Direct intensities of renewable electricity generation.

Wind Biomass Hydro Photovoltaic

Water use [L/MJ] 0 1.41 7.22 1.05E-03

Land use [sqm/MJ] 3.28E-04 1.75E-05 2.16E-03 1.08E-04

Greenhouse gases [g CO2e/MJ] 0 2.1 1.6 0

Employment [FTE/MJ] 4.53E-08 3.15E-07 2.92E-08 3.85E-07

4.2.2 Input-output data

We used the Australian IELab to compile tailor-made IO-tables for our study [98]. The

IELab offers a unique disaggregation level of 1,284 IOPC sectors and 2,214 SA2 regions.

For our study, we created a framework of 64 IO-sectors, including the four augmented RE

sectors. Our framework consists of 46 Australian regions. The framework contains both

industries and commodities, which means that the intermediate demand framework has a

size of 2 x 64 x 46 = 5,888 rows and columns. The IELab uses statistical data from [3–7]

for the IO data and [2, 8, 9, 15] for the social and environmental data, respectively. We

created time series IOTs for the years 1990-2018.

4.2.3 Sector augmentation and re-balancing

Australian IOTs do not include separate RE sectors. Therefore, we post-augmented the

IOTs with process data. Columns in IOTs show the input of the production of a particular

industry; in other words, it is the recipe of the manufactured commodities. The rows

describe the intermediate sales structure of commodities to other industries. While we

supplemented columns with the LCI data, we adopted the rows (i.e. sales structure) from

the structure of the existing electricity sectors. The location of the generators resulted

from Heihsel et al. [71].

We compiled separate IOTs for each of the five scenarios with 0, 25, 50, 75 and 100%

RE generation. The RE sectors were scaled accordingly. The conventional electricity

sectors were scaled according to the complementary value. A schematic diagram of the

augmented IOT framework can be found in the appendix section 4.5.4.

Due to the augmentation of the IOTs, they were no longer balanced, which means that

input and output were no longer equal. We used a RAS-type biproportional numerical

algorithm to post-balance the IOTs [90,110].
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4.2.4 Desalination process-data

Heihsel et al. analysed Australia’s largest 20 desalination plants, which correspond to

95% of the Australian seawater desalination capacity [73]. For their study, they used

process-data from the desaldata database [66]. We used these data as a weighted-

average proxy for the 29 desalination plants. We applied results from Heihsel et al. [71]

to specify the capacity and the locations of the plants. We assumed the construction

period between 1990–1992. We allocated 25% of the capital expenses (CAPEX) each to

the first and the last year. Thus 50% of the capital costs were taken into account for the

second year. The operation and maintenance period runs continuously from 1993. Since

the desalination plants were used for load shifting scenario in this study, we considered

an oversize factor of 1.5.

4.2.5 Calculation of the triple bottom line impacts

The TBL framework describes an accounting concept in which all three fields of sustain-

ability are examined. The term was first introduced by Elkington [46]. In our analysis,

we assessed water use, land use and GHG emissions as environmental indicators. The

social indicator is employment and the economic indicator GVA. To measure the supply

chain impacts of the choice of electricity source on the sustainability of seawater desali-

nation, we used the standard IO methodology, which goes back to Leontief [105]. In the

following section, we present the basic principles of the methodology.

Let Q be the matrix of the physical satellite accounts containing the social and en-

vironmental indicators. The same calculations were applied accordingly to GVA as an

economic indicator. Each row within the matrix represents another indicator. For each

indicator row i, we got the vector of the intensities by dividing by outputs with

qi = Qix̂
−1, (4.1)

where x̂ represents the diagonal matrix of the output.

The standard Leontief equation estimates the output x of the sectors depending on the

final demand y by

x = (I − A)−1 y, (4.2)

where I is the identity matrix and A represents the technical coefficient matrix. The

matrix of technical coefficients representing the production recipe of the sectors is defined
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by A = Tx̂−1. The Leontief inverse L = (I − A)−1 contains the supply chain multipliers.

We obtained the supply chain impacts Qd
i (k x l) from eq. (4.1) and eq. (4.2) by

Qd
i = q̂i (I − A)−1 ŷ. (4.3)

Each value in row k and column l in Qd
i shows the contribution of industry k or the

product l to the total magnitude of indicator i.

The GVA impacts were determined accordingly to eq. (4.3), using the GVA intensities v

instead of q. The results can be aggregated into two different representations. The for-

mula 1Q′
Qd

i shows the impacts caused by the production of commodities. Summing the

rows by Qd
i 1

Q aggregates the impacts by emitting industries. The operator ‘ transposes

the summation vector 1Q. Electricity is distributed to the conventional electricity sector

and to the RE sectors by the electricity penetration ratio λ = 0, 25, 50, 75 100%. We

allocated the total electricity demand e with ec = (1 − λ) e to the conventional electric-

ity sector and with et = λe gt∑︁4
t=1 gt

to the RE sector in the demand vector y. Here, g is

the generation of the RE technology t.

4.2.6 Uncertainties

Prior LCAs similar to ours (e.g. Malik et al. [112]) have shown that measurement

uncertainty contained in information on the satellite account Q and the supply-use data

T represent the main origins for uncertainties in aggregate results, such as the TBL

scores calculated in this work [113]. Because of nonlinearities in Leontief’s eq. (4.2),

the latter are usually determined using Monte-Carlo simulation [33, 81, 104]. Because

of particular features in the propagation of errors in the Leontief system [74], high

errors of individual matrix elements cancel each other out because of their stochastic

nature [95,134], and the uncertainties of aggregate results are usually much smaller than

matrix errors. Whilst the latter occupy a wide range between typically a few and a few

hundred percent [33, 81, 104], the former hover between about 5% and 20% (see e.g.

Lenzen et al. [100, 103]). Given the high similarity of data sources and mathematical

procedures, these uncertainty magnitudes also apply to this study.
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4.3 Results and discussion

4.3.1 Holistic triple bottom line impacts

In our study, we investigated the TBL impacts of seawater desalination depending on the

electrical energy supply on the environmental indicators water use, land use and GHG.

We used GVA as an economic indicator and employment as a social indicator.

Table 4.2 shows the overall results of the TBL footprints from 1990 to 2018, for the

scenarios with only conventional electricity and 100% RE. The first three years represent

the construction period of all plants, the years from 1993 onwards represent the operating

and maintenance period over 26 years, which is in the average range of the concession

periods of large Australian plants [66]. The spider plots in fig. 4.1 and fig. 4.2 show the

relative performance of the different scenarios in relation to the 0% RE scenario. The

values of the charts are calculated by summing the indicator values of each scenario and

relating them to the sum of the indicator values of the 0% RE scenario. The values of the

0% RE scenario are thus always 1, i.e. they set the benchmark. In order to show better

performance consistently greater than 1, the reciprocal value is formed for indicators for

which less is better (for example, GHG, land use, water use). Hence, the normalised

index nk,s for key figure k and scenario s (where scenario 0 is the base scenario with

0% RE) in the spider plots result from nk,s =
∑︁29

y=1 ik,s,y∑︁29
y=1 ik,0,y

for the key figure employment

and GVA (where more is better) and from nk,s =
∑︁29

y=1 ik,0,y∑︁29
y=1 ik,s,y

for water use, land use

and GHG emissions (where less is better) with y as year of investigation and i as the

indicator values. Hence, the spider plots indicate better performances compared to the

base scenario outside and weaker performances inside the blue base scenario circle.

We see that RE have a positive impact on water consumption during the entire life

cycle. In both scenarios, the construction phase accounts for around half of the total

water consumption. The use of 100% RE would reduce water consumption by 31% in

the operating phase and by 7% in the construction phase of desalination plants. Thermal

power plants require vast quantities of water due to their technical concept. In particular,

the cooling required for the thermodynamic process is highly water-intensive. In coal-fired

power plants, the amount of water required to generate electricity can, therefore, account

for up to ten times the weight of the coal required [59]. Further water is required for the

post-treatment of ash and waste disposal. Indirectly, coal mining and recultivation of the

landscape are water-intensive. In contrast, the direct water consumption of PV and wind

is negligible. Although the water consumption of hydro and geothermal electricity by
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Table 4.2: Overall results of the TBL footprints of desalination with 0% RE and 100% RE.

Water use Land use Greenhouse gas emission Employment Gross value added

RE-ratio 0% 100% 0% 100% 0% 100% 0% 100% 0% 100%

Year [GL] [GL] [kha] [kha] [Mt CO2e] [Mt CO2e] [10ˆ3 FTE] [10ˆ3 FTE] [AU$bn] [AU$bn]

Construction 1990 443 414 5,747 5,643 50 15 273 272 13 13

1991 912 852 11,668 11,470 105 31 533 531 26 26

1992 439 411 5,613 5,511 51 15 255 253 13 13

Total 1,794 1,677 23,029 22,623 206 60 1,061 1,056 52 52

Contribution 43% 51% 77% 65% 23% 70% 72% 63% 42% 47%

Operation and maintenance 1993 114 73 582 842 32 1 24 29 2.1 1.7

1994 109 70 534 785 31 1.4 23 29 2.1 1.6

1995 105 69 493 752 30 1.3 22 29 2 1.6

1996 103 68 461 723 30 1.3 20 28 2.1 1.7

1997 101 66 434 663 30 1.2 20 28 2.1 1.7

1998 97 65 370 625 29 1.2 18 26 2 1.7

1999 88 64 327 592 27 1.1 16 25 1.9 1.6

2000 89 63 299 552 27 1.1 16 25 2 1.6

2001 85 63 273 563 26 1.1 15 25 1.9 1.7

2002 94 66 276 620 29 1.1 15 25 2 1.7

2003 87 62 272 576 27 1 12 22 2.1 1.8

2004 85 56 156 378 29 1 12 22 2.1 1.8

2005 64 57 174 377 19 1.1 14 24 2.2 2.1

2006 63 58 171 339 20 1.1 14 23 2.3 2.2

2007 59 43 190 237 18 0.9 13 20 2.4 2.2

2008 60 42 187 234 19 0.9 12 20 2.6 2.4

2009 62 44 191 237 20 0.9 13 20 2.8 2.6

2010 56 41 199 246 20 0.8 15 21 3 2.6

2011 67 54 94 241 24 0.9 11 18 3.2 2.7

2012 103 61 94 273 27 0.8 12 20 3.3 2.8

2013 115 70 129 269 31 0.7 15 22 4 3

2014 113 66 136 280 29 0.7 16 22 4.1 3.1

2015 96 65 133 287 28 0.7 13 22 4 3.1

2016 90 70 190 473 25 0.7 14 21 3.6 2.9

2017 108 73 219 499 31 0.7 16 23 3.8 3

2018 121 71 239 494 35 0.8 18 23 4.2 3.2

Total 2,335 1,604 6,821 12,156 692 26 409 613 70 58

Contribution 57% 49% 23% 35% 77% 30% 28% 37% 58% 53%

evaporation and cooling is also substantial, PV and wind dominate the 100% RE system

in this case study, which is why water consumption would be significantly reduced.

For the construction, operation and maintenance of the 29 seawater desalination plants,

approx. 3,300 GL of water would be needed over the entire period of 29 years when

using RE. In contrast, the plants would produce 5,500 GL of water per year, i.e. over

the estimated life cycle of 29 years, water consumption would amount to 2.3% of the

total amount of water produced. With conventional energies, the water consumption

share is 2.9%. Over the total period, 21% of water use could be saved by using RE.

Within the construction phase, the land use of desalination would average around 7.5

Mha per year. Moreover, the construction phase is the driver in land use with 77%

contribution when using conventional electricity. The use of RE during the construction
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Figure 4.1: Construction period TBL performances of desalination utilising different electricity mixes.

phase, which would reduce land consumption by 2%, has only a marginal impact. If RE

is used in the operational phase, land use would increase significantly by 78%.

RE would have the most significant positive impact on carbon emissions from desalina-

tion plants, both during construction and operation. In detail, 206 Mt CO2e would be

generated by the construction using the Australian electricity mix. Only 60 Mt CO2e

would be emitted if Australia had a 100% RE grid. The savings correspond to a reduction

of 71%. An even more significant reduction in emissions could be achieved in the oper-

ating phase. While 692 Mt CO2e is emitted in the 0% RE scenario, we see a reduction

to 26 Mt with 100% RE. Consequently, carbon emission could be reduced by 96% in the

operational period. In the base scenario, the operating phase contributes 77% to carbon

emissions. In the RE scenario, the construction phase is the main contributor, with 70%

of the total emissions. The results thus show that further measures are needed in other

sectors to further reduce emissions during the construction phase.

Regardless of the power source, the average employment during the construction period

would be over 350,000 full-time equivalent (FTE) per year. The construction period

therefore contributes significantly to total employment, accounting for around 72% of

total jobs. While employment in the 100% RE scenario would decrease slightly during the

construction phase, employment during the operation phase would increase significantly
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Figure 4.2: Operation and maintenance period TBL performances of desalination utilising different

electricity mixes.

to 50%. Hence, jobs would increase by 50% from an average of around 16,000 FTE to

around 24,000 FTE per year when using 100% RE.

The construction and operating periods have a similarly high contribution to GVA. In

both scenarios, the construction of the 29 plants generates GVA of around AU$52bn

(current prices). If 100% RE were used, GVA would be significantly reduced by 17.5%

during the operation and maintenance period. Only AU$58bn instead of AU$70bn would

be generated. Overall, this leads to a reduction of around 10% of GVA over the entire

life cycle of 29 years. This decline can be explained by the fact that Australia is mining

a large proportion of its conventional fuels domestically. However, this calculation does

not take the external costs of using conventional energy into account.

4.3.2 Sectoral implications

In the following section, we identified the sectors that have a significant impact on the

indicators. Figure 4.3 shows the percentage contribution of the different sectors to the

overall impact. The upper diagram shows the contribution of each industry where the

impacts occur. The lower diagram shows the commodities that trigger the impacts

through their demand. The bars compare the 0% RE with the 100% RE scenario.

The electricity industry is mainly responsible for water consumption in both scenarios.
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Furthermore, the decrease in water consumption in the 100% RE scenario is mainly

caused by the electricity industry and to a lesser extent by the mining industry. In

contrast, the water consumption of the agricultural industry increases with the increasing

share of RE in the electricity grid, mainly due to the use of biomass. Moreover, electricity

is the most relevant commodity determining water consumption. The decrease in water

consumption with 100% RE use is also driven by this commodity.

Figure 4.3: Percentage impact contributions of industries and commodities, comparing the 0% RE

and 100% RE scenario.

Land use in both scenarios is dominated by the agricultural industry. The same industry

causes additional land use when increasing RE share. While the contribution of the

commodity electricity to land use is still relatively small when fossil-based electricity is

used, it would more than double if RE were used. The main contributing commodities

for land use are civil engineering services and installations, the construction of intakes

and outfalls and the manufacturing of equipment and materials.

The electricity industry is the driving force for GHG emissions when desalination is op-

erated and built by utilising conventional electricity. This picture changes with a higher

share of RE so that the manufacturing industry plays the most considerable role. If we
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examine the commodities, a similar picture emerges. Electricity as a commodity, but

also the construction of intake and outlet play a significant role in GHG emissions. Both

commodities reduce their contribution in increasing the share of RE.

The manufacturing industry substantially contributes to employment. A transition to

100% RE would not change the contribution. However, the electricity sector becomes

more critical in the 100% RE scenario, making it the second most job-relevant industry.

When looking to commodities, the production of equipment and materials is primarily

responsible for job creation. The contribution of the electricity commodity would also

increase significantly due to a higher RE-share.

The electricity industry is the largest contributor to GVA, but the contribution decreases

as RE increases. With an increasing share of RE, the mining industry would also reduce

its contribution to GVA. On the other hand, the construction industry would increase its

GVA contribution by increasing the share of RE. In all scenarios, the second most impor-

tant industry sector in terms of GVA is the manufacturing industry. In both scenarios,

the commodity electricity is the main driver of GVA, although the share is reduced by

increasing the RE share.

4.3.3 Regional implications

Figure 4.4 shows the percentage change in the indicator totals for each of the 46 regions

over the entire life cycle when switching from conventional electricity to 100% RE. Red

indicates a reduction, green an increase of the indicator. The relative change for each

region is given by pk,r =
∑︁29

y=1 ik, RE100, r, y∑︁29
y=1 ik, RE0, r, y

, where i is the total amount of the indicator

of the key figure k, RE100 is the 100% RE scenario and RE0 is the 0% RE scenario.

Furthermore, r indicates the region and y the year. It should be noted that especially

regions that previously achieved relatively low values and have now experienced a high

relative increase may still show low values in absolute terms. The diagram only shows

the relative changes to the values in the 0% RE scenario. The key messages of the chart

are the relative change in the indicator values in individual regions and, in particular, the

shift in the indicator values, but not the absolute level of these values. The maps on the

bottom show the classification of the 46 regions, aggregated to Australian States and

Territories, water catchments (with the MDB) and rainfall areas. The map of the states

and territories also shows the locations of the desalination plants.

Throughout the Eastern Region, water consumption would increase, particularly in MDB

areas, through greater integration of RE. As the desalination plants in our case study were
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Figure 4.4: Relative changes of the TBL indicators in the analysed 46 regions.
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built to address water scarcity in this area, this is an unsatisfactory result. However, we

have seen in section 4.3.1 that water consumption is only about 2% of total production,

so the additional consumption is relatively small. By contrast, water consumption is

reduced in the direct coastal areas of the east coast, where most of the economic activity

and population is located. Although these regions face higher rainfall than other areas

off the coast, these regions are subject to long-term water stress due to high population

density and economic activity. Victoria (Vic), in particular, would have to cope with a

significant increase in water consumption at 100% RE.

The densely populated areas on the east coast would not face any significant change in

land use when shifting to RE. In order to provide water in the MDB, demand is generated

at the desalination plant sites shown in the states and territories diagram. Compared

to centralised power plants, which are mostly located near the coast, the demand for

the construction and operation of decentralised RE plants also generates a decentralised

demand. Decentralisation is also reflected in land use, which is why areas in eastern

Australia and in the MDB in particular are increasingly used in the 100% RE scenario.

In central Australia, on the other hand, land use would tend to decrease, while on the

west coast, land use would increase significantly.

On the east coast, where economic activities take place, we see an obvious reduction in

carbon emissions at 100% RE. The entire east coast with its high population density

and economic activity would significantly reduce carbon emissions from desalination by

switching to RE. In areas where decentralised RE increase economic activity, emissions

would increase, e.g. inland in eastern Australia or on the west coast.

If desalination is built and operated on the basis of RE instead of conventional electricity,

fewer jobs would be created in a few regions in the north and south, including Tasmania

(Tas). On the other hand, employment would increase in the inland areas. All areas

in central and western Australia would see an increase in employment, as RE is much

more decentralised than conventional power stations. Diversification of employment

is beneficial for a country like Australia, where population and economic activity are

concentrated in a few areas, while there are large unused areas in the hinterland.

Like employment, GVA would be regionally diversified due to the increasing use of RE.

However, GVA would decrease in the economic areas of the east coast, especially in the

north, but also in Tas. In the Northern Territory (NT), GVA would increase significantly.

From an economic point of view, such a development would be beneficial as economic

activity diversifies into areas with lower population density and less economic activity.
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4.4 Conclusion

In our IO-based hLCA assessment, we showed the comprehensive TBL sustainability

impacts of seawater desalination, depending on the utilised electricity source. Using

social, economic ecological indicators, we explained in detail which sectors and regions

contribute positively or negatively to the sustainability of desalination through a 100%

RE grid.

With higher RE penetration, we measured rising employment but also falling GVA. Even

if there is a trade-off between employment and GVA, the assessment shows that a higher

RE share would contribute to regional diversification of economic activity. In fact, the

spatial diversification of GVA is itself a value, as the local concentration of GVA increases

the cost of land use. Therefore, decentralised GVA prevents price increases caused by land

scarcity. While desalination with conventional electricity generates higher GVA through

domestic fuel mining, this economic benefit is not sustainable in the light of the Paris

Agreement.

Furthermore, the environmental performance of desalination with RE is highly beneficial.

The application of a 100% RE system reduces the carbon emissions of desalination

during construction by 71% and during operation by 96%. The benefit becomes even

more evident when we monetise the reduced external costs. Let’s assume an external

cost of 100 AU$/t CO2 and 25 Mt as an average amount of carbon emissions reduced by RE

during an operating year. Then the reduction in external costs through avoided emissions

would result in savings of AU$3.75bn per year. In contrast, the total loss of GVA over

the same period is some hundred million dollars. However, our analysis shows that about

30% of the carbon emissions during the construction period of the desalination plants

cannot be reduced by 100% RE. Hence, further measures are still needed.

The results clearly show that RE and desalination benefit from synergy effects. Due to

the high energy consumption, this applies in particular to desalination, but similar effects

can also be expected for other water supply technologies due to the technical similarities.

Due to the consequences of climate change, it is to be predicted that Australia’s water

problems will increase in the future. Policymakers should, therefore, aim for a common

strategy for Australia’s water and energy supply. The scope of consideration should be

as broad as possible and should also include, for example, other related problems such

as the discharge of brine with increased desalination use.

Our holistic assessment approach has several strengths for the analysis of infrastructure

projects. Since we examined all three areas of sustainability using an hLCA framework,
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the results are directly comparable. We used the same system boundaries, the same as-

sumptions and framework conditions, and the same economic linkages. Trade-offs, such

as GVA and GHG emissions, can be compared directly. The methodology is particularly

useful for practitioners to estimate the impact of infrastructure projects in the early plan-

ning phase. The political value of the findings is substantial. Our MRIO approach allows

detailed regional and sectoral conclusions. The highly disaggregated analysis enables

long-term economic policies, e.g. due to changes in regional water use, employment or

economic activities.

The sustainability of seawater desalination plants depends in particular on regional fac-

tors such as local energy supply or industrial interconnections. In order to make these

influences apparent, regional economic data are indispensable. The hLCA approach with

the use of the IELab offers an efficient and effective possibility to break down statistical

data to create tailor-made IOTs. The achievable granularity depends in particular on

local data availability, whose quality is increasing worldwide. In recent years, IELabs for

Australia, China, Indonesia, Taiwan, Japan, and the USA have been created that can be

used for these assessments [53].

Further research is needed on the effects of large quantities of brine intake on marine

biology. Furthermore, the development of new membranes promises remarkable increases

in desalination efficiency. The associated effects on sustainability also require further

research.
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4.5 Appendices

4.5.1 Renewable electricity data preparation

Process coefficient matrices represent inputs as negative and outputs as positive values.

In the first step, we removed outputs and converted inputs into positive values. The

matrix Pt is the physical LCI of technology t extracted from the process coefficient

matrix. For each technology we extracted process data for different plants to cover

various capacities and regional differences. In a first step, we calculated mean values

from the extracted data:

pt = Pt1
P

n
, (4.4)

where pt (m x 1) is the average process coefficient vector of technology t, Pt is the

(m x n) process coefficient matrix of all processes for technology t. 1P is an (m x 1)

summation vector, n is the number of extracted plants for technology t. In order to

monetise the data, the vector pt was multiplied by the price vector ω (m x 1), which

has a base-year of 2009 by

p$
t = pt#ω, (4.5)

where # indicates elementwise multiplication. Moreover, we aggregated the vector to

the framework size of the tailored IOT with i = 64 sectors by

pf
t = Cp$

t , (4.6)

where C represents an (i x m) aggregation concordance and pf
t is the size-adjusted

process coefficient vector. In order to obtain the upstream cut-off vectors ut from the

cut-off matrix Ut, we followed the procedures from eq. (4.4) and eq. (4.6) accordingly.

The Step in eq. (4.5) was unnecessary as the cut-off matrix data were already monetised.

The specific intermediate demand vectors df
t for 1 MJ electricity output resulted from

aggregating the cut-off and the process coefficient vectors by

df
t = pf

t + uf
t. (4.7)

In the next step, we scaled the data relating to the functional unit of 1 MJ to the total

electricity produced. The electricity produced by the RE technology t was determined

by Heihsel et al. [71]. We used the results of the 90-day load-shifting scenario. Since

we only considered the four most significant technologies for our scenario, we distributed

the remaining electricity quantities pro rata among these technologies. We assigned the
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centralised solar power generation quantities to the PV sector. The quantities allocated

to each technology, with a total of 322.6 TWh, are shown in table 4.3. The specific

intermediate demand was then scaled on the basis of the electricity generated per year

by

dt = df
tgt, (4.8)

where dt is the total intermediate demand and g t is the generated electricity of technology

t. The satellite intensities qf
t were scaled accordingly by

qt = qf
tgt, (4.9)

where qt represents the total value of the environmental or social indicator of technology

t. We calculated the economic output ot using the intermediate demand ratio (r = 0.62)

of the electricity sector from the IOT from 2009. Following this, the output was scaled

by

ot = 1ddt

r
, (4.10)

where 1d is an (i x 1) summation vector. Accordingly, we estimated GVA by

vt = ot (1 − r) , (4.11)

where vt is the GVA of technology t.

Table 4.3: Yearly generation of the RE technologies.

Wind Biomass Hydro Photovoltaic Total

Generation [TWh/y] 153.9 4.6 24.1 139.9 322.6

4.5.2 Structure of the integrated hLCA framework

Figure 4.5 shows the integrated hLCA framework by Yu and Wiedmann [180]. In the

figure, T is the process coefficient matrix, A is the intermediate demand matrix of the

IOT, I is the identity matrix, Cu is the upstream cut-off matrix, and Cd is the downstream

cut-off matrix. R and R̃ are the GHG extensions.



4.5 Appendices 101

Figure 4.5: Integrated hybrid life cycle assessment framework.

Source: [180].

4.5.3 Extracted renewable electricity processes

Table 4.4: Extracted renewable electricity processes used in the TBL study.

ID Name

Wind 1231 Electricity, at wind power plant 2MW, offshore/OCE U/AusSD U

1232 Electricity, at wind power plant 600kW/CH U/AusSD U

1233 Electricity, at wind power plant 800kW/CH U/AusSD U

1234 Electricity, at wind power plant 800kW/RER U/AusSD U

1235 Electricity, at wind power plant Grenchenberg 150kW/CH U/AusSD U

1236 Electricity, at wind power plant Simplon 30kW/CH U/AusSD U

Biomass 1239 Electricity, bagasse, sugarcane, at fermentation plant/BR U/AusSD U

1240 Electricity, bagasse, sugarcane, at sugar refinery/BR U/AusSD U

1241 Electricity, bagasse, sweet sorghum, at distillery/CN U/AusSD U

1242
Electricity, biogas, allocation exergy, at micro gas turbine 100kWe/

CH U/AusSD U

1243
Electricity, biogas, allocation exergy, at PEM fuel cell 2kWe, future/

CH U/AusSD U

1244
Electricity, biogas, allocation exergy, at SOFC-GT fuel cell 180kWe,

future/CH U/AusSD U
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Table 4.4 continued from previous page

ID Name

1245
Electricity, biogas, allocation exergy, at SOFC fuel cell 125kWe,

future/CH U/AusSD U

1246 Electricity, biomass, at power plant/US U

1541
Electricity, pellets, allocation exergy, at stirling cogen unit 3kWe,

future/CH U/AusSD U

1589 Electricity, wood, at distillery/CH U/AusSD U

Hydro 1331 Electricity, hydropower, at power plant/AT U/AusSD U

1332 Electricity, hydropower, at power plant/BA U/AusSD U

1333 Electricity, hydropower, at power plant/BE U/AusSD U

1334 Electricity, hydropower, at power plant/CH U/AusSD U

1335 Electricity, hydropower, at power plant/CS U/AusSD U

1336 Electricity, hydropower, at power plant/DE U/AusSD U

1337 Electricity, hydropower, at power plant/DK U/AusSD U

1338 Electricity, hydropower, at power plant/ES U/AusSD U

1339 Electricity, hydropower, at power plant/FI U/AusSD U

1340 Electricity, hydropower, at power plant/FR U/AusSD U

1341 Electricity, hydropower, at power plant/GB U/AusSD U

1342 Electricity, hydropower, at power plant/GR U/AusSD U

1343 Electricity, hydropower, at power plant/HR U/AusSD U

1344 Electricity, hydropower, at power plant/HU U/AusSD U

1345 Electricity, hydropower, at power plant/IE U/AusSD U

1346 Electricity, hydropower, at power plant/IT U/AusSD U

1347 Electricity, hydropower, at power plant/JP U/AusSD U

1348 Electricity, hydropower, at power plant/LU U/AusSD U

1349 Electricity, hydropower, at power plant/MK U/AusSD U

1350 Electricity, hydropower, at power plant/NL U/AusSD U

1351 Electricity, hydropower, at power plant/NO U/AusSD U

1352 Electricity, hydropower, at power plant/PL U/AusSD U

1353 Electricity, hydropower, at power plant/PT U/AusSD U

1354 Electricity, hydropower, at power plant/SE U/AusSD U

1355 Electricity, hydropower, at power plant/SI U/AusSD U

1356 Electricity, hydropower, at power plant/SK U/AusSD U

1390 Electricity, hydropower, at run-of-river power plant/CH U/AusSD U

1391 Electricity, hydropower, at run-of-river power plant/RER U/AusSD U
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Table 4.4 continued from previous page

ID Name

Photovoltaic 1542
Electricity, photovoltaic, at 3kWp slanted-roof , mc-Si,

future/CH U/AusSD U

1543
Electricity, photovoltaic, at 3kWp slanted-roof , pc-Si,

future/CH U/AusSD U

1569 Electricity, production mix photovoltaic, at plant/AT U/AusSD U

1570 Electricity, production mix photovoltaic, at plant/CH U/AusSD U

1571 Electricity, production mix photovoltaic, at plant/DE U/AusSD U

1572 Electricity, production mix photovoltaic, at plant/ES U/AusSD U

1573 Electricity, production mix photovoltaic, at plant/HU U/AusSD U

1574 Electricity, production mix photovoltaic, at plant/IT U/AusSD U

1575 Electricity, production mix photovoltaic, at plant/JP U/AusSD U

1576 Electricity, production mix photovoltaic, at plant/PT U/AusSD U

1577 Electricity, production mix photovoltaic, at plant/US U/AusSD U

1586
Electricity, PV, at 3kWp slanted-roof, CdTe, panel,

mounted/CH U/AusSD U

1587
Electricity, PV, at 3kWp slanted-roof, multi-Si, panel,

mounted/CH U/AusSD U

4.5.4 Augmented input-output framework

Figure 4.6 shows the schematic augmented IOT of one region within a MRIO table. U

is the use-matrix with input and sales structures. V is the supply-matrix containing the

output values of the sectors. Y is the final demand matrix, x is the output vector, v is

the GVA vector, and Q is the matrix of the physical satellite accounts.
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Figure 4.6: Supply-use input-output-based hybrid LCA framework.



Chapter

5
Conclusion

In our research work, we comprehensively investigated seawater desalination and the

role of the electricity source. Our investigation focused on applications in Australia.

Australia is an appropriate choice for several reasons: Firstly, Australia is the driest

inhabited continent. Secondly, the use of seawater desalination is gaining importance due

to increasing water scarcity. Thirdly, Australia has a prosperous economy and therefore

uses state-of-the-art facilities. Due to the dominance of reverse osmosis (RO) plants

in Australia and worldwide, we concentrated on this technology. We also focused on

utility-scale systems in our analysis, both in terms of plant size and the coupling with

power generation plants. We did not look at direct coupling with individual renewable

energy (RE) technologies, but at coupling via the power grid.

For this purpose, we chose two different modelling approaches. In order to analyse the

sustainability over the entire value chain, we developed a tailor-made input-output (IO)

model. For analysing social, economic and environmental sustainability, we extended

this model comprehensively. One objective was to show in detail the impacts of the

construction and operation of seawater desalination plants over a period of decades. In

particular, the influence of the use of different electricity sources in the entire value chain

could be analysed.

The development of an own IO model with the use of the Industrial Ecology Virtual

Laboratory (IELab) enables a much more comprehensive analysis as it would be possible

with available input-output tables (IOTs) or with process-based life cycle assessments

(LCAs). The sectoral and regional disaggregation of statistical data allows an analysis

tailored to the research object. On the one hand, sectors that play a significant role in

seawater desalination can be broken down in great detail. On the other hand, sectors

that are less important can be aggregated, which in particular reduces the necessary

computing power. Regional influences on the results, such as different electricity mixes
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in different states, can be directly considered in the analysis. The tailored breakdown of

sectors also allows process-based data to be used for the analysis in an hybrid life cycle

assessment (hLCA) approach. Thus, especially the first stages of the value chain can be

mapped accurately.

Using a load-shifting model, we demonstrated the potential of seawater desalination as

a variable load. We developed a scenario in which large-scale desalination could ensure

the water supply of an area currently under structural water stress. At the same time,

seawater desalination technology is suitable not only to stabilise an electricity grid with

high penetration of RE but also to reduce the necessary capacity of RE plants. Thus,

the overall system can be made more cost-efficient. In a further study, the results of the

calculations from this optimisation of the RE system were incorporated into an IO model,

analysing the comprehensive effects on environmental, economic and social sustainability.

This study aimed to compare the impact of the use of RE with the impact of the current

electricity mix of conventional electricity sources.

Research question 1: What carbon emissions are generated by the existing desalina-

tion plants in Australia? Which industries, goods and regions are the drivers of these

emissions?

In chapter 2, research question 1 was examined. Therefore, we first examined the cost

data of the 349 existing plants in Australia, 89 of which are seawater desalination plants.

The analysis showed that the largest 20 plants in Australia cover 95% of total seawater

desalination capacity, so we focused on these plants. Desaldata, the most comprehensive

database available [66] provides a high level of detail on individual plants, but we have

validated and verified the data extensively. We verified the construction time, capacity,

total costs at operational expenses (OPEX) and capital expenses (CAPEX) and the

specific energy consumption. The cost structure was determined by the desaldata cost

estimator tool. The data were not adjusted, since similar tools such as from International

Atomic Energy Agency (IAEA) [85] provided comparable results.

Although environmental effects like the carbon emissions of a technology depend signif-

icantly on the location due to the industrial linkages and the local electricity mix, the

literature review revealed that there has not been a comprehensive multi-regional carbon

footprint study on seawater desalination. For this reason, we were motivated to examine

the 20 largest plants existing in Australia over more than ten years. The construction as

well as the operation of the plants was examined based on the local electricity mix. A

multi-regional input-output (MRIO) framework with 123 sectors and eight regions was

created.
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The investigations revealed a higher multiplier for the construction phase than for the

operation phase. Accordingly, in the operating phase, the immediate upstream stage of

the value chain contributes relatively more to total emissions than in the construction

phase. The electricity sector, in particular, is accountable for this. While electricity

is mainly directly demanded in the operation phase, the demand for electricity in the

construction phase is found in upstream stages of the value chain. This fact greatly

simplifies the reduction of the carbon footprint in the operating phase compared to

the construction phase. Although the contribution to total emissions from the operating

phase is considerably higher, the construction phase also contributes significantly to total

emissions. Thus, the peak of emissions in the construction phase of the plants is 820 kt/y,

and the peak in the operation phase is 1,239 kt/y.

The most relevant commodity for carbon emissions during the operating phase is electric-

ity, while other commodities have comparatively little impact. In the construction phase,

the main contributors to emissions are the construction of the inlet and outlet, but also

the construction of pipelines. In both phases, the electricity industry is responsible for

the bulk of carbon emissions. The manufacturing and construction industries also play

an essential role in emissions during the construction of the plant. Victoria (Vic) is the

largest emitter of CO2, but New South Wales (NSW) and Western Australia (WA) also

show high emissions. The emissions are mainly generated where the desalination plants

are located, as the electricity market in Australia is only moderately characterised by

interregional exchanges.

As the electricity sector is a crucial industry for the carbon footprint, emissions in the

operating phase occur relatively in the early stages of the value chain. In contrast, in the

construction phase emissions occur further upstream. We determined an average carbon

footprint of approximately 1.5 kg/m3 from operation alone. Thereby average costs in the

range of 0.4 AU$/m3 are incurred.

The study on the carbon footprint of desalination has shown that it is essential to

consider the entire value chain in order to depict the full impact of desalination. This

was particularly evident for the construction of the plants, where a large part of the

emissions occurs upstream of the value chain. The electricity industry, which accounts

for 35% of Australia’s total emissions, is a key industry for emissions in this context.

The results clearly show that seawater desalination in both construction and operation is

strongly dependent on the electricity sector along the value chain: 69% of the emissions in

the construction phase are emitted by this industry and as much as 96% in the operation

phase. However, the hypothesis of the World Bank [161] that the use of RE could reduce



108 Chapter 5 Conclusion

CO2 emissions by 99% does not seem tenable. Especially in the construction phase, a

considerable part of the emissions is caused by other sectors.

Research question 2: What economic synergy effects arise from the coupling of large-

scale desalination plants with a 100% RE system?

Large-scale seawater desalination in Australia is currently carried out for municipal water

supply only. However, there are areas, such as the Murray-Darling Basin (MDB), that

suffer from structural water stress. The area is environmentally sensitive and is also

the most agriculturally productive area in Australia. In chapter 3, we investigated re-

search question 2. Therefore, we examined whether seawater desalination can tackle the

structural water shortage in the MDB. To this end, we modelled the electricity demand

of desalination plants in a 100% RE system to reduce the necessary power generation

capacity by applying load-shifting. The objective was to find out which synergy effects

can be achieved with the coupling. Furthermore, we wanted to investigate if the savings

by reducing the RE capacity outweigh the additional costs by increasing the desalination

capacity.

The simulation has shown that by integrating the desalination plants with an oversize

factor of 1.5, the spilt electricity in the RE system can be reduced by at least 27 TWh.

The increase in the considered load-shifting period increases the reduction potential. The

installed capacity of RE generators can be reduced by up to 29%, the levelised cost of

electricity (LCOE) by up to 43%.

Load-shifting of desalination demand allows better coordination of electricity supply and

demand, both seasonally and intraday. Thus, water production, i.e. electricity demand,

is shifted from the Australian summer months to the winter months. During the day,

demand is shifted to the early morning hours until early noon, especially in April and

at the end of the year. In our simulation, we capped peak demand by limiting the

desalination plants to 1.5 times the capacity required for continuous operation. The

analysis indicates that a continued expansion of potential peak demand would bring

further benefits in reducing RE capacity.

Among the RE technologies integrated into the simulation, wind has the highest capacity

factor and the largest share in total electricity production. Wind energy also has rela-

tively low spilt electricity of about 10%. Wind and solar power complement each other

quite effectively for the use of seawater desalination plants. This results in a relatively

balanced production curve in the day and night cycle. Although higher capacity factors

are possible for ocean and geothermal energy, the potential for expansion is minimal, as

is the case with biomass. Load-shifting resulted in the replacement of relatively expensive
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concentrated solar power (CSP) in particular and, to a limited extent, wind electricity

with cheaper photovoltaic (PV) spilt electricity.

By integrating seawater desalination plants with a capacity of 5,500 GL, taking an over-

size factor of 1.5 into account, we determined a gross benefit of $24.6bn per year. This

benefit results from the total cost savings in reducing the RE capacity. Oversizing the

desalination plants and pipelines would cause additional costs of $1.27bn, resulting in an

annual net benefit of $22.5bn. The benefit represents about 35% of the total costs of the

electricity system in the no-shifting scenario. Nevertheless, our approach to addressing

water scarcity in the MDB through the massive construction of seawater desalination

plants and pipelines is a huge challenge. Thirty-five pipelines with an average diameter

of 2.1 m require high investment volumes, strong political will and considerable courage.

However, our analysis clearly shows the advantages of integrating desalination plants into

a 100% RE system. The construction of such a RE system is a challenge for the coming

decades.

Water supply in the MDB is currently not sustainable. Various studies show that further

measures are needed. However, restricting water extraction also has significant economic

impacts. In addition, the political headwind is likely to be strong, as a large part of the

population living in the region is dependent on agriculture. A strategy that ensures water

availability by increasing supply is therefore desirable. The Australian energy sector will

also expand RE significantly in the coming decades. This progress is not only driven

by international agreements but increasingly by the trend in electricity generation costs.

Coupling desalination and RE technologies has the potential for high synergy effects.

Research question 3: What are the social, economic and environmental benefits and

costs of coupling large-scale desalination plants with a 100% RE system?

In chapter 4, we answered research question 3. To this end, we investigated the con-

figuration of the desalination plants to supply the MDB in combination with a 100%

RE system. We investigated the economic, social and environmental impacts arising

from the demand for the construction and operation of the desalination plants. We

compared different RE penetration rates from 0%, i.e. the use of conventional electric-

ity, up to 100% RE. The core results for the 100% RE scenario compared to the 0%

RE scenario show the following: 20% less water consumption, 90% lower greenhouse

gas (GHG) emissions, 14% more jobs, but also 17% higher land use and 10% lower gross

value added (GVA), whereby the reduction of negative external effects from the use of

fossil-based energy sources has not been taken into account.
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In detail, our calculations over a period of 29 years show that the reduction in water

consumption when switching to RE takes place mainly in the operating phase. In the

100% RE scenario, the construction and operation phases each contribute approx. 50%

to the total water consumption. With 77%, the construction phase is the driver of land

consumption. A conversion to 100% RE would have hardly any impact on land use

in the construction phase. In the operating phase, however, land use would decrease

by 78%. RE have a huge impact on GHG emissions. A reduction of 71% and 96%

in the construction and operating phases respectively would be possible. In the base

scenario, the operating phase still contributes 77% of total emissions. In the 100% RE

scenario, this picture changes and the construction phase is responsible for 70% of the

remaining emissions. The results show that further measures than the conversion to RE

are necessary to completely decarbonise desalination. Jobs are mainly created in the

construction phase, with a contribution of 72%. In the 100% RE scenario, jobs would be

lost to a small extent in the construction phase. In the operation and maintenance phase,

however, jobs would increase by 50%. GVA is generated to a similar extent in both the

construction and the operation phase. The conversion to 100% RE would reduce GVA

by about 10%.

Water consumption in all scenarios is mainly due to the electricity industry. The de-

creasing consumption in the conversion to RE is mainly found in the electricity industry

but also the mining industry. The use of biomass increases water consumption of the

agricultural industry. The agricultural industry dominates land use in all scenarios. Also,

the increasing land use with an increase in the RE share is located in this industry. The

electricity industry mainly generates GHG emissions in the 0% RE scenario. A switch

to 100% RE changes this, so that the manufacturing industry is now responsible for the

majority of the emissions. The manufacturing industry is the driver of jobs. Switching

to RE does not change this situation. However, the electricity industry would gain in

importance after the RE transformation. The electricity sector is the most significant

contributor in terms of GVA, but the contribution decreases when RE is increased. The

share of GVA of the mining industry would also decrease if RE were increased.

Although water consumption would increase due to the increase of RE in the regions

of the MDB, total water consumption over the entire life cycle is only 2% of annual

production. Land use would remain relatively constant in the densely populated areas of

the east coast if RE were to be introduced. Inland, however, especially in the MDB, land

use would increase significantly. While on the east coast of Australia, GHG emissions

would decrease if RE were increased, inland emissions would increase in the east and west.

In terms of employment and GVA, RE would cause significant regional diversification.
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Although GVA decreases by 10% due to an increase in RE, regional diversification is

a clear benefit. While Australia is rich in unused land, land use prices in the densely

populated areas are high due to land-use competition. Diversification through RE would

counteract this. Against the background of climate change and international agreements

such as the Paris Climate Agreement, GVA generation through carbon-intensive tech-

nologies is not sustainable. The high external costs associated with the use of fossil fuels

also argue against their economic sustainability. In this context, the reduction of GVA

is tolerable. The ecological effects of desalination with 100% RE speak for themselves.

The reductions of 71% and 96% in the construction and operating phases respectively

are significantly higher than the contribution of the electricity sector to Australia’s total

emissions. While the reduction of GVA by RE amounts to some $100m, the savings of

external costs are in the range of $3.75bn per year.

This dissertation has investigated the comprehensive social, environmental and economic

sustainability of seawater desalination using renewable and conventional energies. A

novel geographic information system (GIS)-based load-shifting model was used to show

the synergy effects of both technologies. Furthermore, we showed how state-of-the-art

development of IO-based hLCA methods can be used for these purposes. We showed

that seawater desalination can be realised in a much more sustainable way by consis-

tently converting the power grid to RE. The research work thus showed that seawater

desalination can be a sustainable option for the water supply strategy of arid regions.

The potential of this technology is not only underlined by strong growth rates in recent

years. The findings of this dissertation indicate that seawater desalination will continue

to increase in relevance.

However, other issues must not be ignored. For example, the impact on marine biology

requires further research. Seawater desalination projects should also be subject to com-

prehensive impact analysis before their construction in order to identify major impacts

in advance. In particular for the construction phase of plants, the conversion of the

electricity system to RE is not sufficient. Further research is needed here to find out in

which sectors, and by which processes further GHGs can be saved. The impact of future

technologies, such as graphene membranes also requires further research.
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A B S T R A C T

This study examines greenhouse gas emissions for 2005–2015 from seawater desalination in Australia, using
conventional energies. We developed a tailor-made multi-regional input-output-model. We complemented
macroeconomic top-down data with plant-specific desalination data of the largest 20 desalination plants in
Australia. The analysed capacity cumulates to 95% of Australia's overall seawater desalination capacity. We
considered the construction and the operation of desalination plants. We measure not only direct effects, but also
indirect effects throughout the entire value chain. Our results show the following: We identify the state of
Victoria with the highest emissions due to capital and operational expenditures (capex and opex). The con-
tribution of the upstream value chain to total greenhouse gas emissions increases for capex and decreases for
opex. For capex, the construction of intake and outfall is the driving factor for carbon emissions. For opex,
electricity consumption is the decisive input factor. Both in construction and operation, we identify the critical
role of the electricity sector for carbon emissions throughout the supply chain effects. The sector contributes 69%
during the zenith of the construction phase and 96% during the operating phase to the entire emissions. We
estimate the total emissions for 2015 at 1193 kt CO2e.

1. Introduction

Increasing lack of fresh water is one of the most severe global
problems of the future decades. About two-thirds of the world's popu-
lation has no access to fresh drinking water at least once a year [1].
More than 783 million people have no access to clean drinking water
[2], and half a billion people suffer from water shortages throughout
the year [1]. The most affected regions include the west of North
America, the east of Spain, the Middle East and North Africa (MENA)
region, as well as Australia and northern China. Archipelagos like the
Canary Islands face these problems, too [3].

Meanwhile, California experienced a prolonged and unusually se-
vere drought from 2011 to 2017, resulting in daily life restrictions, high
water costs, and economic slowdown. Climate change, prosperity, and
exponential population growth will further aggravate these problems.
Water is increasingly becoming a scarce and therefore valuable com-
modity. It is becoming more difficult for the regions mentioned to meet
the demand for fresh water which inevitably leads to conflicts of use.

Many of these arid regions are close to the seashore and thus close to
substantial water resources. Some areas are already using desalination
technology, which is the most expensive option to meet water demand.
However, it is already indispensable for many regions. For example,
Saudi Arabia covers 50% of its water needs from desalination, using
25% of its oil and gas for water and electricity production in combined
power-desalination plants [4]. Mitigating water scarcity becomes a self-
accelerating problem. Drought is increasing as a result of climate
change. In order to solve this problem, the use of desalination is pro-
liferating, which in turn catalyses climate change due to high energy
demand. Water production needs energy, but electricity generation also
needs water in large quantities, that is why academia speaks of the
water-energy-nexus [5].

Numerous studies address technical, economic or ecological issues
of conventional and renewable operated desalination. However, the
current literature shows some knowledge gaps. Gude [6] states in his
study:

“Although some of the facts and recent developments discussed here
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show that desalination can be affordable and potentially sustain-
able, contributions that meaningfully address socio-economic and
ecological and environmental issues of desalination processes are
urgently required in this critical era.” [6]

Haddad [7] also draws attention to the need for holistic studies in
the field of desalination research. Only by incorporating effects
throughout the entire supply chain (indirect effects), a comprehensive
assessment is possible [7]. Whether or not desalination can sustainably
solve the problems of water availability in arid and semi-arid regions
depends on its holistic socio-economic and ecological sustainability.

Lattemann and Höpner provide an overview of the leading en-
vironmental impacts of desalination and possibilities to minimise im-
pact and risks [3]. The World Bank estimates that 99% of carbon di-
oxide equivalent (CO2e) involved in a business-as-usual scenario could
be avoided by desalination with renewable energies [8]. This estima-
tion illustrates the enormous carbon reduction potential of combining
renewable energies and desalination. Einav et al. show the factors that
significantly influence the ecological footprint of desalination [9].
These factors are land use, the groundwater, the marine environment,
noise pollution and the use of energy. According to Muñoz and Fer-
nández-Alba, the type and quality of feedwater can reduce the en-
vironmental impact (such as energy demand, acidification potential or
human toxicity potential) of the Reverse Osmosis (RO) process up to
50% [10]. Liu et al., Setiawan et al., Vince et al. and Sadhwani et al.
offer analyses of the ecological effects [11–14]. A good overview of
current trends and ecological challenges can be found in Goosen et al.
[15].

We have found several studies in the field of input-output analysis
and life cycle assessment of desalination. Raluy et al. use a process-
based LCA to investigate different desalination technologies [16]. Zou
and Liu use input-output analysis on desalination in China to measure
the economic impact of investments [17]. Storkes and Horvath use a
hybrid LCA to study water supply systems in California [18]. Shahabi
et al. use a hybrid approach to investigate a desalination plant in
Western Australia [19].

There is no doubt that desalination plays an essential part in the
water supply strategy of regions which are affected by severe drought
and have access to seawater. However, desalination must prove its
economic, environmental and social sustainability. Our study con-
tributes to quantifying environmental sustainability by measuring the
carbon footprint of desalination in Australia. For the study, we assume
that operation and construction processes use electricity from conven-
tional energy in line with the Australian energy mix. It is the first study
of desalination, where a comprehensive multi-regional model has been
created and used for measuring the supply chain impacts. With the aid
of our multi-regional model, we can also present regional impacts for
the first time. Our approach rates the country's largest 20 plants, which
represents 95% of the total capacity – that to over more than ten years.

2. Methods and data

A carbon footprint captures the carbon emissions of a product, a
technology or a technical process. This approach does not only analyse
carbon emissions directly generated by the desalination process itself. It
also accounts for indirect effects, defined as all carbon emissions gen-
erated by suppliers within the entire supply chain. Our approach cap-
tures carbon emissions throughout the entire supply chain (upstream).
We consider desalination as final demand and analyse carbon emissions
from sectors from which desalination purchases inputs. Our approach
does not assume that additional water from desalination induces further
carbon emission downstream the supply chain.

Leontief [20] invented input-output analysis (IOA) and applied it in
several studies. For this seminal work, Leontief earned the Nobel Prize
in 1973. Researchers have used IOA to analyse economic effects of
monetary demand on economic key figures, mainly effects on industrial

output. Model extensions use IOA to analyse further economic, social or
environmental effects [21] [22]. We apply IO-methodology to estimate
the carbon footprint of desalination in Australia.

Footprint studies apply input-output-tables (IOTs) that show
monetary trade flows of economic sectors. In order to produce goods,
companies purchase intermediate goods from other companies. These
intermediate streams are the core of IOTs. The columns of these tables
show which input factors a particular sector purchases to produce their
goods. The rows of the table show the production of a sector, which this
sector produces for other sectors as intermediate inputs. The inter-
mediate input matrix gives a comprehensive picture of the intermediary
inputs and creates a production recipe for the produced goods of each
sector. These recipes provide the opportunity to carry out value-added
analysis and combine it with satellite accounts (such as the sectors'
greenhouse gas emissions). The combination allows for comprehensive
carbon footprint studies by considering the entire value chain, without
truncation errors such as those found in classic process-based LCAs
[23].

The benefit of a hybrid LCA approach is to combine bottom-up
process data with top-down macroeconomic input-output data and
hence include the technical process into the macroeconomic system of a
whole economy.

To the best of our knowledge, our study is the first comprehensive
multi-regional carbon footprint study for a country's desalination ap-
plication.

2.1. Construction of a multi-regional input-output database

IOA applies data from national accounts. IOTs arrange and structure
the data. The tables describe the structure of an economy with detailed
information about output, intermediate and final demand. IOTs can
describe an economy by industry or commodity classification.
Furthermore, IO-models can classify an economy in a single-regional or
a multi-regional framework.

Compiling tailor-made IOTs is a work-intensive task. Finding data
for different regions and sectors is challenging because the data are
often incomplete or inconsistent. Lenzen et al. developed a cloud-based
virtual laboratory, the Industrial Ecology Laboratory (IELab), to com-
pile tailor-made IOTs for Australia [24]. A collaborative group of re-
searchers feeds the database in an ongoing process. An algorithm
converts the data into a specific structure, the so-called root classifi-
cation. The root has 1284 sectors in Input-Output Product Classification
(IOPC) [25] and 2214 regions in Statistical Area Level 2 (SA2) classi-
fication [26]. Due to the vast amount of data, IELab offers high-per-
formance-computing for IOT compiling and calculations [27]. We apply
a supply-use-framework [28].

For this study, we constructed a multi-region input-output (MRIO)-
framework with 123 sectors and eight regions that represent the
Australian states and territories. The desalination input data determine
the structure of the sector classification. In contrast to available input-
output tables, this allows for a detailed and accurate analysis that
avoids aggregation errors. For our carbon footprint study, we compiled
a satellite account of CO2e emissions of industrial sectors.

We compiled several concordances for this study [24]. The gen-
eration of tailor-made IOTs requires concordances from root to study-
specific sector classification and from root to study-specific region
classification. To compute demand vectors, we compiled concordances
from desalination input data structure to study-specific sector classifi-
cation. Since supply-use-frameworks are twice the size of usual IO-
frameworks, the framework includes 2×123 sectors (industry and
commodity) in 8 regions. The structure results in a transaction matrix in
the size of 1968×1968. We compiled tables for the years 2005 to
2015, whereas the years refer to Australian financial years.

Compiling IOTs requires the application of mathematic optimisation
algorithms. The critical challenge is that the number of variables to be
determined significantly exceeds the number of constraints. The IELab
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implemented advanced optimisation approaches like quadratic pro-
gramming and Konfliktfreies RAS (KRAS) to solve the optimisation
problem [29].

The creation of large MRIO tables represents an underdetermined
optimisation problem. Raw data for large economic transactions are
much more available than raw data of small transactions. Hence, the
number of constraints used for the optimisation is much smaller than
the number of elements that we determine in the table. Therefore, large
transactions are supported by many raw data points, while small
transactions are supported only by a few raw data points. Within the
optimisation process, this results in MRIOs representing large transac-
tions with high reliability. However, small transactions are often sub-
ject to significant adjustments. Monte Carlo techniques can be used to
show that the results of impact analyses remain stable [30].

We show this phenomenon in the calculation of the sectors' outputs
from the MRIO. We can calculate outputs in input-output tables in two
ways. One way is to calculate outputs by row sums, which represents
the production of the intermediate demand for other sectors and the
production for the final demand. Also, we can determine the output of a
sector by the column sum of this sector. The column sum corresponds to
the sum of all goods necessary for the production of one sector's goods,
and the value added created by this sector.

Both ways should ideally come to the same result. Since the creation
of an MRIO is an underdetermined optimisation problem, adjustments
are necessary, which results in deviations. Fig. 1 shows, however, that
our MRIO represents large transactions with high reliability and small
transactions are subject to greater uncertainty. The impact analysis thus
provides reliable results.

2.2. Preparation of desalination data

Data on desalination is scarce [31,32]. Wittholz et al. attempted to
estimate the cost structures of desalination plants [33]. The Desalina-
tion Economic Evaluation Program (DEEP) model of the International
Atomic Energy Agency is also a common model to estimate the cost
structure of desalination plants [34]. For our analysis, we deployed data
from Desaldata, a database with additional functions [35]. Desaldata
offers the most detailed database we found. The cost estimator tool for
estimating capital expenditure (capex) and operational expenditure
(opex) structures as functions of several variables is also a part of the
platform.

Desaldata contains data for 349 seawater desalination, brackish
water and wastewater plants in Australia with capacities from 30 to
444,000m3/d. For our study, we used data for of the largest 20 sea-
water reverse osmosis desalination plants (SWRO) that cumulate to
95% capacity of all Australian seawater desalination plants with par-
ticular plant capacities from 4000 to 444,000m3/d (see Appendix 1).
RO is the common desalination technology in Australia, and there is
only a small number of other technologies like MED or MSF.

Even though Desaldata is the most detailed database we found, it is
fragmentary and partially unreliable. Desaldata offers complete data for
location, capacity, feedwater type, award date, and online date. Data of
Engineering-Procurement-Construction (EPC) price, feedwater condi-
tions, and power consumption were sketchy. We validated years of
construction, capacity, capex, opex, and specific energy consumption
by additional literature and adjusted the data if necessary (see
Appendix 2). Thus, we were able to validate data for the largest eight
plants with a cumulated capacity of 95.9% of all 20 analysed plants. For
the residual plants with 4.1% of cumulated capacity, we used the raw
results of Desaldata's cost estimator and adjusted capex sums by the
database's value if available.

Desaldata's cost estimator tool provides a breakdown for opex and
capex depending on different attributes such as location, salinity,
temperature or energy consumption. If data for EPC prices were
available, we used the capex cost estimator only for ratios of the cost
structure. If EPC prices were not available, we used the capex cost es-
timation for the capex sum as well. We estimated seawater tempera-
tures by yearly average temperatures of the nearest city [36]. We es-
timated electricity prices by the annual volume-weighted spot prices of
states and territories in 2009 [37]. We used Western Australia's Short
Term Energy Market (STEM) data for both Western Australia and the
Northern Territory since data for the Northern Territory is not available
[38]. The cost estimator is only capable of calculating costs for plant
capacities larger than 8000m3/d. Hence, we used values of this plant to
extrapolate cost structures of all smaller plants. The smaller plants ac-
count for only about 3.5% of the total investigated capacity. An over- or
underestimation will therefore not significantly affect the overall out-
come of the study. The cost estimator calculates in US$ currency, so we
converted AU$ into US$ using exchange rates from International
Monetary Fund [39]. We used 2009 as the base year for the initial cost
estimation. We assumed a utilisation rate of 95% for all modelled
plants. Even if some plants are currently unused because municipalities

Fig. 1. Rocket plot of outputs calculated via row sum and column sum in 2015.
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are currently not in water shortage (like Sydney or Melbourne), we also
modelled these plants with a utilisation rate of 95%. Our research ob-
jective is not to focus on the reproduction of the most accurate costs of
real operations, but rather quantify the carbon footprint of the plants
when they produce their capability.

Finally, we estimated data for 20 plants, each of the plant covers
twelve data points for capex and four data points for opex demand. The
left diagram in Fig. 2 shows the input data for our analysis.

We calculated the final demand vectors as follows:

1. Construction of preliminary demand vectors y1 for opex and capex.
2. y2= y1ra converts the demand vector y1 from US$ into AU$ with

the exchange rate ra for year a. We applied the exchange rate of the
online year for all capex vectors. We converted the opex vectors by
the exchange rate of 2015.

3. We distribute capex and opex over the construction period. We
prorated capex according to =y y3

a
2

1
n for each year a with n as the

number of construction years. We assumed only half of the capex
investments in the first and the last year of construction works, so
we apply =y y0.53

a
2

1
n for the online and award year respectively. If

we assumed a plant that was awarded in 2009 and went online in
2012, then n is 3 as award and online year respectively only gets a
half year value. The vector y2 is distributed among n+1 vectors
y3a. For opex distribution, we applied y3a= y2 for each year after
the online year. We assumed =y y3

o
2

1
2 for the online year o.

4. We inflated the demand vectors by =y y4 3
p
p
s
a

s
b , where psa is the pro-

ducer price index for sector s of year a [40]. psb is the producer price
index of the base year. The base year of capex vectors is the online
year. For opex, we assumed 2015 as the base year.

5. We applied y5a= Cy4a to expand the demand vectors of each year
from a 1×15 to a 1×123 demand vector. C is a 123×15 con-
cordance matrix.

6. Since we use an Australian MRIO, we separated the domestic vectors
from (rest of the world) import vectors. We aggregated the compiled
MRIO tables to the national level to compute the import quota
vectors qa for each year a. The vector consists of qia for each sector i,

defined by = ∑∑ ==q
I

Ui
a j 1

N
i,j
a

j 1
N

i,j
a . Ii, j is the import intermediate demand

matrix and Ui, j the total intermediate demand matrix, composed as
Ui, j = Ti, j + Ii, j. Ti, j is the domestic intermediate demand ag-
gregated to the national level. We calculated the domestic desali-
nation demand vectors by y6a= y5a# qa, where # denotes element-
wise multiplication. The import quota in our model was about 20%
in average respective the different years and sectors.

7. As the last point, we expanded the demand vectors y6a to the size of
the MRIO-framework. For the regional allocation, we converted the
geographical coordinates of the location of the desalination plants
into SA2 classification. We placed the vector y6a into the rows of the
respective region and the columns of the respective year. The con-
structed opex and capex demand matrices Op and Cp of each plant p
have 1968 rows (MRIO size) and 11 columns (one column for each
year). We aggregated all matrices to one final demand matrix
Y= ∑p=1

20Op+ ∑p=1
20Cp.

2.3. Calculation of the carbon footprint

Researchers widely use environmentally extended IOA for carbon
footprints of individual products, processes, economic agents like
companies or final consumers [41]. Pomponi and Lenzen demonstrate
the superiority of using IOTs in a hybrid LCA approach over of using
only bottom-up process-based data for LCA [23].

IOTs catch the industrial intermediate dependencies by linear
functions. The linear approach causes basic assumptions: Industries
have fixed input structures (linear production function), constant
economies of scale and commodity prices are constant. Hence, we can

interpret the cost structure as average variable costs rather than mar-
ginal costs. Furthermore, IOA is an ex-post analysis. Miller and Blair
provide a well-detailed overview on IOA [42].

In IOA, we use Leontief's inverse to calculate the total impact of a
demand on the output of an economy. We derive the inverse from the
basic relationship between supply and demand. Suppose x as the M×1
total output vector, T as the M×M intermediate demand matrix and Y
as the M×N final demand matrix, then∑ ∑= += =x T Y .

j 1

M
i,j j 1

N
i,j (1)

As the production recipe of the sectors, we can express the technical
coefficient matrix A as

̂= −A Tx 1 (2)

It follows from the preceding that

̂= .T Ax (3)

We can insert the preceding equation in Eq. (1) and rearrange to= − −x I A Y( ) 1 (4)

as the basic formulation of Leontief, while= − −L I A( ) 1 (5)

is the Leontief inverse that captures all direct and indirect effects of
demand Y on the output x. The matrix I is the identity matrix. We
extend the economic Leontief model by a satellite account of industrial
carbon dioxide equivalent emissions e and calculate the direct emission
intensities

̂= −q ex .1 (6)

Furthermore, we obtain the direct and indirect effects captured in a
matrix representing the multipliers for each sector-to-sector relation-
ship from

̂=m qL. (7)

The total carbon emissions of desalination throughout the entire
value chain are finally captured by

̂ ̂=E qLy . (8)

Row sums r of the matrix E result in carbon emissions referring to
sectors and regions where they physically occur. Hence, row sums re-
flect the emitting sectors or regions, depending if we aggregate to
sectors or regions. Column sums c will refer to desalination inputs and
regions where emissions are accounted regarding consumption re-
sponsibility of the analysed desalination plant. We calculate row sums
or the column sums by multiplying the Matrix E by sum vector i, which
is a column vector with the number of rows according to matrix E with
every element equal to 1.=r E i, (9)

or= ′c i E. (10)

We aggregate the vectors by multiplying them with aggregators, so-
called concordances C.1 The concordances are tailored to each ag-
gregation and sum up the 1968 sectors to sectors or regions of research
interest (e.g. classification of Australian states or desalination input
commodities). For example, if the desalination plants emit 100 kt CO2e,
row sums of matrix E assign emissions to the region where the desali-
nation plant is located respectively the input products, which the de-
salination plant directly demanded. Column sums assign the same
100 kt CO2e emissions to the regions where the emissions effectively
occur respectively to the sectors which physically emitted the

1 For more information on using concordances, see supporting information in
[24].
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greenhouse gases.
We get the final vectors as=v C r, (11)

respectively=v c C. (12)

For the production layer decomposition, we formulate the Leontief
inverse as= + + + + …+L I A A A A .2 3 n (13)

We disaggregate the total carbon emission into several layers.
̂ ̂=E qAy1 results in emission for the first layer, defined as direct effects.
̂ ̂=E qA y2 3 gives emission for the second layer and so on. Each layer

represents one supplier-stage of production. The first layer consists of
carbon emissions from direct suppliers. The second layer shows carbon
emissions of the supplier-suppliers.

3. Results and discussion

Desalination is an energy- and thus carbon-intensive technology for
gaining fresh water. IOA methodology enables to uncover not only di-
rect carbon emissions of desalination but also indirect effects along the
entire value chain. The following section will present detailed insights
into the carbon footprint of desalination in Australia over the years
2005 to 2015.

3.1. Cost and CO2e emissions overview

Within the last 15 years, Australia has faced an extreme drought,
mainly from 2003 to 2012. One consequence of this drought has been a
political discussion about Australian's freshwater strategy. Desalination

was used already before in a much smaller scale. However, facing this
severe drought, several Australian cities, states, and firms have started
huge investments in desalination plants.

The left axis curve of the left diagram in Fig. 2 shows domestic
capex and opex expenditures from 2005 to 2015 in current year prices.
The total expenditures reach their maximum in 2010 by AU$2.3 bn.
Capex was the predominantly driver of the expenditures.

Average opex per produced water (right axis) increased within the
11 years from about AU$0.2 per cubic meter to AU$0.5 per cubic meter.
Increasing energy costs mainly determine the growth of opex. The
construction of different sized desalination plants within the analysed
period also affects the growth of opex.

The bar graph (left axis) in the right figure shows the total carbon
emissions (direct and indirect effects) due to operational and capital
expenditures. We can see that CO2e due to capex is predominant until
2011. After the main investment period, opex becomes predominant. In
2013, desalination emitted 1269 kt CO2e mainly driven by opex. The
right axis figure shows the total carbon emission per cubic meter of
produced water, only determined by opex. We observed increasing opex
per cubic meter up to 2000 g/m3 at the end of the investigated period.

Table 1 shows the direct, indirect and total carbon emissions for the
years 2005 to 2015 due to opex and capex. Construction activities de-
termine capex while the operation of existing plants results in opex. In
2005, only capex was responsible for CO2e emissions. As of 2012, opex
was the driving force. During the construction phase, CO2e emissions
due to capex played a significant role with a peak of 820 kt CO2e. These
high carbon emissions focus on just a few years. The annual CO2e
emissions due to opex exceed the emissions of capex already in 2012
with 759 kt CO2e. Due to the runtime of the plants over several decades,
opex makes a significant contribution to the carbon footprint over its
lifecycle. The last column shows the carbon multiplier c, that is defined

Fig. 2. Overview of costs and CO2e emissions.

Table 1
Carbon emissions due to opex and capex of desalination in Australia.

Year CO2e effects caused by capex CO2e effects caused by opex

Direct effect Indirect effect Total effect Multiplier Direct effect Indirect effect Total effect Multiplier

[kt CO2e] [kt CO2e] [kt CO2e] [kt CO2e/kt CO2e] [kt CO2e] [kt CO2e] [kt CO2e] [kt CO2e/kt CO2e]

2005 21 20 41 2.0 0 0 0 –
2006 50 48 99 2.0 8 5 13 1.7
2007 100 95 195 1.9 17 12 28 1.7
2008 158 141 299 1.9 19 13 32 1.7
2009 286 309 595 2.1 58 30 89 1.5
2010 375 445 820 2.2 155 62 217 1.4
2011 311 397 708 2.3 229 88 317 1.4
2012 159 216 375 2.4 544 215 759 1.4
2013 16 15 31 1.9 882 356 1239 1.4
2014 0 0 0 – 854 353 1207 1.4
2015 0 0 0 – 845 349 1193 1.4

M. Heihsel et al. Desalination 454 (2019) 71–81

75

117



by =c Q
Q
tota

dir
a , with the total carbon emission Qtot

a and the direct carbon

emission Qdir
a for the year a. Due to the larger multiplier of capex, we

see that its supply chain has a more significant impact on CO2e emis-
sions than the supply chain of opex. Over the years, the multiplier of
capex increases (except in 2013), while the multiplier of opex de-
creases. The higher the multiplier, the higher is the contribution of the
upstream value chain to the overall effects. In conclusion, the value
chain of the construction of desalination plants becomes more un-
sustainable over time, while the value chain of operations becomes
more sustainable.

IOA with MRIOs is well suitable to uncover the spatial distribution
of observed effects. In our study, we show the spatial distribution of
carbon emissions. We can assign carbon emissions either to desalination
inputs and locations of the plants or to emitting industries and emitting
locations. Fig. 3 shows carbon emissions in 2012 due to capex and opex
assigned to locations of the desalination plants. We created tables with
eight regions representing the eight states and territories in Australia. In
2012, we can still observe a high level of construction activities, but
also high expenses for operations. Australian Capital Territory and
Tasmania do not operate desalination plants, so there is no carbon
emission assigned. Northern Territory's desalination activity induces
negligible emissions due to opex in 2012. In Queensland and New South
Wales, we only find emissions due to opex. Western Australia and South
Australia have emissions due to opex and capex on a medium scale.
Victoria built the Victorian Desalination Plant from 2009 to 2012.
Hence, the state is the leader in emission due to opex and capex in
2012.

Fig. 4 shows the total carbon emissions for 2005–2015. The four
individual diagrams break down the emissions according to different
systematics. We see that the emissions increase over time, dominated
by capex in 2010. As of 2012, opex contributes significantly to carbon
emissions.

In the left-hand diagrams, we assigned carbon emissions to emis-
sion-causing desalination inputs and locations of the plants. The dia-
grams on the right side show emitting industries and emitting locations.
We compiled individual demand vectors for capex and opex so that we
can illustrate the effects of opex and capex separately.

The diagram on the top left shows the carbon emissions assigned
according to desalination inputs, each for capex and opex. The peak of
capex caused emissions marks the boom in construction activities

around 2010. Construction of inlets and outlets cause the main emis-
sions. The second most considerable emission-causing input is the
construction process of pipes. Both mainly require steel, which explains
the high-level emissions. Opex-caused emissions mainly occur due to
the demand for electricity as a direct input. At the end of the period,
electricity causes almost all carbon dioxide. We aggregated all other
inputs such as parts, chemicals and membranes for the sake of con-
venience. Since desalination plants usually operate for several decades
up to 20 to 40 years, opex especially the energy source is the crucial
point regarding environmental sustainability of desalination in the long
run.

In the upper right chart, we can see which industry sectors emitted
CO2e due to the production of inputs, also divided into emissions
caused by capex and opex. It is noticeable that even for capex demand
the electricity sector emits a significant amount of CO2e. The manu-
facturing sector is another key sector for carbon emissions during the
construction phase, followed by the construction sector as the third
largest emitter. As we have already discovered that the primary input of
opex is electricity, it is not surprising that the electricity sector has the
highest emissions. It indicates that the value chain of conventional
energy plays a minor role in carbon emissions.

The graph at the bottom left shows the carbon emissions assigned to
the desalination plant's locations, separated by capex and opex. Around
the year 2010 Victoria caused the most substantial emissions due to
capex, followed by South Australia. In the years around 2008, con-
struction activities in New South Wales were a significant driver. In the
following years after 2011, when the construction activities decline,
opex becomes dominant for carbon emissions. Victoria has by far the
most significant emissions of CO2e, followed by Western Australia and
New South Wales.

The diagram to the right shows in which states and territories CO2e
was emitted. At high trading volume, the graphs differ because con-
sumption and production happen on different locations. Here we see
that the diagrams are almost identical. Already in the diagrams above,
we found for capex and opex that the electricity, gas, water and waste
service sector dominates the carbon emissions. Even if Australia has a
national electricity market, electricity trade between different states is
at a low level. Western Australia and the Northern Territory are not
even connected to the National Electricity Market [43].

Finally, we compiled a production layer decomposition (PLD)

Fig. 3. CO2e emissions by states and territories caused by capex and opex in 2012.
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analysis for 2012. This approach determines the emissions for each
production layer individually. Production layers are the several tiers
within a value chain. We define the first layer as the direct effect. The
direct effect accounts for carbon dioxide emitted by the direct supplier.
Thus, the direct effect is the emission directly assigned to the desali-
nation industry itself. The second layer is the supplier of the first sup-
plier and so on. The Leontief inverse captures the whole supply chain
with an infinite number of suppliers. Fig. 5 illustrates the results of the
PLD Analysis for 2012 for desalination inputs and (left diagrams) and
emitting industries (right diagrams). We see that a higher proportion of
capex's emissions (compared to opex) occur in upstream stages of the
value chain (lower diagrams). For opex, this means that the direct

supplier already contributes a higher share to the total CO2e emissions.
The value chain is less critical for total emissions at opex than at capex.
Generally, carbon emission mainly occurs within the first three to five
layers. The following layers contribute with decreasing significance.

On the upper left diagram, we see that about two-thirds of capex
carbon emission occurs due to the construction of intake and outfall.
For intake and outfall, we note that the supply chain makes a higher
contribution to total emissions than we can note e.g. for piping and
high-grade alloy. On the upper right chart, we see how the supply
chains of emitting sectors contribute to total emissions. The electricity
sector mainly contributes in later layers, because the manufacturing
industry sectors mainly use electricity as an input.

Fig. 4. CO2e emission by desalination inputs and emitting industries.

Fig. 5. Production layer decomposition for desalination inputs and emitting industries in 2012.
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The situation is different at opex in the lower diagrams. In the left
diagram, we can see the inputs of operating desalination plants.
Electricity is the input factor, that is responsible for a significant share
of total emissions. As a result, the electricity sector contributes a high
proportion of its total emissions already in earlier stages, as we see on
the right chart. The share that the sector emits as a supplier is higher
than at capex.

4. Conclusion

Desalination is an energy-intensive technology. When powered by
fossil fuel, high carbon emissions ensue. For our study, we have as-
sumed that all seawater desalination plants are operated by conven-
tional energy, even if Australia operates some plants with renewable
energy. Economic requirements and population growth are the drivers
of desalination and carbon emission in the first place. Carbon emissions
from desalination occur first notably at the economic hot spots, espe-
cially in Victoria as the location of Australia's largest desalination plant.
We want to point out that the results relate to CO2e emissions in
Australia. Our model does not cover the value chains of imports.
According to the estimated import quotas of about 80% on average, we
estimate that capex has covered about 80% of the emissions. Supplying
countries emit additional greenhouse gases.

We show that policy must consider the entire supply chains to make
desalination environmentally sustainable. Construction of intake and
outfall is highly carbon-intensive within the construction period. In the
construction phase, the electricity industry is the economic sector with
the highest carbon emissions. The electricity sector becomes even more
crucial for carbon emissions within the operation phase. The sector is
not only the crucial point for carbon emissions due to direct demand,
but the sector is also a key factor regarding intermediate demands
throughout the entire value chain. This is made clear once again, as
Australia's energy sector accounts for 35% of greenhouse gas emissions

in 2012–2013 [44].
The electricity sector significantly outperforms its contribution to

carbon emissions within the life cycle of desalination, compared to its
national contribution of 35%. During the construction phase in 2010
(with simultaneous operation), the electricity sector accounts for 69%
of all greenhouse gas emissions attributable to seawater desalination. In
the pure operating phase in 2015, the share of carbon emissions of the
electricity sector even accounts for 96% of the total emissions.

Substitution of fossil energies by renewable energies can thus be the
game changer for the sustainability of desalination. Especially dry re-
gions are affected by climate change. These regions are strongly de-
pendent on seawater desalination. The use of desalination is only sus-
tainable if it does not substantially emit more greenhouse gases. Policy
must act and focus on the energy sector. The key is the transformation
of the electricity sector and the change in the current energy mix with a
drastic increase in the share of renewable energies.

In our following studies, we will analyse carbon effects if we sub-
stitute electrical energies by renewable sources. We will further study
the social and economic effects of desalination.
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Appendix 1. Adjustment of the costs of seawater desalination plants

Desalination plant Capacity [m3/d] Location Award year Online year

Victorian Desalination Plant 444,000 Victoria 2009 2012
Port Stanvac 274,000 South Australia 2009 2012
Sydney Desalination Plant (Kurnell) 250,000 New South Wales 2007 2010
Kwinana 143,700 Western Australia 2005 2006
Southern Seawater desalination plant 140,000 Western Australia 2009 2011
Sino Iron Ore Project, Cape Preston 140,000 Western Australia 2008 2012
Southern Seawater Desalination Plant (expansion) 140,000 Western Australia 2011 2013
Tugun (Gold Coast) 133,000 Queensland 2006 2009
Browse downstream engineering processes 10,560 Western Australia 2011 2012
Agnes Water Integrated Water Project 7500 Queensland 2008 2011
Bechtel Wheatstone construction 7500 Western Australia 2012 2012
Onslow 7500 Western Australia 2013 2013
Gorgon 7000 Western Australia 2010 2012
Curtis LNG Project 5000 Queensland 2010 2011
Jabiru 5000 Northern Territory 2006 2007
Bechtel Wheatstone compaction 2 4500 Western Australia 2011 2012
Onslow2 4500 Western Australia 2013 2013
Onesteel Whyalla Plant 4100 South Australia 2010 2011
Penrice 4050 South Australia 2005 2006
Fortescue Metals Group Port Headland 4000 Western Australia 2011 2012

Appendix 2. Adjustment of the costs of seawater desalination plants

# Plant Adjustment Used sources

1 Victoria
Desalination Plant
(Melbourne)

Capacity and construction years not adjusted

• Not adjusted
Capex:

• $1.8 bn (desaldata)

Capacity:
https://www.aquasure.com.au/uploads/files/
DesalinationProcessFactSheet-1482449673.pdf
Capex:
https://www.copyschool.com/wp-content/uploads/2014/09/Olex-
Cables-Case-Studies.pdf
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• A$3.5 bn (2009)

• Adjusted to US$3.908 bn (2012)
Opex:

• Net present value $2.602 bn, 27 years, intern 7.3%, assumption
progression factor 3%, result: A$167m (2009), US$162m (2015),
subtracted labour cost according to share of cost estimator, final result:
US$128m (2015)

Electricity:

• 4.8 kWh/m3

https://www.dtf.vic.gov.au/sites/default/files/2018-01/Project-
Summary-for-Victorian-Desalination-Project.pdf
https://en.wikipedia.org/wiki/Victorian_Desalination_Plant#Cost
https://www.water.vic.gov.au/__data/assets/pdf_file/0013/54202/
Fact-sheet-project-costs-March-2015.pdf
https://www.water.vic.gov.au/__data/assets/pdf_file/0013/54202/
Fact-sheet-project-costs-March-2015.pdf
Opex:
https://en.wikipedia.org/wiki/Victorian_Desalination_Plant
https://www.dtf.vic.gov.au/sites/default/files/2018-01/Project-
Summary-for-Victorian-Desalination-Project.pdf
Electricity:
Email from operator watersure

2 Port Stanvac
(Adelaide)

Capacity and construction years not adjusted
Capex:

• US$ 1.374 bn (desaldata)

• Source AU$1.824 bn

• Adjusted to AU$1.883 bn (2012)
Opex:

• Source AU$130m (2010)

• Adjusted to US$123m (2015)
Electricity:

• 3.6 kWh/m3

Capex:
https://www.water-technology.net/projects/adelaide-plant/
http://www.acciona.com.au/projects/water/desalination-plants/
adelaide-desalination-plant/
https://www.mcconnelldowell.com/markets/water-waste-water/42-
adelaide-desalination-plant-project
https://www.environment.sa.gov.au/topics/water/resources/
desalination
https://en.wikipedia.org/wiki/Adelaide_Desalination_Plant
Opex:
http://www.abc.net.au/news/2017-10-28/adelaide-desal-plant-too-
big-and-too-expensive/9096046
http://www.abc.net.au/news/2010-12-01/130m-annual-cost-to-run-
desal-plant/2358158
Electricity:
http://www.awa.asn.au/AWA_MBRR/Publications/Water_e-Journal/
SEAWATER_DESALINATION__A_SUSTAINABLE_SOLUTION_TO_
WORLD_WATER_SHORTAGE_.aspx

3 Sydney
Desalination Plant

Capacity and construction years not adjusted
Capex:

• US$865m (desaldata)

• Source AU$1.803m (2010)

• US$1.591m (2010)
Opex:

• Own calculations of average from 2012 to 2017 cost at full production:
AU$85.5 m (2012)

• US$76m (2015)
Electricity:

• Own calculations 3.6 kWh/m3

Official reports:
https://www.ipart.nsw.gov.au/Home/Publications
Capex:
https://ac.els-cdn.com/S0011916409004822/1-s2.0-
S0011916409004822-main.pdf?_tid=772d2a54-cf01-4a98-a874-
d046d29407f1&acdnat=1537779245_
70eb5b6abda146143e7804e2640c58cb
http://www.awa.asn.au/AWA_MBRR/Publications/Fact_Sheets/
Desalination_Fact_Sheet.aspx
https://link.springer.com/content/pdf/10.1007%2Fs11269-014-0901-
y.pdf
http://www.onlineopinion.com.au/view.asp?article=19874
Opex:
https://www.ipart.nsw.gov.au/files/sharedassets/website/shared-files/
pricing-reviews-water-services-metro-water-legislative-requirements-
investigation-into-pricing-for-sydney-desalination-plant-pty-ltd-from-1-
july-2017/final-report-sydney-desalination-plant-pty-ltd-review-of-
prices-from-1-july-2017-to-30-june-2022.pdf
https://www.ipart.nsw.gov.au/files/sharedassets/website/
trimholdingbay/consultant_report_-_review_of_operating_and_capital_
expenditure_by_sydney_desalination_plant_pty_ltd_-_halcrow_-_october_
2011-_website_document.pdf
Electricity:
https://www.ipart.nsw.gov.au/files/sharedassets/website/shared-files/
pricing-reviews-water-services-metro-water-legislative-requirements-
investigation-into-pricing-for-sydney-desalination-plant-pty-ltd-from-1-
july-2017/consultant-report-by-atkins-sydney-desalination-plant-
expenditure-review-february-2017.pdf

4 Perth Seawater
Desalination Plant

Capacity and construction years not adjusted
Capex:

• AU$347m (desaldata)

• Source AU$387m (2007)

• US$304m (2006)
Opex

• Source AU$22.5(2006)

• Adjusted to US$ 24m (2015)
Electricity:

• 4.2 kWh/m3

Capex:
https://www.water-technology.net/projects/perth/
https://ac.els-cdn.com/S0011916409004822/1-s2.0-
S0011916409004822-main.pdf?_tid=7f58ad1e-7572-4dbb-8969-
98a20db72204&acdnat=1537799019_
c48bd7caca98a56c8fb033b96743b013
https://www.watercorporation.com.au/about-us/news/media-
statements/media-release/desalination-plant-per-kilolitre-cost-based-
on-comprehensive-analysis
Opex:
https://www.water-technology.net/projects/perth/
https://www.watercorporation.com.au/about-us/news/media-
statements/media-release/desalination-plant-per-kilolitre-cost-based-
on-comprehensive-analysis
http://pacinst.org/wp-content/uploads/2013/02/financing_final_
report3.pdf
http://www.ecosmagazine.com/?act=view_file&file_id=EC124p23.
pdf
Electricity:
https://www.water-technology.net/projects/perth/
http://www.degremont.com.au/media/general/Perth_Seawater_
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Desalination_Plant_1.pdf
https://ac.els-cdn.com/S0011916409004822/1-s2.0-
S0011916409004822-main.pdf?_tid=7f58ad1e-7572-4dbb-8969-
98a20db72204&acdnat=1537799019_
c48bd7caca98a56c8fb033b96743b013
https://www.researchgate.net/publication/228491362_Low_energy_
consumption_in_the_Perth_seawater_desalination_plant
Construction:
http://www.degremont.com.au/projects/perth-seawater-desalination-
plant/
Electricity:
https://en.wikipedia.org/wiki/Perth_Seawater_Desalination_Plant

5 & 7 Southern Seawater
Desalination Plant
(Perth)

Capacity not adjusted
Online year of expansion adjusted to 2014
Capex:

• desaldata: US$592m first stage and US$471m expansion

• AU$955m (first stage in 2011)

• US$ 944m (2011)

• AU$450m (expansion in 2013)

• US$463m (2013)
Opex:

• No data, we used cost estimator sum
Electricity:

• 4.0 kWh/m3

Capex:
https://www.water-technology.net/projects/southern-seawater-
desalination-plant/
http://www.abc.net.au/news/2009-06-24/final-approval-for-sw-
desalination-plant/1330958?site=news
https://www.bunburymail.com.au/story/1253516/first-seawater-
flows-into-binningup-desalination-plant/
https://www.water-technology.net/projects/southern-seawater-
desalination-plant/
http://www.ancr.com.au/southern_seawater_desalination.pdf
Construction:
https://www.bunburymail.com.au/story/1253516/first-seawater-
flows-into-binningup-desalination-plant/
https://www.water-technology.net/projects/southern-seawater-
desalination-plant/
https://www.watercorporation.com.au/about-us/news/media-
statements/media-release/southern-seawater-desalination-plant—
expansion-project-update
Electricity:
http://www.epa.wa.gov.au/sites/default/files/EPA_Report/2797_
Rep1302Desal_61008.pdf
http://www.epa.wa.gov.au/sites/default/files/EPA_Report/2797_
Rep1302Desal_61008.pdf

6 Sino Iron Project Capacity and construction years not adjusted
No further data found, we used data from desaldata without adjustments

Capacity:
https://www.ide-tech.com/en/our-projects/cape-preston-desalination-
plant/?data=item_1
Construction:
https://www.ide-tech.com/en/our-projects/cape-preston-desalination-
plant/?data=item_1

7 Gold Coast
Desalination Plant

Capacity and construction years not adjusted
Capex:

• Desaldata: US$838m (2009)

• AU$1.12 bn (2009)

• Desaldata is correct, no adjustment needed
Opex:

• Desaldata:

• AU$1021 per megalitre (2012) at full capacity

• Own calculations: AU$47m (2012), US$42m (2015)
Electricity:

• 3.6 kWh/m3

Capex:
https://www.advisian.com/en-gb/global-perspectives/the-cost-of-
desalination
https://en.wikipedia.org/wiki/Gold_Coast_Desalination_Plant
https://www.water-technology.net/projects/gold-coast-plant/
Opex:
https://www.advisian.com/en-gb/global-perspectives/the-cost-of-
desalination
http://www.qca.org.au/getattachment/8da7c759-06cf-462c-96df-
de7bcbe29514/Seqwater-submission-Appendix-C.aspx
http://www.parliament.qld.gov.au/Documents/TableOffice/
TabledPapers/2015/5515T1824.pdf
Electricity:
https://www.water-technology.net/projects/gold-coast-plant/
https://www.water-technology.net/projects/gold-coast-plant/
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Abstract
The ecology in theMurray–Darling Basin inAustralia is threatened bywater scarcity due to climate
change and the over-extraction and over-use of natural water resources. Ensuring environmental
flows and sustainable water resourcesmanagement is urgently needed. Seawater desalination offers
high potential to deliver water in virtually unlimited quantity. However, this technology is energy-
intensive. In order to prevent desalination becoming a driver of greenhouse gases, the operation of
seawater desalinationwith renewables is increasingly being considered. Our study examines the
optimisation of the operation of a 100% renewable energy grid by integrating seawater desalination
plants and pipelines as a variable load.We use aGIS-based renewable energy load-shiftingmodel and
showhowboth technologies create synergy effects. First, we analysewhat quantity of water ismissing
in the basin in the long run.Wedetermine locations for seawater desalination plants and pipelines to
distribute thewater into existing storages in theMurray–Darling Basin. Second, we design a pipeline
system and calculate the electricity needed to pump thewater from the plants to the storages. Third,
we use the combined renewable energy load-shiftingmodel.Weminimise the total cost of the energy
systemby shifting energy demand forwater production to periods of high renewable energy
availability. Our calculations show that in such a system, the unused spilt electricity can be reduced by
at least 27 TWh. The electricity system’s installed capacity and levelised cost of electricity can be
reduced by up to 29%, and 43% respectively. This approach can provide an annual net economic
benefit of $22.5 bn. The results illustrate that the expansion of seawater desalination capacity for load-
shifting is economically beneficial.

Abbreviations

GIS Geographic information
system

LCOE Levelised cost of
electricity

MDB Murray–Darling Basin

MDBA Murray–Darling Basin
Authority

RE Renewable energies

RO Reverse osmosis

SDL Surface-water diversion
limit

SWRO Seawater reverse osmosis

1. Introduction

The Murray–Darling Basin (MDB) is Australia’s
largest river catchment. The MDB includes about
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30 000 wetlands and the multinational Ramsar Con-
vention on Wetlands protects 16 of these wetlands
(Forghani et al 2011). Between 1997 and 2009,
Australia and especially the MDB suffered heavily
from drought (Leblanc et al 2012). The MDB supplies
about 20 million people with food (Forghani et al
2011), and Agricultural production in the MDB
amounts to $24 bn (Murray–Darling Basin
Authority 2019a). The natural habitat of many animal
and plant species, and the agricultural economy are in
danger (Crimp et al 2010) (Kirby et al 2014) (Kirby et al
2012) (Wittwer and Griffith 2011). Extreme and

changeable climate conditions have intensified
recently. Following the hottest December since
records began, January 2019 marked the hottest
month evermeasured (Bureau ofMeteorology 2019).

To fight the drought in the MDB, the Australian
government passed the Water Act 2007 (The Parlia-
ment of Australia 2007). Based on this, the Murray–
Darling Basin Authority (MDBA) published the Guide
to the Proposed Basin Plan in 2010 (Murray–Darling
Basin Authority 2010). In it, the MDBA stated that it
plans to shorten the existing water allocation rights
and thereby to increase natural flows (Connell and
Grafton 2011). In a recently published study,Williams
and Grafton (2019) have shown that the government’s
actions worth $3.5 bn to increase water flows in the
MDBare failing.

Desalination has a high technical potential to pro-
vide large amounts of additional water. Since the mil-
lennium drought, every major city in Australia
operates a seawater desalination plant (El Saliby et al
2009). Porter et al (2015) have shown that desalination
can be a strategy for the economic development of arid
coastal regions. Reverse osmosis (RO) is the leading
desalination technology worldwide. With
3–5 kWhm−3, RO is more energy-efficient than other
thermal desalination technologies, which results in
lower specific costs of less than $0.75 per m3 (Ben-
nett 2011) (Alhaj and Al-Ghamdi 2019a). Never-
theless, RO is an energy-, and therefore carbon-
intensive technology when operated with conven-
tional energy. When operated within the Australian
grid, electricity causes over 90% of carbon emissions
during operation (Heihsel et al 2019). Renewable
energy (RE) thus solves a fundamental issue with desa-
lination, rendering the process sustainable (TheWorld
Bank 2012) (Baten and Stummeyer 2013) (Ghaffour
et al 2014). Despite its high ecological potential, only
1% of desalination water worldwide is produced using
RE (Shahzad et al 2017). Market barriers for wide-
spread use are high capital costs and uncertainty over
optimal system integration strategies (Alhaj and Al-
Ghamdi 2019b). A high proportion of RE in the elec-
tricity grid requires a completely different operational
management (Olatomiwa et al 2016). Australia has a
high potential for generating electricity from renew-
able resources. However, without corresponding
operational management, the generation capacity is

about three times larger than the current capacity in an
almost exclusively conventional energy system (Len-
zen et al 2016). Seawater desalination can buffer the
volatility in renewable electricity production, which in
turn is followed by economic benefits due to the
reduction in generation capacity.

Some researchers and operators believe that RO
should be operated in a steady state. However, mem-
brane technology has evolved significantly in recent
years. As a result, more flexible operation in a partial
load range is possible without damaging membranes
(Ghobeity and Mitsos 2010). Although the durability
of the membranes will be reduced by intermittent
operation, operating with antiscalant and rinsing
reduces this effect significantly (Freire-Gormaly and
Bilton 2018). Anyway, with 32%, electricity con-
tributes significantly to the total cost of water produc-
tion, while membranes account for just 4% of the total
costs and they are becoming continually cheaper (the
other cost components are 38% capital costs, 13%
labour costs, 9% chemicals, and 4% other parts)
(Ziolkowska 2015). To realise a flexible operation,
desalination plants can be provided by a positive dis-
placement pump with a variable frequency drive
(Ghobeity and Mitsos 2010). Numerous studies show
the feasibility of RO’s direct operation with inter-
mittent energies such as wind and sun (Li et al 2019)
(Richards et al 2014) (Bognar et al 2013) (Richards et al
2011) (Park et al 2012) (Park et al 2011). Besides, prac-
tical examples show the feasibility of direct coupling of
RO and RE and the associated variability of electricity
(Desalination.biz 2017) (Augsten 2007).

For the first time, our study examines the eco-
nomic benefits of coupling a large seawater desalina-
tion and pipeline system with a 100% RE grid within a
Geographic Information System (GIS) based load-
shifting model. At the same time, we introduce an
entirely new approach to the water management of a
large basin like the MDB. In doing so, we address a
crucial problem of arid regions in the critical area of
the water-energy-food nexus (Leck et al 2015) (Scan-
lon et al 2013) (Grubert andWebber 2015). This study
is particularly relevant for water management and
energy practitioners, such as government agencies and
engineers. Furthermore, our study shows the potential
for additional benefit from the coupling of both tech-
nologies. Policymakers can benefit from this knowl-
edge regarding the implementation of regulatory
frameworks.

2.Methods and data

2.1. A 100% renewable energymodel5

We used a GIS-based electricity dispatch model with a
geographic resolution of 90×110 grid boxes by
Lenzen et al (2016). Within this model, we simulated a

5
Please see supplementarymaterial S1 formore details.

2
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sequential competitive bidding process that proceeds
hourly over one year. In our dispatch optimisation
model of the RE system, we simulated a spot market
with competitive bidding. We optimised the cost of
power generation sequentially and iteratively for every
hour and every location. The algorithm proceeds by
the following steps:

1. The generators supply the demand for every hour
and every location grid box of the optimisation
period. We rank all generators according to the
lowest total cost for each hour and location
separately. The total cost results from variable
cost and fixed cost per MWh. Variable costs and
fuel costs are data-based. We estimate fixed
capital, maintenance and transmission costs for
thefirst run.

2. After a run, the model recalculates the pre-run
estimated fixed costs with the endogenously
determined capacity factor. Based on these post-
run costs, the algorithm calculates the total cost
for each generator.

3. The algorithm adjusts the transmission network
according to the new generator capacity and
location.

4.We rank all generators based on cost efficiency
over the entire optimisation period. We subse-
quently exclude inefficient generators.

5. The algorithm repeats the exclusion of inefficient
generators while the reliability standard of
0.002%of the total demand complies.

Lenzen et al (2016) have provided a more detailed
formal description of the optimisation approach.

2.2. The load-shifting algorithm
Our load-shifting algorithm is based on thework of Ali
et al (2018), Ali et al (2019), and Keck et al (2019). Our
concept of using the demand of seawater desalination
for load-shifting has the following additional key
benefits:

• Seawater reverse osmosis plants (SWRO) have a
high electricity consumption which is available for
load-shifting.

• The plants are utility-scale; in other words, they are
centrally and simply controllable. They do not
depend directly on a specific user behaviour. Thus,
network operators can directly control them.

• Unlike electricity, water can easily and economically
be stored in large reservoirs.

We integrated the load-shifting algorithm into the
clean grid optimisation model from Lenzen et al
(2016). We considered the electricity load of Australia

as a non-shiftable load. We use the additional load of
desalination and pipelines for the load-shifting proce-
dure. The algorithm applies the locally and hourly
optimised electricity system from Lenzen’s clean grid
as a starting point. The algorithm shifts demand from
expensive generators to cheaper ones to utilise spilt
energy. Spilt energy is the generated electricity which
cannot be utilised due to missing demand at a specific
time. It runs according to the following procedure:

1.We set a load-shifting period that determines a
time range that the algorithm considers for the
shifting. For our study, we considered shifting
periods of 10 d, 30 d, and 90 d, respectively. The
length of the periods is derived from the ability to
store water in more extended periods. The
computational requirement increases exponen-
tially with the extension of the shifting period.

2. The variables of generated and spilt electricity are
ranked separately.

3. The programme consequently shifts the demand
within the load-shifting period from the genera-
tors with the highest cost to those with the lowest
cost that produce spilt electricity. We determine
the load-shifting potentialP by

t

t

P G t S t
D t

min , ,

, 1
inefficient s efficient

s

= + D
+ D

[ ( ) ( )
( )] ( )

whereGinefficient is the generation of the expensive
generator, which we reduce. Sefficient is the spilt
energy of the cost-efficient generator. D is the
electricity demand of the SWROs that is available
for shifting. The variable t determines each hour
of the optimisation period. The period tsD is the
shifting period. The algorithm considers every
single hourwithin the shifting period.

4. The next step is to update the variables of the
power generation to

G t G t P 2efficient
update

efficient= +( ) ( ) ( )
and

t tG t G t P. 3inefficient
update

s inefficient s+ D = + D -( ) ( ) ( )
Gefficient is the electricity produced by the cost-
efficient generators. Ginefficient is the electricity
produced by reduced inefficient generators. The
index updatemarks the adjusted variables.

5. As with the variables of electricity generation, we
update the spilt energy variables resulting in

S t S t P 4efficient
update

efficient= -( ) ( ) ( )
and

t tS t S t P. 5inefficient
update

s inefficient s+ D = + D +( ) ( ) ( )
Here, Sefficient is the spilt energy of the efficient
generator, which is utilised by the shifted demand.
Sinefficient is the spilt energy of the inefficient

3
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generator, which is increased by the shifting. The
algorithm aims to supply the demand throughout
the optimisation period by efficient generators
alone. Consequently, we eliminate inefficient
generators from the system.

6. Finally, we update the electricity demandD by the
shifted reduction potential. We reduce electricity
production by the reduction potential at time
(t+Δt) and shift it to t, which is represented by

t tD t D t P 6update
s s+ D = + D -( ) ( ) ( )

and

D t D t P. 7update = +( ) ( ) ( )
We repeat from step 3 onwards for every hour and

every demand location. The shifting ends when either
the available demand D is completely shifted or when
no more spilt energy is available. After the load-shift-
ing programme has optimised all hours and locations,
all inefficient generators that are no longer needed are
removed from the system. Subsequently, we adjust the
transmission system and the total demand.

2.3.Modelling the desalination energy demand
2.3.1. Total desalination water demand
The government’s Guide to the Proposed Basin Plan
(Murray–Darling Basin Authority 2010) demanded a
total of between 3000 and 7600 Gl per year of
recovered water in order to achieve the objectives of
theWaterAct 2007 (TheParliament ofAustralia 2007).
For economic reasons, the MDBA recommended that
nomore than 4000 Gl should be recovered. In the end,

the government agreed on only 2750 Gl (Murray–
Darling Basin Authority (2012)).

Hoekstra et al (2012) have calculated the total run-
off and the blue water footprint for the MDB, includ-
ing the resulting available water according to the
presumptive environmental standard (see figure 1)
(Richter et al 2012) (Hoekstra et al 2011). During the
months where demand exceeds supply, water should
be added from outside the system. The water shortage
is the difference between blue water availability and
the blue water footprint. We calculated the difference
for each month and added up all negative water bud-
gets, which results in 6200 Gl. However, it is con-
ceivable that fromMay to September when the budget
is positive, water is stored to compensate for negative
budgets in other months. In this way, the water short-
age would amount to 5100 Gl. We calculated a weigh-
ted average of both values, with a slightly higher
weighting of the lower limit (60%) which results in
5500Gl.

2.3.2. Local water distribution
We estimated locations and capacities of desalination
plants that pump the produced water into existing
storages via a modelled pipeline system. Therefore, we
used 31 MDBA government storages and data con-
cerning their capacity and extended this with coordi-
nates, altitudes and direct distances to the sea
(Murray–Darling Basin Authority 2019b). We locally
distributed the 5500 Gl of water in theMDB according
to the relative demand of the areas. For this purpose,
we followed the area delineation according to Mur-
ray–Darling Basin Authority (2018) and used thewater

Figure 1.Thewater availability in theMDB according to (Hoekstra et al 2012); own depiction.
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demand data for the 29 areas. Pipelines supplied the
desalinated water to storages in or near the area. Each
storage was supplied by one or more pipelines. Each
pipeline, in turn, supplied one or more storages. We
have planned 29 sites for pipelines and desalination
plants. We considered 35 pipelines, which were
determined endogenously. The number of desalina-
tion plants has not been determined because only
location and capacity are critical for themodelling.

Distributing the water to the pipeline locations
required the following steps:

1. In aGIS analysis, we linked all storages to the areas
in which they are located. If there was no storage
in an area, we allocated the closest storage.

2. The pipelines temporarily supplied the storages
with water. From the storages, the water was
distributed to the areas. We created a i×j
concordance C, which describes the supply links
between the pipelines and the areas. The rows
represent area i; the columns represent pipeline j.
The concordance consists of ones and zeros. If
pipeline j supplies water to area i, then cij=1,
otherwise cij=0.

3.We determined the distribution of the water
among the areas. For this, we used the data from
the surface water diversion limit (SDL) Trial
Water Take Account (Murray–Darling Basin
Authority 2018). We calculated the average
demand d of area i of the annual Take Account for
the years 2012–13–2016–17. With these data, we
calculated the percentage distribution r of the
demand in area i by

r
d

d
, 8

i 1

29å
=

=

( )

4.We calculated the capacity fraction p of the
pipelines j,

p
c

c
, 9

j 1

29å
=

=

( )

where the vector c is the capacity of the pipelines j
resulting from the capacity of the supplied
storages.
Each area i is supplied by one or more pipelines.
The sum s of the capacity fractions for each area i
results in

s C p, 10*= ( )
where the column vector s is the sum of the
capacity fractions of the pipelines supplying each
area i. In the next step, we modified the con-
cordance C by placing the capacity fraction p of
the pipeline jwhere cij=1. Therefore

C C p, 11*=˜ ˆ ( )

where C̃ is the modified concordance, and ^
denotes the diagonalisation. For each c ,ij˜ the
capacity fraction of pipeline j that supplies area i
was divided by the sumof the capacity fractions of
all pipelines supplying area i, resulting in

C s C. 121 *= - ˆ ˜ ( )

For each i, c 1
j ij1

29å ==
 applies. So far, the concor-

dance C merely indicated that an area receives water
from a given pipeline. The normalised concordance C
indicates the percentage of water for each area i
delivered by pipeline j.

5.We calculated the amount of water w supplied by
pipeline j by multiplying the transposed normal-
ised concordance C¢ by the vector r, resulting in

q C r. 13*= ¢ ( )
The vector q indicates the percentage distribution

of the water on the pipelines j. To distribute the total
amount of water l to the pipelines, we calculated

lw q, 14*= ( )
wherew is the vector for the amount of water that each
pipeline j supplies, and l is the total quantity of 5500Gl
of water. Figure 2 shows theMDBwith the locations of
the storages, the pipelines, the desalination plants, and
the areas overlaid.

2.3.3. The electricity demand of the pipeline and
desalination locations
We have iteratively optimised the pipelines’ diameters
based on their hydraulic head loss hf. The iteration
procedure is explained in more detail in the supple-
mentary material S2, which is available online at
stacks.iop.org/ERL/14/124054/mmedia. We limited
the maximum diameter to 3.1 m6. If the diameter
exceeded this limit, we added another pipeline to this
location and split up the flow. The specific energy
consumption e for each pipeline results in

e
g b h

3.6 10
, 15

f

tot
6* *

r
h

=
+( ) ( )

where r represents the density of water, g the
gravitational acceleration, b the altitude and toth the
total efficiency of the motor and pump, with an
assumed toth =0.873.

2.3.4. Electricity demand profiles
For the desalination plants, we assumed a specific

electricity consumption of e 3.5 ,desal
kWh

m3= which

corresponds to the average value for large SWROs
(Heihsel et al 2019). Thus, we used the vector e with
the specific electricity consumption for all pipelines to
calculate the specific electricity demand espec for each
desalination/pipeline location by

6
For comparison: the diameter of the Victorian desalination plant

pipeline is 1.93 m (Aquasure 2015).
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ee e. 16spec desal= + ( )

We get the vector with the total electricity demand
etot for all locations by

e e w 10 , 17tot spec
3*= # - ( )

where w is the vector with the water demand of all
pipelines from equation (14), and # denotes the
elementwise multiplication. Frommonthly profiles of
missing water in the MDB (Hoekstra et al 2012), we

Figure 2. Locations of the storages, the desalination plants, the pipelines and theMDB areas.

Figure 3.Monthly distributed electricity demand of the 29 combined pipeline and desalination locations.

6
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derived a monthly percentage distribution profile. In
order to avoid huge production differences between
individual months, we equally distributed a share of
the total electricity demand over the year. We dis-
tributed 50% of the electricity demand (from
equation (17)) as a constant baseload throughout the
year, and the remaining 50%was distributed using the
monthly percentage distribution profiles. Figure 3
shows the compiled and curve fitted load profiles.
Finally, we used the 29 hourly resolved electricity
demand profiles for the load-shifting analysis.

3. Results and discussion

3.1. Electricity demand-side implications
Subplot (a) of figure 4 shows the electricity demand of
the ten-day load-shifting period scenario.7 In the load-
shifting program, we set demand caps (according to
the oversize factor of 1.5) that specify the largest
possible electricity demand for the desalination and
pipeline spots (blue line). We note that the load-
shifting algorithm exploits the maximum values
especially in the Australian summer months (October
—April). At the same time, the demand available for
shifting is exploited to zero more extensively in the
wintermonths.

We also recognise that the months around the
Australian summer from October to April (‘high-sea-
son months’) dominate in demand before shifting. As
a result of the load-shifting, the ‘low-season months’
from May to September were used more intensively

for desalination. The considerable shifting period is
possible in particular due to the large storage capacities
in the MDB. The shift in water production from sum-
mer to winter thus allows more cost-effective produc-
tion of water, as we can reduce the capacity of the
power generation system.

Subplot (b) shows a typical load variation within
72 h for the 10 d load-shifting period. In our calcul-
ation, we did not limit the variability of ramp-ups and
shut-downs.We analysed the variability of demand for
load-shifting on a daily basis. For the load-shifting
with a shifting period of 10 d, themedian of the coeffi-
cient of variation of all days is 0.33. The largest value is
1.53, the smallest 1× 10−16. Although this shows a sig-
nificant variability in the resulting demand, the varia-
bility is realistic for the real operation of seawater
desalination plants (Freire-Gormaly and Bilton 2018)
(Richards et al 2014) (Park et al 2012).

In figure 5, we see the monthly average shift by
time of day. Positive values show the amount of elec-
tricity that was shifted to the specific hour of a month
so that desalination plants utilise additional electricity
at these points. A negative value shows that demand
was reduced in this hour of the month. We recognise
the shift in demand from summer towinter, which has
already been discussed above, causing a seasonal bal-
ance of demand. The axis of hours shows a significant
shift to themorning hours until early noon. This effect
is strong around April and at the end of the year.
Around 5 a.m. and 7 p.m., a systematic reduction of
the resulting demand can be observed throughout the
year.We explain this effect by the combination of high
residual demand and low electricity supply, in part-
icular from solar power. The negative peaks of the

Figure 4.Aggregated electricity demand before and after the load-shifting process for the 10 d load-shifting period. Subplot (a) shows
the entire observation period of one year. Subplot (b) shows a period of 72 h.

7
Please see supplementary material S3 for the results of the 30 and

90 d load-shifting periods.
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shifting are higher than the positive peaks. This effect
stems from the limitation of maximum demand by
caps. At the same time, this shows that the use of
higher permissible demand could have a positive effect
on the electricity system. In conclusion, we find that
the ability to move demand both seasonally and across
the hours of the day is useful for optimising the energy
system.

3.2. Electricity supply-side and cost-implications
Table 1 provides an overview of the electricity supply
resulting from load-shifting with a period of 10 d.
Here, the total electricity generation capacity is
135 GW.We see that utility PV holds the highest share
with 70.1 GWof generation capacity, which equates to
52% of the total capacity. The energy generated by
utility PV (and utilised by the demand i.e. which is not
spilt) is 119.1 TWh, which is only 36.9%.Wind energy
has the largest share here, with 135.0 TWh and a share
of 41.8%—the higher value for generated energy
results from the fact that wind energy is the most
continuous, compared to other volatile energy

carriers. Therefore, wind energy can also achieve the
relatively high capacity factor of 39.7%. Although
energy sources with continuous availability such as
ocean power have a very high capacity factor of up to
83.6%, they haveminimal expansion potential.

Furthermore, wind energy, which contributes the
largest share to the amount of electricity generated, has
a relatively small amount of spilt energy itself. Only
13.4 TWh of the produced wind energy is lost. By way
of comparison, utility PV generates 49.5 TWh of spilt
energy. Thus, not even 9% of electricity produced by
wind is spilt energy, whereas utility PV reaches 29%;
The high value of the spilt PV energy, which is still pre-
valent even after the load-shifting, illustrates the range
of PV electricity availability. High electricity supply
with low demand prevails in many periods. Wind
energy, on the other hand, is much more congruent
with demand. If a load-shifting is performed, the spilt
energy can thus be reduced by at least 27 TWh. If we
increase the load-shifting period to 30 d and 90 d, the
necessary generation capacity decreases to 122.5 GW
and 114.5 GW respectively. Overall, desalination load-

Figure 5.Average shifted load bymonth and daytime for the 10 d load-shifting period.

Table 1.Optimised electricity supply system after load-shiftingwith a 10 d period.

Fuel type Capacity (GW) Capacity share Generation (TWh) Generation share Spillage (TWh) Capacity factor

Hydro 3.7 2.7% 23.0 7.1% 0 71.1%

Biofuels 1.6 1.2% 5.0 1.5% 0 35.4%

Wind 42.7 31.7% 135.0 41.8% 13.4 39.7%

Utility PV 70.1 52.0% 119.1 36.9% 49.5 27.5%

CSP 12.3 9.1% 26.9 8.3% 9.5 33.8%

Ocean 0.21 0.2% 1.5 0.5% 0 83.6%

Geothermal 0.1 0.1% 0.7 0.2% 0 80.3%

Rooftop PV 4 3.0% 11.7 3.6% 0 33.5%

Total 135 100% 322.9 100% 72.3 33.5%
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shifting can reduce the installed capacity and levelised
cost of electricity (LCOE) by up to 29%, and 43%,
respectively (see supplementary material S3 and S4 for
further details).

Figure 6 presents the change in the electricity sup-
ply after load-shifting for a range of 1000 h. Subfigure
(a) shows the structure of electricity generation. Utility
PV is dominant among the generators. During the
nights, wind power produces electricity, whereas dur-
ing the days, utility PV dominates electricity produc-
tion. Subfigure (b) shows the shifted generation.
Positive values mean that electricity demand is shifted
to the respective hour. Negative values indicate hours
where electricity is no longer utilised. We can see that
the load-shifting program has systematically replaced
CSP and partially replaced wind with cheaper uti-
lity PV.

Subfigure (c) shows the change in the number of
generators dispatched for electricity production after
the load-shifting process. Subfigure (d) illustrates the
recruited capacity of these generators. A negative
recruited capacity means that the capacity utilised
before the load-shifting is no longer needed at this
hour. The program shifted the respective loads from
more expensive to less expensive generators. At the
end of an optimisation run, unused expensive gen-
erators are removed from the network.

Subfigures (e) and (f) visualise the spilt electricity.
Figure (e) shows that a significant proportion of the
spilt electricity comes fromutility PV.Wind power, on
the other hand, has a much smaller amount of spilt
electricity. Now it becomes clear that on the one hand,
the load-shifting program replaces wind power with
PV; on the other hand, it shifts the demand so as to
utilise more PV to reduce the total cost of the system.
Figure (f) shows how the load-shifting optimises the
generation structure. Hence, the peaks of spilt energy
were reduced significantly. The results show that wind

and solar complement each other under Australian
conditions. The peaks of PV occur during the day,
while the peaks of wind occur mostly at night. The use
of CSP can further flatten the supply by the use of heat
storages. Therefore, we recommend a mixed applica-
tion of these technologies when combining with
desalination.

3.3. Estimation of additional costs and benefits8

In the following, we estimated the benefits and costs
directly related to the load-shifting. When load-
shifting is applied, less power generation capacity is
needed compared to the situation where no load-
shifting would be applied. Hence, we define the
additional benefit as saving in the total cost of
electricity generation. We define the direct costs
related to the load-shifting by the necessary increase in
the desalination capacity. Our approach is a simple
static analysis. Hence, we do not consider dynamic
price changes or indirect effects, such as social effects.
We provide further details on the assumptions and the
calculation in the supplementary material S5. With
applied load-shifting, the LCOE of power generation
was 11.3–13.5 ct kW−1 h−1. Without load-shifting,
LCOE was 20 ct kW−1 h−1. With the LCOEs and the
respective total electricity quantities, we calculated the
total costs of electricity generation for both the load-
shifting scenarios and the basic scenario without load-
shifting. The difference between the total costs of
electricity results in an average gross economic benefit
of $24.6 bn per year. This cost saving is made possible
by not operating desalination plants continuously but
providing their demand flexibly for load-shifting
purposes. In our study, we applied an oversize factor of
1.5; in other words, the desalination and pipeline
capacity were 50% higher than in a baseload scenario

Figure 6.Electricity supply after the load-shifting process for a 10 d load-shifting period.With (a) generation, (b) shifted electricity, (c)
number of shifted generators, (d) change in recruited capacity, (e) spilt electricity, (f) reduction in spilt electricity.

8
Explanations of the methodology and assumptions can be found

in the supplementarymaterial at S5.
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for continuous operation throughout the year. To
calculate the additional costs of the desalination plants
and the pipelines, we used specific capital costs from
IAEA (2013) and Bluefield Research (2018), respec-
tively. Oversizing desalination plants results in an
additional annuity of $1.27 bn. The expansion of
pipeline capacity leads to an additional annuity of
$809 m. In conclusion, considering desalination
demand for load-shifting under the given assumptions
promises high net economic benefits of $22.5 bn,
which is 35% of the total cost of electricity in the no-
shifting scenario.

3.4. Challenges and global prospects
Recently, we see a growing awareness of climate
change worldwide. Movements, such as the protests
movement of ‘Fridays for Future’, are pushing govern-
ments to take more determined action. The electricity
sector plays a key role for a climate-neutral economy
(Wolfram et al 2016), but a high proportion of RE in
the electricity sector requires a fundamentally different
network operation (Olatomiwa et al 2016). The slow
implementation of RE technologies in Australia,
although with very high meteorological potential, is a
major obstacle to implementing these strategies. The
slow adaptation, as well as the historically high
dependence on coal, currently lead to a carbon lock-in
of the Australian economy (Unruh 2000).

When implementing seawater desalination on this
scale, other environmental effects must be considered.
The impacts of brine discharge on themarine environ-
ment continue to be the subject of controversial
research discussions (Darwish et al 2013) (Zhou et al
2014) (Mannan et al 2019) (Saeed et al 2019). How-
ever, in a recent large-scale ecological impact study,
Clark et al (2018) have demonstrated that the effects of
brine in seawater desalination are significantly smaller
than previously thought. Furthermore, Seawater desa-
lination is still costly, but the cost of technology has
decreased significantly in recent decades. New
research in the field of graphene for desalination
shows that the energy efficiency of seawater desalina-
tion could once again decrease by a factor ofmore than
10 (Aghigh et al 2015). Through international agree-
ments such as the Paris Agreement, countries world-
wide will increasingly implement climate policy
measures, whereby RE will become competitive by
pricingCO2.

In our study, we demonstrated the advantages of
the combination of desalination plants, pipelines and
RE. The calculated 35 pipelines with an average dia-
meter of 2.1 m are an enormous challenge to build.
Twenty-four locations can be supplied with just one
pipeline each, two locations require two pipelines
each, and one location requires three pipelines. An
adaptation of the operational management, e.g. by
pursuing amore continuous operation, would provide
opportunities to reduce the number of pipelines at

individual sites. We are aware of the magnitude of the
idea of building seawater desalination plants with a
capacity of 5500Gl per year for theMDB. Cutting edge
practice and research worldwide show that projects on
this scale are a realistic option in the battle against
drought: The Israeli government plans to save the
drought-threatened Sea of Galilee with seawater desa-
lination (The Economist 2018). To do this, they want
to increase their desalination capacity and pumpwater
from the Mediterranean Sea to the Sea of Galilee. At
the World Water Conference 2019, the idea of a ‘cli-
mate correction project’ was presented (Stiftung For-
schung für Leben 2019). The idea applies seawater
desalination with RE to keep the rising sea level con-
stant in the context of climate change. At the same
time, according to this idea, water should be pumped
into dry regions to increase vegetation and simulta-
neously to counteract climate change.

4. Conclusion

Our study focusses on two global challenges: First,
global areas of arid regions are growing due to climate
change. Second, the majority of the world community
has agreed on ambitious CO2 reductions for the
coming decades, which should limit global temper-
ature increases to 1.5 °C. This study proposes a
combined solution of seawater desalination with RE.
For this, we modelled a desalination and pipeline
system to provide water for theMDB. RE contribute to
making desalination plants sustainable. At the same
time, desalination serves as a variable load, which
reduces the generation capacity of RE plants and
therefore, the cost of the system. With our approach,
the generation capacity of the electricity system can be
reduced by more than 29%. We achieve net annual
cost savings of more than $22.5 bn, which equates to
35% of the total cost of electricity in the no-shifting
scenario. Desalination is particularly suitable for load-
shifting, because storing water for a longer period is
affordable and technically feasible.

Our study showed how available flexible loads in a
100% RE system can significantly reduce the installed
capacity. We demonstrated how sun and wind energy
complement each other when coupling with desalina-
tion. Instead of operating with only one energy source,
a mix of both is preferable. Furthermore, loads are
advantageous, which can be shifted both, within a day
and between seasons. However, the policy needs to
create regulatory frameworks that price the external
costs of carbon emissions and water extraction and
distribute the benefits of load-shifting to the shiftable
loads, i.e. desalination and pipeline operators, creating
incentives to provide the necessary variable loads.
Given the continuing aridity, the MDBA should limit
the water extraction in the short term (in the 5500 Gl
range) to increase environmental flows. In the med-
ium term, water prices for extracted water should be
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increased (e.g. through taxes) in order to ensure sus-
tainable water use. In the long term, the collected taxes
can be used to expand RE, desalination plants and
pipelines.

Nonetheless, our study is limited to investigating
the immediate interaction of RE and desalination
plants. Our study does not analyse environmental,
economic and social factors or compile a comprehen-
sive cost-benefit analysis. We also do not compare
with alternative water supply options, such as waste-
water reuse or reducing water consumption. Even
though these options are essential for the entire Aus-
tralian water supply, we show a solution that is able to
provide large volumes of water in dry coastal regions.
We will investigate social, environmental and eco-
nomic factors in detail in further research.

Acknowledgments

We thank Professor Dr Frank Behrendt from the
Department of Energy Engineering of the Technical
University of Berlin for his continuous support. This
work was financially supported the Friedrich Nau-
mann Foundation for Freedom. We acknowledge
support by the German Research Foundation and the
Open Access Publication Fund of TU Berlin. Finally,
we also thank the anonymous reviewers for the
valuable comments, which have improved this study.

Data availability statement

The data that support the findings of this study are
available from the corresponding author upon reason-
able request.

References

AghighA, AlizadehV,WongHY, IslamMS, AminN andZamanM
2015Recent advances in utilization of graphene for filtration
and desalination ofwater: a reviewDesalination 365 389–97

AlhajM andAl-Ghamdi SG 2019a Integrating concentrated solar
powerwith seawater desalination technologies: amulti-
regional environmental assessment Environ. Res. Lett. 14
74014

AlhajM andAl-Ghamdi SG 2019bWhy is powering thermal
desalinationwith concentrated solar power expensive?
assessing economic feasibility andmarket commercialization
barriers Sol. Energy 189 480–90

Ali SMH, LenzenMandHuang J 2018 Shifting air-conditioner load
in residential buildings: benefits for low-carbon integrated
power grids IETRenew. Power Gener. 12 1314–23

Ali SMH, LenzenMandTyedmers E 2019Optimizing 100%-
renewable grids through shifting residential water-heater
load Int. J. Energy Res. 43 1479–93

Aquasure 2015VictorianDesalination Project Fact Sheet—Pipeline
and Power Supply (https://aquasure.com.au/pipeline-
powerline)

Augsten E 2007Desalination bymeans of wind and sun SunWind
Energy (https://sunwindenergy.com/system/files/swe_
0702_032-037_desalination.pdf)

BatenR and Stummeyer K 2013How sustainable can desalination
be?DesalinationWater Treat. 51 44–52

Bennett A 2011Cost effective desalination: innovation continues to
lower desalination costs Filtr. Sep. 48 24–7

Bluefield Research 2018Relative Piping Costs (Boston,MA)
(https://wateronline.com/doc/water-and-wastewater-
pipeline-infrastructure-opportunities-0001)

BognarK, Pohl R andBehrendt F 2013 Seawater reverse osmosis
(SWRO) as deferrable load inmicro gridsDesalinationWater
Treat. 51 1190–9

Bureau ofMeteorology 2019MonthlyWeather Review (http://
bom.gov.au/climate/mwr/)

ClarkGF, KnottNA,Miller BM,Kelaher B P, ColemanMA,
Ushiama S and Johnston E L 2018 First large-scale ecological
impact study of desalination outfall reveals trade-offs in
effects of hypersalinity and hydrodynamicsWater Res. 145
757–68

Connell D andGraftonRQ2011Water reform in theMurray–
Darling basinWater Resour. Res. 47W00G03

Crimp S J, Stokes C J,Howden SM,MooreAD, Jacobs B,
BrownPR, AshA J, Kokic P and Leith P 2010Managing
Murray–Darling basin livestock systems in a variable and
changing climate: challenges and opportunitiesRangel. J. 32
293–304

DarwishM,HassabouAHand Shomar B 2013Using seawater
reverse osmosis (SWRO) desalting system for less
environmental impacts inQatarDesalination 309 113–24

Desalination.biz 2017Chile project envisionsmultiplemining
clients for solar-powered SWRODesalination.biz (https://
desalination.biz/news/3/Chile-project-envisions-multiple-
mining-clients-for-solar-powered-SWRO/8761/)

El Saliby I, Okour Y, ShonHK,Kandasamy J andKim I S 2009
Desalination plants inAustralia, review and factsDesalination
247 1–14

Forghani A, Alexandra J andDonaldson J 2011 Spatially Enabled
MDBA (Canberra) (http://csdila.unimelb.edu.au/
BeyondSpatialEnablement/pdf/Forghani.pdf)

Freire-GormalyMandBiltonAM2018 Experimental
quantification of the effect of intermittent operation on
membrane performance of solar powered reverse osmosis
desalination systemsDesalination 435 188–97

GhaffourN, Lattemann S,Missimer T,NgKC, Sinha S andAmyG
2014Renewable energy-driven innovative energy-efficient
desalination technologiesAppl. Energy 136 1155–65

Ghobeity A andMitsos A 2010Optimal time-dependent operation
of seawater reverse osmosisDesalination 263 76–88

Grubert EA andWebberME2015 Energy forwater andwater for
energy onMaui Island,Hawaii Environ. Res. Lett. 10 64009

HeihselM, LenzenM,Malik A andGeschke A 2019The carbon
footprint of desalination: an input–output analysis of
seawater reverse osmosis desalination in Australia for
2005–2015Desalination 454 71–81

Hoekstra AY,Chapagain AK,AldayaMMandMekonnenMM
2011Thewater footprint assessmentmanual—setting up the
global standard (London) (https://waterfootprint.org/
media/downloads/TheWaterFootprintAssessmentManual_
2.pdf)

Hoekstra AY,MekonnenMM,Chapagain AK,Mathews RE and
Richter BD 2012Globalmonthly water scarcity: bluewater
footprints versus bluewater availabilityPLoSOne 7 e32688

IAEA2013Desalination Economic Evaluation Program5.1
(https://pub.iaea.org/MTCD/Publications/PDF/CMS-19_
web.pdf)

Keck F, LenzenM,Vassallo A and LiM2019The impact of battery
energy storage for renewable energy power grids inAustralia
Energy 173 647–57

KirbyM, Bark R, Connor J, QureshiME andKeyworth S 2014
Sustainable irrigation:Howdid irrigated agriculture in
Australia’sMurray–Darling basin adapt in themillennium
drought?Agric.WaterManag. 145 154–62

KirbyM,Connor J, BarkR,Qureshi E andKeyworth S 2012The
economic impact of water reductions during theMillennium
Drought in theMurray-Darling Basin 56thAARESAnnu.
Conf. Fremantle,West. Aust. Febr. 56th AARESAnnu. Conf.

11

Environ. Res. Lett. 14 (2019) 124054

135



Fremantle (West. Aust., 7–10 February ) (https://doi.org/
10.22004/ag.econ.124490)

LeblancM,Tweed S, VanDijk A andTimbal B 2012A review of
historic and future hydrological changes in theMurray–
Darling BasinGlob. Planet. Change 80–81 226–46

LeckH,ConwayD, BradshawMandRees J 2015Tracing thewater-
energy-food nexus: descriptionTheory Practice Geogr.
Compass 9 445–60

LenzenM,McBain B, Trainer T, Jütte S, Rey-LescureO andHuang J
2016 Simulating low-carbon electricity supply for Australia
Appl. Energy 179 553–64

Li S, Cai Y-H, Schäfer A I andRichards B S 2019Renewable energy
poweredmembrane technology: a review of the reliability of
photovoltaic-poweredmembrane system components for
brackishwater desalinationAppl. Energy 253 113524

MannanM,AlhajM,MabroukAN andAl-Ghamdi SG2019
Examining the life-cycle environmental impacts of
desalination: a case study in the State ofQatarDesalination
452 238–46

Murray–Darling BasinAuthority 2010Guide to the proposed Basin
Plan: Technical background (Canberra) (https://mdba.gov.
au/sites/default/files/archived/guide_pbp/Guide-to-
proposed-BP-vol2-0-12.pdf)

Murray–Darling BasinAuthority 2018Transition PeriodWater
Take Report 2016–17. Report on Cap compliance and
transitional SDL accounting (https://mdba.gov.au/sites/
default/files/pubs/transition-period-water-take-report-
2016-17.pdf)

Murray–Darling BasinAuthority 2019aDiscover the Basin
(https://mdba.gov.au/discover-basin)

Murray–Darling BasinAuthority 2019bMurray–Darling Basin
Government Storages (https://mdba.gov.au/managing-
water/water-storage)

Murray–Darling BasinAuthority 2012Basin Plan 2012 (Canberra:
AustralianGovernment) (https://www.legislation.gov.au/
Details/F2017C00078)

Olatomiwa L,Mekhilef S, IsmailM S andMoghavvemiM2016
Energymanagement strategies in hybrid renewable energy
systems: a reviewRenew. Sustain. Energy Rev. 62 821–35

ParkGL, Schäfer A I andRichards B S 2011Renewable energy
poweredmembrane technology: the effect of wind speed
fluctuations on the performance of a wind-powered
membrane system for brackishwater desalination J.Membr.
Sci. 370 34–44

ParkGL, Schäfer A I andRichards B S 2012The effect of
intermittent operation on awind-poweredmembrane system
for brackishwater desalinationWater Sci. Technol. 65 867–74

PorterMG,DownieD, ScarboroughH, SahinO and Stewart RA
2015Drought and desalination:Melbournewater supply and
development choices in the twenty-first centuryDesalination
Water Treat. 55 2278–95

Richards B S, ParkGL, Pietzsch T and Schäfer A I 2014Renewable
energy poweredmembrane technology: Brackishwater
desalination systemoperated using real wind fluctuations and
energy buffering J.Membr. Sci. 468 224–32

Richards LA, Richards B S and Schäfer A I 2011Renewable energy
poweredmembrane technology: salt and inorganic
contaminant removal by nanofiltration/reverse osmosis
J.Membr. Sci. 369 188–95

Richter BD,DavisMM,ApseC andKonradC 2012Apresumptive
standard for environmental flowprotectionRiver Res. Appl.
28 1312–21

SaeedMO, ErshathMMandAl-Tisan I A 2019 Perspective on
desalination discharges and coastal environments of the
Arabian PeninsulaMar. Environ. Res. 145 1–10

Scanlon BR,Duncan I andReedy RC 2013Drought and thewater-
energy nexus in texasEnviron. Res. Lett. 8 45033

ShahzadMW,BurhanM,Ang L andNgKC2017 Energy-water-
environment nexus underpinning future desalination
sustainabilityDesalination 413 52–64

Stiftung Forschung für Leben 2019Climate Correction Project
(http://climate-correction-project.com)

TheEconomist 2018Can the Sea of Galilee be saved? Econ (https://
economist.com/middle-east-and-africa/2018/12/01/can-
the-sea-of-galilee-be-saved)

TheParliament of Australia 2007Water Act 2007 (Canberra: The
Parliament of Australia) (https://www.legislation.gov.au/
Details/C2017C00151)

TheWorld Bank 2012Renewable energy desalination. An emerging
solution to close thewater gap in theMiddle East andNorth
Africa (Washington,DC:World Bank) (http://documents.
worldbank.org/curated/en/443161468275091537/
Renewable-energy-desalination-an-emerging-solution-to-
close-the-water-gap-in-the-Middle-East-and-North-Africa)

UnruhGC2000Understanding carbon lock-inEnergy Policy 28
817–30

Williams J andGraftonRQ2019Missing in action: possible effects
of water recovery on stream and river flows in theMurray–
Darling Basin, AustraliaAustralas. J.Water Resour. (https://
doi.org/10.1080/13241583.2019.1579965)

WittwerG andGriffithM2011Modelling drought and recovery in
the southernMurray–Darling basinAust. J. Agric. Resour.
Econ. 55 342–59

WolframP,WiedmannT andDiesendorfM2016Carbon footprint
scenarios for renewable electricity inAustralia J. Clean. Prod.
124 236–45

Zhou J, ChangVWCand FaneAG2014 Life cycle assessment for
desalination: a review onmethodology feasibility and
reliabilityWater Res. 61 210–23

Ziolkowska J R 2015 Is desalination affordable? regional cost and
price analysisWater Resour.Manag. 29 1385–97

12

Environ. Res. Lett. 14 (2019) 124054

136



LETTER • OPEN ACCESS

Desalination and sustainability: a triple bottom line study of Australia
To cite this article: Michael Heihsel et al 2020 Environ. Res. Lett. 15 114044

 

View the article online for updates and enhancements.

This content was downloaded from IP address 82.119.2.65 on 12/12/2020 at 17:43

137



Environ. Res. Lett. 15 (2020) 114044 https://doi.org/10.1088/1748-9326/abbd63

Environmental Research Letters

OPEN ACCESS

RECEIVED

11 July 2020

REVISED

3 September 2020

ACCEPTED FOR PUBLICATION

1 October 2020

PUBLISHED

18 November 2020

Original content from
this work may be used
under the terms of the
Creative Commons
Attribution 4.0 licence.

Any further distribution
of this work must
maintain attribution to
the author(s) and the title
of the work, journal
citation and DOI.

LETTER

Desalination and sustainability: a triple bottom line study of
Australia
Michael Heihsel1, Manfred Lenzen2 and Frank Behrendt1
1 EVUR, Department of Energy Engineering, Technical University of Berlin, Berlin, Germany
2 ISA, School of Physics, The University of Sydney, Sydney, New South Wales 2006, Australia

E-mail: michael.heihsel@campus.tu-berlin.de

Keywords: LCA, desalination, renewable energy, sustainability, input-output analysis

Supplementary material for this article is available online

Abstract
For many arid countries, desalination is considered as the final possible option to ensure water
availability. Although seawater desalination offers the utilisation of almost infinite water resources,
the technology is associated with high costs, high energy consumption and thus high carbon
emissions when using electricity from fossil sources. In our study, we compare different electricity
mixes for seawater desalination in terms of some economic, social and environmental attributes.
For this purpose, we developed a comprehensive multi-regional input-output model that we apply
in a hybrid life-cycle assessment spanning a period of 29 yr. In our case study, we model
desalination plants destined to close the water gap in the Murray-Darling basin, Australia’s major
agricultural area. We find that under a 100%-renewable electricity system, desalination consumes
20% less water, emits 90% less greenhouse gases, and generates 14% more employment. However,
the positive impacts go hand in hand with 17% higher land use, and a 10% decrease in gross value
added, excluding external effects.

Abbreviations

FTE Full-time equivalents
GHG Greenhouse gas
GVA Gross value added
ha Hectare
hLCA Hybrid life-cycle assessment
IELab Industrial Ecology Virtual Laboratory
IO Input-output
IOT Input-output table
kha Kilo hectare
LCA Life-cycle assessment
MDB Murray-Darling basin
Mha Million hectares
MRIO Multi-regional input-output
RE Renewable electricity
RO Reverse osmosis
TBL Triple bottom line

1. Introduction

Water scarcity affects an increasing proportion of the
world’s population (Greve et al 2018). In Australia,
water shortages have intensified over the past two dec-
ades (Aijm et al 2013). In the ‘granary of Australia’,
the MDB, little precipitation and water over-use has

led to environmental issues like high salinity of rivers
and fish death (Potter et al 2010, Wedderburn et al
2012). Over the past few years, Australia faced heat
records and intense bushfires (Borchers Arriagada
et al 2020). The latter put the country in a state of
emergency for weeks in early 2020 (Komesaroff and
Kerridge 2020).

If using natural resources, improving water man-
agement, and measures like wastewater reuse are
not sufficient to meet water demand, desalination
offers great potential, especially for regions with
access to the sea (Crisp 2012, Bell et al 2018). How-
ever, the technology has some severe drawbacks.
The production cost of desalinated water is about
twice or three times higher than water from con-
ventional sources (Ziolkowska 2015). Furthermore,
effects on the marine ecosystem, high energy con-
sumption and the associated GHG emissions are the
primary ecological challenges (Sadhwani et al 2005,
Stokes and Horvath 2006, Lattemann and Höpner
2008, Shehabi et al 2012, Shahabi et al 2014, Liu et al
2015, Zarzo and Prats 2018, Clark et al 2018, Gude
and Fthenakis 2020). The use of RE could make a
major contribution to environmental sustainability

© 2020 The Author(s). Published by IOP Publishing Ltd
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in particular (Jijakli et al 2012, Baten and Stum-
meyer 2013, Cherif et al 2016, Alhaj and Al-Ghamdi
2019). However, studies that assess total sustainabil-
ity bymeasuring environmental, social and economic
indicators are missing (Haddad 2013, Gude 2016).

The motivation of this study is to quantify the
three dimensions of sustainability of desalination
depending on the used electricity source. There-
fore, we apply an LCA approach (Malik et al 2016,
Hadjikakou et al 2019) to measure supply chain
effects. We applied an IO-based hLCA for this study
(Joshi 1999). The IO analysis goes back to the research
work of Wassily Leontief, who received the Nobel
Prize for this in 1973 (Leontief 1966). We applied
the Australian IELab to compile tailor-made input-
output MRIO tables (Lenzen et al 2014).

In this study, we simulated fictive desalination
plants at 29 sites around the MDB in southeast
Australia. The desalination plants were designed to
provide the missing water supply in the MDB of
5500 GL in total. The plants were not designed
for continuous operation, but take into account an
oversize factor of 1.5, allowing load-shifting of the
electricity demand. Like all large plants in Aus-
tralia, the plants are designed as RO systems. For
the power supply, we considered five scenarios, with
0, 25, 50, 75 and 100% RE. In the 0% RE scen-
ario, the electricity sector corresponds to the gen-
eration mix of the corresponding year in Australia,
as shown in the IO data. The electricity mix, as
well as the locations of the generators in the 100%
RE scenario, were the results of a GIS-based dis-
patch optimisation model of a previous study (Heih-
sel et al 2019a). The transitional scenarios apply pro-
rata combinations of both electricitymixes. The capa-
cities of the technologies wind, biomass, hydro and
PV are shown in the table in supplementary mater-
ial S1, which can be found online (available online at
https://stacks.iop.org/ERL/15/114044/mmedia).

To the best of our knowledge, this study is the first
comprehensive MRIO TBL study comparing desalin-
ation plants in RE and fossil-fuelled electricity scen-
arios. Thus, we contribute to the research gap in the
area of holistic studies on socio-economic and envir-
onmental impacts of desalination. The study is struc-
tured as follows: In the next chapter, we describe the
methodology and the data used. After that, we present
our results and end with a conclusion. Further tech-
nical details on the methods used can be found in the
supplementary material.

2. Methods and data

Two methods are applicable for carrying out LCAs:
the bottom-up approach (a process-based LCA) and
the top-down approach (based on IOTs) (Finnveden
et al 2009). The bottom-up approach employs phys-
ical process data, allowing very accurate modelling of
immediate upstream stages of the value chain. Since

the processes are explicitly modelled, the value chain
is only reflected to a limited extent due to data avail-
ability, and subordinate levels are not considered.
Therefore, a truncation error occurs. The top-down
approach, on the other hand, uses statistical data on
economic sectors, which allows infinite value chains
to be modelled. A truncation error, therefore, does
not occur, but an aggregation error arises from the
aggregation of different processes in industrial sec-
tors. The combination of top-down and bottom-up
data in a hybrid approach minimises both errors,
which is the advantage of this method (Pomponi and
Lenzen 2018).

Hybrid LCAs are used for carbon footprint stud-
ies of products, companies or sectors by extending
IO tables with physical environmental satellites (Liu
et al 2012, Norwood and Kammen 2012, Rodríguez-
Alloza et al 2019, Heihsel et al 2019b). Numerous
sustainability studies expand the focus on further
economic and social indicators, the so-called TBL
(Elkington 1998, Foran et al 2005, Onat et al 2014,
Malik et al 2016, Hadjikakou et al 2019). The present
framework builds on previous research from Heihsel
et al (2019b).

We extended an existing IO model as follows:
In addition to the GHG satellite, we implemented
additional indicators, namely water use, land use,
employment, and GVA. Furthermore, we extended
the regional resolution up to 46 regions. The highly
detailed regional resolution enables to aggregate the
results according to different regional classifications
(Australian states and territories, water catchment
and rainfall areas). We increased the time series to
the years 1990–2018. Since the existing IO data do
not contain RE sectors, we augmented the tables with
additional process data. By using hybridised process-
data from Yu and Wiedmann (2018), we modelled
RE sectors for wind, solar, hydro and biomass tech-
nologies. Hereby, we analysed the TBL impacts of
the construction and operation period of desalination
plants. In this study, we followed the IO-based hLCA
approach by Malik et al (2014) and Suh and Huppes
(2005). A projection of the IO data and the process
data into the future would be possible in principle but
would be subject to considerable uncertainty when
analysing investments spanning decades.

2.1. Input-output and renewable electricity data
To complement the IO data with RE specific data, we
used process data from AusLCI. (2020) and Ecoin-
vent (2014), which Yu and Wiedmann (2018) have
hybridised. Yu uses an integrated hLCA framework
that includes monetary and physical data. Yu’s hLCA
framework contains 4463 processes (physical data)
and 1284 monetary IO sectors, both in matrix form.
For our study, we extracted data from the process-
coefficient matrix (the primary life-cycle inventor-
ies (LCI) of the processes). Moreover, we utilised the
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cut-off matrix, which supplements the pure process-
based data with IO data. Both matrices describe
the production recipe of the technology. While the
process-coefficient matrix shows upstream physical
pre-processes as inputs to produce a functional unit
of the process, the cut-off matrix primarily contains
upstream services. Each process is represented by an
individual column in the matrices. S2 in the supple-
mentary material shows the structure of the integ-
rated hLCA framework byYu. The processes extracted
for this study are shown in S3. In our hLCA frame-
work, we augmented four RE technologies, namely
wind, biomass, hydro and photovoltaic.

Furthermore, adding new sectors to the IO-
framework requires physical data for the satellite
accounts. Therefore, we collected data for the envir-
onmental indicators GHG, water use and land use as
well as for the social indicator employment. The elec-
tricity generation processes in Yu’s LCI have a func-
tional unit of 1MJ. Hence, we normalised the satellite
intensities accordingly. Table 1 summarises the dir-
ect intensities of the considered RE technologies. The
RE vectors represent the intermediate consumption
of the electricity generated and thus take into account
both operation and maintenance as well as construc-
tion, the latter weighted according to expected life-
time. The construction of RE plants is thus reflected
in the indirect effects on an annual basis. The dir-
ect intensities of RE thus only refer to direct electri-
city generation. In the supplementary material S1, we
show the LCI data preparation process before aug-
menting the IO-tables.

2.2. Input-output data
We used the Australian IELab to compile tailor-made
IO-tables for our study (Lenzen et al 2014). The IELab
offers a unique disaggregation level of 1284 IOPC sec-
tors and 2214 SA2 regions. For our study, we cre-
ated a framework of 64 IO-sectors, including the
four augmented RE sectors. Our framework consists
of 46 Australian regions. The framework contains
both industries and commodities, which means that
the intermediate demand framework has a size of
2 × 64 × 46 = 5888 rows and columns. The IELab
uses statistical data from ABS (2015f), ABS (2015c),
ABS (2015b), ABS (2015d), ABS (2015e) for the IO
data and AGEIS (2015), ABS (2015g), ABS (2015a),
ABS (2015h) for the social and environmental data,
respectively. We created time series IOTs for the years
1990–2018.

2.3. Sector augmentation and re-balancing
Australian IOTs do not include separate RE sectors.
Therefore, we post-augmented the IOTs with process
data. Columns in IOTs show the input of the pro-
duction of a particular industry; in other words, it
is the recipe of the manufactured commodities. The
rows describe the intermediate sales structure of com-
modities to other industries. While we supplemented

columns with the LCI data, we adopted the rows (i.e.
sales structure) from the structure of the existing elec-
tricity sectors. The location of the generators resulted
from Heihsel et al (2019a).

We compiled separate IOTs for each of the five
scenarios with 0, 25, 50, 75 and 100% RE generation.
The RE sectors were scaled accordingly. The conven-
tional electricity sectors were scaled according to the
complementary value. A schematic diagram of the
augmented IOT-framework can be found in the sup-
plementary material S4.

Due to the augmentation of the IOTs, they were
no longer balanced, which means that input and out-
put were no longer equal. We used a RAS-type bipro-
portional numerical algorithm to post-balance the
IOTs (Lahr and de Mesnard 2004, Malik et al 2014).

2.4. Desalination process-data
Heihsel et al (2019b) analysed Australia’s largest 20
desalination plants, which correspond to 95% of the
Australian seawater desalination capacity. For their
study, they used process-data from the desaldata data-
base (Global Water Intelligence 2016). We used these
data as a weighted-average proxy for the 29 desal-
ination plants. We applied results from Heihsel et al
(2019a) to specify the capacity and the locations
of the plants. We assumed the construction period
between 1990 and 1992.We allocated 25% of the cap-
ital expenditures (capex) each to the first and the
last year. Thus 50% of the capital costs were taken
into account for the second year. The operation and
maintenance period runs continuously from 1993.
Since the desalination plants were used for load shift-
ing scenario in this study, we considered an oversize
factor of 1.5.

2.5. Calculation of the triple bottom line impacts
The TBL framework describes an accounting concept
inwhich all three fields of sustainability are examined.
The termwas first introduced by Elkington (1998). In
our analysis, we assessedwater use, land use andGHG
emissions as environmental indicators. The social
indicator is employment and the economic indicator
GVA. To measure the supply chain impacts of the
choice of electricity source on the sustainability of
seawater desalination, we used the standard IOmeth-
odology, which goes back to Leontief (1966). In the
following section, we present the basic principles of
the methodology.

Let Q be the matrix of the physical satellite
accounts containing the social and environmental
indicators. The same calculations were applied
accordingly to GVA as an economic indicator. Each
row within the matrix represents another indicator.
For each indicator row i, we got the vector of the
intensities by dividing by outputs with

qi =Qix̂
−1, (1)

where x̂ represents the diagonal matrix of the output.
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Table 1. Direct intensities of renewable electricity generation.

Wind Biomass Hydro Photovoltaic

Water use (L MJ−1) 0.00 1.41 7.22 1.05E-03
Land use (sqmMJ−1) 3.28E221204 1.75E-05 2.16E-03 1.08E-04
Greenhouse gases (g CO2,e MJ

−1) 0.00 2.10 1.60 0.00
Employment (FTE MJ−1) 4.53E-08 3.15E-07 2.92E-08 3.85E-07

The standard Leontief equation estimates the out-
put x of the sectors depending on the final demand y
by

x= (I−A)−1y, (2)

where I is the identity matrix and A represents the
technical coefficient matrix. The matrix of technical
coefficients representing the production recipe of the
sectors is defined by A= Tx̂−1 The Leontief inverse
L= (I−A)−1 contains the supply chain multipliers.
We obtained the supply chain impacts Qdi (k × l)
from (1) and (2) by

Qdi = q̂i(I−A)−1ŷ. (3)

Each value in row k and column l in Qdi shows the
contribution of industry k or the product l to the total
magnitude of indicator i.

The GVA impacts were determined accordingly
to (3), using the GVA intensities v instead of q.
The results can be aggregated into two different rep-
resentations. The formula 1Q

′
Qdi shows the impacts

caused by the production of commodities. Sum-
ming the rows by Qdi 1

Q aggregates the impacts by
emitting industries. The operator ‘transposes the
summation vector 1Q Qdi. Electricity is distributed
to the conventional electricity sector and to the
RE sectors by the electricity penetration ratio λ=
0, 25, 50, 75or100%. We allocated the total electri-
city demand e with ec = (1−λ)e to the conventional
electricity sector and with et = λe gt∑4

t=1 gt
to the RE

sector in the demand vector y. Here, g is the gener-
ation of the RE technology t.

2.6. Uncertainties
Prior LCAs similar to ours (e.g. Malik et al 2018)
have shown that measurement uncertainty contained
in information on the satellite account Q and the
supply-use data T represent the main origins for
uncertainties in aggregate results, such as the TBL
scores calculated in this work (Malik et al 2019).
Because of nonlinearities in Leontief ’s equation (2),
the latter are usually determined using Monte-Carlo
simulation (Bullard and Sebald 1977, 1988, Len-
zen et al 2010). Because of particular features in
the propagation of errors in the Leontief system
(Heijungs and Lenzen 2014), high errors of individual
matrix elements cancel each other out because of their
stochastic nature (Quandt 1958, Lenzen 2000), and
the uncertainties of aggregate results are usuallymuch

smaller than matrix errors. Whilst the latter occupy a
wide range between typically a few and a few hundred
percent (Bullard and Sebald 1977, 1988, Lenzen et al
2010), the former hover between about 5% and 20%
(see e.g. Lenzen et al 2018 and Lenzen et al 2020).
Given the high similarity of data sources and math-
ematical procedures, these uncertainty magnitudes
also apply to this study.

3. Results and discussion

3.1. Holistic triple bottom line impacts
In our study, we investigated the TBL impacts of sea-
water desalination depending on the electrical energy
supply on the environmental indicators water use,
land use and GHG. We used GVA as an economic
indicator and employment as a social indicator.

Table 2 shows the overall results of the TBL foot-
prints from 1990–2018, for the scenarios with only
conventional electricity and 100% RE. The first three
years represent the construction period of all plants,
the years from 1993 onwards represent the operating
and maintenance period over 26 yr, which is in the
average range of the concession periods of large Aus-
tralian plants (Global Water Intelligence 2016). The
spider plots in figures 1 and 2 show the relative per-
formance of the different scenarios in relation to the
0% RE scenario. The values of the charts are calcu-
lated by summing the indicator values of each scen-
ario and relating them to the sum of the indicator
values of the 0% RE scenario. The values of the 0%
RE scenario are thus always 1, i.e. they set the bench-
mark. In order to show better performance consist-
ently greater than 1, the reciprocal value is formed for
indicators for which less is better (for example, GHG,
land use, water use). Hence, the normalised index nk,s
for key figure k and scenario s (where scenario 0 is
the base scenario with 0% RE) in the spider plots res-

ult from nk,s =
∑29

y=1 ik,s,y∑29
y=1 ik,0,y

for the key figure employ-

ment andGVA (wheremore is better) and from nk,s =∑29
y=1 ik,0,y∑29
y=1 ik,s,y

for water use, land use and GHG emissions

(where less is better) with y as year of investigation
and i as the indicator values. Hence, the spider plots
indicate better performances compared to the base
scenario outside and weaker performances inside the
blue base scenario circle.

We see that RE have a positive impact on water
consumption during the entire life cycle. In both
scenarios, the construction phase accounts for around
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Figure 1. Construction period TBL performances of desalination utilising different electricity mixes.
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Figure 2. Operation and maintenance period TBL performances of desalination utilising different electricity mixes.

half of the total water consumption. The use of 100%
RE would reduce water consumption by 31% in the
operating phase and by 7% in the construction phase
of desalination plants. Thermal power plants require
vast quantities of water due to their technical concept.
In particular, the cooling required for the thermody-
namic process is highly water-intensive. In coal-fired

power plants, the amount of water required to gen-
erate electricity can, therefore, account for up to ten
times the weight of the coal required (Gleick 1994).
Further water is required for the post-treatment of
ash and waste disposal. Indirectly, coal mining and
recultivation of the landscape are water-intensive. In
contrast, the direct water consumption of PV and
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wind is negligible. Although the water consumption
of hydro and geothermal electricity by evaporation
and cooling is also substantial, PV andwind dominate
the 100% RE system in this case study, which is why
water consumption would be significantly reduced.

For the construction, operation and maintenance
of the 29 seawater desalination plants, approx. 3300
GL of water would be needed over the entire period
of 29 yr when using RE. In contrast, the plants would
produce 5500 GL of water per year, i.e. over the estim-
ated life cycle of 29 yr, water consumption would
amount to 2.3% of the total amount of water pro-
duced. With conventional energies, the water con-
sumption share is 2.9%. Over the total period, 21%
of water use could be saved by using RE.

Within the construction phase, the land use of
desalination would average around 7.5 Mha per year.
Moreover, the construction phase is the driver in land
use with 77% contribution when using conventional
electricity. The use of RE during the construction
phase, which would reduce land consumption by 2%,
has only amarginal impact. If RE is used in the opera-
tional phase, land use would increase significantly by
78%.

RE would have the most significant positive
impact on carbon emissions fromdesalination plants,
both during construction and operation. In detail,
206Mt CO2,e would be generated by the construction
using the Australian electricitymix. Only 60Mt CO2,e
would be emitted if Australia had a 100% RE grid.
The savings correspond to a reduction of 71%. An
evenmore significant reduction in emissions could be
achieved in the operating phase. While 692 Mt CO2,e
is emitted in the 0% RE scenario, we see a reduc-
tion to 26 Mt with 100% RE. Consequently, carbon
emission could be reduced by 96% in the operational
period. In the base scenario, the operating phase con-
tributes 77% to carbon emissions. In the RE scen-
ario, the construction phase is the main contributor,
with 70%of the total emissions. The results thus show
that further measures are needed in other sectors
to further reduce emissions during the construction
phase.

Regardless of the power source, the average
employment during the construction period would
be over 350 000 FTE per year. The construction
period therefore contributes significantly to total
employment, accounting for around 72% of total
jobs. While employment in the 100% RE scen-
ario would decrease slightly during the construc-
tion phase, employment during the operation phase
would increase significantly to 50%. Hence, jobs
would increase by 50% from an average of around
16 000 FTE to around 24 000 FTE per year when using
100% RE.

The construction and operating periods have a
similarly high contribution to GVA. In both scen-
arios, the construction of the 29 plants generates GVA
of around AU$52 bn (current prices). If 100% RE

were used, GVA would be significantly reduced by
17.5% during the operation andmaintenance period.
Only AU$58 bn instead of AU$70 bn would be gen-
erated. Overall, this leads to a reduction of around
10% of GVA over the entire life cycle of 29 yr. This
decline can be explained by the fact that Australia is
mining a large proportion of its conventional fuels
domestically. However, this calculation does not take
the external costs of using conventional energy into
account.

3.2. Sectoral implications
In the following section, we identified the sectors
that have a significant impact on the indicators.
Figure 3 shows the percentage contribution of the
different sectors to the overall impact. The upper
diagram shows the contribution of each industry
where the impacts occur. The lower diagram shows
the commodities that trigger the impacts through
their demand. The bars compare the 0% RE with the
100% RE scenario. The electricity industry is mainly
responsible for water consumption in both scenarios.
Furthermore, the decrease in water consumption in
the 100% RE scenario is mainly caused by the elec-
tricity industry and to a lesser extent by the min-
ing industry. In contrast, the water consumption of
the agricultural industry increases with the increasing
share of RE in the electricity grid, mainly due to the
use of biomass.Moreover, electricity is themost relev-
ant commodity determining water consumption. The
decrease in water consumption with 100% RE use is
also driven by this commodity.

Land use in both scenarios is dominated by the
agricultural industry. The same industry causes addi-
tional land use when increasing RE share. While the
contribution of the commodity electricity to land use
is still relatively small when fossil-based electricity is
used, it would more than double if RE were used. The
main contributing commodities for land use are civil
engineering services and installations, the construc-
tion of intakes and outfalls and the manufacturing of
equipment and materials.

The electricity industry is the driving force for
GHG emissions when desalination is operated and
built by utilising conventional electricity. This pic-
ture changes with a higher share of RE so that the
manufacturing industry plays the most considerable
role. If we examine the commodities, a similar picture
emerges. Electricity as a commodity, but also the con-
struction of intake and outlet play a significant role in
GHG emissions. Both commodities reduce their con-
tribution in increasing the share of RE.

The manufacturing industry substantially con-
tributes to employment. A transition to 100%
RE would not change the contribution. However,
the electricity sector becomes more critical in the
100% RE scenario, making it the second most job-
relevant industry. When looking to commodities, the
production of equipment and materials is primarily
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Figure 3. Percentage impact contributions of industries and commodities, comparing the 0% RE and 100% RE scenario.

responsible for job creation. The contribution of the
electricity commodity would also increase signific-
antly due to a higher RE-share.

The electricity industry is the largest contrib-
utor to GVA, but the contribution decreases as RE
increases. With an increasing share of RE, the mining
industry would also reduce its contribution to GVA.
On the other hand, the construction industry would
increase its GVA contribution by increasing the share
of RE. In all scenarios, the second most important
industry sector in terms of GVA is the manufacturing
industry. In both scenarios, the commodity electri-
city is the main driver of GVA, although the share is
reduced by increasing the RE share.

3.3. Regional implications
Figure 4 shows the percentage change in the indic-
ator totals for each of the 46 regions over the entire
life cycle when switching from conventional electri-
city to 100% RE. Red indicates a reduction, green
an increase of the indicator. The relative change for

each region is given by pk, r =
∑29

y=1 ik,RE100,r,y∑29
y=1 ik,RE0, r,y

where i

is the total amount of the indicator of the key fig-
ure k, RE100 is the 100% RE scenario and RE0 is the
0% RE scenario. Furthermore, r indicates the region
and y the year. It should be noted that especially
regions that previously achieved relatively low values

and have now experienced a high relative increase
may still show low values in absolute terms. The
diagram only shows the relative changes to the val-
ues in the 0% RE scenario. The key messages of the
chart are the relative change in the indicator values
in individual regions and, in particular, the shift in
the indicator values, but not the absolute level of these
values. The maps on the bottom show the classifica-
tion of the 46 regions, aggregated to Australian states
and territories, water catchments (with the MDB)
and rainfall areas. The map of the states and territ-
ories also shows the locations of the desalination
plants.

Throughout the Eastern Region, water consump-
tion would increase, particularly in MDB areas,
through greater integration of RE. As the desalina-
tion plants in our case study were built to address
water scarcity in this area, this is an unsatisfactory res-
ult. However, we have seen in section 3.1 that water
consumption is only about 2% of total production,
so the additional consumption is relatively small. By
contrast, water consumption is reduced in the direct
coastal areas of the east coast, where most of the eco-
nomic activity and population is located. Although
these regions face higher rainfall than other areas off
the coast, these regions are subject to long-termwater
stress due to high population density and economic
activity. Victoria, in particular, would have to cope
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Figure 4. Relative changes of the TBL indicators in the analysed 46 regions.

with a significant increase in water consumption at
100% RE.

The densely populated areas on the east coast
would not face any significant change in land use
when shifting to RE. In order to provide water
in the MDB, demand is generated at the desal-
ination plant sites shown in the states and ter-
ritories diagram. Compared to centralised power

plants, which are mostly located near the coast,
the demand for the construction and operation of
decentralised RE plants also generates a decentral-
ised demand. Decentralisation is also reflected in
land use, which is why areas in eastern Australia
and in the MDB in particular are increasingly used
in the 100% RE scenario. In central Australia, on
the other hand, land use would tend to decrease,
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while on the west coast, land use would increase
significantly.

On the east coast, where economic activities take
place, we see an obvious reduction in carbon emis-
sions at 100% RE. The entire east coast with its high
population density and economic activity would sig-
nificantly reduce carbon emissions from desalination
by switching to RE. In areas where decentralised RE
increase economic activity, emissions would increase,
e.g. inland in eastern Australia or on the west coast.

If desalination is built and operated on the basis
of RE instead of conventional electricity, fewer jobs
would be created in a few regions in the north
and south, including Tasmania. On the other hand,
employment would increase in the inland areas. All
areas in central and western Australia would see an
increase in employment, as RE is much more decent-
ralised than conventional power stations. Diversific-
ation of employment is beneficial for a country like
Australia, where population and economic activity
are concentrated in a few areas, while there are large
unused areas in the hinterland.

Like employment,GVAwould be regionally diver-
sified due to the increasing use of RE. However, GVA
would decrease in the economic areas of the east coast,
especially in the north, but also in Tasmania. In the
Northern Territory, GVAwould increase significantly.
From an economic point of view, such a development
would be beneficial as economic activity diversifies
into areas with lower population density and less eco-
nomic activity.

4. Conclusion

In our IO-based hLCA assessment, we showed the
comprehensive TBL sustainability impacts of seawa-
ter desalination, depending on the utilised electricity
source. Using social, economic ecological indicators,
we explained in detail which sectors and regions con-
tribute positively or negatively to the sustainability of
desalination through a 100% RE grid.

With higher RE penetration, we measured rising
employment but also falling GVA. Even if there is a
trade-off between employment and GVA, the assess-
ment shows that a higher RE share would contrib-
ute to regional diversification of economic activity. In
fact, the spatial diversification of GVA is itself a value,
as the local concentration of GVA increases the cost of
land use. Therefore, decentralised GVA prevents price
increases caused by land scarcity. While desalination
with conventional electricity generates higher GVA
through domestic fuel mining, this economic benefit
is not sustainable in the light of the Paris Agreement.

Furthermore, the environmental performance of
desalination with RE is highly beneficial. The applic-
ation of a 100% RE system reduces the carbon emis-
sions of desalination during construction by 71% and
during operation by 96%. The benefit becomes even
more evident when we monetise the reduced external

costs. Let us assume an external cost of AU$100 per
tonne of CO2 and 25 Mt as an average amount of
carbon emissions reduced by RE during an operat-
ing year. Then the reduction in external costs through
avoided emissions would result in savings of AU$3.75
bn per year. In contrast, the total loss of GVA over the
same period is some hundred million dollars. How-
ever, our analysis shows that about 30% of the car-
bon emissions during the construction period of the
desalination plants cannot be reduced by 100% RE.
Hence, further measures are still needed.

The results clearly show that RE and desalination
benefit from synergy effects. Due to the high energy
consumption, this applies in particular to desalina-
tion, but similar effects can also be expected for other
water supply technologies due to the technical simil-
arities. Due to the consequences of climate change, it
is to be predicted that Australia’s water problems will
increase in the future. Policymakers should, there-
fore, aim for a common strategy for Australia’s water
and energy supply. The scope of consideration should
be as broad as possible and should also include, for
example, other related problems such as the discharge
of brine with increased desalination use.

Our holistic assessment approach has several
strengths for the analysis of infrastructure projects.
Since we examined all three areas of sustainability
using an hLCA framework, the results are directly
comparable. We used the same system boundaries,
the same assumptions and framework conditions,
and the same economic linkages. Trade-offs, such as
GVA and GHG emissions, can be compared directly.
Themethodology is particularly useful for practition-
ers to estimate the impact of infrastructure projects
in the early planning phase. The political value of the
findings is substantial. Our MRIO approach allows
detailed regional and sectoral conclusions. The highly
disaggregated analysis enables long-term economic
policies, e.g. due to changes in regional water use,
employment or economic activities.

The sustainability of seawater desalination plants
depends in particular on regional factors such as local
energy supply or industrial interconnections. In order
tomake these influences apparent, regional economic
data are indispensable. The hLCA approach with the
use of the IELab offers an efficient and effective pos-
sibility to break down statistical data to create tailor-
made IOTs. The achievable granularity depends in
particular on local data availability, whose quality is
increasing worldwide. In recent years, IELabs for Aus-
tralia, China, Indonesia, Taiwan, Japan, and the USA
have been created that can be used for these assess-
ments (Geschke and Hadjikakou 2017).

Further research is needed on the effects of large
quantities of brine intake onmarine biology. Further-
more, the development of new membranes promises
remarkable increases in desalination efficiency. The
associated effects on sustainability also require further
research.
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