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ABSTRACT

A novel approach for the reconstruction of an equivalent volumetric heat source from a known weld pool shape is proposed. It is based on
previously obtained weld pool geometries from a steady-state thermo-fluid dynamics simulation. Hereby, the weld pool dimensions are
obtained under consideration of the most crucial physical phenomena, such as phase transformations, thermo-capillary convection, natural
convection, and temperature-dependent material properties. The algorithm provides a time and calibration efficient way for the reproduc-
tion of the weld pool shape by local Lamé curves. By adjusting their parameters, the identification of the finite elements located within the
weld pool is enabled. The heat input due to the equivalent heat source is assured by replacing the detected nodes’ temperature by the
melting temperature. The model offers variable parameters making it flexible and adaptable for a wide range of workpiece thicknesses and
materials and allows for the investigation of transient thermal effects, e.g., the cooling stage of the workpiece. The calculation times remain
acceptably short especially when compared to a fully coupled process simulation. The computational results are in good agreement with per-
formed complete-penetration laser beam welding experiments.

Key words: Lamé curves approximation, equivalent heat source, thermal cycles, numerical modeling, keyhole mode welding
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I. INTRODUCTION

The joining of thick parts is strongly linked to the so-called
keyhole phenomena. In keyhole mode welding techniques, such as
laser beam, electron beam, and plasma jet, an intense heat is intro-
duced locally, creating a narrow and deep vapor-filled cavity, which
transfers the absorbed energy inside the workpiece. Thus, the mate-
rial around the keyhole is liquidized, making the joining of thick
workpieces possible.1–3

Recently, high-power solid-state lasers with a maximal power of
up to 100 kW became available, enabling an increase in the specimen
thickness welded by a single pass up to 50mm.4–6 The high degree

of focusability in laser beam welding in comparison to conventional
multipass welding processes, such as gas metal arc and submerged
arc welding, results in several advantages of a high importance for
the quality of the welding process, such as:

• precise insertion of energy,
• low heat loading of the workpiece,
• reduced distortion after cooling,
• high processing speed,
• automation possibilities,
• no need for vacuum, etc.
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This leads to a steady growth of the current and potential application
range of the laser beam welding process,7,8 which can be found in
the automobile and aerospace industries as well as in the heavy
section welding, e.g., shipbuilding and oil and gas industry.1,7,9,10

With the increasing use of keyhole mode welding technologies,
it becomes highly relevant to investigate the underlying physical
phenomena, especially in order to prevent defects in the material,
such as solidification cracking and porosity.11–13 The high tempera-
tures emerging during the welding process cause thermal expan-
sion, microstructural changes, and alter the mechanical properties
of the material,9,14 thus being responsible for residual stresses and
distortion.15,16 Knowing the main cause and aiming the defect pre-
vention, it is essential to predict the local thermal behavior of the
part.17,18

However, in the formulation of the heat conduction problem,
the way the welding conditions are taken into account represents a
main challenge and a critical point concerning the accuracy and
the quality of the computation. In general, simple measurements
can provide the amount of the total power qgross produced by the
welding source, but the effective (net) power qeff (absorbed energy)
and its distribution on the workpiece surface or within the keyhole
are poorly known. In order to provide these missing data, a multi-
physics simulation including, simultaneously the heat source, the
metal vapor, the deformed heat source–liquid interface, the weld
pool, and the solid, needs to be performed. Such a multi-scale
model will need to account for a number of different physical effects,
such as radiation, vaporization, laser reflections, thermo-capillary
and natural convection, vapor induced shear stresses, phase transfor-
mations, etc., making it highly nonlinear and strongly coupled and
hence limited through computational intensity.19–21

Nowadays, there are two methods of considering the welding
conditions, which have proved their validity: (a) through a concen-
trated or distributed energy input or (b) by prescribing solidus tem-
perature to the outer contour of the weld pool shape.

Usually, the first approach is preferred because of its lower
computational requirements and the possibility of calibration. In
this approach, the welding source is idealized and represented by a
heat source model. One of the first heat source models in welding,
the moving point heat source, was presented by Rosenthal in
1946.22 However, the solution of this problem was found much
earlier and can be followed back to 1904.23 Similar solutions were
also presented in Refs. 24–26. Furthermore, the heat source model-
ing was expanded, and the simple point heat source was followed
by several heat source models, such as the line heat source, the disk
heat source model with a Gaussian surface flux distribution,27 and
the volumetric heat source with a double ellipsoidal power density
distribution.17,28

Nevertheless, the calibration of the amount of net power and the
corresponding distribution remains uncertain and slow. Fortunately,
the second approach provides a reasonable solution, giving a very
accurate description of the net power without the need for additional
calibration. The main idea is based on the concept of the so-called
equivalent heat source (EHS).29,30 The EHS is described by the solid–
liquid interface, which itself is defined by the solidus isotherm Ts.
Hence, all the relevant information (heat source parameters) for the
resulting temperature field outside the molten pool are included, and
there is no need for further calibration.29,31 The temperature field

around the weld pool is found by specifying the geometry of its
solidus interface in time and space. The needed weld pool shape can
be obtained from a thermo-fluid dynamical simulation or an experi-
mental procedure. This method was first applied to the solution of
two-dimensional problems in 1969.27 It was implemented by the
finite difference method (FDM) and later on used in Ref. 29 for the
investigation of residual stresses and distortion of welded joints in
AlMgSi alloys. More recently, this approach was applied to the three-
dimensional heat source problem of complete-penetration high power
laser beam welding of thick metal plates by using the finite element
method (FEM).30

Overall, the consideration of the welding conditions remains a
challenge for the numerical simulation of the heat conduction
problem. The use of heat source models requires high calibration
effort with relatively low accuracy. On the other hand, the consider-
ation of a coupled heat source-weld pool-workpiece multiscale
problem is visionary due to the high computational requirements.
The option of decoupling this multiphysics problem, allowing for a
successive approach of the heat conduction problem, and thus pro-
viding high accuracy results by reasonable computational intensity
represents a very promising method. Hence, new techniques improv-
ing this methodological task of decoupling have to be developed.

The aim of the present study is to develop an efficient numeri-
cal framework in order to reduce the computational time to a feasi-
ble level with a reasonable exactness of the computed temperature
field and thermal cycles. The proposed technique is based on the
concept of the volumetric equivalent heat source and exemplarily
applied to a multiscale simulation of high-power laser beam
welding of 15 mm thick low-alloyed steel plates S355.

II. THEORY

The developed numerical algorithm proposed in this work is
based on the concept of the equivalent heat source27,29,30 and
includes three main steps:

(1) solution of the thermo-fluid dynamics problem for the CFD
domain on a local level, see Fig. 1,

(2) reconstruction of the weld pool interface by suitable continu-
ous approximation functions, and

(3) solution of the heat conduction problem for the entire
workpiece.

These steps are further described and discussed below.

FIG. 1. Moving isothermal weld pool interface in a plate. Only one half of the
plate is shown.
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The formulation and the solution of the thermo-fluid dynam-
ics problem are presented in detail in Ref. 30. The model considers
the main and most important physical phenomena for the weld
pool formation, namely, thermo-capillary convection, natural con-
vection, phase transformations, and temperature-dependent mate-
rial properties up to evaporation temperature.

The approximation of the numerically calculated or experimen-
tally obtained molten pool geometry is realized with the so-called
Lamé curves. For this, the liquid–solid interface should be available
either as a continuous shape or as discretized data points. The proce-
dure starts by dividing the data into K levels along the height h
(z-direction) of the weld pool, see Fig. 2. The data points in each
level are approximated by two Lamé curves, one approximating the
front and one the rear part of the molten pool. Note that the
maximum width b of the two approximating curves should be equal
for each level k. The corresponding generalized Lamé-curve equa-
tions are given as follows:

jx � xcj
ar(z)

� �mr(z)

þ jyj
b(z)

� �nr (z)

¼ 1 (1)

for x < xc with mr, nr > 1 and

jx � xcj
af (z)

� �mf (z)

þ jyj
b(z)

� �nf (z)

¼ 1 (2)

for x � xc with mf, nf > 1, where xc is the center of the Lamé curves,
mr,f (z) and nr,f (z) are the shape parameters of the curves, ar,f (z) are
the semimajor axes (approximated length of the front and rear parts
of the weld pool) and b(z) is the semiminor axis (approximated
width of the weld pool).

Additionally, in order to guarantee symmetry and a smooth
shape, the two curves are forced to be continuous. Thus, the follow-
ing conditions should be met:

dyl
dx

¼ 0 at y ¼ +b (pointsB andD), (3)

dyl
dx

¼ 1 at x ¼ �ar (pointsA), x ¼ af (pointsC): (4)

Theoretically, to obtain all eight parameters
(ar , af , xc, b, mr , nr , mf , nf ), at least eight data points are required.
However, the accuracy of the approximation is improved by taking
more data points. For the fitting procedure of the function, the
least square method is applied, to optimally reproduce the 2D
contour for each depth zk = const. The objective function to be
minimized is defined as follows:

F(ai(z), b(z), xc(z), mi(z), ni(z))

¼ 1
Ltotal

�
XLtotal
l¼1

wl yl � b 1� jxl � xcj
ai

� �mi
� � 1

ni

 !2

! min (5)

for i = f, r. The running index i is used to switch between the front
and the rear parts of the weld pool. Here, yl is a given data point at
a certain depth zk = const., with L being the total number of data
points in this plane and wl is a weighting factor. The minimal error
is found by taking the derivative of Eq. (5) with respect to each
unknown variable as exemplarily shown in Eq. (6) for the parame-
ter ai,

@F
@ai

¼ �2
wlbmi

Ltotalnia
miþ1
i

XLtotal
l¼1

jxl � xcjmi

� yl � b 1� jxl � xcjmi

ami
i

� � 1
ni

" #
1� jxl � xcjmi

ami
i

� �1�ni
ni ¼! 0: (6)

Taking the derivative of Eq. (5) with respect to the remaining
variables produces a nonlinear system of equations, which is solved
for the required parameters. The procedure provides the parameters
for one certain plane and has to be repeated K times for each single
plane. The missing values between the planes can then be obtained
by interpolation between the known values. In the case, that an
analytical expression is preferred or needed, a single function
dependent on the z-coordinate can be obtained by fitting the data
by a polynomial of the form

f (zk) ¼ c0 þ c1zk þ c2z
2
k þ � � � þ cjz

j, (7)

with j � K � 1. If using the polynomial approach, the least square
FIG. 2. Approximation of the weld pool interface T = Ts as a surface z(x, y).
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method can be applied again to minimize the deviation W in Eq. (7),

W ¼
XK
k¼1

wk( f (zk)� (c0 þ c1zk þ c2z
2
k þ � � � þ cjz

j))
2
: (8)

Making use of the determined polynomial functions for all
eight parameters and of Eqs. (1) and (2), the 3D weld pool
contour can be described and hence a volumetric equivalent heat
source can be created.

The volumetric EHS is subsequently used to calculate the tem-
perature field by detecting the finite elements located within the
weld pool, and replacing their node’s temperature by the melting
temperature. The transient temperature distribution of the work-
piece is calculated by solving the 3D heat conduction equation with
respect to the corresponding boundary conditions,

@T
@t

¼ a∇2T , (9)

where a is the thermal diffusivity. In order to improve the solving
time, the computational domains exploit a symmetry condition so
that only one half of the real part has to be modeled. Hence, the
normal heat flux through the symmetry plane (see Fig. 1) is set
to zero,

�n � (�λ∇T) ¼ 0: (10)

The boundary conditions used in the thermo-fluid dynamics
simulation (CFD) can be taken from Ref. 30. Heat losses in the
heat conduction simulation of the entire workpiece appear mostly
through the upper and lower surfaces. Since their amount is negli-
gibly small compared to the heat introduced by the EHS,30 Eq. (10)
is applied again. For the sake of simplicity, the temperature of the
remaining outer surfaces far away from the weld pool is either set
to be equal to the initial temperature T0 or considered adiabatic,
depending on the size of the workpiece and the field of action of
the heat source.

III. EXAMPLE

The proposed numerical framework is applied to a 15 mm
thick steel plate made of the low-alloyed ferritic steel S355 (0.17%
C and 1.4% Mn). It is the aim to calculate the temperature field
during complete-penetration laser beam welding in order to obtain
the time-temperature curves at specific locations in the workpiece.
The processing time is 5 s at a welding speed of 33 mm s–1 and a
laser beam power of 18 kW. The thermo-physical material proper-
ties are shown in Fig. 3.30,32

An additional study of the influence of the temperature
dependency of the material properties on the resulting temperature
field is performed. Since there are no significant differences
between the obtained temperature distributions, the mean integral

values for λ ¼ 600 W
m K, c ¼ 40 J

kg K, and ρ ¼ 7650 kg
m3 are used for

the investigation of the solid state heat conduction model in order
to optimize the computational time.

IV. THERMO-FLUID DYNAMICS COMPUTATION (CFD)

The weld pool geometry used in this example is a result of a
complete-penetration thermo-fluid dynamics simulation performed
by the authors. The mathematical formulation of the CFD problem
and all assumptions made are used and presented in similar
studies.30,32,33 The model makes use of the Eulerian approach and
considers the workpiece as infinitely long and moving relative to
the origin of the Cartesian coordinate system, which coincides with
the origin of the heat source. The heat source itself is modeled by a
fixed keyhole geometry based on the assumption that the recoil
pressure in the keyhole is perfectly balanced by the surface tension
forces. In that configuration, the keyhole radii are a kind of free
model parameter to obtain good agreement with the experimental
observations. Since the keyhole diameter is much smaller than the
width of the weld pool, the influence of the keyhole shape on the
flow field is relatively small (low Peclet number), whereas the heat
input and the resulting amount of molten material depend on the
keyhole radii. Furthermore, the main physical phenomena, such
as thermo-capillary convection, natural convection, phase trans-
formations, and temperature-dependent material properties up to
the evaporation temperature, are considered. The computation
domain of the steady-state CFD simulation has the dimensions of
70 × 10 × 15 mm3. For its discretization, a mesh with about
1.46 × 106 tetrahedral elements and a minimum element size of
0.1 mm in the vicinity of the keyhole and the region influenced by
the thermo-capillary force is applied. Further details about
assumptions, geometry, mesh, and numerical parameters can be
found in Ref. 30.

V. RECONSTRUCTION OF THE 3D WELD POOL
GEOMETRY BY LOCAL LAMÉ CURVES

For the complete approximation and description of the
modeled three-dimensional weld pool, local Lamé curves are used.
In this example, the 3D weld pool shape is available from the CFD
calculation as a set of data points. This is divided into 40 planes
with a variable spacing along the z-coordinate to obtain good

FIG. 3. Temperature-dependent material properties of the low-alloyed steel
S355 used in the CFD simulation.30
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approximations of the interface even in the more complex shaped
areas influenced by the Marangoni convection. Every 2D contour
in each plane is sufficiently approximated by Eqs. (1) and (2),
having eight parameters to be determined. In Fig. 4, the approxi-
mations of the weld pool at three different heights zk, the top surface

plane at z = 0mm, a plane within the weld pool at z = 7mm, and the
bottom surface plane at z = 15mm are shown. Since the weld pool
shape is assumed to have an elliptic form in most of the 2D cases, an
additional approximation of the contours in the three planes by con-
sidering the shape parameters mr,f (z) = nr,f (z) = 2 and hence turning
the generalized Lamé curves into ellipses is added.

As it can be seen in Fig. 4, the accuracy of the approximation
of the weld pool contour by an elliptical function is much lower
than that of the Lamé curves.

VI. COMPUTATION OF THE 3D STEADY-STATE
TEMPERATURE FIELD

The calculated shape parameters of the weld pool interface are
subsequently used by the computation of the temperature cycle.
The algorithm detects the nodes fulfilling Eqs. (1) and (2) and
replaces their temperature by the melting temperature. Hence, the
heat input due to the volumetric equivalent heat source is assured.
Its movement in time is realized by shifting the x-values of the
nodes and thus the EHS with the processing speed in the welding
direction. Accordingly, to this movement, Eqs. (1) and (2) are mod-
ified and shifted by the value of −vt during the simulation. Such an
approach benefits from the fixed geometry and mesh and leads to
reduced computational time and intensity.

In Figs. 5(a) and 5(b), the geometry of the EHS reproduced by
the proposed algorithm is shown. This results from the calculated
3D temperature field and is compared to the initial weld pool
shapes from the CFD simulation, highlighted with white lines.
Figure 5(a) shows the comparison in the longitudinal direction in
the symmetry plane, while in Fig. 5(b), the 2D contour at
z1 = 0mm is shown. The white lines represent the solidus isotherm
Ts from the CFD model, whereas the colored images show the tem-
perature field, modeled by the Lamé-curve equations.

As it can be seen from Fig. 5, the weld pool shape, typically
strongly influenced in the upper and lower regions by the Marangoni
convection,30 is well depicted. Note that the weld pool shape
extracted from the CFD simulation (white lines) has a slightly larger
size, which is mainly dependent on the discretization (mesh size)
and the amount of released latent heat.

In order to verify the initial weld pool shape used in the pro-
posed numerical framework as well as to validate the calculated
temperature field, welding experiments are performed.

The accuracy calculated with the CFD model’s weld pool
shape and dimensions, later on used for the reconstruction of the
EHS by local Lamé curves, is verified by metallographic cross sec-
tions. Additionally, the weld pool lengths on the upper and lower
surfaces in the model (approximately 6.3 and 4.4 mm, respectively)
are compared to the lengths of the weld end crater from the experi-
ments (approximately 6.9 and 4.9 mm, respectively). When doing
so, it should be borne in mind that the geometrical dimensions of
the weld end crater are slightly bigger than those of the steady-state
weld pool due to overheating effects of the molten material once
the laser is shut down, leading to further melting of the base mate-
rial. Hence, the obtained numerical dimensions agree very well
with the measurements.30

For the validation of the thermal behavior, temperature mea-
surements at specific locations on the top and bottom surfaces of

FIG. 4. Approximation of the CFD data points30 by elliptical functions and Lamé
curves.
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the plate are performed. The used thermocouples are of type K
with a diameter of 0.1 and 0.25 mm. These were located at different
distances from the weld center line, between 1 and 2mm. More
detailed description of the experimental procedure can be found
in Ref. 30.

In Fig. 6, the comparison of the numerically calculated and
experimentally measured thermal cycles is shown. As it can be seen
from the curves, the proposed reconstruction algorithm for the
EHS captures well the thermal behavior of the part. The maximum
temperature in all measurement positions is accurately predicted by
the model.

FIG. 6. Comparison of the numerically computed and experimentally obtained
thermal cycles at different distances from the symmetry plane (a) on the upper
surface (z = 0 mm) and (b) on the lower surface (z = 15 mm) of the plate.

FIG. 5. Calculated temperature field (a) in the symmetry plane and (b) at the
upper surface (z1 = 0). White lines represent the initial weld pool interface from
the steady-state CFD simulation.30
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Nevertheless, there are some minor differences between the
calculated and the measured time–temperature curves on the lower
surface of the workpiece during the cooling stage of the process.
However, these differences are still small enough, having their
maximum in the temperature range below 500 °C. Thus, the devia-
tion does not have an impact on the predictions made by the
model, regarding transient and residual stresses, microstructural
changes, etc. The main cause of this deviation is the lower energy
input in the lower part of the plate due to the smaller keyhole cross
section.30

VII. CONCLUSIONS

In this work, a novel numerical framework for the reconstruc-
tion of an equivalent volumetric heat source and its application by
the computation of the three-dimensional thermal cycle is devel-
oped. The proposed algorithm accounts for the welding conditions
as well as for the main physical phenomena relevant for the heat
and mass transfer, such as thermo-capillary convection, natural
convection, phase transformations, and temperature dependency of
the material properties. The weld pool interface is approximated by
a set of weld pool contours at different depths of the plate. Each
contour is described by two local Lamé curves and connected with
its neighbors by continuous functions. This approach results in
plausible reconstruction of any real weld pool geometry.

The procedure allows for the investigation of transient thermal
effects in the weld specimen, e.g., the cooling stage of the workpiece
and reduces the computational time and the calibration effort by
an order of magnitude especially when compared to a fully coupled
process simulation.

The numerically calculated and experimentally obtained
thermal cycles in the heat affected zone are in close agreement.

The presented method has great potential to be used for struc-
tural analysis, creating a fast and simple way to link thermal and
structural simulations and thus providing an important step for the
further investigation of physical phenomena and problems caused
by the keyhole mode welding processes.
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