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Abstract

The user-centric annotation of resources by freely chosen words (tags) has
become the predominant form of content categorization of the Web 2.0 age.
It provided the foundations for the success of now famous services, such
as Delicious, Flickr, LibraryThing, or Last.fm. Tags have proven to be a
powerful alternative to existing top-down categorization techniques, as for
example taxonomies or predefined dictionaries, which lack flexibility and are
expensive in their creation and maintenance. Instead, tagging allows users
to choose the labels that match their real needs, tastes, or language, which
reduces the required cognitive effort.

Services that center on the collaborative tagging of resources are called
folksonomies. These communities have become an invaluable source for infor-
mation retrieval, since they bundle the interests of thousand or even millions
of users, magnifying the underlying domain from a user-centric perspective.
Furthermore, the existence of tags allows for the unified modeling of content
independent of its type or format and without the need of expensive con-
tent retrieval, processing, storage, or indexing. Of special interest from an
information retrieval perspective are the tags that are generated in “broad
folksonomies”, where many users reference and tag the same objects. This
collaborative tagging produces high quality content descriptors and charac-
teristic tag spectra with high potential for better content models.

This dissertation aims to develop novel algorithms for the personalized
recommendation of objects within folksonomies. Recommender systems sup-
port users in the discovery of valuable content out of an overwhelming set of
choices and already increase the perceived value of many web applications.
However, the tripartite structure of folksonomies that results from the in-
teraction of content, tags, and users goes beyond the capability of common
recommendation techniques. The algorithms presented in this dissertation
are instead especially tailored towards to needs of folksonomies. They incor-
porate tagging and usage patterns in parallel in order to derive more precise
and robust recommendation models. Exhaustive tests for different settings
and various folksonomies show that the developed solutions produce more
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accurate recommendations than the current state-of-the-art.
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Zusammenfassung

Die nutzerzentrierte Klassifikation von Ressourcen durch Zuweisung frei
wählbarer Wörter (Tags) hat sich zu einem integralen Bestandteil moderner
Webanwendungen entwickelt. Während sich kontrollierte Klassifikations-
schemata wie etwa Taxonomien bzw. Ontologien aus Nutzersicht häufig
als zu starr, kostspielig und wenig dynamisch erweisen, gewähren Tags ein
hohes Maß an Flexibilität und erfordern nur geringen kognitiven Aufwand
während des Klassifikationssprozesses. Die Nutzerfreundlichkeit und Effek-
tivität dieser Art der unkontrollierten Inhaltsklassifikation begründete den
Erfolg und die heutige weite Verbreitung von Tagging Communities wie De-
licious, Flickr, LibraryThing oder Last.fm, welche man auch als Folksonomien
bezeichnet. Folksonomien bündeln die Interessen von Tausenden oder Millio-
nen von Nutzern und werden dadurch zu einzigartigen Informationsquellen.
Die Existenz von Tags erlaubt darüber hinaus eine einheitliche Modellierung
von Inhalten unabhängig von ihrer Art oder ihres Formats und erspart in vie-
len Fällen eine aufwendige Verarbeitung, Speicherung sowie Indizierung der
Inhalte selbst. Aus Datenverarbeitungssicht besonders interessant sind soge-
nannte “broad folksonomies”, bei welchen die selben Inhalte von mehreren
Nutzern referenziert und annotiert werden können, so dass es zur Bildung
deskriptiver und charakteristischer Worthäufungen kommt.

In dieser Dissertation werden Algorithmen zur personalisierten
Empfehlung von Inhalten in Folksonomien entworfen und evaluiert.
Empfehlungssysteme unterstützen Nutzer beim Entdecken interessanter
Inhalte aus einer unübersichtlichen Menge existierender Möglichkeiten.
Obwohl bereits umfangreiche Forschungsarbeiten auf dem Gebiet von
Empfehlungssystemen existieren, lassen sich diese nicht ohne Informa-
tionsverlust auf die tripartite Folksonomiestruktur aus Inhalten, Nutzern und
Tags übertragen. Die in dieser Arbeit entwickelten Algorithmen berücksich-
tigen hingegen diese besondere Graphstruktur und profitieren von den durch
Tags gegebenen semantischen Zusatzinformationen. Ausführliche Tests in
verschiedenen Szenarien und für mehrere Folksonomien zeigen, dass die ent-
wickelten Lösungen bessere Empfehlungen liefern als existierende Ansätze.
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Introduction

Motivation

Tagging has become a ubiquitous form of content classification on the web.
The labeling of content with sets of freely-chosen keywords (tags) has proven
to be a powerful alternative to existing top-down categorization techniques,
such as dictionaries or taxonomies that lack flexibility and are often expensive
in their creation and maintenance. Tagging outsources these efforts to the
community. Furthermore, the openness of tagging better matches a user’s
real needs and language [Qui05], and the free assignment of words requires
little cognitive costs and lowers the entry barriers for new users [Mat04].
The flexibility of tagging makes it a powerful tool for organizing collections
of any content type, including websites, movies, books, and publications. Not
surprisingly, we find tagging portals, such as Delicious1 and Flickr2, among
the stars of the Web 2.0 era.

Community services that center around tagging have been branded
folksonomies, a composition of the terms “folk” and “taxonomy” [Wal04].
The success of folksonomies originated from members’ ability to centrally col-
lect and manage content collections on the web, overcoming local storage poli-
cies. Users of folksonomies are granted ubiquitous access to their collections
of photos, websites, or publications independent of their current location or
the currently used device. These personal advantages are complemented by
a social component. This derives from the fact that most folksonomies allow
the sharing of content with other users, the discovery of content other users
considered interesting, or the communication with other users through vari-
ous channels. Folksonomies come in different forms with one distinguishing
criterion being the tagging rights. Narrow folksonomies, such as Flickr or
Technorati3, grant tagging rights to the owners of a photo or the author of
a blog post exclusively. This results in only few labels per resource that are

1http://delicious.com
2http://www.flickr.com
3http://technorati.com

1

http://delicious.com
http://www.flickr.com
http://technorati.com


Introduction

biased towards the tagging habits of one user. Broad folksonomies, on the
other hand, allow free-for-all tagging [MNBD06] where any user can tag any
resource. This collaborative tagging activity boosts the semantic quality of
labels, since user-level discrepancies in tagging behavior are compensated by
accumulative effects [Sur04]. The labeling of items by many users leads to
the emergence of item-specific tag spectra that can help in the development
of more robust item models [GH06].

Aggregating the interests of potentially millions of users, broad folk-
sonomies become a magnifier of the underlying domain. The popularity of
high traffic websites will reappear in a bookmarking service such as Delicious
[HKGM08], and influential publications will also gain popularity in research
folksonomies like CiteULike4 or Bibsonomy5. Recent studies further report
that events and trends within the underlying domain, such as the advent of
a new website or a new influential blog entry, tend to echo within a folkson-
omy without much delay [HKGM08]. The access to this collective knowledge
comes at a low cost, since all data is centrally available and no continuous,
distributed crawling as for web indexing is required. Instead, we find that
the meta-data provided by tags can substitute the inefficient processing of re-
sources. This is especially compelling when folksonomies aggregate different
content types, e.g. HTML, video, PDF, etc.. In such heterogeneous envi-
ronments, content-based item models are rather inappropriate, since they
require the implementation of different processing techniques. Furthermore,
they face the non-trivial task of modeling all content types in a uniform
way to perform comprehensive similarity calculations. The description of
content by tags overcomes these limitations and permits a unified modeling
independent of resource-level heterogeneities. All these characteristics make
folksonomies an invaluable source for next generation (web) search, recom-
mendation, and trend indication solutions.

Recommender systems help users to discover items of interest from a
potentially overwhelming set of choices [RV97] and have become an inte-
gral part of many services on the web. In order to provide valuable sug-
gestions, they have to predict future user interests and to identify relevant
items based on the available data. Recommender systems can be designed in
multiple ways with the most common approaches being content-based and
collaborative filtering models. Content-based models derive object similar-
ities based on their content and recommend those objects that are similar
to the objects a user was previously interested in. On the other hand, col-
laborative filtering methods look at usage patterns and recommend objects

4http://www.citeulike.org
5http://www.bibsonomy.org
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Contributions and structure

that users with similar tastes liked in the past. Yet another class of rec-
ommender systems, so called hybrid recommenders, combines content-based
and collaborative techniques to overcome the deficiencies of each separate
method. However, folksonomies are generally modeled as a tripartite hy-
pergraph that reflects the co-occurrence patterns between users, items, and
tags. This hypergraph cannot be directly approached by standard recom-
mendation principles. A näıve strategy for applying existing techniques to
folksonomies could ignore one of the three object types and build recommen-
dation models from the resulting bipartite co-occurrence patterns of items
and tags, items and users, or users and tags. These bipartite models would
then resemble common collaborative filtering settings that work on item-user
co-occurrence observations or content-based settings, where tags act as con-
tent descriptors. However, at least for broad folksonomies, this reduction of
the folksonomy hypergraph is accompanied by information loss, lowering the
potential quality of recommendations. Accordingly, previous solutions that
tried to reflect the hypergraph nature of folksonomies during the process
of model-building were reported to produce more accurate suggestions than
näıve methods [WUS09, HJSS06a, SNM08, AS08].

One recurrent observation is that user-generated annotations, i.e. tags,
can contribute to the design of more effective recommendation engines, since
they deliver insights about the intentions of users and characterize the na-
ture of items. Tags act as essential connectors between items and users
and thus help to reduce the data sparsity in classical collaborative filtering
scenarios. The interaction between users, items, and tags is still not well
understood, especially with respect to potential recommendation scenarios.
Methods that respect the hypergraph nature of folksonomies and integrate
tags into a unified recommendation model are still rare and leave much room
for sophistication.

Contributions and structure

This dissertation develops novel recommendation models that are specifi-
cally tailored to folksonomies. The design of effective recommender systems
requires deep knowledge about the underlying domain. One of the major
contributions of this work is therefore an extensive analysis of structural and
temporal aspects found in real-world collaborative tagging communities and
the estimation of their potential impact on recommendation. The analytical
contributions are presented in Part I of this dissertation and consist of:

Large-scale corpus retrieval. Our analyses are mainly based on a large-
scale snapshot of the Delicious social bookmarking service crawled be-

3



Introduction

tween December 2007, and April 2008. The final corpus consists of 132
million Delicious bookmarks from around 950.000 users, which, to the
best of our knowledge, makes it the biggest folksonomy dataset that
has been analyzed in academia so far. The sheer size of this data and
its relative completeness enables analyses that have not been possible
before. The public release of the entire dataset to assist the research
activities of other groups is an additional contribution of this work. (→
Section 2.1)

Analysis of real-world folksonomies. This work presents a comprehen-
sive analysis of the structural and temporal patterns within Delicious
and a variety of other broad folksonomies. First, it presents an exhaus-
tive study of the Delicious corpus (→ Chapter 2) which elaborates
on what content Delicious users actually bookmark, how this book-
marking behavior changes over time, and to what degree interests are
shared among members of the community (→ Section 2.2). More-
over, it investigates the motivations behind tagging and presents a pro-
found analysis of the tag distributions that emerge for users and items
over time (→ Section 2.3). The following chapter then discusses folk-
sonomies from a network perspective. The chapter investigates global
network properties and the evolution of these properties when folk-
sonomies start to grow (→ Chapter 3). All findings are discussed
with respect to their effect on potential recommendation scenarios and
their significance for the design of effective folksonomy recommenders.

Spam detection. An initial analysis of the Delicious corpus showed that
the data was considerably polluted by spam. Similar to other social
media, such as blogs or email, spam seems to be a common phenomenon
in folksonomies as well. This spam needs to be filtered or suppressed
before any descriptive recommendation model can be built. This dis-
sertation therefore investigates the intentions behind spamming and
their impact on the data. It then presents two novel approaches to
spam handling. The first approach detects spam based on its con-
nectivity patterns within the folksonomy graph. The second method
suppresses spam by moving from an occurrence-based perspective to
a diffusion-based one. We then study the effect of spam filtering on
different aspects of the Delicious dataset. (→ Chapter 4)

Discussion of related work I. The first part of this dissertation concludes
with an exhaustive discussion of previously presented work related to
folksonomies and folksonomy analysis and emphasizes the novel contri-
butions of this dissertation. (→ Chapter 5)
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Contributions and structure

Based on the analytical findings of the first part, Part II of this dissertation
is dedicated to the design of novel recommendation solutions for folksonomies.
It starts with an introduction to the recommendation problem from a folkson-
omy perspective and an overview of potential application areas (→ Chapter
6). The main contribution of the second part of this dissertation is the in-
troduction of three novel approaches that advance the state-of-the-art in the
most relevant folksonomy recommendation tasks:

HyPLSA. The hybrid PLSA model presented in this work extends the well
known probabilistic latent semantic analysis (PLSA) to a folksonomy
scenario and merges tag data and usage patterns into a single recom-
mendation model. This allows us to model users by the topics they
are interested in, items by the topics they cover, and tags by the top-
ics they represent. Inferring all these topics from the same topic space
helps us overcome problems related to data sparsity and to derive more
accurate recommendations in various settings. (→ Chapter 7)

UCTM. Going one step further, the user-centric tag model avoids the
decomposition of the folksonomy network and works directly on the
graph between users, items, and tags instead. The model is moti-
vated by one striking observation of the preceding analysis, namely
that users develop their individual tag vocabularies, so called “per-
sonomies” [HJSS06a], over time. This heterogeneity impedes direct
comparisons of users or between users and items in the tag space. Our
model accounts for these user-level differences in tagging by translating
all user tags to a global tag vocabulary. Evaluation results show that
this translation helps to infer the meaning of user tags, leading to im-
proved accuracy in tag recommendation and tag-based search scenarios.
(→ Chapter 8)

Tag-based trend detection. Recommending interesting objects at an
early stage is an important recommendation task. This dissertation
therefore presents a novel generative probabilistic model for the detec-
tion of new and seasonal trends in a folksonomy. The trend detector is
built on sound statistical foundations and uses distributional smooth-
ing in order to tune the trade-off between relative and absolute trends.
(→ Chapter 9)

Discussion of related work II. The second part of this dissertation con-
cludes with a discussion of previously proposed solutions in the field of
folksnomy recommendation together with a review of general recom-
mendation approaches that are closely related to this work’s contribu-
tions. (→ Chapter 10)
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Introduction

A comparison of all novel approaches to the state-of-the-art in the respective
domains shows improvements in model descriptiveness and in the quality of
produced recommendations.

Application scenarios

Many potential recommendation scenarios materialize in a folksonomy set-
ting6. This dissertation will mainly focus on the identification of relevant
resources with respect to a given context. Here, context will most often rep-
resent a user with individual information needs but may also refer to a set of
user-provided tags, e.g. in a search scenario. Both of these settings extend the
basic item recommendation task and represent the recommendation scenar-
ios of highest practical relevance. In addition to item recommendation this
dissertation will present novel solutions to two other application scenarios:
tag recommendation and tag-based trend detection. Tag recommendation
is probably the best studied recommendation scenario in a folksonomy con-
text. Including this scenario will therefore allow us to compare the quality
of our solutions to existing approaches. On the other hand, the exploitation
of folksonomies for trend detection is a rather novel research area with a
strong focus on temporal data patterns. Tag-based trend detectors provide
users with on-time recommendations and may help to narrow the gap be-
tween recommender systems and the real-time web. A short description of
all application scenarios is given below:

Personalized item recommendation. Folksonomies have become rich
sources of information. The challenge in a personalized item recom-
mendation scenario is to predict those items, i.e. websites, publications,
movies etc., a user will most likely find interesting. To address this task
it is necessary to identify a user’s previous interest patterns and to de-
termine novel items that are likely to fall within these interests.

Tag-based social search. The tag-based social search scenario considers
a user who wants to discover interesting items related to a given tag.
The challenge in this scenario is not only the personalized retrieval
of interesting items, but also the identification of the search intention
behind the query tag. Even though the discussion is limited to a search
scenario, our findings are also highly relevant for related tasks such as
the topic-aware recommendation of items or the topic-aware detection
and indication of trends.

6see Chapter 6
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Tag recommendation. Tag recommenders support a user during the post-
ing process by suggesting tags she may want to assign. In addition to
their positive effect on usability, they are effective tools to limit global
and local tag divergence by increasing the likelihood of tag reassign-
ments and lowering the ratio of misspellings. Tag recommendation is
probably the best-researched recommendation scenario in the context
of folksonomies. Including this scenario therefore allows for the evalua-
tion of the presented tag models with respect to a variety of previously
proposed methods.

Tag-based trend detection. The final scenario investigates the task of
recommending upcoming objects within a folksonomy. This requires
a deep understanding of the temporal dynamics within folksonomies.
Users benefit from early recommendations, since these provide insights
about beginning shifts in community interests and may point a user to
topics she has not yet been aware of. Though our focus will lie on the
detection of tag-based trends, the generic design of the proposed trend
detector also makes it applicable to detect trends in the item or user
dimensions.

Related publications

Various contributions of this dissertation have been previously published in
the form of journal articles or have been presented during conferences. Ta-
ble 1 lists these contributions and the chapters in which they appear.

Chapter 2 [WZB08], [WZB10a], [WZB10b]
Chapter 4 [WZB08], [WZB10a], [NWO09]
Chapter 7 [WUS09], [SWUH09]
Chapter 8 [WSZ09], [WZB10b]
Chapter 9 [WPK+08], [WZB10a]

Table 1: Related publications to which the author contributed and their
appearance throughout this dissertation.

Out of scope

There also exist various related research topics that, despite their importance,
cannot be investigated here. These include:
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Diversification. Many scenarios may require the diversification of sug-
gestions and a low redundancy among the recommended objects
[vZMGPR08]. Throughout this work, we will only consider different
forms of accuracy as quality measures and ignore diversity.

External knowledge. This dissertation studies graph-based scenarios,
where recommenders are built from the tripartite hypergraph of users,
items, and tags. Information stemming from external sources, such
as the actual content of an item [RHMGM09] or (meta-) data about
users and items [TSD08] is not considered. Furthermore, we disre-
gard external grammars, such as WordNet7, for the enrichment of our
tag models [AYGS09]. The solutions presented in this dissertation can
thus be thought of as core building blocks for successful recommenda-
tion models, which can be enriched with additional external knowledge
on demand.

Recommendation as process. Recommender systems may allow users to
interact with the result set in order to find interesting items [MR09].
Recommendation then needs to be seen from a process perspective, and
evaluation metrics would focus on process-oriented measures, such as
the number of interactions required to find an item or the overall process
time. This work will only investigate non-iterative recommendation
scenarios instead.

Service specific structures. Most folksonomies offer additional function-
ality, such as the forwarding of bookmarks to friends or groups, the
creation of meta tags, the commenting on other user’s content, or the
contribution of descriptions or bibliographic data for items. Informa-
tion from these sources can improve user and item models and thus
recommendation quality, e.g. [ABB+09]. However, feature sets among
folksonomies differ in nature and scale. In order to obtain universally
valid results, this dissertation therefore only considers the core folkson-
omy graph of all services. Cases where patterns within this graph are
caused by service specific settings will be emphasized.

User studies. User studies are probably the most accurate way to evaluate
recommender systems. However, in accordance with most work on
recommender systems, we will simulate user studies by assuming that
users have expressed their interest in an item by bookmarking it. Items
are likewise considered as uninteresting for a user if they have not been
bookmarked.

7http://wordnet.princeton.edu
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Out of scope

The first part of this work investigates structural and temporal patterns
that can be found in folksonomies and discusses their potential impact on the
design of folksonomy recommenders. Part II then builds on these analytical
findings and presents novel recommendation algorithms that are especially
designed for folksonomies.
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Part I

The Nature of Folksonomies
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Chapter 1

An introduction to
folksonomies

The functionality to save web pages (URLs) for later retrieval has been part
of web browsers since the Mosaic browser in 19931. Bookmarks have since
then become a standard feature of all common web browsers. The neces-
sity to catalog and retrieve previously visited and saved websites also led to
the advent of social bookmarking services, such as Delicious, StumbleUpon2,
or CiteULike. The success of these services originated from members’ abil-
ity to centrally store and manage bookmarks on the web, overcoming the
limitations of browser-centric, local storage policies. Nowadays, social book-
marking goes well beyond the storage of interesting web links, and various
bookmarking services guarantee users the ubiquitous access to their collec-
tions of favorite publications, songs, photos, or movies independent of the
used browser or device.

One paradigm that paved the way to success of social bookmarking ser-
vices is tagging. Tagging permits each user to describe and categorize books,
photos, publications, websites, places, persons etc. with freely chosen key-
words, so called “tags”. Each user can choose the labels she considers most
appropriate for a given content without being restricted to a predefined vo-
cabulary. For instance, a user of Flickr who wants to organize photos of a
trip to Paris could label a photo with “paris”, “vacation”, “2009”, “art”,
“monalisa”, “highqualityphoto”, and “louvre”. This will allow her to easily
recover all photos of the year “2009” or to get a fast overview of photos re-
lated to “paris” and “art”. In addition to descriptive tags, she is also free to
assign tags, like “highqualityphoto”, that support individual organizational

1http://groups.google.com/group/comp.infosystems/browse_thread/thread\

/f39e59346ee6bc8d/563e36cb72f214d7
2http://www.stumbleupon.com/
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Chapter 1: An introduction to folksonomies

tasks. Tagging is thus a categorization tool that suits the individual needs of
every user, and users can choose those tags that best match their own lan-
guage, background, or categorization strategy. This flexibility makes tagging
a powerful alternative to previously predominant but inflexible categorization
techniques, such as taxonomies or controlled category sets. In consequence,
tagging has become a de facto standard in environments where content is
tagged by non-expert users.

Tagging can be a powerful tool for the personal management of files3,
publications4, or emails5. However, from the perspective of information re-
trieval, tags become especially appealing in social environments, where the
collective tagging activity of many users is bundled in a single service. Their
tagging support made social bookmarking services one of the first collabora-
tive tagging communities, so called “folksonomies” [Wal04]. These commu-
nities aggregate the preferences, contributions, or views of their user base,
turning them into impressive sources of information. With the overall num-
ber of collected URLs going into the hundreds of millions, social bookmarking
services, like Delicious, already provide an excellent alternative to search en-
gines for the discovery of relevant web content. Other folksonomies, such
as Flickr or YouTube, have become a unique source to look for interesting
photos or videos. The research folksonomies Bibsonomy and CiteUlike sub-
stitute libraries and facilitate the exploration of publications of every type
and research field. In all these scenarios and independent of the respective
content type, we find tags to act as connectors between users who seek infor-
mation and the relevant content. Although the motivations behind tagging
are primarily personal, our studies show the collaborative tagging of resources
by many users to produce high quality content descriptors despite user-level
differences in tagging behavior [Sur04]. These semantics that emerge de-
spite the openness of tagging make folksonomies even more valuable for next
generation retrieval solutions.

This chapter is intended to familiarize the reader with the concept of
tagging and folksonomy services in general. It first introduces tagging as
a new form of content categorization, distinguishing it from other catego-
rization techniques, such as taxonomies or controlled vocabularies. Section
1.2 is dedicated to tagging in social environments and juxtaposes the two
most common types of folksonomies: broad and narrow folksonomies. This
is followed by a short overview of the potentials of folksonomies for next
generation information retrieval solutions in Section 1.3. The final sections

3There exist various software tools that support users in tagging local documents, see
e.g. http://www.tag2find.com or http://lunarfrog.com/taggedfrog.

4e.g. http://www.mendeley.com
5e.g. http://mail.google.com
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1.1. The power of tags

of this chapter, Sections 1.4 and 1.5, then develop graph- and tensor-based
models of folksonomy networks and describe the folksonomy datasets that
will be used throughout this dissertation.

1.1 The power of tags

“The only group that can categorize everything is everybody.”6

The shift from provider-generated to user-generated content, which has been
one of the core drivers of the phenomenon commonly referred to as Web
2.0, demanded new content categorization techniques that were able to cope
with open and dynamically changing environments, and could be handled
by non-experts without much effort. This was the advent of tagging, and
people started to assign free keywords in order to organize their blog en-
tries, photos, bookmarks, or documents. Since then, tagging has become
the predominant form of user-driven content categorization on the web, re-
placing or complementing previously wide-spread but rather static concepts,
such as taxonomies or predefined category vocabularies. The most important
benefits of tagging compared to previous categorization techniques include
[Qui05]:

Inclusiveness. The set of potential tags is not limited but includes every
user’s views, preferences, or language as well as all potential topics.

Personalization. Users can choose the labels that match their real needs,
tastes, or languages.

Low cognitive costs. Adding freely chosen keywords requires less effort
than selecting categories from a potentially large set of predefined
choices.

Scalability. Predefined vocabularies will start to become imprecise when a
domain grows. Instead, tags can reach a nearly unlimited granularity.

Serendipity. Controlled vocabularies are designed to ease retrieval, but
trade simplicity for granularity. This makes it hard to find less popular
content that resides in the so-called long-tail of the information space.
Tags enable users to discover long-tail information by browsing through
the folksonomy network of items, tags, and users.

6Clay Shirky, [Shi05]
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Crowd sourcing. Tagging reduces the costs of service providers, since it
omits the expensive creation and maintenance of controlled vocabular-
ies by experts.

There exist no control mechanisms in tagging. Service providers may try to
influence tag assignments by recommendations, and some authors conjecture
that users will tend to imitate other users’ tagging behavior, resulting in
de facto tag standards [Mat04]. However, our own evaluations show that,
though all these tendencies exist, they do not lead to a community-wide
consensus. Instead, for all analyzed broad folksonomies we generally find that
users develop their personal tagging strategies without consideration of global
effects. Stability only arises in situations where many users tag the same
items, such that accumulative effects reduce user-level discrepancies. This
phenomenon is strongly related to the wisdom-of-crowds metaphor [Sur04],
which, applied to tagging, expects that the labeling of resources by many
users will produce better descriptors than labels agreed upon by a small
group of experts. The openness of tagging and the absence of control have
also raised criticism. Popular arguments against tagging are [Mat04, Kro05,
Qui05]:

Lack of precision. The variability of language, personal tastes, or missing
expertise is expected to result in less precise tags.

Lack of recall. Users will not produce labels for all aspects of the labeled
content. Even though tags go beyond binary classification schemes,
such as taxonomies, they will not reach the same content coverage as
indexing approaches.

Lack of hierarchy. Tags are not hierarchic. This makes it harder to find
information in a top-down manner. However, existing studies show
that tag hierarchies can be derived from tag co-occurrence patterns
[CBSL07, LEC07].

Synonyms & Ambiguity. Users will assign different tags for the same
concepts. Other tags may refer to more than one concept, lower-
ing their value for information retrieval. Synonyms and ambiguity
are well-known problems in information retrieval, and various publi-
cations have shown that the meaning of a tag can be estimated by
looking at different forms of context, e.g. its co-occurrence with other
tags [AYGS09, CBHS08].

Personal perspective. Users will assign the tags they consider most ap-
propriate and will have limited interests in a global tag convergence.
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This reduces the value of tags for other users. Nevertheless, consistent
with the studies by other authors, our own evaluations show that the
collaborative tagging of resources in broad folksonomies leads to the
emergence of descriptive and stable tag distributions due to accumula-
tive effects [GH06]. In Chapter 8 we will introduce a novel approach
that infers the meaning of tags based on who assigns them. This will
enable us to translate a user’s individual tags to a global vocabulary,
and vice versa.

Low findability. Most arguments against tagging listed above will lower
the efficiency of direct tag-based retrieval solutions. These effects can
be neglected for popular items, since accumulative effects reduce the
variance of user-level differences. As we will show throughout this
dissertation, tag clustering (Chapter 7) or tag translation (Chapter 8)
may further help to increase findability.

Re-tagging. Tags reflect a user’s perspective of an item at a certain point of
time. Shifting user interests, changing tagging strategies, or forgotten
labels thus require a continuous re-tagging of content collections.

This criticism is justified. However, for many services there currently exist
no real alternatives to tagging [Qui05]. Instead, researchers have tried to
increase the findability of items by developing better tag models, deriving
hierarchies from tag patterns, or by mapping personal tags to community
tags, as will be described in Chapter 8. Tagging can be a helpful tool for
the individual organization of document repositories, emails, files, or other
resources. However, of special interest from an information retrieval point of
view are situations where tagging happens in a social environment.

1.2 Broad and narrow folksonomies

Services that center around the tagging activities of their users have been
coined “folksonomies”, an acknowledgment to the terms “folk” and “tax-
onomy”. This term was introduced by Thomas Vander Wal in early 2004
[Wal04] shortly after the launch of now famous folksonomies like Flickr and
Delicious. Vander Wal describes folksonomies as

“. . . the result of personal free tagging of information and objects
. . . for one’s own retrieval . . . in a social environment (usually
shared and open to others)”.7

7Thomas Vander Wal, [Wal04]
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Figure 1.1: The structural difference between narrow and broad folk-
sonomies. Blue, red, and green nodes refer to users, items, and tags respec-
tively. Lines of the same style belong to the same post/bookmark. Numbers
denote the number of posts a node occurs in. Items in narrow folksonomies
can only be posted/tagged by a single user, generally the owner of the item.
They therefore appear in only one post. Broad folksonomies, on the other
hand, allow the free posting/tagging of items, resulting in heterogeneous item
popularities and non-uniform tag distributions.

Folksonomies are traditionally divided into two types: narrow and broad
folksonomies [Wal05]. This distinction originates from different posting
rights. Items in narrow folksonomies can be posted, and thus tagged, by
a limited number of users only. One classical example of a narrow folkson-
omy is Flickr, where photos are posted and labeled by their owner. Blogs
that support tagging are another common example of narrow folksonomies,
since the author of a blog entry will generally be the only user who assigns
labels. On the other hand, broad folksonomies do not restrict posting rights,
but allow every user to post and label the items she wants. Prominent exam-
ples of broad folksonomies are social bookmarking services, such as Delicious,
CiteULike, or Last.fm8.

The distinct tagging rights lead to very different structural patterns.
Items in a narrow folksonomy like Flickr occur in only one post, whereas
items of a broad folksonomies can appear in as many posts as there are
users. The popularity of an item in a broad folksonomy can hence be esti-
mated from the number of bookmarks that refer to it, which is not possible

8http://www.last.fm
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in narrow folksonomies9. This difference is also reflected in the tags that de-
scribe resources. Items of narrow folksonomies feature flat tag distributions,
since every tag is assigned exactly once. All tags thus have the same a priori
weight for an item, and the ranking of tags, i.e. the order of their assignment,
was shown to provide little evidence about gradations [WYYH09]. On the
other hand, the aggregation of tags from different users in broad folksonomies
generates non-uniform tag distributions. This makes it possible to estimate
the relevance of a tag from the number of times it was assigned. Previous
work further showed the emergence of characteristic tag distributions for re-
sources in collaborative tagging services [GH06]. These distributions tend
to exhibit power-law characteristics, with very few tags occurring very fre-
quently and the majority of tags being rarely assigned. This agreement on
descriptive item labels by many users is expected to boost the semantic qual-
ity of labels [Sur04]. The differences between narrow and broad folksonomies
from a graph perspective are depicted in Figure 1.1. The figure also illus-
trates that narrow folksonomies are a special case of broad folksonomies with
the constraint that each item links to exactly one user.

The fact that item distributions in broad folksonomies follow power-laws
implies that a high percentage of all items will only occur in one bookmark
(see Chapter 2). The amount of information about these items in the long-
tail is equivalent to the situation in narrow folksonomies. The distinction
between narrow and broad folksonomies is thus less strict from a data analysis
perspective than it seems at a first glance.

This dissertation only investigates broad folksonomies, and most of the
proposed methods rely on collaborative tag assignments, which impedes their
direct deployment in narrow folksonomies. However, this dissertation will
also consider insights from the research on narrow folksonomies if these are
not bound to the folksonomy type. For the rest of this work we will use the
term “folksonomy” in the sense of “broad folksonomy” if not stated otherwise.

1.3 Folksonomies & IR

Aggregating the interests of up to millions of users, folksonomies reflect the
dynamics of the underlying domains. High traffic websites will likely reap-
pear among the popular resources in a community like Delicious [HKGM08].

9This does not mean that there is no way to fame in narrow folksonomies. Videos on
YouTube gain popularity the more people watch them. Photos on Flickr can be ranked
by the number of users that have added them as their favorites. Also, many narrow
folksonomy services support the commenting of other users’ content. The number of
comments will likely correlate to the popularity of an item.
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Figure 1.2: Interface of the Bibsonomy social bookmarking service. The
image shows bibliographic details for a selected publication. A navigation
component on the right side displays the assigned tags in form of a tag cloud
as well as the users who bookmarked the selected paper. Clicking on one of
the tags or users in this panel opens a dedicated website. Users that want to
discover new content can thus browse the folksonomy graph along its edges.

Furthermore, external trends, e.g. the advent of a new website or a new in-
fluential blog entry, were found to reappear in folksonomies almost without
any delay [HKGM08]. Combining these characteristics with the existence of
user-generated annotations, folksonomies have become an invaluable source
for information retrieval (IR). These benefits come at a low cost, since all
information is centrally available, and no continuous, distributed crawling
process as for web indexing is required.

All folksonomies mentioned in this dissertation offer tag-based search
functionality that works very similarly to well-known search engines. Upon
entering a set of query tags, the user is presented a result list of the most
recent postings that have been labeled with the query tags, or a list of items
that have a high general co-occurrence with those tags. However, the search
functionality of common folksonomy services is rather primitive and lacks
more advanced features, e.g. the stemming of tags, i.e. the reduction of tag
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terms to their roots, personalization, or latent indexing. A user that searches
for relevant content thus has to guess the tags that other users considered
relevant.

However, information retrieval in folksonomies goes well beyond tag-based
search scenarios. Additional ways of finding information come from the in-
terface design of most folksonomies. Figure 1.2 displays the interface of the
Bibsonomy social bookmarking service. The image shows the bibliographic
details for a selected publication. The green component on the right lists
the tags that have been assigned to the publication as well as the users that
bookmarked it. Clicking on one of the tags will open a view with items it was
assigned to. Selecting a user instead opens a dedicated website that lists this
user’s bookmarks, publications, and tags. This interface design permits the
discovery of interesting items, users, or topics by browsing the folksonomy
graph along its edges. Similar interfaces can be found for all the folksonomies
discussed throughout this work.

One visualization technique that plays an important role in this discovery
process are tag clouds. Figure 1.3 displays Flickr’s “explore by tag” view that
consists of three distinct tag clouds: the most popular global tags, the most
popular tags in the last week, as well as the popular tags in the last 24 hours.
The popularity of a tag within the cloud is accentuated by dynamic font sizes.
These tag clouds act as global entry points to the folksonomy by emphasizing
the topics that are (currently) popular within the community. Selecting a
tag will show the items that have been recently labeled with it or items of
high relevance. Tag clouds can also visualize the tags that are related to the
current context, e.g. the tags commonly assigned to the current item. Thus,
they provide a quick overview of the topics that characterize an object or are
related to it, facilitating the discovery process.

Data from folksonomies can also help improve existing search solutions.
One popular scenario is the exploitation of tags for better item and user
models. The authors of [RHMGM09] propose the incorporation of tags of
Delicious users to derive better models of websites, with the goal of improving
the accuracy of existing search engines. This approach is especially appeal-
ing, since it allows to model all types of potentially heterogeneous website
content in a unified way. Other previous research utilized the data of folk-
sonomies for search personalization. For instance, Noll and Meinel [NM07]
derive user preferences from a user’s tagging activity in Delicious. The au-
thors then utilize this additional knowledge to re-rank the results of common
search engines with respect to these preferences. We will extensively dis-
cuss folksonomies from an information retrieval perspective in Part II of this
dissertation.
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Figure 1.3: “Explore by tag” interface of Flickr showing the most popular
community tags as tag clouds. Popularity is emphasized by dynamic font
sizes. Selecting a tag lists the most recent photos this tag was assigned to.
Tag clouds are part of all major folksonomy services.

1.4 Modeling folksonomies

Notation

In accordance with common notation practice, throughout this work bold
calligraphic letters will be used for tensors (Y), bold capital letters for ma-
trices (A), and bold lower case letters for vectors (u). Sets and set elements
are represented by non-bold letters, e.g. I and i. Capital letter subscripts of
tensors and matrices denote the sets corresponding to each mode, such that
the matrix AIT represents a |I|-by-|T | matrix with rows and columns built
from the sets I and T respectively. Lower case letter subscripts represent
the reduction to only one entry of the corresponding set, e.g. Ait is the entry
of AIT that resides in row i and column t. Analogously, we use subscripts
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for sets to indicate the members of the original set that fall into the con-
text represented by the subscript, e.g. Iu represents all items a user u has
bookmarked.

Model

According to [HJSS06a], a folksonomy can be described as a tuple
F := (I, T, U, Y ) where I, T , U are finite sets of items, tags, and users:

I = {i1, . . . , ik}
T = {t1, . . . , tl}
U = {u1, . . . , um}.

Y is a ternary relation whose elements are called tag assignments. A tag
assignments (TAS) is defined by the authors as a relation Y ⊆ U ×T × I, so
that the tripartite folksonomy hypergraph is given by G = (V,E), where
V = I ∪ T ∪ U and E = {(i, t, u)|(i, t, u) ∈ Y }. Bookmarks can then
be formalized as the sets of tag assignments that share the same user-item
entities B = {(i, u)|∃t : (i, t, u) ∈ Y }. However, this formalization disregards
bookmarks without any assigned tags. In order to include these bookmarks,
we additionally introduce a virtual node of type T called the “no tag” tag.
The tag vocabulary of a user, her personomy [HJSS06a], is given as Tu =
{t|∃i : (i, t, u) ∈ Y }, the tag vocabulary of an item as Ti = {t|∃u : (i, t, u) ∈
Y }, and the tags of a bookmark as Tiu = {t|(i, t, u) ∈ Y }. This tripartite
hypergraph structure is characteristic for all broad folksonomies.

A natural way to represent the ternary relations Y that build a folkson-
omy are tensors, as shown in Figure 1.4. Tensors, as used in this dissertation,
are multi-dimensional matrices that go beyond the common 2-dimensional
row-column representation. Folksonomies instead require a 3-mode model
that captures the incidence of items, tags, and users. We construct the 3-
mode folksonomy tensor YITU ∈ R|I|×|T |×|U | that represents Y as

Y itu =

{
1, if (i, t, u) ∈ Y
0, otherwise.

Modeling folksonomies as tensors allows us to apply tensor calculus in order
to determine substructures of Y . For example, the co-occurrence matrix AIT

of items and tags can be calculated by aggregating the tags assigned to each
item over all users. This is equivalent to the calculation of

AIT = YITU ×U u1, (1.1)
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Figure 1.4: A folksonomy as a 3-mode tensor, where modes correspond to
items, tags, and users respectively. The figure further shows the resulting
matrices when the tensor is collapsed in one of its modes.

where ×X is the vector product with a tensor in the mode represented by X,
and u1 is a vector of size |U | of all ones. It is likewise possible to aggregate
along other modes as shown in Figure 1.4. Using the vector product we can
also derive the tags a user assigned to an item as

t(i, u) = YITU ×I i ×U u, (1.2)

where i and u are vectors of all zeros except for the indices that correspond
to the user-item pair and which are set to 1. Notation-wise, this is equivalent
to Y iTu, which in turn is the vector representation of the set Tiu.

1.5 Datasets

The analyses and evaluations in this work are conducted on a selection of
real-world folksonomy datasets, which we introduce in this section.
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Delicious. The Delicious bookmarking service is probably the best re-
searched folksonomy to date. It allows its users to centrally save and
organize their bookmark collections on the web. To conduct our ana-
lyses on a large-scale snapshot of Delicious, we initiated a crawling
process that constantly downloaded objects from the Delicious web-
site. This process ran from December 2007 to April 2008 and produced
a dataset of 132.5 million bookmarks and 420 million tag assignments
from 948 thousand users. This makes it by far the largest snapshot of a
real-world folksonomy ever analyzed in academia. The full corpus has
been thoroughly described in [WZB08] and [WZB10a]. Furthermore,
subsets of this dataset have been used for evaluations in [WUS09],
[WPK+08], and [WZB10b]. The full dataset was made publicly avail-
able for other researchers10. We will present an extensive analysis of
this dataset (delicious) in Chapter 2.

A vast amount of the originally crawled Delicious bookmarks originates
from spam activity, which impedes meaningful analyses and evaluations
(see Chapter 4 for details). We therefore applied spam filtering to the
originally retrieved delicious dataset, as described in Section 4.2. We
will refer to the resulting spam-filtered dataset as deliciousclean.

CiteULike. The CiteULike service supports researchers who want to col-
lect, manage, and share publications on-line. Users are asked to pro-
vide missing bibliographic information as well as representative tags
during the bookmarking process. CiteULike is the only among the ex-
amined services that provides daily snapshots of the full community
for download. This undemanding data accessibility makes CiteULike
an attractive research object, e.g. [SWUH09], [OGC08], and [ZC08].
The CiteULike snapshot considered here (citeulike) was downloaded
on March 23rd, 2009 and consists of about 1.6 million bookmarks that
link to 1.4 million different publications.

Bibsonomy. The Bibsonomy social bookmarking service11 is another highly
researched folksonomy that lets users collect and annotate URLs as
well as publications. This work considers two different publicly avail-
able Bibsonomy datasets. The bibsonomyspam dataset was released as
part of the 2008 ECML PKDD spam detection challenge12. It con-
sists of more than 2.2 million Bibsonomy bookmarks. However, about
92 percent of these bookmarks have been manually classified as spam.

10http://www.dai-labor.de/IRML/datasets
11http://www.bibsonomy.org
12http://www.kde.cs.uni-kassel.de/ws/rsdc08/
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We will use this dataset for the evaluation of our spam detectors in
Section 4.2. All other analyses as well as the evaluations of the devel-
oped recommender systems are performed on the larger and spam-free
bibsonomy2009 corpus instead. This corpus has been released as part of
the 2009 ECML PKDD discovery challenge on tag recommendation13.

Both Bibsonomy datasets contain all bookmarks that were publicly
available by the time of dataset creation. We convert the Bibsonomy
network structure to a standard tripartite folksonomy graph by merging
URLs and publications into a single item set, as previously done by
other authors [JMH+07, HJSS06a, SNM08, RBMNST09].

MovieLens10M. The MovieLens film rating datasets14 have become pop-
ular benchmark corpora for recommendation engines. Each of the dif-
ferent dataset versions consists of the ratings that users have given
to the movies offered by the service. Ratings range from one to five
with five being the best. All users within the datasets were selected
at random and have rated at least 20 movies. Furthermore, the most
recent version of the dataset (movielens10M ) also includes the tags
users have assigned to movies. Previous work has shown that these
tags can help improve user models, resulting in better movie recom-
mendations [SVR09]. However, since tagging is a rather new feature of
MovieLens, most movies remain untagged. Nevertheless, we consider
MovieLens in our analyses, since it allows us to compare our findings
in other folksonomies to a well known and established recommendation
dataset.

The movielens10M dataset differs in nature, since users express their
likes and dislikes by ratings. To make the dataset comparable, we dis-
card all rating values and consider a user as connected to a movie if
she has rated it. This simplification contains the information structure
between movies, tags, and users. The loss of the actual rating infor-
mation can be neglected here, since we limit our investigations of this
dataset to structural characteristics. For other methods of converting
rating datasets to a link-based representation see [DDGR07].

From all datasets, we only consider the network structure between items,
tags, and users and discard all additional information, such as bibliographic
data in the case of publications or user-provided descriptions of URLs. The
resulting global network statistics for all datasets are displayed in Table 1.1.

13http://www.kde.cs.uni-kassel.de/ws/dc09
14http://www.grouplens.org/node/73
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Table 1.1: Global statistics of all folksonomy datasets.
|E| |B| |I| |T | |U |

delicious 420,026,460 132,500,391 50,222,260 6,204,149 947,835
deliciousclean 308,207,242 108,777,128 36,481,193 4,535,198 854,209
bibsonomyspam 16,818,699 2,241,824 1,574,983 396,474 38,920
bibsonomy2009 1,401,104 421,928 378,378 93,756 3,617
citeulike 5,215,824 1,662,203 1,433,585 294,213 44,064
movielens10M 10,020,295 10,000,051 10,676 9,530 69,878

In the next chapter of this work, we will perform an extensive analysis
of the bookmarking and tagging patterns in folksonomies on the example
of the Delicious social bookmarking service. We choose Delicious, since it
is the most representative dataset and its size permits investigations that
cannot be performed on smaller corpora. We will extend our analysis to other
folksonomies when discussing the general network properties of folksonomies
in Chapter 3.
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Chapter 2

A delicious endeavor

Delicious is one of the most popular and best researched social bookmarking
communities to date. The service allows its users to centrally collect and
share their bookmarks. These bookmarks can refer to web resources of any
type as long as these resources can be identified by a URL. Since Delicious is a
web application, it can be accessed from everywhere and independently of the
current device. Delicious was also one of the first services that relied solely
on tags for content categorization, offering its users the chance to organize
their collections of bookmarks by freely chosen keywords. The organizational
aspect is complemented by community features, and users can add other users
to their network in order to forward bookmarks1. Furthermore, by browsing
the bookmark collections of other users they can see what their friends or
other members of Delicious considered worth bookmarking.

When posting a bookmark, users can provide a description, by default the
title of the website, an extended description, and a list of tags. In order to
simplify the bookmarking process and to support convergence, Delicious sug-
gests tags that were frequently assigned to the bookmarked resource. Users
can additionally mark a bookmark as private so that it remains hidden to
the community. A bookmark can be added by going to the Delicious website
or, more conveniently, by using one of the many browser plug-ins that make
bookmarking with a social bookmarking system and later retrieval as easy
as browser-based bookmarking. Many websites, first and foremost blogs and
news sites, also provide direct links for bookmarking their content to various
bookmarking services including Delicious.

The channels of information diffusion in Delicious are manifold. Using
an RSS2 service, users can subscribe to other users’ bookmarks or to topics

1Since August 2009 Delicious further supports the sending of bookmarks via email or
sharing them on Twitter [Del07b].

2Really Simple Syndication
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Figure 2.1: The Delicious main page showing the currently most popular web
resources and tags (September 2008).

represented by tags. This way, users receive updates in real-time about
developments in their friends or colleagues interests or about new URLs
appearing in a certain domain. Another channel is the Delicious main page as
shown in Figure 2.1. Once a resource reaches a certain popularity, it appears
on this page and is therefore likely to attract the attention of other users.
It is equally possible that a bookmark reaches other users via the Delicious
feed of recently added bookmarks. Finally, users can forward bookmarks
within their network of friends, colleagues, or other members of interest,
which emphasizes the social aspect of bookmarking services.

Delicious also offers various ways for finding information. The most ob-
vious way is the Delicious search interface that is shown in the upper right
corner of Figure 2.1. This interface supports text-based queries which are
matched against tags as well as URLs. Furthermore, similar to Bibsonomy,
the Delicious website allows to browse the folksonomy graph along its edges.
For instance, starting from the most popular page of Figure 2.1, a user can
discover other content by following links to related tags or users. The qual-
ity of content can be estimated from the number of users that connect to it,
shown by the small blue boxes in Figure 2.1. Furthermore, a user can discover
interesting content within the collections of her friends or other members of
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her network.
Delicious went on-line in September 2003 [Del07a], and its community of

users and their corresponding bookmark collections has been growing ever
since. According to our dataset, there were at least 7, 305, 559 newly added
bookmarks and 47, 429 new users in December 2007. The collective activity
of all Delicious users resulted in more than 55 million collected resources,
with the majority of them categorized by tags.

2.1 Crawling Delicious

There exists no perfect strategy for crawling Delicious or other folksonomies.
One of the most straightforward approaches, chosen for example by [GH06]
or [HKGM08], is the monitoring of the Delicious pages that list the most
recent bookmarks or currently popular URLs. Despite its simplicity, this
crawling method is rather time consuming and does not allow for crawling
old posts. Furthermore, we find that the recent feed is not complete and
only contains a small percentage of the entire posted content. What kind of
filtering criterion has been applied remains unclear. Crawling the recent feed
therefore hardly results in representative data sets. However, it may produce
a set of graph nodes that act as seed for further crawling.

Another crawling approach follows the links of the user to user network
[ALMP08]. This approach is expected to limit the percentage of spam in the
resulting data, since spammers are unlikely to be friends with other users.
Despite this advantage, the method will produce a dataset biased towards
inter-connected users, whereas users without connections within the friend-
ship graph will not appear. Furthermore, we did not want to discard spam
users, since we were particularly interested in their impact on the service.

The most common method to crawl Delicious or similar services is to
follow the links of the tripartite hypergraph between users, tags, and items
[HKGM08, HJSS06a, Mik05]. As a starting point we crawled all bookmarks
related to the tag “web2.0”. From the resulting set of bookmarks we ex-
tracted all related tags and recursively used these for further queries. As a
result of this process, we retrieved 45 million unique bookmarks.

During our retrieval process, we found that the Delicious service limits
the number of returned bookmarks when queried tag-wise. This led to an
incomplete representation of frequent tags within the initial corpus. The
limitation in the number of query results seems to occur only for the tag-wise
retrieval, while user-wise or item-wise queries are not affected. We therefore
downloaded all public bookmarks of the most active users within the initial
corpus. The crawled dataset consisted of 142 million Delicious bookmarks
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from 978, 979 users between December 2007 and April 2008. In parallel to the
main crawling process, we monitored the Delicious page of recent bookmarks.
We found that around 85 percent of the bookmarks listed on this page had
also been crawled by the main process. We therefore conclude that the
dataset represents a large fraction of the entire Delicious service.

To balance the corpus, we removed all bookmarks posted before January
1st, 2008 and only kept URLs starting with “http://”. This reduced the
initial corpus to 132.5 million bookmarks and 420 million tag assignments
from 947, 835 users. The full delicious dataset is made publicly available for
other researchers upon request3.

The result of a random crawler that follows hypergraph links tends to be
biased towards frequent items. Furthermore, as our initial, tag-wise crawl
was biased towards recent items, we expect this bias to reappear in the
delicious corpus. Finally, since we only crawled the most active users from
the initial data set, users with a low participation rate are under-represented.
We will consider these limitations of the delicious dataset when discussing
our findings throughout the next sections of this thesis.

2.2 Bookmarking patterns

In this section we try to answer various questions in order to achieve a better
understanding of the actual bookmarking behavior of the Delicious commu-
nity. Understanding the bookmarking patterns within Delicious and other
folksonomies will later help us in the design of more accurate recommenders.
This section focuses on the interaction between users and items within Deli-
cious, whereas tagging patterns will be discussed in Section 2.3.

What do users bookmark?

Table 2.1 lists the most popular URLs in our corpus. The list is thematically
split into websites related to social resource or knowledge sharing (entries
1, 2, 5, 6, 7 and 8) as well as web development (entries 4, 9 and 10). Not
surprisingly, the Delicious community is biased towards content related to
web communities and (web) technology. However, most web portals use a
deep-link structure for content access, such that the aggregation over URLs
does not provide the full picture. To credit deep-links, we aggregate all URLs
to domains. The 10 domains that have been bookmarked most often in the
delicious dataset are listed in Table 2.2. Here, we find news providers and

3http://www.dai-labor.de/IRML/datasets
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Table 2.1: Top 10 most frequent URLs in the delicious corpus.
URL bookmarks

1. http://www.flickr.com 33, 222

2. http://www.pandora.com 32, 634

3. http://www.netvibes.com 26, 743

4. http://script.aculo.us 26, 082

5. http://slashdot.org 25, 272

6. http://en.wikipedia.org/wiki/Main Page 23, 983

7. http://www.youtube.com 23, 530

8. http://www.last.fm 22, 757

9. http://oswd.org 20, 430

10. http://www.alvit.de/handbook 20, 230

Table 2.2: Top 10 most frequent domains in the delicious corpus.
domain bookmarks users

1. http://en.wikipedia.org 919, 465 205, 639

2. http://www.youtube.com 915, 789 186, 326

3. http://www.flickr.com 535, 176 162, 363

4. http://www.nytimes.com 503, 776 101, 375

5. http://www.google.com 392, 360 156, 990

6. http://lifehacker.com 368, 078 90, 628

7. http://www.amazon.com 341, 414 91, 073

8. http://news.bbc.co.uk 317, 978 75, 610

9. http://www.microsoft.com 290, 501 101, 947

10. http://community.livejournal.com 280, 020 29, 655

enterprise portals among the Top 10 items, i.e. services that host articles or
other content in the form of deep-links.

Do users stick to the same information sources?

A Delicious user can bookmark a URL only once, but she can bookmark as
many links from the same domain as she likes. As a result, we find that the
number of bookmarks and the number of users per domain tend to differ.
For instance, Table 2.2 underlines the fact that enterprise domains tend to
have a lower bookmarks per user rate than domains with highly dynamic
content, such as news sites where users follow the news feeds and bookmark
articles of interest to them. Users thus tend to return to information sources
and to bookmark diverse content from the same providers. The most loyal
audience of all domains listed in Table 2.2 belongs to the community of the
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Figure 2.2: The number of bookmarks compared to the number of users
linking to the same domain in Delicious (log-log scale). Many domains, such
as blogs or Wikipedia, provide various content in the form of deep-links and
can thus be bookmarked more than once per user. Other services without
deep-link structure can be bookmarked only once per user. Domains with a
very imbalanced ratio of bookmarks to users often originate from spammers
that try to promote their domains with many posts (see Section 4).

LiveJournal web portal. Here, every interested user on average contributes
around 10 bookmarks, which is twice the rate of Wikipedia. Because of
this potential user concentration, we find that the popularity of a domain
within Delicious when measured in bookmarks does not necessarily reflect
its popularity among the Delicious user base. User-oriented measures, such
as the diffusion-of-attention concept which we will introduce in Section 4.2,
may thus be better suited for the estimation of domain popularities.

The clustering of bookmarks around domains in the delicious corpus is
also shown in Figure 2.2. The figure plots the number of users that have
bookmarked a domain at least once against the number of bookmarks per
domain. We find that there exist domains that are consistently bookmarked
only once by users. This indicates that these domains do not exhibit a deep-
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link structure. On the other hand, some very frequent domains are frequented
by a few users only. Most of these domains are related to spam within the
Delicious dataset. These spammers try to promote their web domains by vast
amounts of posts, as will be described in Section 4. However, a less drastic
clustering can be observed for web portals with highly dynamic content, like
news portals or blog sites.

How do user interests compare to web directories?

Web directories are often considered the predecessors of social bookmarking
services [O’R05]. They aim at structuring web resources into a predefined
topic taxonomy, allowing users to find interesting content by browsing the
directory. Websites are reviewed by expert teams before they are added to the
corresponding taxonomy branch. Web directory services thus try to structure
the web in a top-down manner, contrasting the bottom-up categorization
process of folksonomies. However, with the exponential growth of the web,
web directories became more and more expensive to maintain, loosing ground
to search engines and social bookmarking services. This paradigm change
is best reflected by the product policy of Yahoo!. Yahoo! pioneered web
directories on their homepage in addition to their standard search engine,
spending much time and effort in manual website classifications. However, in
December 2005 Yahoo! acquired Delicious [Zaw05], whereas the web directory
was removed from the Yahoo! portal.

Another very prominent web directory is the Open Directory Project4

(ODP), which can be freely downloaded5. To compare the bookmarking
activity of Delicious users with the efforts of the ODP, we downloaded the full
ODP directory and all attached URLs. This download took place in February
2008, the same time we crawled Delicious. The downloaded ODP dataset
consists of around 4.4 million URLs classified into nearly 600, 000 topics. Of
all ODP URLs around 800, 000 also appear in our delicious dataset. These
URLs have been bookmarked more than 10 million times.

The top level of the ODP taxonomy consists of 17 categories. Figure
2.3 shows that the majority of overlapping Delicious URLs belongs to the
“World” and “Regional” categories, which cover non-US websites as well as
regional content. Counts are plotted on a logarithmic scale, such that dif-
ferences are larger than they appear. The high overlap in these categories
results from the overall bias of the Open Directory Project towards these
two topics. However, the plot also emphasizes that URLs from these top-

4http://www.dmoz.org
5http://rdf.dmoz.org/
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Figure 2.3: Distribution of Delicious URLs and bookmarks over Open Direc-
tory categories (log-scale). The figure supports previous findings that most
bookmarks on Delicious are related to technology.

ics are less popular within Delicious. Instead we find that, although fewer
URLs fall into the “Computers” category, these URLs attract more interest
in the Delicious community. The overall contribution of this category to the
number of bookmarks therefore exceeds the one of all other categories. This
observation further emphasizes the bias of the Delicious community towards
technology-related content.

When do users bookmark resources?

Golder and Huberman [GH06] observe that the Delicious community pays
attention to new URLs only for a very short period of time. As a result,
these URLs receive most of their posts very quickly and disappear shortly
afterwards. Figure 2.4 shows the popularity of the most popular URLs in
June 2006 that were unknown the month before. As can be seen, each URL
peaks within a timespan of only few days before the number of posts dras-
tically decreases. According to [GH06], this burst in popularity is likely to
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Figure 2.4: Popularity over time for the five most popular Delicious URLs
in June 2006 that were unknown the month before. Popularity is given as
percentage of overall bookmarks. Most upcoming URLs disappear shortly
after peaking.

be caused by the appearance of a URL on the Delicious main page or by
external reasons, such as the appearance of a URL on a widely read blog or
in a popular Twitter feed. Another cause of an initial popularity increase
could be the spread of interest within the network of Delicious users itself.
This intuition is supported by recent studies of the Flickr photo sharing com-
munity, showing a strong dependency between the spread of interest and the
underlying social graph [CMG09].

[HKGM08] report that URLs posted to Delicious have been often modi-
fied recently. The authors therefore argue that Delicious users tend to post
active pages which are constantly updated. When comparing pages on De-
licious with search engine results, they further report an actuality of posts
comparable to the top results of the Yahoo! search engine. Their results also
show that Delicious reacts much faster to external events than web directory
services, such as the ODP. Measuring the overlap of URLs in Delicious and
Yahoo!, [HKGM08] further report 25 percent of all Delicious posts to refer
to non-indexed pages. These pages were not known to the search engine by
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Table 2.3: Top 20 most frequent tags in the corpus
tag count∗ tag count∗

1. design 4.93 11. free 2.50

2. blog 4.02 12. web2.0 2.42

3. software 3.95 13. art 2.30

4. web 3.27 14. linux 2.25

5. tools 3.23 15. css 2.21

6. reference 3.15 16. howto 2.17

7. programming 3.08 17. tutorial 1.98

8. music 2.99 18. news 1.96

9. video 2.60 19. photography 1.76

10. webdesign 2.54 20. business 1.71
∗ in millions

the time of their posting but only several days thereafter. The analysis also
showed a disproportionately high coverage of URLs from the Yahoo! search
results by Delicious. The authors conclude that social bookmarking services
are a valuable data source for search, even though they only cover a small
fraction of the overall World Wide Web. These results also highlight the
potential of recommendation in such environments, a potential which is even
higher when tags come into play.

2.3 Tagging patterns

This section investigates how Delicious users utilize tags in order to organize
their collections of bookmarks. It further discusses global, as well as item-
and user-level, patterns that emerge from this collaborative tagging activity.

Which tags are assigned?

Table 2.3 lists the 20 most frequent tags within our corpus. This list again
highlights that Delicious is biased towards web and web development related
topics. However, we find that the frequency of the most popular tags is some
orders of magnitude above the one of items and users6. Furthermore, we
observe that all popular tags are English words.

Golder and Huberman [GH06] report that tags can perform different func-
tions, such as describing the type of a bookmarked resource or what it is

6The most active user in the deliciousclean dataset has collected more than 24 thousand
bookmarks.
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Table 2.4: Tagging intentions according to [GH06]. Examples are added by
the author if not given in [GH06]. Numbers in parentheses indicate the rank
of a tag in the delicious dataset.

Intention Examples
1. Identify what/who it is about. design(1), software(3), web(4), tools(5)
2. Identify what it is. blog(2), software(3), tools(5), reference(6)
3. Identify who owns it. google(26), apple(61), microsoft(97), flickr(119)
4. Refining categories. online(40), geek(143), 2007(404), 2.0(476)
5. Identify qualities/characteristics. free(11), fun(37), humor(47), inspiration(48)
6. Self reference. self(1290), own(1334), mine(3455)
7. Task organization. research(53), toread(83), work(93)

about. Table 2.4 lists the functions identified by [GH06] complemented by
some examples and their popularity rank within our delicious corpus. The
authors note that the majority of tags describe the topic or nature of a re-
source. This observation is supported by the tags shown in Table 2.4. Of
these, only the tag “free” does not fall into the aforementioned categories.
The same bias was discovered in the studies by Bischoff et al. [BFNP08].
However, the latter also report that different folksonomies favor different tag
types. Whereas Flickr users exhibit a strong tendency in favor of location-
related tags, users of Last.fm tend to assign tags in order to express their
opinion about songs.

Complementary to the observations by [GH06], we find that users often
assign tags in order to organize their bookmarks, and to ease later retrieval.
The importance of this retrieval aspect is also highlighted by the fact that 15
percent of all users in the data set structure their tags by aggregating them
manually into tag bundles. Tag bundles are a Delicious functionality that
lets users define categories (bundles) and assign the corresponding tags. Tag
bundles then behave like (meta-)tags and can be used as filters the same way
as standard tags.

Many category tags are likely to be more user specific and will hence tend
to appear in the long-tail of the global tag distribution. Analyzing tag func-
tions from a global perspective only [GH06, BFNP08] thus underestimates
the function of tags as content organizers. Furthermore, the need for orga-
nization emerges once a user reaches a certain number of bookmarks, such
that this intention may have been less present in the beginning of Delicious
when [GH06] performed their analysis. Support to this latter assumption is
provided by the observation that in the beginning of Delicious a high number
of bookmarks was not tagged at all.
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How many tags are assigned?

We find the average Delicious bookmark to be labeled with 3.16 tags. Similar
tag rates can also be found for the bibsonomy2009 (3.3) and citeulike (3.13)
datasets. However, for Delicious this number is not constant over time and
strongly varies among users. Figure 2.5 shows a rise in the number of tags
per bookmark from the start of Delicious till December 2007. This effect
is partly caused by an increase of spam users who assign a large number of
tags to make their posts visible. In fact, for the deliciousclean dataset the
average number of tags results significantly lower (2.77). However, we also
observe a constantly increasing tagging rate for non-spam users, saturating
in the end of 2005 at around 2.8 tags per bookmark. We believe this can be
explained by constantly growing bookmark collections and the resulting need
for more tags in order to categorize and retrieve content. In the beginning
of the service, users could distinguish their bookmarks using only a limited
number of common tags. However, with growing bookmark collections more
tags were needed for structure and transparency. Furthermore, we assume
that in 2003, when Delicious went on-line, most users were not yet familiar
with tagging at all. Thus, the increase in tag assignments over time in
the initial phase of Delicious also reflects the adaption of the concept of
tagging itself. This fact is further emphasized by Figure 2.6 which plots the
ratio of bookmarks without any labels over time. Here, we initially find a
constant decrease in the percentage of unlabeled bookmarks. Whereas in
the beginning of Delicious approximately 18 percent of all bookmarks were
untagged, this number changed to approximately 5 percent only one year
later when tagging became popular with the advent of Web 2.0 services.

The rise in untagged posts in recent years is mainly caused by spammers
who post large numbers of untagged content. This activity culminates in
December 2007 when the bulk upload of untagged posts by a single spam-
mer causes an increase in the portion of non-tagged elements by 10 percent.
However, we also encounter an increase of untagged resources for the spam
filtered deliciousclean dataset, which could indicate imperfect spam filtering.

The number of tags per bookmark also strongly depends on the user.
Figure 2.7 plots the number of average tag assignments per user compared
to the size of this user’s bookmark collection. It can be seen that some
extreme “users” assign more than one hundred tags on average. This further
highlights the impact of spam.
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Figure 2.5: Average number of tags assigned to a bookmark over time
for the complete delicious and the spam-filtered deliciousclean datasets (see
Section 4.3). The dotted lines represent the overall average when months are
weighted by the number of bookmarks. The plot shows the adaptation of
the tagging concept by Delicious users over time till saturation. Spammers
generally tend to assign more tags to increase the visibility of their sites.
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Figure 2.6: Percentage of bookmarks without any tag assignment for the
complete delicious and the spam-filtered deliciousclean datasets (see Sec-
tion 4.3). The dotted lines represent the overall average when months are
weighted by the number of bookmarks. The number of posts without any
tag assignment decreases over time. It can also be seen that some spammers
do not care about tagging their bookmarks at all. The increase of untagged
bookmarks in recent years could result from imperfect spam filtering.
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Figure 2.7: The number of user bookmarks compared to the average number
of tags assigned by the user (semi-log scale). Some spammers try to increase
the visibility of their content by assigning a very high number of tags.

Does order matter?

Research on collaborative tagging has so far only looked at the outcome of
the tagging process, and less at the process itself. This comes to no surprise,
since existing datasets, like bibsonomy2009 or citeulike, do not provide any
information about the actual position of a tag during the assignment process.
Fortunately, tag positions are preserved within our Delicious dataset, and we
find that the position of a tag correlates with its expressiveness. Figure
2.8 compares the entropy of tags by their position during the assignment
process. The evaluation is based on the deliciousclean dataset. Every point
of the figure was calculated over one million consecutive bookmarking events,
where every bookmark had to contain at least 3 tags in order to be considered
in the evaluation.

Entropy is a measure for the uncertainty of a random variable and is
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Figure 2.8: Tag entropy by tag position over time for deliciousclean. Each
data point was calculated over one million bookmarks. Bookmarks with less
than three tag assignments have been discarded to make results comparable.
The plot shows a strong correlation between the position of a tag and the
measured entropy. Users tend to assign common tags at the beginning of
the labeling process and more specific tags later. This behavior remains
surprisingly constant over all years.

defined as

H(T ) = −
∑
t∈T

p(t) log2 p(t). (2.1)

A low entropy implies that a tag distribution is dominated by very frequent
tags, whereas more uniformly distributed tag distributions exhibit higher
entropy. Figure 2.8 emphasizes the strong correlation between the position
and the informativeness of a tag. It seems that users tend to assign common
tags at the beginning of the labeling process and more specific tags later.
This behavior remains surprisingly constant over all years.

We believe that there exist at least three potential explanations for this
effect: (1) The tendency to label from broad to narrow could be a general
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behavioral pattern of humans that reappears in other domains. (2) The effect
could also result from users’ intention to categorize new content into a set of
relatively constant categories. Adding frequent category tags in the begin-
ning and content specific tags later would result in an increase in entropy as
the one observed in Figure 2.8. (3) Finally, the observed relationship between
tag position and entropy could be caused by the Delicious tag recommenda-
tion functionality. A tag recommender that recommends popular tags before
less frequent ones combined with a tendency to select recommended tags
in order of their presentation, e.g. from left to right as in Delicious, would
produce curves similar to the ones of Figure 2.8.

The observation that the most descriptive tags do not necessarily appear
first was previously reported by Liu et al. [LHY+09] for the Flickr service.
The authors reason that the order of tags provides little additional informa-
tion for tag-based retrieval solutions. Our results instead indicate that later
tags are of higher expressiveness than their predecessors and thus of higher
value for potential retrieval.

Do tag distributions reflect external events?

The distribution of tags within Delicious is not constant but changes over
time and often significantly correlates with external events. Figure 2.9
presents the dynamics of 5 sample tags in 2007. As can be seen from the
time series, the tagging trends reflect both the upcoming of new technologies,
such as Google’s Android which was announced in early November 2007 as
well as periodic events, such as christmas. The delay between an external
event and its echo on Delicious is generally marginal, which was also reported
by [HKGM08]. Social bookmarking services can therefore provide a valuable
and cheap resource for the detection, monitoring, and even prediction of real-
world trends. We will present a method for tag-based trend detection in a
folksonomy environment in Chapter 9.

Measuring the popularity of tags by the number of tag assignments will
weight users by their activity. This will make such a measure vulnerable to
spam. With the diffusion-of-attention concept presented in Chapter 4, we
will introduce a more advanced measure of tag popularity that overcomes
the problems of simple occurrence-based methods.

What structures emerge from collaborative tagging?

Thus far, our analysis focused on tagging patterns that emerge on a macro-
scopic scale accumulated over the entire community. However, the design
of effective folksonomy recommenders requires a deep understanding about
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Figure 2.9: Popularity of 5 sample tags in 2007 as percentage of overall
assignments. The distribution of tags within Delicious reacts to real-world
events, including seasonal events such as “christmas” (see also Figure 4.3).

local patterns as well. We therefore continue our investigation by looking at
the item vocabularies that emerge when many people freely label the same
items.

Figure 2.10 illustrates how the tag distributions of the nine most popular
URLs in the Delicious dataset develop over time. Each line corresponds to
the frequency of one tag with respect to the overall number of tag assign-
ments (TAS) to an item. We observe that the tag distributions of all URLs
converge after already few bookmarking events, and do not change signifi-
cantly thereafter. The collaborative labeling of content hence leads to the
emergence of a characteristic, scale-free tag spectrum despite of user-level
discrepancies. This stability implies that the folksonomy opinion about an
item can be inferred, even if it has been bookmarked by only a subset of
users. Tag-based item models will hence not require a constant retraining
and remain valid over long periods of time.

The tag spectrum of all URLs is dominated by a minority of very frequent
tags. In every distribution we find the most popular tag to be assigned in
more than 15 percent of all cases, whereas the Top 5 tags appear in more
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(a) flickr.com (b) pandora.com (c) netvibes.com

(d) script.aculo.us (e) slashdot.org (f) en.wikipedia.org

(g) youtube.com (h) last.fm (i) alvit.de/handbook

Figure 2.10: Tag distributions over time for the nine most popular URLs in
the deliciousclean corpus. Each line corresponds to the frequency of one tag
w.r.t the overall number of tag assignments (TAS). The small plots show the
corresponding node degree distributions on a log-log-scale, where the x -axis
corresponds to the degree of a tag node, i.e. the number of times this tag
was assigned, and the y-axis represents the number of tags of the same de-
gree. Resources develop a characteristic and scale-free tag spectrum strongly
dominated by very few tags. The stability of these spectra signifies a user
agreement on the nature of an item, likely to be supported by the Delicious
tag recommender. This convergence further underlines the potential of tags
for content modeling. The frequency of popular tags exceeds even the one of
an expected power-law behavior. (See Section 3.1 for details on node degree
distributions and power-law characteristics.)
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than 50 percent of all assignments. These high percentages imply that users
generally share a common understanding about the nature of an item, an
agreement likely to be supported by existing tag recommenders.

The small plots in Figure 2.10 display the corresponding node degree dis-
tributions of the final tag vocabulary on a log-log scale. Here, the degree of
a tag denotes the number of times it was assigned to a URL. The y-axis of
the plot represents the number of tags of the same degree. All plots high-
light that, in contrast to the dominance of very frequent tags, the majority
of tags appears only once. This inequality between dominant and infrequent
tags seems even more pronounced than in power-law distributions, which
have been comprehensively found in various types of networks including folk-
sonomies [HJSS06a, LGZ08, OGC08]. We attribute this bias to the fact that,
even though users agree on some characteristic resource labels, they addition-
ally tend to assign their own sets of category tags. The diversity of these
category tags results in the observed long-tail distributions of node degrees.
These tags provide little insight from an information retrieval perspective.
Instead, a minority of frequent tags may already be sufficient to comprehend
the nature of an item. The previously mentioned criticism of tagging as too
imprecise and dominated by personal tastes (see Section 1.1) therefore does
not hold if many users tag the same resource. Moreover, the gradations in
the frequencies of tags that occur in broad folksonomies provide a measure
of relevance for each tag, with direct implications for information retrieval.
The stability of item vocabularies is an important observation, since it can
help in the design of more efficient and noise-reduced item models.

Even though we only present a sample of nine URLs in Figure 2.10,
detailed manual analyses show that the stability of vocabularies is a general
phenomenon for all items of a certain popularity. This stability therefore
seems to be a direct consequence of accumulative effects that eliminate user-
level heterogeneities. We exploit this characteristic when using items as
intermediates in order to translate from personomy tags to the community
vocabulary in Chapter 8.

How stable are personomies?

It is also interesting to look at how the tagging behavior of users develops
over time. We plot the temporal development of nine exemplary personomies
in Figure 2.11. The figure, first of all, supports the intuition that tag distri-
butions are much less static from a user perspective than they are for items.
In fact, we find a variety of behavioral patterns. The users in the first row of
Figure 2.11 represent the most common archetypes of users with relatively
stable tagging behavior. However, this stability is not comparable to the one
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(a) User72 (b) User73 (c) User102

(d) User219 (e) User234 (f) User143

(g) User6 (h) User11 (i) User53

Figure 2.11: Tag distributions over time for 9 exemplary users of the
deliciousclean corpus. Each line corresponds to the frequency of one tag
w.r.t the overall number of tag assignments (TAS). The small plots show the
corresponding node degree distributions on a log-log-scale, where the x -axis
corresponds to the degree of a tag node, i.e. the number of times this tag
was assigned, and the y-axis represents the number of tags of the same de-
gree. The users in the first row display a rather stable tagging behavior,
even though their tag distributions shift in the long-term. The corresponding
node degree distributions resemble a power-law. Most users of the dataset
fall into this first category. The users of the second row show a very similar
behavior, though their personomy is dominated by a single tag, which may
indicate a dominant tagging strategy or impure data. The users of the third
row show a very different tagging behavior, using only few tags.
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of item vocabularies. Instead, we find personomies to react to shifts in a
user’s interests or in tagging strategies. However, at least for short periods
of time these dynamics may be disregarded, such that tag-based user model-
ing remains generally possible. Unlike items, these user models will require
constant updates in order to remain meaningful.

Looking at the node degree distributions for the first three users of Fig-
ure 2.11, we observe that the tags within their personomies exhibit power-law
characteristics, such that the corresponding distributions appear as lines in
the node degree subplots. These users reuse a small set of tags very often,
whereas many tags are assigned only once. This reuse is likely not only due
to recurring topics within a user’s collection of bookmarks. Instead, it will be
supported by a user’s interest in a converging set of category tags for more
efficient later retrieval. Users will avoid choosing synonyms, singular and
plural forms, or tags from different languages for their category set. Tagging
is thus not really “free” from the perspective of a user who is interested in
organizing her bookmarks, since high randomness impedes efficient retrieval.
On the other hand, we find the vast majority of tags within personomies to
occur only a few times. These tags can reflect very rare interests of a user,
but may also relate to item specifics, or simply represent misspellings or un-
intentional deviations from the standard set of category tags. We will later
show that a user’s interest in personal retrieval directly causes the emergence
of individual tagging strategies in Chapter 8. A consequence of this hetero-
geneity is that even in cases where users obviously share the same interests
by tagging the same items, this similarity is not necessarily reflected in their
personomies.

Personomies also tend to be less biased towards very frequent tags when
compared to item vocabularies. However, as illustrated by the examples
(d)-(f) of Figure 2.11, this is not true for all users, and some personomies
are dominated by a single tagging strategy. A detailed analysis of these
users unveils that this effect may be due to the dominance of a concept,
e.g. “gaming” (d), or a task, e.g. “dedicate” (e). However, some of these
patterns also seem to be created artificially by existing bookmarking tools
that always add certain tags, e.g. “imported” (f).

A very extreme form of controlled tagging is practiced by the users in
Figure 2.11 (g) and (h). Both users have a very small vocabulary of about
100 tags that they constantly assign to tens of thousands of bookmarks. This
results in very particular node degree distributions. Such rigorous tagging
strategies may suit professional users who use Delicious to categorize web
content into a predefined set of categories. However, these patterns could
also indicate undetected spam users. Spam also explains the abnormal node
degree distribution of the last user.
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Fortunately, we find that the majority of personomies develops as illus-
trated by the first row of examples in Figure 2.11. This distributional confor-
mity would generally encourage approaches that derive user similarities by
calculating the distance between personomies [ZC08]. However, these meth-
ods will fail in cases where users develop individual tagging strategies. We
will discuss the problem of inter-user heterogeneities in tagging and present
a more sophisticated tag-based user model in Chapter 8.

How well do tag vocabularies cover future tags?

From a recommendation perspective, it is important to understand how well
the tag vocabularies of items and users cover future tag assignments, and
how this coverage correlates to the size of a vocabulary. This coverage has
direct implications on scenarios, such as tag recommendation, where tags
are generally predicted from past tag assignments by a user or to an item.
We therefore plot the probability that an assigned tag is already part of an
item’s vocabulary or a personomy in Figure 2.12. We observe that the per-
centage of new tags covered by a user’s personomy constantly increases as
the personomy grows. The first 10 tags a user assigns reoccur in more than
50 percent of the following labels which is a further indicator of the stability
of user interests in the short term. The coverage of the item vocabulary
initially appears to be lower than the one of personomies. However, this is
to be expected, since every user can assign more than one tag which reduces
the chances of overlap during the initial phase. For both vocabulary types,
we find that the first 30 tags will reappear in about 65 percent of the fol-
lowing labels, reaching a maximal coverage of more than 85 percent for large
vocabularies.

The results of Figure 2.12 are significant for the tag recommendation
scenario as they represent the maximum recall rates that purely item or user
vocabulary-based recommenders can achieve given the tag assignments in the
training data.

2.4 Chapter conclusions

This chapter provided an overview of the general motivations and emerging
patterns in social bookmarking and tagging. Our analyses were based on
a large-scale snapshot of the Delicious social bookmarking services. To no
surprise, we found the interests of the Delicious community to be biased to-
wards information technology-related content. This bias is reflected in the
community’s bookmarking and tagging behavior alike. Furthermore, our
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Figure 2.12: Probability that an assigned tag exists in a user’s personomy or
the item vocabulary as a function of the number of tag assignments (TAS) by
each user and to each item (Delicious). The tag coverage constantly increases
with growing vocabularies indicating converging tag distributions.

studies showed that users tend to return to previously bookmarked informa-
tion sources. The number of bookmarks per domain thus does not necessarily
reflect its popularity among the Delicious community itself. In Chapter 4,
we will later use the diversity of a user’s information sources for the design
of a graph-based spam detector.

Looking at temporal bookmarking patterns, we observed that fame within
Delicious is fugacious, and new URLs tend to be popular for a short period of
time only. Recommender systems therefore should consider temporal aspects
when determining the relevance of items. Furthermore, we identified different
usage functions of tags. These functions directly affect the utility of a tag in
a recommendation scenario. For instance, self-referential tags or individual
category tags will be of low relevance in general search scenarios and for trend
detection, but are of crucial importance in a tag recommendation setting.

One striking observation of our studies is the emergence of stable tag
vocabularies for items which implies a community agreement on the most
apparent characteristics of resources. This stability emphasizes the potential
of tags for high quality and robust item models. On the other hand, person-
omies tend to be more dynamic, but still appear to be relatively stable in
the short-term. User models that rely on personomies will thus be represen-
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tative for future predictions, but are likely to require constant updates. The
observed stability of item and user vocabularies is one of the motivations for
the translational tag model presented in Chapter 8.

The next chapter will extend our analyses by investigating the structural
properties of folksonomies from a network perspective. Many of the identified
network properties will be of direct relevance for the later design of effective
recommendation models.
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Network properties

This chapter discusses folksonomies from a network perspective. The discus-
sion will focus on different structural and temporal network properties, such
as node degree distributions, network growth, or divergence patterns. Pre-
vious literature on network analysis primarily focused on unipartite graphs,
such as social networks, the World Wide Web, or co-citation networks, where
only one type of node is present [New03, CF06]. On the other hand, folk-
sonomies emerge from the interaction of three different types of nodes - items,
tags, and users - and are therefore most naturally modeled as tripartite net-
works. In this chapter, we will study the network properties that character-
ize folksonomies from a graph perspective. The peculiarity of the identified
properties will be of decisive importance for the design and the quality of
folksonomy recommender systems.

3.1 Consistency

We start our analyses by investigating the node degree distributions of folk-
sonomies. The degree of a node denotes the number of edges (TAS) it is
part of. For folksonomies, this is equal to the number of bookmarks a node
exists in, since every node can occur at most once per bookmark. The node
degree of an item node hence denotes the number of times this item was
bookmarked. Accordingly, the node degree for user nodes is equal to the size
of their bookmark collection, and for a tag node it represents the number of
times this tag has been assigned.

Our investigations confirm the findings of other folksonomy studies
[Hey06, HJSS06a, OGC08, KJHS08, LGZ08], namely that item and tag node
degree distributions in folksonomies follow a power-law, where very few highly
connected nodes coexist with many sparsely connected nodes. According to
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(a) delicious (b) Bibsonomy2009

(c) CiteULike (d) Movielens10M

Figure 3.1: Node degree distributions of items, tags, and users for different
folksonomy datasets (log-log scale). The number of times an object occurs in
a bookmark is plotted on the x -axis, whereas the y-axis represents the num-
ber of objects that occur x times. Item and tag occurrences in folksonomies
generally follow a power-law the form y(x) = Ax−γ, where few entities con-
tribute much to the overall number of observations and many entities remain
rare. Power-law distributions appear linear when plotted on a log-log-scale.
User distributions in large-scale folksonomies often deviate from power-laws
and follow a log-normal distribution. The differences in the Movielens10M
dataset originate from a rather fixed set of rateable movies, the exclusion of
users with less than 20 ratings, and a very low ratio of tagged movies of less
than 0.25 percent.
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[CF06] two variables are related by a power-law if the following equation
holds:

y(x) = Ax−γ. (3.1)

Power-law distributions are a common phenomenon in natural and man-made
environments and have been reported, for instance, for word occurrences in
natural languages [MS99] or the degree of in- and out-links for pages on the
World Wide Web [Kle99]. Networks that exhibit power-law conformity are
also referred to as scale-free [BB03]. Plotted on a log-log-scale, a power-law
distribution roughly resembles a line.

Figure 3.1 displays the node degree distributions of items, tags, and users
for all evaluated datasets. The almost linear course of the degree distribu-
tions of item and tag nodes emphasizes power-law conformity. We observe
that all datasets are dominated by a small ratio of very popular items and
tags, whereas the majority of objects appears in the long-tail. This is empha-
sized when looking at the occurrence frequencies of URLs in the delicious
dataset, as shown in Figure 3.1(a). Here, 39 percent of all bookmarks refer to
the Top 1 percent of URLs, whereas 80 percent of all URLs appear only once
in the corpus. Many of these long-tail URLs are related to spam, as we will
discuss in Chapter 4. However, a further examination shows that the power-
law compliance of items emerges independently of spam activity. In fact,
we observe the same power-law patterns in the spam-filtered bibsonomy2009

(Figure 3.1(b)) and deliciousclean (not shown) datasets. Only the item dis-
tribution of the movielens10M dataset differs from a power-law. Here, the
amount of movies with very few ratings appears underrepresented compared
to popular ones. This can be explained by the rather static item set in this
corpus, since movies are only added by the service provider.

The tag vocabulary of folksonomy users is highly standardized. Although
there exist around six million tags in our Delicious corpus, we find that less
than 700 tags, or 0.01 percent, account for 50 percent of all assignments, and
the most frequently assigned tag (“design”) occurs more than 4.9 million
times. This convergence is likely aided by tag recommendation functional-
ity which will tend to recommend popular tags. Additionally, other authors
argue that users mimic the tagging behavior of other users, leading to con-
verging tag vocabularies [Mat04]. At the end of the distribution, we notice
that 55 percent of all tags in Delicious appear only once. The power-law con-
formity observed for tags corresponds to the frequency distributions of words
in natural languages, where this characteristic is traditionally known as Zipf’s
law [Zip49]. However, as noted by [ALMP08], there exists no equivalent to
stop words in social tagging.

Whereas a power-law distribution seems a feasible approximation for tag
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and item distributions, it does not fit users. Instead, as illustrated by Fig-
ures 3.1(a), (c), and (d), we find that folksonomies posses a higher number
of middle-class users than we would expect in a power-law setting. For our
Delicious corpus, parts of this deviating behavior are caused by the shortcom-
ings of our crawling method that favored frequent users. However, similar
patterns have been found by other authors for the distribution of user queries
in search engines [KHS08a], citation networks [LAH07], click-streams [CF06],
or words in the bible [BFK01]. These distributions can be described by a
discrete truncated log-normal distribution also called the Discrete Gaussian
Exponential or DGX [BFK01]. This distribution is of the form

P (x = k) =
A(µ, σ)

k
exp

[
−(ln k − µ)2

2σ2

]
k = 1, 2, . . . . (3.2)

A is a normalization constant and µ and σ are parameters, such that the
logarithm of a log-normal distribution is a Gaussian of type N(µ, σ2). The
DGX distribution extends the log-normal to discrete distributions [CF06],
and has the power-law distribution as special case [BFK01].

Despite its non-conformity with a power-law, the user activity in folk-
sonomies is far from being balanced. Instead, a few users generate the ma-
jority of posts. 22 percent of all bookmarks within Delicious originate from
the Top 1 percent of users, the Top 10 percent contribute 62 percent of posts.
These values exceed the ones reported by [HKGM08]. We assume that this
difference is due to an increase in spam posts by time, as described in Chapter
4. Another portion of the increase likely stems from the bias of our crawling
method.

One common consequence of power-law like node degree distributions
is the small-world phenomenon [LH08]. Small-world networks are graphs
where each node can be reached from another node traversing only few edges.
These networks generally comprise a minority of highly connected nodes, so
called hubs, which act as connectors for other nodes. This type of graph has
been reported for social networks, the Internet, or protein networks [WS98].
The small-world character of folksonomies was first reported in [CSB+07].
The authors investigate the number of minimal hops that is required to get
from one randomly chosen node of the folksonomy to another (characteristic
path length). They report a characteristic path length of about 3.5 hops
for Delicious. This path length remains stable during the growth of the
folksonomy. As a result, an omniscient user who browses the folksonomy
graph along its edges will only need to follow 3.5 links on average before she
finds an object. This effort remains constant even when the folksonomy grows
to millions of nodes. This observation emphasizes the small-world character
of folksonomies. By definition, the characteristic path length in small-world
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networks has to grow less than logarithmically with the number of nodes in
the network [New03]. Other authors report that the expected path length
in real-world networks grows often much less than this value [BR04]. The
reported constant path length for Delicious could be a consequence of the
tripartite nature of the folksonomy and the high connectivity of many tag
nodes.

From a recommendation perspective, the small-word phenomenon implies
that objects, such as a user or an item, will be connected within the folkson-
omy graph by only few hops. Their relation can thus be estimated without
many intermediate steps. This high connectivity is mainly due to popular
tags which emphasizes the potential of tags as connectors between users and
items. This section analyzed the consistency of all node distributions inde-
pendently. In the next section, we will instead explore how the different node
types of folksonomies are connected to each other.

3.2 Connectivity

To investigate the connectivity among the nodes of folksonomies, we look at
how quickly a folksonomy shrinks towards its core. The p-core of a folkson-
omy is the subgraph where each item, tag, and user node appears in at least p
bookmarks [JMH+07]. This core can be determined by iteratively removing
nodes that occur less than p times in the graph until no further node can be
removed. Every folksonomy graph has exactly one subgraph that denotes its
core at level p.

Figure 3.2 displays the effect of graph shrinking for all folksonomy
datasets evaluated in this dissertation. All curves show a very similar three-
phase behavior. Phase I sees a strong node decrease for low values of p.
This is followed by a stable phase of logarithmic shrinking in Phase II, and
completed by the collapse of the core (Phase III). The decay in Phase I
for all object types follows a power-law with growing p, where a small in-
crease of p removes the majority of nodes. One explanation for this behavior
is the existence of small clusters within the periphery of the folksonomy
graph that are not or only sparsely connected to the rest of the network.
These clusters could represent small groups of users with deviating tagging
or bookmarking behavior and will likely contain many spam users. This
would correspond to the findings of Neubauer et al. [NWO09], who report
a relatively low connectivity of spam users to the giant component1 of the
folksonomy network. However, we also experience power-law decays within

1The giant component of a graph is a connected subgraph that contains the majority
of nodes [NWO09].
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Figure 3.2: Number of nodes, bookmarks, and TAS at different core levels
(semi-log scale). The plot demonstrates that items and tags initially decay
as a power-law with p, probably due to the removal of peripheral nodes of low
or no connectivity to the main core. A similar behavior has been previously
reported for other networks, such as the Internet [AHDBV05]. However, the
decay slows down for increasing p values until the core decays logarithmically,
forming lines on a semi-log scale. This behavior indicates a relative stability
of the core during this phase, followed by the final collapse of the graph during
the last p-core levels. The other datasets show similar behavior but at much
smaller scale. For movielens10M, the limited number of tagged movies leads
to a very strong graph reduction when going to p = 2. The network then
behaves as the other datasets.
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the spam-free bibsonomy2009 dataset. This shrinking behavior is not unique
to folksonomies, and the same rapid decay was reported, for instance, for
the Internet graph [AHDBV05]. For the delicious dataset we observe that
the initial pruning mainly removes very infrequent items and tags, such that
the overall number of bookmarks and TAS remains rather unaffected. The
differing user curve for Delicious probably results from the shortcomings of
our crawling method, since other datasets seem unaffected.

The initial power-law decay is followed by a stable and less drastic shrink-
ing period. During this second phase, we find the core to shrink only logarith-
mically with growing values of p. The shrinking process appears remarkably
stable forming lines on a semi-log scale. This stability probably means that
the remaining nodes exhibit a high inter-connectivity after less connected pe-
ripheral nodes have fallen victim to the initial reduction steps. This second
phase of stability ends with the collapse of the graph in Phase III. The main
core of the delicious graph consists of 8, 766 users, 7, 308 items, and 2, 406
tags concentrated in 2, 720, 926 bookmarks. The most popular tag in this
core is “css”, which again highlights the focus of the Delicious community on
topics related to web development. The entire delicious graph collapses for
p > 186. All other folksonomy graphs collapse much earlier.

A surprising result for delicious is the identical shrinking behavior in
the number of item, tags, users, bookmarks, and TAS during the second
phase of relative stability. This signifies a stable ratio of the sizes of all
sets of objects, TAS, and bookmarks, which in turn implies that all sets
decay at the same rate. Accordingly, we find the average number of tags per
bookmark to remain surprisingly stable. This means that the number of tags
per bookmark does not affect the probability that a tag will be pruned.

Yet another remarkable observation is the universality of results over all
folksonomy datasets. Even though the plots of the smaller datasets display
higher variability, we find that all datasets display the same three phases of
drastic shrinking, steady decay, and collapse. These phases therefore seem
to be characteristic for folksonomy networks.

3.3 Growth

Delicious is a fast growing on-line community, as shown in Figure 3.3. This
growth process finds its expression not only in a continuously increasing
number of users and postings but also in constantly growing URL and tag
sets. According to our dataset, there were at least 47, 429 newly appearing
Delicious users in December 2007, more than in any previous month. This
exponential expansion is accompanied by a constantly growing bookmarking
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Figure 3.3: The monthly growth of Delicious by posted bookmarks, new
users, new URLs, and new tags. The blue (lower) line shows the growth
patterns for the deliciousclean dataset when spam is filtered as described in
Section 4.3.

rate, culminating in about 7.5 million new bookmarks per month for the
last months of our dataset. We also observe exponential growth patterns in
the numbers of known URLs and tags. Similar growth patterns, though at
lower scale, can be found for the bibsonomy2009 and citeulike datasets. The
expansion of the MovieLens community differs, since new movies are added
by the provider, resulting in a rather static set of movies.

Figure 3.3 further emphasizes the contribution of spam to the expansion of
Delicious. Applying the spam filtering method presented in 4.3, we observe
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3.4. Density

a high ratio of previously unknown URLs being posted by assumed spam
users. This comes to no surprise, since spammers tend to promote sites that
“real” users would not bookmark. Furthermore, we find spam to generate
many new tags. This may be due to spammers that create tags randomly or
assign keywords from less present languages.

3.4 Density

A consequence of the expansion of folksonomies is a steady increase in the
average number of edges per node. This behavior implies that the number of
tag assignments (new edges) grows faster than the number of nodes, and can
be observed independently of the node type. The average knowledge about
a node thus increases over time, as visualized by Figure 3.4(a). Despite this
observation, we find the overall graph density of folksonomies to drastically
decrease during this expansion process, as highlighted by Figure 3.4(b). The
density of a graph is given by the ratio of existing edges to all possible edges.
The density of the tripartite undirected folksonomy graph G can thus be
calculated as:

D(G) =
|E|

|I| ∗ |T | ∗ |U |
. (3.3)

The observed decrease in graph density over time implies that the com-
bined growth of all sets of nodes exceeds the increase in the number of tag
assignments, i.e. edges. Collapsing G to the bipartite subgraphs GIT , GIU

and GTU reduces this density loss by some orders of magnitude. However, the
overall growth of the community also increases the sparsity in these graphs.
This tendency seems to be a common phenomenon for folksonomies and is
also observed for the two other communities with open item sets, Bibsonomy
and CiteULike. For MovieLens, one of the best researched recommendation
datasets, we find a steady densification of the user item graph GIU over time
instead. We attribute this effect to the rather static set of movies within
movielens10M and the artificial pruning of infrequent users.

Sparseness will generally hinder recommendation, since it represents the
relation of known to unknown. For example, an increase of sparsity in the
graph GIU means that an item recommender needs to estimate more user
preferences from a lower ratio of trained samples. Whereas sparsity decreases
over time in classical recommendation settings, such as movie recommenda-
tion, we find that the relative knowledge about the interaction between users
and items decreases continuously in those folksonomies that let users freely
add items. Tags can help to reduce these sparsity problems, since they act
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Figure 3.4: Average node degree (a) and graph density (b) for the delicious
dataset plotted over time for (log scale). The number of edges per node
(node degree) grows faster than the number of nodes such that the average
node degree increases by time (a). However, the graph density - the number
of existing edges compared to the number of possible edges - constantly
decreases for the tripartite folksonomy graph G and even for the bipartite
subgraphs GIT , GIU , and GTU (b). This is equivalent to an increase in data
sparsity over time, making recommendation more difficult. The user related
curves plotted here are of low validity for the entire Delicious network, since
our crawling method favored frequent users. The average node degree and
density for these curves will be lower than presented. The impact of spam
on these trends is negligible.

as connectors between users and items. As a result, we observe that recom-
mendation models that integrate tags, such as the hybrid model introduced
in Chapter 7, achieve higher accuracy.

3.5 Entropy

We previously observed that the node degree distributions in folksonomies
tend to form power-laws with a small ratio of highly connected nodes. How-
ever, we did not investigate how this node concentration changes over time.
As described in the previous chapter, one common way to measure the con-
centration of a distribution is to look at its entropy. The entropy of a dis-
tribution describes the average number of bits needed to encode an object.
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Figure 3.5: Entropy of node distributions for the deliciousclean and movie-
lens10M datasets over time. Each point corresponds to the entropy of one
million observations. To make results comparable, only the first tag assign-
ment of each post was considered. Posts without tag assignment have been
discarded. Whereas the entropy of items and tags within Delicious remains
relatively stable over time, we find the user activity to become more uni-
form. This is likely caused by the constant arrival of new users that is not
(fully) compensated by an increased activity of old ones. The movielens10M
dataset shows a different behavior. User and item entropies converge. Items
are much less random than in Delicious, simplifying the recommendation
task.

This value will be large for uniform distributions, i.e. distributions of high
randomness. Strongly inhomogeneous power-law distributions should require
less encoding efforts instead. From a recommendation perspective, objects
from distributions with high randomness (entropy) are harder to predict than
objects from a less random distribution.

Figure 3.5 displays the entropy of all node degree distributions over time
for the deliciousclean and the movielens10M datasets. Each point corresponds
to the entropy calculated over one million consecutive events. In order to
make the plots comparable, we only consider the first tags assigned to book-
marks and disregard bookmarks without a tag. The deliciousclean plot again
emphasizes that tags are of higher density than URLs. The entropy for both
types of nodes constantly increases over time, though only marginally. The
general mixture of frequent and infrequent nodes within these distributions
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Chapter 3: Network properties

thus remains relatively constant. On the other hand, the user distribution
becomes more uniform with the expansion of Delicious. The constant arrival
of new users is hence not compensated by an increased activity of existing
ones. This tendency is most likely related to the previously observed non-
power-law conformity of the user node degree distribution (see Figure 3.1).

Contrary to the results from Delicious, we find item and user entropies in
MovieLens to converge a period of a few years. This convergence takes place
at a much lower level than for the deliciousclean dataset. The URL recom-
mendation task is hence much more challenging than movie recommendation.

In this section we calculated the entropy of node distributions for dif-
ferent periods in time. However, we did not yet explore to what degree
distributions actually change. We will therefore evaluate the divergence of
node distributions in the next section.

3.6 Divergence

Recommender systems implicitly assume that future recommendations can
be inferred from historical data. Items are recommended because users liked
them in the past or because they are similar to past preferences. But what
should be recommended if future preferences within a community vary dras-
tically from past ones?

To measure distributional changes between consecutive points in time,
we introduce the Jensen-Shannon divergence [MS99]. The Jensen-Shannon
divergence is a symmetrized and smoothed version of the Kullback-Leibler
divergence [MRS09] and thus closely related to the previously discussed en-
tropy measure. The Kullback-Leibler divergence denotes the dissimilarity
between two distributions P and Q. The divergence of P with respect to Q
is calculated as the difference between the cross entropy of both distributions
and the entropy P :

DKL(P ||Q) = H(P,Q)−H(P ) (3.4)

=
∑
i

P (i) log
P (i)

Q(i)
. (3.5)

The Kullback-Leibler divergence is neither symmetric (DKL(P ||Q) 6=
DKL(Q||P )), nor normalized, which makes it inappropriate for growing dis-
tributions. The Jensen-Shannon divergence addresses these shortcomings.
We calculate the Jensen-Shannon divergence, which is symmetric and nor-
malized to 0 ≤ DJS ≤ 1, based on DKL as:

DJS(P ||Q) =
1

2
DKL(P ||M) +

1

2
DKL(Q||M). (3.6)
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Figure 3.6: Jensen-Shannon divergence for daily item, tag, and user distribu-
tions in the deliciousclean dataset w.r.t the respective distributions of March
1st, 2006. (a) shows the divergence for all days of March 2006, whereas (b)
looks at long-term effects. Already after only one day we find a different mix-
ture of items and users (a). This divergence constantly increases over time.
On the other hand, the tag distribution remains relatively stable. However,
zooming to larger intervals (b) shows a steady divergence also in the mix-
ture of tags. The peaks of the user curve correspond to weekends when the
user-base seems to shift. This shift is reflected in the respective item and
tag distributions. The peaks of the tag curve in (b) are probably due to
incomplete spam filtering.

Here, M is simply the mean of both distributions (M = 1
2
(P +Q)). DJS = 0

implies that two distributions are equal, whereas DJS = 1 stands for maximal
dissimilarity, i.e. that the distributions do not share any events.

Figure 3.6 plots the Jensen-Shannon divergence for daily item, tag, and
user distributions in the deliciousclean corpus with respect to the respective
distributions of March 1st, 2006. Plot 3.6(a) highlights the divergence during
the first month, whereas Plot 3.6(b) illustrates long-term effects. The plots
show that the mixture of bookmarked items in Delicious drastically changes
within a single day, shifting even more during consecutive days. This sup-
ports our previous finding that attention within Delicious is short-lived. An
item recommender in such an environment therefore has to be highly up-to-
date or has to identify items of longer life.

The divergence of users is less drastic, though still high. From a recom-
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mendation perspective, this signifies that the users a recommendation model
was optimized for are not necessarily the same users recommendations will
be required for. Figure 3.6(a) further highlights that user participation dif-
fers between working days and weekends, when the overall bookmarking rate
drops. This changing community structure, combined with an interest shift
during weekends, also influences which items are bookmarked and which tags
are assigned. However, tags and items shift much less on weekends than the
user distribution. Nevertheless, incorporating such temporal patterns into
recommendation models will improve the quality of suggestions, especially
in cases where users exhibit a different bookmarking behavior during week
days.

Of all node types, we find the tag distribution to vary the least with time.
The mixture of interest fields among the Delicious users is thus rather stable,
at least from a global perspective. However, zooming to longer intervals
(Figure 3.6(b)) unveils interests shifts that are reflected by changing global
tag vocabulary. The relative stability of tags once more emphasizes their
potential for more robust recommendation models. Models derived from
tags will be of longer relevance than purely usage-based, i.e. collaborative
filtering models. Our findings also imply that is easier to predict future tags
based on past knowledge than to predict users and items.

3.7 Chapter conclusions

In this chapter, we studied various network properties and their peculiarity
in folksonomies. Our results confirmed previous findings by other authors
[Hey06, KHS08b], who reported items and tags within folksonomies to follow
power-laws, whereas user participation is best represented by a log-normal
distribution. One of the most important observations of our studies is that
tags tend to be highly concentrated. The most popular tags occur orders
of magnitude more frequently than the most frequent items or users. These
popular tags act as hubs between the other object types. As a result, we found
the characteristic path length between two random nodes of the Delicious
folksonomy to remain small even if the network grows to millions of nodes.
The similarity between two objects, e.g. a user and an item, can hence be
calculated along only few intermediate nodes.

Furthermore, our findings showed that the openness of folksonomies
makes item recommendation in folksonomies a more demanding task than
classical movie recommendation. While the information density in movie
recommendation increases over time, we observed a contrary behavior for all
bipartite folksonomy subgraphs as well as for the folksonomy tensor itself.

66



3.7. Chapter conclusions

Moreover, node distributions in folksonomies exhibit a constantly growing
randomness compared to stable entropy patterns in MovieLens. The recom-
mendation task in folksonomies is therefore more challenging than for other
well-known recommendation settings.

Another interesting result is the instability of item and user distributions
in folksonomies over time. Successful item recommenders will have to incor-
porate temporal aspects and will require constant updates in order to reflect
the latest community interests. On the other hand, we observed that tag
distributions are much less dynamic, which further emphasizes the potential
of tags for the design of more robust user and item models.

Throughout this chapter, we saw that spam has a considerable impact
on some of the examined network properties. Accordingly, spam needs to
be filtered before any sophisticated recommender systems can be designed.
The next chapter therefore explores the characteristics of spam within folk-
sonomies and describes potential countermeasures.
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Chapter 4

The problem of spam

Similar to applications such as email, spam also severely impacts folk-
sonomies. An initial analysis of the delicious corpus revealed a frequent
occurrence of bookmarks that originated from spam and were posted by au-
tomated mechanisms. Among the Top 20 most active Delicious users we
found 19 users of apparently non-human origins, posting hundreds of thou-
sands of URLs that belong to very few domains. These 19 “users” alone
account for 1, 321, 316 bookmarks, approximately 1 percent of the entire cor-
pus. Unfortunately, this result comes to no surprise, since Delicious offers an
interface for remote postings, and URLs that appear on Delicious have the
potential of reaching thousands of users. Additionally, spammers may hope
to augment the search engine ranking of their sites if their URLs appear on
as many pages as possible1. Delicious is not the only bookmarking service
vulnerable to spam. The authors of [KHS08a] report that among the 20, 000
users of Bibsonomy they manually identified 18, 500 as spammers. These
spammers had posted 90 percent of all bookmarks.

If not detected, spam activity strongly influences the effectiveness and
credibility of recommender systems. Fortunately, we find the intentions and
behavioral patterns of spam users to differ drastically from those of non-spam
users, allowing the effective detection of spam at an early stage. Section 4.1
characterizes spam in folksonomies on the example of Delicious and explores
the data patterns that emerge from spam activity. The next section then
discusses general approaches to the problem of spam detection and also in-
troduces the diffusion-of-attention concept for efficient spam suppression.

1Social bookmarking sites, such as Delicious or Bibsonomy, generally mark outgoing
links with the “nofollow” attribute, such that Google and most other search engines will not
consider these links in their rank calculations. However, users that browse the folksonomy
graph to discover new content will likely encounter highly linked spam if no filtering is
performed.
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Finally, Section 4.2 describes the graph-based filtering rules that were ap-
plied to clean the delicious corpus and explores how the filtering affects the
previously described data patterns.

4.1 Characteristics of folksonomy spam

The behavior and thus the potential impact of spam creators differs. One
Delicious user labeled all her 7, 780 bookmarks with the exact same six tags.
All posts referred to the same blog site. Another spammer added over 10, 000
posts, linking to only few web portals. All posts had been labeled with more
than 100 tags, presumably in order to make the related sources more visible
to Delicious users and search engines alike. Furthermore, we encounter bulk
uploads, a phenomenon also reported for Flickr by [DKM+06], where users
upload thousands of bookmarks within minutes and rarely actively contribute
thereafter. We also observe that spammers try to increase their impact by
using multiple user accounts. The most prolific Delicious spammer posted at
least 538, 045 bookmarks to only 5 domains using more than 10 accounts.

We observe that spammers tend to exhibit one or more of the following
characteristics:

Very high activity. Automated posting routines may reach much higher
participation rates than human users.

Few domains. Spammers will try to promote their own domains. As a re-
sult, we find that many domains receive a very high number of postings
coming from only a few users, as previously describe in Section 2.2.

High tagging rate. Some spam users tend to label their bookmarks with
an exorbitant number of tags in order to increase their visibility. In
consequence, we observe higher average tag rates for these users. See
Section 2.3 for details.

Very low tagging rate. Other spam users do not tag at all, but constantly
upload bookmarks without any tags. This explains the high decrease
in the ratio of unlabeled bookmarks when spam is filtered from the
delicious dataset, as reported in Section 2.3.

Bulk posts. Bulk uploads generally imply automated postings. However,
bulk uploads are not always spam. Instead, automated postings may
also originate from human users, e.g. if a user synchronizes her local
bookmarks or bookmarks from different bookmarking services by using
existing software tools.
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No retrieval intention. Spammers are interested in the distribution of
their content, but do not need to access it later. The missing retrieval
intention is likely to result in anomalous tag distributions for spam
users, such as a very low tag entropy for spammers that always assign
the same tags or an above average entropy for spammers that assign
tags randomly. Furthermore, our analysis showed that the majority of
personomies will develop a power-law conform tag distribution, whereas
this phenomenon is rather unlikely for spammers. Examples for normal
and abnormal tagging patterns are given in Figure 4.2. See also the
discussion of personomy development in Section 2.3.

No tag bundles. A consequence of the missing retrieval intention is that
spammers have no motivation to structure their tags into groups, for
instance by using the Delicious tag bundle functionality.

Frequent use of spam tags. Spammers tend to promote content of a cer-
tain type. This is reflected by the tags they choose as entry points to
their sites. The frequent use of tags such as porn, buy, adult or cheap
is generally a strong indicator of spam activity, and spam detectors
trained on these spam tags have been shown to produce very good
results in [GK08].

Low connectivity. Spammers generally try to promote resources nobody
else would bookmark. This results in a low connectivity within the
user-item graph GIU . Figure 4.1 depicts the distribution of spam and
non-spam users over different component types [NWO09]. Figure 4.1(a)
indicates that spammers have a much lower likelihood to share items
with the community (giant component). Instead, spam users cluster to-
gether to form so called next-largest components that are not connected
to the giant component. Spam users within a next-largest component
are likely to originate from the same source. However, there also exists
a large group of isolated non-spam users. Users that fall into this group
have generally posted very few bookmarks. On the other hand, the con-
nectivity of the user-tag graph provides less distinctive information, as
is shown in Figure 4.1(b).

Combinations of the above. In most cases, we find a combination of the
above characteristics. For instance, as previously described in Section
2.3, we observed that many users with large collections of bookmarks
are also very active taggers and can thus easily be identified as spam.
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Figure 4.1: Distribution of spam (black) and non-spam (green) users over
different component types for the bibsonomyspam dataset. Isolated compo-
nents containing only a single user, next-largest components (nlc) containing
more than one user, but not being the giant component, or the giant compo-
nent (gcc). Spam users are less likely to be connected to the giant component
within the item-user graph GIU , but tend to form next-largest components.
On the other hand, the connectivity patterns found within the tag-user graph
GTU provide less distinctive information [NWO09].

(a) normal (b) abnormal

Figure 4.2: Spammers are not interested in a later retrieval of their book-
marks and therefore develop personomies with abnormal tag statistics, e.g. no
power-law conformity. See Section 2.3 for details on the evolution of person-
omies.
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The above characteristics make spam activity generally distinguishable from
normal bookmarking behavior. We discuss possible spam detection methods
in the following section.

4.2 Spam detection methods

The presence of spam may cause highly misleading results if folksonomies are
exploited in scenarios, such as recommendation, trend detection, or tag-based
ontology creation. In these cases, spam filtering should precede every model
building process. This section describes the two most common principles to
spam detection: text-based and graph-based spam detection. Furthermore,
it introduces the diffusion-of-attention concept that drastically reduces the
impact of spam.

Spam detection as text classification

Text-based spam detectors analyze textual features of a user’s bookmarking
activity to distinguish spam. These classifiers are thus similar to spam detec-
tors known from the email and blog domain. In social bookmarking systems,
the most prominent source for text-based classifiers are tags. The winning
team of the ECML PKDD 2008 Spam Detection Challenge combined user
tags with other textual attributes of posted Bibsonomy items, e.g. the URL
or the title of a publication, in order to construct user centric feature vectors
[GK08]. The authors then trained an extended version of a Rocchio text
classifier [MRS09] to learn spam from non-spam users.

The authors of [KHS08a] use manually defined black lists of tags to de-
termine the spamminess of a user. Further, they show that certain patterns
in a user’s profile data, e.g. the source of the email address, may already indi-
cate spam. Moreover, they find a strong correlation between user names and
email addresses that include numerical characters and spam. Based on these
and additional features, the authors train a Support Vector Machine (SVM)
[Bis07] to determine the boundary between spam and non-spam users.

Even though text-based spam classifiers were shown to perform well in
many settings, they can be easily tricked, e.g. by avoiding typical spam tags.
Those adapting spammers may still be discovered using graph-based detec-
tion methods.
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Graph-based spam detection

Graph-based spam detection methods detect spam users or posts based on
abnormal connectivity patterns within the folksonomy graph G. These ab-
normalities are likely to occur, since spam users generally post content that
is of little interest to normal users. In [NWO09], we designed and evaluated
spam detectors for the Bibsonomy bookmarking service which were based
on structural features only. Our results state that many spam users can
be detected because of their low connectivity with the giant component in
GIU (see also Figure 4.1). Moreover, our experiments show that the tag-
centric connectivity patterns within GIT provide less distinctive information.
This means that, despite distributional differences, the personomies of spam
and non-spam users tend to overlap. However, detection results could be
improved still by combining usage and tagging patterns and looking at con-
nectivity patterns in the hypergraph G.

Similar to graph-based recommendation, graph-based spam detection
does not depend on the underlying content type. This makes these methods
especially attractive in scenarios where content features are hard to extract or
analyze, e.g. for movies, music, or photos. Furthermore, tricking graph-based
detectors will generally require higher effort from spammers, since their ab-
normal connectivity patterns directly result from their motivation to promote
uncommon content.

Even though we find that our graph-based approach performs well for
users with many bookmarks, it fails for new users, where little information
yet exists. As was shown by [KHS08a] and [NO08], these cold-start problems
can be reduced by combining text and graph-based features into a unified
detector.

The diffusion-of-attention concept

In some cases, detecting spam may be computationally expensive or too ambi-
tious. We therefore propose a new concept called diffusion-of-attention. Ap-
plying this concept drastically reduces the influence of spam on the global tag
distribution without the actual need of filtering. The diffusion-of-attention
approach is not a spam detection method in the conventional meaning of the
term. However, we list it here as alternative that requires no supervision
and was shown to perform well in tag-based trend detection scenarios (see
Chapter 9).

We define the attention that a tag attracts in a certain period of time as
the number of users who use the tag in this period. The rate of diffusion
of a tag is then given by the number of users that assign this tag for the
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Figure 4.3: Occurrence versus diffusion-of-attention for 5 sample Delicious
tags in 2007. Figure (a) plots the relative occurrence of each tag in the
delicious dataset over time. Figure (b) shows the number of users who assign
the tag for the first time (diffusion-of-attention) as percentage of the overall
first time assignments. The diffusion-of-attention concept captures all major
trends also found in (a) except the peaking of the social curve in summer
2007. The spam activity that caused this peak is suppressed if moving to the
diffusion-of-attention concept.
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first time. This measures the importance of an item by its ability to attract
new users. Every user’s influence is thus limited, and a trend can only be
created by groups of users. Figure 4.3 plots five example tag trends over time
and compare the diffusion-of-attention measure to a count-based measure.
The plots demonstrate that the diffusion-of-attention concept captures all
major trends of count-based measurements. The measure successfully reflects
seasonal trends, e.g. “christmas”, as well as new tags rising in popularity. The
only trend missing in the second plot is the peak of the “social” tag in June
2007. Further investigations show this peak to be caused by the activity of
a single user who posted 5, 666 bookmarks all tagged as “social” within the
relevant week. All these bookmarks link to the same domain. This spam
does not influence our diffusion-of-attention measure, since it weights all
users equally.

Moving to a diffusion perspective also yields efficiency improvements. Re-
taining only combinations of users and tags that appear for the first time in
the Delicious corpus reduces the number of total tag assignments from 420
million to 102 million. We will successfully apply the diffusion-of-attention
concept for the detection of trends in non-spam-free folksonomies in Chap-
ter 9.

4.3 Cleaning Delicious

The removal of spam users from our delicious corpus required a fast and
unsupervised detection method. We therefore decided to use a simple graph-
based filtering method. The design of this filter was motivated by the ob-
servation that spammers tend to promote few domains with many posts (see
also Figure 2.2). In order to identify spammers, our detector first counted
the number of different URLs and domains per user. All users were then
sorted by their domain to URL ratio. Assuming a spammer percentage of
10 percent, we removed those users with the lowest ratio of domains from
the dataset. The threshold was chosen based on manual investigations which
showed a spam ratio slightly below this value. Filtering the data in this way
shrunk our corpus from 132 million to 109 million bookmarks. The resulting
dataset is identical to the previously introduced deliciousclean corpus.

Analyzing the effect of our spam filtering strategy on different aspects
of the dataset, we observe that, though we only filtered 10 percent of all
users, this lead to 28 percent decline in bookmarks and even 37 percent
in tag assignments, as displayed by Figure 4.4. This further supports the
intuition that spammers are highly productive and assign an above-average
number of tags to promote their content. As a result, filtering spam reduces
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Figure 4.4: The effect of spam filtering on the number of bookmarks and tag
assignments per month for the Delicious dataset. Even though our spam filter
only removed 10 percent of all users, we find the number of bookmarks to
decrease by 28 percent and the number of tag assignments by 37 percent. This
amplitude results from spammers’ above-average bookmarking and tagging
rates. The plots also show that spam is a recent phenomenon in Delicious,
and the initial years of the service appear to be nearly spam-free.

the number of average tags per bookmark from 3.16 to 2.77, as reported in
Section 2.3. Moreover, we find that spam is responsible for peaks in the
number of tag assignments per month, which supports our observation of
bulk uploads by spam users. Additionally, Figure 4.4 highlights that spam is
a recent phenomena to Delicious, and the initial months of the corpus appear
to be nearly spam-free.

Figure 4.5 illustrates that, though our spam detector does not explicitly
consider any tag data, it filtered many of the users with an extreme high rate
of tags per bookmark. On the other hand, our filtering method misses some
users with an extreme tagging rate, but only few bookmarks. However, the
impact of these spammers on the overall community activity is rather low.

4.4 Chapter conclusions

Spam drastically reduces the quality and credibility of recommender systems.
It therefore needs to be filtered or suppressed before any sophisticated rec-
ommendation model can be built. This chapter presented an extensive study
of the motivations behind folksonomy spam and the aspects that characterize
the behavior of spam users. Among these characteristics we identified the
clustering of spam users around only few domains as well as an abnormal tag-
ging behavior due to a missing retrieval intention. Furthermore, this chapter
gave a short overview of general approaches to spam detection, and described
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Figure 4.5: The number of bookmarks per user compared to the average
number of tag assignments per bookmark for the delicious dataset. Users
who have been identified as spam by our spam detector are in red. Most
users with many bookmarks and an extreme number of tag assignments have
been correctly classified as spammers, even though tags were not considered
during the classification task. Other users with a very high tagging activity
but fewer bookmarks have not been filtered correctly. However, the impact
of these remaining spammers on the data is rather low.

the graph-based spam detector that was used to clean our delicious dataset.
As noted in the previous chapters, we saw that the cleaning of our dataset
affected a variety of dataset properties. A further contribution of this chapter
is the introduction of the diffusion-of-attention concept for spam suppression.
We will apply this concept to design more robust trend detectors in Chapter
9. Throughout Part II of this dissertation we will only consider folksonomy
datasets that have been preprocessed in order to filter spam.
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Chapter 5

Related work I

Folksonomies and collaborative tagging in general have attracted a growing
interest in academia. The first discussions on the advantages and disadvan-
tages of tagging date back to the year 2004 and took place in the blogosphere
[Mat04]. The same year saw the coinage of the term “Folksonomy” in a blog
post [Wal04]. All this happened only a few months after the launch of the
Flickr photo sharing service in February 2004 and the Delicious social book-
marking service in September 2003. The exponential growth of these tagging
services coincided with an exponential increase in related publications.

This chapter reviews publications that contributed to a better under-
standing of the concepts and dynamics behind collaborative tagging. Addi-
tionally, it presents previous work related to social spam detection. Other
studies that focus on folksonomies with respect to potential recommendation
applications will be extensively discussed in Chapter 10 instead.

5.1 Groundwork

The first discussions about tagging and folksonomies took place in the blogo-
sphere. Mathes [Mat04] elaborates different aspects of collaborative tagging
and compares tagging to well-known categorization tools, such as taxonomies.
The author further investigates the reasons that led to the success of tag-
ging and identifies low barriers of entry and reduced cognitive costs as core
drivers. Moreover, he distinguishes between users that utilize collaborative
tagging services for managing their own collections of content and users with
a content sharing attitude. However, Mathes does not explicitly distinguish
between broad and narrow folksonomies, and our own studies demonstrate
that the activity in broad folksonomies is less motivated by content sharing
than in narrow communities.
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Thomas Vander Wal [Wal04] introduces the term “folksonomy” as syn-
crisis of the terms “folk” and “taxonomy”. He later distinguishes between
narrow folksonomies, where items are tagged by few users only, and broad
folksonomies that support open tagging [Wal05]. Shirky [Shi05] juxtaposes
ontologies and tagging and identifies environments that favor one of the both
classification techniques. He argues that tagging is a superior classification
technique in open, changing, non-expert environments. He further discovers
power-law distributions in the number of tags per user as well as in the tag
distributions of users and resources. Additional studies on the benefits and
disadvantages of tag-based classification are presented by Kroski [Kro05]
and Quintarelli [Qui05]. The discussion of the arguments for and against
tagging presented in Section 1.1 of this thesis mainly summarizes the contri-
butions of these authors.

Another highly influential early work on collaborative tagging is Golder
and Huberman [GH06]. The authors present one of the first studies on
the dynamics behind tagging and investigate the global and local growth
of tag vocabularies within Delicious over time. Consistent with our own
findings, they report that URLs in Delicious tend to be popular only for a few
days. They also note that the tag distributions of URLs converge after few
bookmarks. Their analysis is based on a small sample of 19, 422 Delicious
bookmarks which renders the obtained results somewhat speculative and
hard to generalize. However, our own analysis of a much more complete
dataset supports most of their findings.

Marlow et al. [MNBD06] present a taxonomy for the categorization
of tagging systems based on design choices, e.g. the existing tagging rights
(who can tag what?) or the type of underlying resources (what can be
tagged?). The authors further suggest to classify tagging systems according
to the incentives of their users. These incentives may have an organizational
or social character. In contrast to organizers, “social” users assign tags
in order to share content, attract attention, or express their opinions. In
accordance with our own findings, the authors further note that different
incentives are likely to result in different tagging strategies. However, they
do not investigate the relationship between differences in tagging rights and
incentives.

Mika [Mik05] is the first to model folksonomies as tripartite hypergraphs,
extending traditional bipartite ontology models by a user dimension. This
representation has since then become the de facto standard, though differ-
ent types of notation have been used. The author also proposes to reduce
the hypergraph to three bipartite matrices AIT , AIU , and ATU for easier
handling, and to apply matrix operations in order to determine second order
co-occurrences. All these concepts reappear throughout this thesis. Some
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recent publications aim to avoid the reduction to bipartite subgraphs, since
it is generally accompanied by loss of information. Instead, they propose to
directly work on the full folksonomy tensor [WZY06, SNM08, RBMNST09].
We will develop tensor-based models for the translation of tags in Chapter
8.

5.2 Tag classification

Various authors have studied the motivations behind tag assignments. The
main contribution of the studies by Golder and Huberman [GH06] is the
schematization of tag functions into seven categories, as described in Sec-
tion 2.3. Their studies show the majority of tags to describe the content or
type of a resource, but provide no detailed quantification. Furthermore, the
authors do not investigate user-level differences in tagging behavior, and, ac-
cording to our own studies, underestimate the importance of tags for content
organization.

Additional evaluations on the categorization of tag functions are pre-
sented by Bischoff et al. [BFNP08]. The authors classify tag functions
into eight categories similar to the ones identified in [GH06]. They then
measure the distribution of tag types within different folksonomies, such as
Delicious, Last.fm, and Flickr, finding different mixtures of tag functions for
each service. Their results for Delicious mainly confirm our own observations,
namely that the majority of Delicious tags describes the nature or topic of
an item. However, for Flickr they report that around 25 percent of all tags
refer to locations, whereas the majority of Last.fm tags refers to the genre
of a song. Tag functions thus vary among domains and content types. The
authors do not explore the correlation between different tag types, nor do
they investigate user-level discrepancies.

Another tag categorization scheme is presented by Xu et al. [XFMS06].
The authors distinguish between content, context, and attribute tags, as well
as subjective and organizational tags. They propose to exclude certain tag
types, e.g. subjective tags, during the training of tag recommenders, since
these are unlikely to be shared. However, they do not evaluate the effect
of such filtering strategies. Furthermore, their tag recommender does not
perform any personalization and thus does not have to reflect individual user
needs.

Finally, Sen et al. [SLR+06] categorize tags into factual, subjective, and
personal tags. They report that 63 percent of all MovieLens tags identify
facts about a movie, compared to 29 percent subjective and only 3 percent
personal tags. Further user studies revealed that the usefulness of the tags
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Bischoff [BFNP08] Golder [GH06] Xu [XFMS06] Sen [SLR+06]

1 Topic About what or whom? Content-based

Factual
2 Time

Refining categories Context-based
3 Location
4 Type What it is?

Attribute
5 Author/Owner Who owns it?
6 Opinions/Quality Qualities/Characteristics Subjective Subjective
7 Usage context Task organization

Organizational Personal
8 Self reference Self reference

Table 5.1: Tag classification schemes proposed by diverse authors and map-
pings [BFNP08].

from each class strongly depends on the user task. Motivated by this obser-
vation, the authors propose to design tag interfaces, where users can express
their opinions separately from facts. The authors further note that users of
MovieLens express considerably low interest in tagging, since many movies
can be found directly based on title or actor information.

An overview of the discussed tag classification schemes gives Fig-
ure 5.1 [BFNP08].

5.3 Folksonomies & IR

Folksonomies have also been studied for their potential with respect to infor-
mation retrieval. The most complete analysis of the Delicious bookmarking
system next to our own work is provided by Heymann et al. [HKGM08].
The authors investigate the potential of collaborative bookmarking for web
search. Among other results, the authors show that there exists a reason-
ably high overlap between search query terms and tags found in Delicious.
Furthermore, they report that social bookmarking systems reflect changes
within the underlying web structure, such as newly appearing or recently
modified web pages, earlier than search engines or web directory services,
such as the Open Directory Project. They also find that only 50 percent of
all Delicious tags appear in the content of a web page. The authors conclude
that social bookmarking services can provide additional information about
items not available in content-based settings.

The distributional similarity between query terms and tags is also re-
ported by Carman et al. [CBGC09]. The authors further propose the use
of tags for smoothing document content models in order to improve document
retrieval performance. Krause et al. [KHS08b] compare the distributions of
Delicious tags and search terms and discover power-laws in both cases. They
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also find that tag-based item rankings and query results show high correla-
tions in some settings. This correlation is especially high for topics related
to information technology, which are well covered by Delicious. This lets the
authors assume that Delicious users rely on search engines to find interest-
ing content, which in turn is reflected in the bookmarked resources. These
evaluations are complemented by the work of Bischof et al. [BFNP08].
In accordance with our own observations, the authors point out that some
tags are more valuable for search than other, more personal tags. However,
Bischof et al. assume that this regards only a small percentage of overall
tags. Instead, our own studies show that the majority of tags serves indi-
vidual tasks. This heterogeneity may be ignored in cases where cumulative
effects create stable item vocabularies. However, these peculiarities are of
crucial importance for user-centric retrieval scenarios. Furthermore, we be-
lieve that the information about who assigned which tag will help to design
better retrieval models.

We will present a more detailed discussion of the related work on using
folksonomies for information retrieval in Chapter 10.

5.4 Global network properties

Different publications have investigated network aspects of folksonomies,
with the most exhaustive study probably being Cattuto et al. [CSB+07].
The authors adapt classical network measures like the characteristic path
length or the clusterness of a network to a folksonomy setting and study the
behavior of these properties over time. They show that folksonomies exhibit
small world characteristics, since the characteristic path length tends to in-
crease less then logarithmically with growing item, tag, and user sets. The
authors report even constant path lengths of 3.5 hops in the case of Delicious
. They therefore argue that the observed short path lengths facilitate the
“serendipitous discovery” of interesting objects. During their analysis, the
authors noticed a distortion of their data by spam, causing unexpected net-
work behaviors. They therefore propose to design spam detectors that base
their decisions on abnormal local network properties.

The power-law compliance of global item and tag node degrees has
been known since the beginning of folksonomy research, e.g. Hotho et
al. [HJSS06a] or Heymann et al. [Hey06]. Further evidence of this compli-
ance in Delicious and other folksonomies was recently presented by Krause
et al. [KHS08b], Oldenburg et al. [OGC08], as well as Li et al. [LGZ08].
Local power-laws of tag distributions have previously been reported for per-
sonomies by Cattuto [CLP07] as well as Halpin et al. [HRS07], for items
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by Zanardi and Capra [ZC08], and for co-occuring tags by Cattuto et
al. [CLP07]. Whereas our own studies emphasize the power-law confor-
mity of personomies, they also contrast [ZC08] by showing that items are
dominated by very few tags way beyond an expected power-law inequality.
This dominance is characterisitc for all item vocabularies. Power-laws are a
common phenomenon in (social) networks and have also been found in a va-
riety of other domains, including the word frequency distributions of natural
languages, e.g. Zipf [Zip49], or the link structure of the World Wide Web,
e.g. Kleinberg [Kle99]. An overview of power-law conform networks is given
by Chakrabarti and Faloutsos [CF06].

The parabolic behavior of the user node degree distributions in folk-
sonomies, which we encountered in Section 3.1, was previously reported by
Krause et al. [KHS08a]. The authors further discovered similar patterns
in the usage distributions of search engines. Other log-normal distributions
have been found for citation networks by Leskovec et al. [LAH07], click-
streams by Chakrabarti and Faloutsos [CF06], as well as words in the
bible by Bi et al. [BFK01]. Bi et al. also introduce the DGX distribution,
a discretized version of the log-normal distribution. This distribution would
be the natural choice for modeling the distribution of user node degrees. For
a general overview on structural, functional, and dynamic properties of (so-
cial) networks see Newman [New03], Chakrabarti and Faloutsos [CF06],
or Leskovec et al. [LAH07].

Information theoretic aspects of folksonomies have been analyzed by Chi
and Mytkowicz [CM08]. The authors look at the evolution of the entropy
of node degree distributions within Delicious over time. Consistent with our
results, they observe a constant increase in entropy for items and a rather
stable entropy for tags. Halpin et al. [HRS07] report convergence patterns
within tag distributions over time. Calculating the Kullback-Leibler diver-
gence between consecutive tag distributions, they confirm our observation
that item vocabularies converge after an initial phase of randomness.

To the best of the author’s knowledge, there exists no previous work that
provides a comprehensive analysis about the coherence between the network
properties of a folksonomy and their impact on potential recommendation
scenarios.

5.5 Spam detection

The effect of spam on the quality of folksonomy data has been mainly ig-
nored in past research. A recent study on the detection and prevention of
spam in tagging systems is Krause et al. [KHS08a]. The authors describe
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their preliminary results on the construction of a spam detection framework
for the Bibsonomy bookmarking system. They test standard machine learn-
ing approaches, such as Näıve Bayes classifiers or Support Vector Machines
[MRS09], in order to identify the features that characterize social spam.
Among the considered features are a user’s co-occurrence with other users
in the tag and item dimensions, profile data about a user, as well as lo-
cation data derived from a user’s IP address. The authors observe that
co-occurrence patterns in the item space provide the most discriminative in-
formation. This means that new users can be identified as spammers if they
bookmark the same URLs as previously identified spam users. The authors
report that best detection accuracy for classifiers that consider the evidence
of all features in their decisions.

Neubauer and Obermayer [NO09] discover that spam highly disturbs
the component spectra of folksonomy graphs1. Analyzing the bibsonomyspam
dataset, they report that nearly all next-largest components within the user-
item graph GIU are made up entirely of spam. These findings support two
of our own observations: (1) spammers tend to bookmark resources of lit-
tle interest to other users, and (2) spammers use different accounts in order
to boost the popularity of their content. Based on this evidence, Neubauer
and Obermayer [NO09] propose an unsupervised spam detector that classi-
fies users as spam if they fall into next-largest components. This approach
achieved reasonably good detection results for spammers with large collec-
tions of bookmarks, but performed less satisfactory in cold-start situations.
Extending their examinations to tags, the authors find that the personomies
of users and spammers overlap, such that tags have less discriminative power
than items. Nevertheless, the best detection accuracy was achieved when
combining tag and usage-based evidence.

Further publications on social spam detection come from the participants
of the 2008 Spam Detection Challenge that was hosted during the “European
Conference on Machine Learning and Principles and Practice of Knowledge
Discovery in Databases” (ECML PKDD). Participants had to develop spam
detectors for the Bibsonomy bookmarking service which were evaluated on
the manually labeled bibsonomyspam dataset. Gkanogiannis and Kalam-
boukis [GK08], the winning team, reached a detection accuracy of above 97
percent by applying well-known text classification techniques. Their method
detects spammers based on the tags they assigned or key terms within the
posted URLs. A promising direction for further improvements is the combi-

1Components are those subgraphs of a graph that are not connected to each other. The
giant component is the largest of these components. All other components that are not iso-
lated, i.e. they consist of more then one node, are called next-largest components. [NO09]
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nation of text-level detectors and graph-based methods [NO08].

Koutrika et al. [KEG+07] do not consider the problem of spam de-
tection, but try to reduce the influence of spammers in a tag-based search
scenario. To this end, they weight each user by her reliability given as the
number of times another user tagged an item of this users collection with
the same tag. Hence, a user who has a bookmarking behavior similar to the
overall community will receive a high weight. The popularity of each item
i with respect to a given tag t is then calculated as the weighted sum of all
users that previously labeled i with t. We believe that the basic assumption
of Koutrika et al., namely that users are reliable if there exist other users
with similar bookmarking behavior, is misleading. Instead, our own evalua-
tions show that some spammers use different user accounts to promote the
same items with the same tags. These different accounts will all contribute
to each others credibility, leading to high reliability values for a certain type
of spammers. This might even happen if all these accounts are not connected
to the giant component. A more robust spam suppression measure may in-
stead consider a user’s connectivity with respect to the giant component, as
proposed by Neubauer and Obermayer [NO09].

Yeung et al. [AYGS09] as well as Xu et al. [XFMS06] also consider
the problem of spam suppression. Both research teams use a weight diffusion
method similar to the HITS algorithm [Kle99] in order to derive authority
scores for users. Yeung et al. define authority based on a user’s level of
connectivity in the (weighted) item space, whereas Xu et al. assume authority
if a user exhibits a similar tagging behavior as the overall community. Yeung
et al. show that their method ranks spammers lower than non-spammers in a
tag-based expert finding scenario. We will present a more detailed discussion
of both methods in the context of existing recommendation approaches in
Chapter 10.

5.6 Datasets

The final section of this chapter provides an overview of previous publica-
tions from a data perspective. Research on folksonomies and collaborative
tagging centers around a small set of real-world services. Probably the best
researched folksonomy to date is Delicious. This comes to no surprise,
since Delicious was one of the first popular social bookmarking services on
the web. The pure size of the Delicious service in the number of users and
bookmarked items allows studies that cannot be performed on other ser-
vices. Moreover, Delicious is probably the “purest” real-world folksonomy,
since its structure closely resembles the tripartite folksonomy graph of items,
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tags, and users, without offering much additional functionality. This al-
lows the study of the dynamics of collaborative tagging without much in-
terference by other factors. Consequently, most early discussion and liter-
ature on broad folksonomies is on, or references, the Delicious service, see
e.g. [Mat04, Mik05, Shi05, Cat06, GH06]. The most comprehensive Delicious
study, that investigates the potential of social bookmarking services for en-
hanced web search, is [HKGM08]. The study is based on a corpus of about
22 million Delicious bookmarks. Existing literature on Delicious is based on
proprietary datasets, making the comparison of the presented results cum-
bersome. Furthermore, every dataset was crawled in a different way, such
that it is often unclear whether new findings stem from biases in the crawling
methods or not. We hope that the release of our Delicious dataset will help
to change this situation.

Another popular research object is the CiteULike folksonomy which
supports the bookmarking of publications. Every user can annotate publi-
cations, bibliographic meta-data, e.g. by adding information about the au-
thors, title, or publisher. Despite the availability of the data, few authors
have actually looked at the patterns that emerge within the CiteULike ser-
vice, e.g. [SNCA+09, OGC08]. Instead, most literature uses CiteULike for
the evaluation of novel retrieval solutions [ZC08, BvdB08, Hey06, SWUH09].
This tendency is probably due to the rather small size of the CiteULike
dataset when compared with other services, like Delicious or Flickr.

Similar in size are the datasets that are constantly made available by
the Bibsonomy team. The Bibsonomy service allows to bookmark URLs
together with publications, unifying the intentions behind Delicious and
CiteULike. Bibsonomy is the only dataset that has been manually con-
trolled for spam. In consequence, we find much literature on spam de-
tection in folksonomies based on, for instance, the bibsonomyspam dataset
[NO08, GK08, KHS08a]. Furthermore, Bibsonomy has become a popular
benchmark dataset for the evaluation of tag recommenders, since it was used
during the 2008 and 2009 ECML PKDD discovery challenges on tag recom-
mendation [MBA+09, RST09, KF09, WSZ09] as well as in influential early
publications about the same topic [JMH+07]. The relatively small size of
the current Bibsonomy datasets impedes comprehensive studies on network
properties, though some work exists [CSB+07].

Yet another popular folksonomy service is Last.fm, where users assign
tags to music. As for Delicious, there exists no commonly shared Last.fm
dataset. The most comprehensive analysis of the Last.fm folksonomy is
probably [BFNP08] that examines the tagging behavior of users in differ-
ent folksonomies. Other work on Last.fm is mainly application-oriented
[RBMNST09, TSMT08, JMH+07].
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Folksonomy Publications

Delicious

[Mik05, Cat06, GH06, Hey06, HJSS06a, HJSS06b, Vos06,
WZY06, BXW+07, CSB+07, CBSL07, GHS07, HRS07,
JMH+07, NM07, YJNT07, ALMP08, CBC08, CBHS08,
CM08, DS08, HKGM08, HRGM08, KHS08b, LGZ08,
OGC08, SGMB08, SZL+08, Str08, SVG08, SCA08,
WZB08, WPK+08, YBLS08, mAYGS08, GBM+09, NO09,
NAYG+09, RHMGM09, WZB10a, WUS09, AYGS09,
YLMH09, WZB10b]

Bibsonomy
[HJSS06a, CSB+07, JMH+07, CBC08, KHS08a, Lip08,
NO08, OGC08, SZG08, JEHS09, LYHM09, MCM+09,
MBA+09, NO09, RBMNST09, WSZ09, ZML09, WZB10b]

CiteULike
[Hey06, BvdB08, OGC08, SZL+08, ZC08, NO09, SWUH09,
SNCA+09]

Last.fm [JMH+07, BFNP08, SGMB08, TSMT08, RBMNST09]

MovieLens10M [SLR+06, SHLR07, SVR09]

Flickr
[DKM+06, MNBD06, AN07, SCA+07, AS08, BFNP08,
GW08, SvZ08, WSVZ08, vZMGPR08, CMG09, LHY+09,
NPY+09, OSvZ09, SS09]

Table 5.2: Services commonly analyzed in folksonomy research and corre-
sponding publications that appear throughout this work.

A newcomer among the folksonomy datasets is the movielens10M corpus.
The dataset provides the ratings and tags users have assigned to movies. To-
gether with the Netflix corpus2, the MovieLens datasets are highly popular
for research on rating prediction as well as movie recommendation. However,
the ratio of tagged movies in this data is still very low (below 0.25 percent),
reducing the value of the dataset for folksonomy research. As a result, ex-
isting work that evaluates the contributions of tags in this domain mainly
originates from the providers of the dataset [SHLR07, SVR09].

The best understood narrow folksonomy is probably Flickr which has in-
fluenced folksonomy research since its beginnings [Mat04, Shi05, MNBD06].
The first influential study of tag usage and vocabulary formation in
Flickr is Marlow et al. [MNBD06] which was later extended by Bischoff et
al. [BFNP08]. Most of the recent publications on Flickr are composed by
members of the Yahoo! research team3. Their studies mainly focus on the
incorporation of tags for enhanced photo retrieval [vZMGPR08, OSvZ09,

2http://www.netflixprize.com/
3Yahoo! acquired Flickr in 2005 [Fli05].
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WSVZ08]. We will discuss these works in more detail in Chapter 10. Table
5.2 lists the most popular folksonomies in terms of research coverage and
relates publications that appear throughout this thesis.

The successful design of recommender systems requires a deep understand-
ing of the underlying data. Part I of this dissertation therefore was dedicated
to the exploration of the temporal and structural patterns that emerge in folk-
sonomies. Building on these analytical findings, the second part now presents
novel recommendation algorithms that have been especially designed to cap-
ture the nature of folksonomies.
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Chapter 6

Introduction

Recommender systems have become an integral part of most web portals.
They help people discover interesting books on Amazon1 and LibraryThing2,
promising movies on IMDB3 and Netflix4, videos on YouTube5, websites
on StumbleUpon and Google6, news on Digg7 and Google news8, music
on Last.fm and Apple’s iTunes9, or potential partners on Parship10. Other
types of recommenders support users during common tasks by recommend-
ing prospective next actions, related content, tags, or categories. Recom-
mender systems help users to cope with the ubiquitous information overload
by presenting only a selection of potentially useful alternatives out of an
overwhelming set of choices. This results in better usability and increasing
service profits due to a more efficient mapping of supply and demand. Fur-
thermore, recommender systems can guide users towards interesting content
that they had been unaware of and would not have actively searched for.

Folksonmies can benefit from recommendation technology in many areas.
A common feature of existing folksonomies is tag recommendation: the sug-
gestion of relevant labels. In addition to its positive effect on usability, this
feature assists in lowering the rates of misspellings and to increase the rate of
tag reassignments with positive effects on global and local tag convergences
and thus on potential search scenarios. An even higher benefit arises in item

1http://www.amazon.com
2http://www.librarything.org
3http://www.imdb.com
4http://www.netflix.com
5http://www.youtube.com
6http://www.google.com/history/items
7http://digg.com
8http://news.google.com/
9http://www.apple.com/itunes/

10http://www.parship.com/

93

http://www.amazon.com
http://www.librarything.org
http://www.imdb.com
http://www.netflix.com
http://www.youtube.com
http://www.google.com/history/items
http://digg.com
http://news.google.com/
http://www.apple.com/itunes/
http://www.parship.com/


Chapter 6: Introduction

recommendation scenarios, where users are supported in the discovery of
content that satisfies their information needs. Such scenarios are especially
appealing, since folksonomies aggregate the interests of potentially millions
of users. Furthermore, the manual labeling of content by tags produces high-
quality descriptors regardless of content heterogeneity. These tags can be
used to index and compare content without the actual need of expensive
content collection and feature extraction, making folksonomy recommenders
a promising alternative or complement to existing search technologies.

From an information retrieval perspective, recommendation can be seen
as the problem of filtering and ranking a given set of objects with respect to
the present context. This context may manifest in various forms. For exam-
ple, many scenarios will require the personalization of recommendations for a
given user with individual information needs. Additional context may be em-
bodied by a user’s current intention which can be given explicitly, e.g. in the
from of a search query, or implicitly, e.g. inferred from previous user activity.
The identification of relevant context information and its incorporation into
the recommendation logic is a major challenge in the design of successful
recommender systems. Since this work only considers the problem of graph-
based recommendation, context can occur solely in the form of one or more
objects from the item, tag, and user sets. For instance, the problem of per-
sonalized item recommendation resembles the task of item recommendation
in the context of a given user. We introduce and categorize the recommen-
dation scenarios that materialize from different context definitions in Section
6.2. From these potential scenarios, this thesis will focus on the most rel-
evant settings and present novel solutions to the challenges of personalized
item recommendation (Chapter 7), (personalized) social search (Chapter 8),
and tag recommendation (Chapter 8).

Recommender systems are historically categorized into content-based,
collaborative filtering, and hybrid methods [AT05]. Standard collaborative
filtering techniques infer a user’s preferences based on the activity of other
users and are generally also applicable to folksonomies. However, a simple
transfer of existing collaborative solutions to folksonomies disregards the ad-
ditional information contained in tags. Furthermore, those approaches will
likely suffer from data sparsity caused by the open nature of folksonomies
(see Section 3). We will show that the incorporation of tags into the recom-
mendation model helps to reduce this sparsity, resulting in more descriptive
and robust user and item models. Moreover, we find that recommenders that
derive item similarities based on tags perform reasonably well compared to
usage-based recommenders. However, tag-based approaches can be improved
by combining usage and tagging-based observations into a unified model, as
we will show in Chapter 7. The vast majority of previously proposed solu-
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tions to the problem of folksonomy recommendation reduces the folksonomy
hypergraph to a set of bipartite subgraphs before building their models. This
simplifies the design of recommenders, since it allows the reuse of well-known
techniques from other bipartite scenarios, such as movie recommendation or
document retrieval. Unfortunately, this simplification is traded for a loss
of information, leading to suboptimal recommendation results. We there-
fore propose a tensor-based recommendation approach in Chapter 8 which is
especially tailored to the tripartite hypergraph nature of folksonomies.

Folksonomies are highly dynamic communities, and the relevance of rec-
ommendations may drastically decay over time. Another form of context is
therefore given by the point in time a recommendation is made. We will
touch on the temporal aspects of recommendation by looking at the task
of tag-based trend detection in Chapter 9. Trend detection may help the
users of a folksonomy to discover upcoming topics at an early stage. We will
present a novel probabilistic generative model for early trend detection and
compare its performance to previously presented methods.

This chapter is intended to give an overview of the problem of recommen-
dation in general, and folksonomy recommendation in particular. It describes
the principal concepts behind existing recommendation techniques and intro-
duces evaluation measures commonly used in a recommendation context. We
then discuss the task of recommendation from a folksonomy perspective and
provide a schematization of the potential application areas for graph-based
folksonomy recommenders. The chapter concludes with a brief overview of
general strategies to folksonomy recommendation and an accentuation of the
contributions of this thesis.

6.1 The recommendation task

The task of recommendation can be formulated as the problem of selecting N
objects from a known set O that maximize a utility function g with respect to
a given context c. In the case of folksonomies these objects may refer to items,
tags, or users, depending on the type of object that has to be recommended.
Context depends on the recommendation setup and may represent a user,
e.g. in personalized item recommendation, or a user-item combination in tag
recommendation. The recommendation task can hence be formulated as

Ô(c) = arg
N

max g(c, o),

where the utility function g(c, o) measures the usefulness of object o ∈ O in
a given context c. The challenge of recommendation is the estimation of g
based on incomplete information [AT05].
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In many recommendation environments, e.g. in movie recommendation,
the utility of an object for a user is represented by a rating. However, the
folksonomies we consider in this work do not provide any rating information.
Instead, we have to assume that a user bookmarks an item only if she likes it.
Further, we need to suppose that she only assigns tags which she herself con-
siders useful. The recommendation task in folksonomies therefore resembles
a link prediction problem, where we want to predict g(c, o) = 1 if a future
version of the folksonomy graph G contains an edge between the nodes from
the context and o, and g(c, o) = 0 otherwise. For instance, in a personalized
item recommendation scenario we want to predict items that a user would
bookmark, but is not yet aware of. Since we only consider graph-based sce-
narios, we can solely recommend objects and model contexts that have been
known at the time of training. This means that recommendation and con-
text objects have to be part of the folksonomy graph at training time. These
limitations do not apply for other recommender types, e.g. content-based rec-
ommenders, which can derive recommendations for new context instances by
looking at object related attributes or an object’s content.

The direct estimation of g proves to be rather complex, if not impos-
sible. Instead, it has become common practice to develop ranking-based
approaches, where only the order of the values in g needs to be estimated.
The recommendation problem then becomes

Ô(c) = arg
N

min r(c, o),

where r(c, o) is the ranking function. The task of estimating g is hence trans-
formed to the task of estimating a ranking function r based on incomplete
information.

The next section briefly introduces the general design principles of rec-
ommender systems. These principles will later reappear in various forms
when we will discuss existing recommendation strategies in a folksonomy
environment.

General approaches

According to [AT05], recommender systems can be classified into one of
three categories: content-based recommenders, collaborative filtering recom-
menders, and hybrid approaches.

Content-based methods

Content-based methods estimate the utility function g(c, o) by calculating
the similarity between the content of an object o and (the content of) those

96



6.1. The recommendation task

objects that fall into c. There exist many possibilities to derive object sim-
ilarities based on content. For instance, a common way to measure the
similarity between two text documents is to model each document as a word
vector or word distribution before calculating geometric or probabilistic dis-
tance measures11. Content-based methods suffer from a variety of limitations
[AT05, BS97]. Objects may come with little content information, or content
features may be difficult to extract, e.g. in the case of videos or music. More-
over, objects may be heterogeneous in their types, formats, or languages,
making their modeling expensive and limiting their comparability. Finally,
as noted by [AT05], content-based methods fail in cases where no or little
context history is given. This can occur in cold-start situations, where ob-
jects have to be recommended to new users who have not yet shown any
preference for other objects.

Collaborative filtering

Collaborative filtering, unlike content-based methods, predicts the utility of
an object based on the past activity of other users. Objects are assumed to be
similar if they have been bought, watched, or equally rated by the same users.
On the other hand, similar user interests can be inferred in cases where two
users tend to buy, watch, or equally rate the same or similar objects. Thus,
objects can be recommended to a user based on the preferences of similar
users (peers) or by identifying objects that have attracted the same users
as the objects the user liked in the past. These approaches are generally
referred to as user-centric and item-centric collaborative filtering [HKTR04].

Collaborative filtering approaches are content independent and therefore
do not suffer from most of the limitations inherent to content-based meth-
ods. However, collaborative methods fall short when recommending long
tail objects, where little usage information is known. Furthermore, as for
the content-based approach, collaborative filtering requires a certain amount
of historical user data in order to build significant models. This limits its
applicability when confronted with new users. Another classical problem of
collaborative recommenders is data sparsity. Information about each user’s
preferences will only be available for a very small fraction of the overall ob-
ject set, leading to poor recommendation results, especially for users with
unusual tastes. Various solutions try to reduce this sparsity by perform-
ing densification techniques, such as clustering [Hof99b, GSRM09], matrix
factorization [Kor09] or by using stereotypes [SSH97]; that group users by
predefined criteria.

11See [MRS09] for an overview of document modeling and comparison techniques.
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Hybrid methods

Hybrid methods combine content-based and collaborative methods to limit
the shortcomings of each of the separate solutions. Hybrid recommenders
can be built in different ways. One possibility is to combine the recommen-
dations by an ensemble of recommenders in a final processing step. Other
approaches enrich existing models by incorporating observations from other
sources [SKKR01, MMN02], e.g. by additionally calculating object similar-
ities based on meta-data. Finally, hybrid recommenders can incorporate
information from multiple sources into a unified model, e.g. by clustering
documents based on content and usage patterns in parallel [SPUP02]. We
will discuss the applicability of these standard approaches to the problem of
graph-based folksonomy recommendation in Section 6.2. For a more com-
plete overview of recommender systems see [AT05] and [HKTR04].

Evaluation measures

We will evaluate our recommendation methods based on a variety of standard
evaluation measures that are presented below.

Precision@N

The precision of a recommended object set Ôc with |Ôc| = N given a set Oc

of objects that are relevant in a given context c is defined as

Prec@N =
|Ôc ∩Oc|

N
.

The precision is thus a measure of the quality of the recommended objects.

Recall@N

The recall achieved by a recommended object set Ôc with |Ôc| = N is defined
as

Rec@N =
|Ôc ∩Oc|
|Oc|

.

The recall thus measures the completeness of the recommendations.

F1-measure@N.

It is generally possible to reach maximal recall rates by recommending a
vast amount of items. However, this will lead to a drop in precision. The
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F-measure combines recall and precision into one measure and is defined as

F1@N =
2 · Prec@N ·Rec@N
Prec@N +Rec@N

.

The subscript of 1 expresses the fact that precision and recall are weighted
equally.

Maximal F1-measure

So far, all introduced evaluation measures were rank sensitive. These mea-
sures may suffice in scenarios that require a fixed number of recommended
objects, e.g. due to interface requirements. However, in many other scenarios
it may be useful to measure the quality of the entire list of recommendations.
One measure that reduces the quality of a result list to a single number is
the maximal F1-measure which is the F1-measure that is achieved when
recommending an optimal number of objects:

F ∗1 =
N

max F1@N.

Average Precision and Mean Average Precision (MAP)

Another very popular quality measure is Mean Average Precision (MAP)
[MRS09]. The Average Precision for a single recommendation is the av-
erage of the precision values obtained at the ranks of the objects in Oc. The
Average Precision of a ranking can thus be calculated as

AP =
1

|Oc|
∑
o∈Oc

Prec@r(c, o).

The Mean Average Precision is then defined as the mean of the Average
Precision values over all contexts C ′ of the test set:

MAP =
1

|C ′|
∑
c∈C′

1

|Oc|
∑
o∈Oc

Prec@r(c, o).

ROC curves and AUC value

Receiver operating characteristics (ROC) graphs are 2-dimensional graphs
in which the ratio of true positive recommendations at each rank N is plotted
on the y-axis, whereas the x-axis displays the rate of false positives [Faw06].
Each point of the curve is thus defined as

ROCx,y@N =

(
N − |Ôc ∩Oc|
|O| − |Oc|

,
|Ôc ∩Oc|
|Oc|

)
.
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A perfect recommender will rank positive objects at the beginning of the re-
sult list. The corresponding ROC curve will therefore grow in the y-direction
until it reaches its maximal value of one. The curve will then continue in
the x-direction till N is maximal and x is one, once the remaining list solely
contains negative examples. The area under such a curve (AUC) will be
maximal and equal to one, whereas a worst case recommender that recom-
mends positive items in the end will have an AUC value of zero. The AUC
value thus reduces the ROC curve to a scalar quality measure:

AUC = 1− 1

|Oc|(|O| − |Oc|)

|Oc|∑
i=1

r(c, Oc,i)− i.

The AUC of a recommender is equivalent to the probability that the rec-
ommender will rank a randomly chosen positive instance higher than a ran-
domly chosen negative instance [Faw06]. The AUC value of a random ranker
is therefore expected to be 0.5.

For an extensive discussion of ROC curves and the AUC value see [Faw06].
All other information retrieval measures are described in [MRS09].

6.2 Recommendation in folksonomies

Recommendation in folksonomies has many facets. The most obvious sce-
nario is the recommendation of items, since this corresponds to well-known
document retrieval tasks. A further well-researched recommendation task is
tag recommendation which resembles the classical problem of content classi-
fication, potentially extended by a personalization aspect. Finally, it is also
possible to recommend other users, e.g. in an expert finding scenario. In the
following subsections, we will discuss and categorize these different recom-
mendation settings and present existing approaches that have been developed
to tackle some of these settings.

Scenarios

One way to group the recommendation scenarios that emerge in a folksonomy
context is to distinguish the types of objects that are recommended as well as
the context in which these recommendations take place. Table 6.1 presents
a matrix of possible recommendation scenarios and their most common use
cases in practice. The tripartite nature of folksonomies results in six potential
forms of context that correspond to each node type as well as all possible
node type combinations.
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Table 6.1: Recommendation scenarios in folksonomies. The input represents
the context dimension a recommendation is based on, and the output denotes
the object types that are recommended.

Input/Output items tags users

item
Recommendation
of similar items

Item classification
Item-aware

expert finding

tag Social search
Tag classification

Translation
Topic-aware

expert finding

user
Personalized

recommendations
(Chapter 7)

User classification
Personalized

expert finding

item + tag
Recommendation
of similar items

by topic

Iterative tag
recommendation

Topic- and
item aware

expert finding

item + user
Personalized

recommendation of
similar items

Tag
recommendation

(Section 8.4)

Personalized,
item-aware

expert finding

tag + user
Personalized
social search
(Section 8.5)

Tag translation
(Chapter 8)

Personalized,
topic-aware

expert finding

The most extensively researched recommendation setting is tag recom-
mendation [JMH+07, HRGM08, WSZ09]. The goal in this scenario is to
correctly predict the tags a given user will assign to a given item. Figure 6.1
shows the tag recommendation interface of Delicious as it appears during the
posting a new URL (http://slashdot.org). The user can select tags from two
suggested sets. The second set consists of the most popular tags for the given
URL, whereas the first set seems to be more related to the users previous
tagging behavior, although details remain unknown.

Yet another challenging task is item recommendation, the prediction of
folksonomy items that will be interesting for a given user. Figure 6.2 presents
an example of the weekly email newsletter sent by the StumbleUpon book-
marking service. The newsletter informs users about recently popular URLs
from a global and a personalized perspective. Even though the StumbleUpon
bookmarking service cannot be considered a folksonomy, since tagging only
plays a secondary role, similar recommendation scenarios can be envisioned
for folksonomies, too. The item recommendation task reappears in classical
social search scenarios, where a user searches for content by tags, as well as
in more complex scenarios, such as personalized social search.

User recommendation scenarios, on the other hand, have attracted less
interest among researchers, e.g. [NAYG+09]. This absence of studies prob-
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Figure 6.1: Tag recommendation interface of the Delicious bookmarking
service (Sep 2009). The user can select from two sets of tags, one more
personalized and one with the most popular URL tags.

Figure 6.2: Example of an email newsletter from the StumbleUpon book-
marking service. The newsletter informs users about potentially interesting
new websites (Sep 2009). Similar to the tagging interface of Figure 6.1,
recommendations are grouped into personalized and popular items.
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ably results from the lack of measures of user expertise which impedes the
evaluation of the proposed approaches. For the same reasons, this thesis will
concentrate on tag and item recommendation scenarios. In particular, we
will present solutions to the problems of personalized item recommendation
(Chapter 7), personalized social search (Section 8.5), and tag recommenda-
tion (Section 8.4).

All scenarios in Table 6.1 can be further divided based on the characteris-
tics which influence the relevance of an object. One such characteristic is the
novelty of an object, since this can strongly influence its relevance. Section
9 therefore discusses the problem of tag-based trend detection within folk-
sonomies and presents a novel approach to this problem based on generative
probabilistic models.

General approaches

The 3-uniform hypergraph nature of folksonomies distinguishes them from
standard recommendation scenarios which consist of one or more 2-uniform
hypergraphs. However, in order to apply standard recommendation tech-
niques, it has become common practice to reduce the folksonomy graph to a
set of 2-uniform hypergraphs. The most common reduction technique is the
aggregation over one mode of the folksonomy tensor YITU which produces
the matrices AIT , AIU , and ATU

12. These matrices then act as input for
common recommendation techniques. For instance, aggregating over the tag
dimension of the YITU tensor produces the item per user matrix AIU , resem-
bling a common collaborative filtering setting. However, at least for broad
folksonomies the reduction to bipartite graphs always results in loss of infor-
mation with a negative impact on recommendation quality. This led to the
development of tensor-based methods that directly work on the YITU cube.
We discuss existing approaches to folksonomy recommendation throughout
this section.

Tag-based models

Since this dissertation only considers graph-based recommenders, we cannot
model items by content features in order to apply content-based recommen-
dation techniques. However, as discussed in Section 2.3, we find that the
distributed tagging activity in folksonomies produces characteristic and sta-
ble descriptors for the underlying items. Each item can therefore be modeled
by its characteristic tag distribution or by a tag vector. Tags then substi-
tute words in classical text document modeling, and it is generally assumed

12See Figure 1.4 for details.
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that the semantic quality of tags even exceeds the one of document terms
[HKGM08]. Tag-based models can hence be expected to produce a recom-
mendation quality at least equal to the one of classical document models.
Furthermore, tags provide homogeneous descriptions for different content
types and formats, allowing for the comparison of heterogeneous items.

One popular way to measure the similarity between folksonomy items is
to calculate the cosine between their tag vectors [SGMB08, GBM+09]. The
cosine between two objects is defined as

cos(o1, o2) =
v(o1) · v(o2)

|v(o1)||v(o2)|
,

where v denotes the vector representation of each object [MRS09]. For folk-
sonomy items this will generally be a vector in the tag space which’s values
correspond to the number of times a tag was assign to an item. Other
authors, such as [LGZ08] and [CBSL07], further stress the similarity to
content-based document models and normalize tag distributions, e.g. by ap-
plying the well-known tf-idf normalization [MRS09]. These similarity cal-
culations are often combined with clustering or rank reduction methods
[SZL+08, LGZ08, KF09, ZWY06]. We will later evaluate the performance of
a tag-based item recommender as special case of the hybrid model presented
in Chapter 7.

Collaborative Filtering

A straightforward implementation of a collaborative filtering algorithm could
determine the similarity between folksonomy items not based on tags, but
on the users that bookmarked these items. Building the model of such a
recommender solely requires to look at the matrix AIU and apply standard
collaborative filtering techniques. However, although such item-centric col-
laborative filtering models were shown to perform reasonably well in movie
recommendation settings [SKKR01], they suffer from serious problems in
a folksonomy environment. As discussed in Chapter 3, these problems are
mainly a consequence of the open nature of folksonomies that leads to a much
higher sparsity of the AIU matrix. The problem of sparsity also impedes
user-centric collaborative filtering solutions, where the similarity of users is
derived from overlapping bookmarking patterns. This difficulty probably
also explains the relative lack of existing collaborative filtering approaches
that only work on the AIU matrix. Instead, it seems much more popular to
consider two users as similar if they exhibit similar tagging behaviors. For
instance, the authors of [ZC08, SCA08, FNP07] all derive user similarities
based on the cosine distance between the tag distributions of personomies.
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While the comparison of users based on simple personomy coincidence
seems straightforward, we find this basic procedure to strongly suffer from
the heterogeneity in users’ tagging behavior. As we will describe in Chapter
8, users of folksonomies develop their own vocabularies of tags, choosing
from a pool of synonymous, singular plural, abbreviations, or multilingual
tags. Furthermore, the basic method fails in cases of homonyms, where the
same tag has multiple meanings. The direct comparison of tag vocabularies
hence produces suboptimal user similarities. We will present a model that
overcomes these problems in Chapter 8. Our method infers the meaning of
each tag based on who used it and the items it was assigned to. This allows
us to translate user tags to the global tag vocabulary before calculating any
similarities.

Hybrid models

In classical recommender design, many authors try to combine content-based
and collaborative models in order to avoid the shortcomings of each separate
method. Analogously, we observe a tendency towards hybrid recommenders
for folksonomies, with content-based models being replaced by tag-based
ones. Hybrid folksonomy recommenders generally consider the information
of two or all bipartite matrices AIU , AIT , and ATU in parallel.

The most common hybrid scenario uses tags as intermediates between
users and items [NM07, CBC08]. Items and users are consistently modeled in
the tag space, such that item recommendations can be derived by identifying
the item vocabularies that best match a user’s personomy. Algorithmically,
this is equivalent to the construction of the matrix AIU as the product of the
(normalized) matrices AIT and ATU . This approach helps avoid common
problems related to the sparsity of the original AIU matrix. Variations of
this method map users and items to a latent topic space first, before cal-
culating user item distances within this latent space [XBF+08]. However,
all these approaches disregard the aforementioned user-centricity of tagging.
Users with more individual tagging behavior are therefore likely to get poor
recommendations. Furthermore, as reported in Chapter 3, we find different
distributional patterns for personomy and item tags, such that their direct
comparison is problematic.

A further type of hybrid methods tries to enhance classical collabora-
tive filtering methods by incorporating tags. The similarity between items
or users is then not only determined from usage patterns, but also by the
corresponding similarity in the tag space. Generally, there exist two strate-
gies of tag incorporation. Models can be trained independently and the
recommendations by each model are then merged in a post-processing step.
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For instance, the authors of [XBF+08] follow this strategy in a social search
scenario and derive the final item rankings from a mixture of usage and tag-
based rankings. Alternatively, it is possible to train a unified model which
already incorporates all sources during training. We will present a prob-
abilistic hybrid recommender which develops a unified latent model from
the observations contained in AIU and AIT in Chapter 7. Our evaluations
show that the incorporation of tags helps drastically improve the quality of
recommended items if compared to basic collaborative filtering approaches.

A common scenario that requires hybrid solutions is tag recommendation.
Here, recommendations have to consider the given item and user input in
parallel. Successful tag recommenders therefore have to take into account
the tags that are common for an item, represented by AIT , as well as the
tags that a user commonly assigns given by ATU . Tag recommenders that
combine recommendations from both sources in one way or another have been
developed for instance by [JMH+07, WSZ09, GBM+09]. Hybrid solutions are
also required for other recommendation scenarios with more than one input
object such as personalized social search [XBF+08]. We will present a novel
recommendation method that can be applied to tag recommendation as well
as personalized social search in Chapter 8.

Yet another hybrid approach is the FolkRank algorithm proposed by
Hotho et al. [HJSS06a]. We discuss this algorithm seperately, since it has
become the de facto benchmark for folksonomy reommendation of any type.

Adapted PageRank and FolkRank

Hotho et al. [HJSS06a] propose an extension of the well-known PageRank
algorithm [BP98] to folksonomies. Instead of the web graph, they merge all
node sets to a set V = I ∪ T ∪ U . They then construct a |V | × |V | weighted
adjacency matrix AFR where each entry corresponds to the number of times
two nodes co-occur in Y . The matrix AFR thus consists of all bipartite
subgraphs of G:

AFR =

 0 AIT AIU

ATI 0 ATU

AUI AUT 0

 .

The authors now assume a weight diffusion process that resembles the ran-
dom surfer concept behind the PageRank algorithm [BP98]. This concept
assumes a user that randomly follows the links of the web graph. Web re-
sources are then weighted by the probability that they will be reached by this
random surfer. However, instead of the web graph, Hotho et al. consider a
user who browses along the undirected edges of the folksonomy hypergraph.
A user is allowed to navigate from items to tags and users, from tags to users
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and items, and from users to items and tags, which simulates the discovery
process commonly found in folksonomies and described in Section 1.3. The
weight update for the Adapted PageRank process is defined as

wt+1 ← dA′FRwt + (1− d)p,

where A′FR is the row normalized, stochastic version of the adjacency matrix
AFR, p is a preference vector that will generally represent context, and d
regulates the decay of weight diffusion and thus the impact of the preference
vector. The authors propose to set all entries of p to 1 to obtain a global
ranking without context. To include context the authors suggest to set all
entries of p to 1 except for the entries which correspond to the nodes of the
context that are set to |I|, |T |, or |U |, respectively [JMH+07].

The fact that edges within folksonomies are undirected leads to relatively
trivial results for the Adapted PageRank algorithm [HJSS06a, JMH+07],
since weights flow back and forth between the same nodes, such that popular
objects are likely to remain popular. This is not the case for the original
PageRank scenario, since web links are directed. To overcome these intrinsic
shortcomings of their algorithm, the authors propose a differential approach
[HJSS06a]

w = w1 −w0,

where w0 is the global weighting, that is obtained when p = 1, and w1 is the
result vector of the Adapted PageRank algorithm with p set to reflect the
given context, as described above. The authors call this differential method
FolkRank. It has been shown that the FolkRank algorithm performs con-
sistently better than Adapted PageRank [HJSS06a, JMH+07, RBMNST09,
WZB10b], since it better respects the actually given context.

The beauty of the FolkRank algorithm is its general applicability. The
weight vector w contains weights for all objects independent of their type, and
it is possible to construct a preference vector p for all kinds of contexts. This
makes the FolkRank method applicable to all the recommendation scenarios
that we identified in Section 6.2. However, this universality is generally
traded for less accurate recommendations when compared to more specialized
solutions [RBMNST09, SNM08].

Tensor approaches

All presented recommendation methods so far require the reduction of the
folksonomy hypergraph G to bipartite subgraphs. On the contrary, tensor-
based approaches work directly on the hypergraph G. This lets them avoid
the loss of information caused by all forms of graph reduction. The authors of
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Table 6.2: Existing approaches to folksonomy recommendation and the data
structures they are built upon. The majority of approaches reduce the folk-
sonomy hypergraph to a set of bipartite subgraphs, which looses information.

Approach YITU AIU AIT ATU

Tag-based item models X
Collaborative Filtering
– user-centric tag-based X
– user-centric item-based X
– item-centric X
Hybrid
– tags as intermediates X X
– simple tag recommendation X X
– tag-enhanced collaborative filtering

+ item-centric, e.g. HyPLSA (Chapter 7) X X
+ user-centric X X

– Adapted Pagerank/FolkRank X X X
Tensor based
– tensor decomposition X
– 3-mode probabilistic models, e.g. [WZY06] X
Translation model (Chapter 8) X X

[SNM08] apply Higher Order Singular Value Decomposition (HOSVD) in or-
der to approximate the original folksonomy tensor by a tensor or lower rank.
Similar to 2-dimensional Singular Value Decomposition (SVD), HOSVD pro-
duces weight estimators for all tuples of the original tensor YITU . This al-
lows the prediction of the most likely edges for a given context. Rendle
et al. [RBMNST09, RST09] achieve an even better performance by using
ranking-based tensor factorization models. Their model does not try to ap-
proximate values for all missing entries in YITU , but rather identifies valid
tag rankings for each user-item combination. We will present an additional
tensor-based approach to the tasks of tag recommendation and tag-based
social search in Chapter 8.

Table 6.2 gives an overview of existing approaches to graph-based folk-
sonomy recommendation and the graph structures these are built upon.

Beyond graph-based methods

In this thesis we solely consider recommenders that are based on the folk-
sonomy graph G. However, there has been a variety of work on folksonomy
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recommendation beyond purely graph-based methods. The most common
extension is the combination of item tags and words from the content of an
item into a single model [CBC08, dGLSB08]. This unification was shown
to improve the quality of tag recommendations especially in cold-start situa-
tions, where an item has not yet received many tags [HKGM08, RHMGM09].
Similarly, tag recommenders that consider item meta-data, such as the title
of an URL or a publication, during training were shown to outperform purely
graph-based methods [TSD08].

Additional information may also be offered by external sources. For in-
stance, an enhanced quality of tag-based item models can be achieved by
incorporating website classifications and descriptions from external services,
such as the Open Directory Project [SVG08]. External information was also
shown to help in the design of better tag models, e.g. by grouping tags using
external sources, such as WordNet [OGC08]. Finally, in addition to exter-
nal information about tags and items it is also possible to integrate external
knowledge about users, e.g. about their activity in other services [SCA08].

The remainder of this work presents three novel approaches to different
aspects of folksonomy recommendation. Chapter 7 introduces a hybrid prob-
abilistic recommender that merges usage and tagging patterns into a unified
model for high quality item recommendations. Chapter 8 then looks at tag-
ging from a user-centric perspective and proposes a translational approach
for the mapping of personomy tags to a global and consistent vocabulary.
This translational method leads to a better understanding of the concepts
that each user associates with the tags from her personomy, which in turn
permits the design of highly personalized tag and item recommenders. Fi-
nally, we present a novel probabilistic method for the challenge of tag-based
trend detection within folksonomies in Chapter 9. All proposed solutions
perform favorable compared to the existing state-of-the-art.
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Chapter 7

A hybrid approach to item
recommendation

In this chapter, we consider the problem of personalized item recommenda-
tion in folksonomies. Our intent is to help folksonomy users discover inter-
esting items based on their bookmarking history. To this end, we exploit the
semantic contribution of tags and extend a classical collaborative filtering ap-
proach by user-generated annotations. Our hybrid probabilist recommender
is built in the spirit of the Probabilistic Latent Semantic Analysis (PLSA)
and merges usage and tag observations into a single model. Extensive exper-
iments on three real-world folksonomy datasets show that the incorporation
of tags drastically improves recommendation results. Furthermore, we find
the Hybrid PLSA (HyPLSA) recommender to produce higher quality recom-
mendations than existing state-of-the-art approaches, such as FolkRank or
Singular Value Decomposition (SVD).

Probabilistic latent semantic analysis (PLSA), as introduced by Hofmann
[Hof99b], was shown to improve recommendation quality in various settings
by assuming a lower dimensional latent topic model as the origin of the ob-
served co-occurrence distributions. Our HyPLSA recommender extends the
classical PLSA model and unifies the observations contained in the bipar-
tite co-occurrence matrices AIU and AIT , thus combining collaborative and
annotation-based evidences. We explicitly exclude the ATU matrix, which
contains the personomies of all users, since user-level differences in tagging
strategies render personomy-based user comparisons problematic (see Chap-
ter 8). Our approach is algorithmically related to previously presented work
on hybrid recommender systems that combine collaborative and content-
based models for better recommendation quality, see e.g. [CH00, PUPL01].
However, instead of relying on the often complex, hard to extract, and possi-
bly heterogeneous content of items, we only consider an item’s annotations.
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Especially young communities that want to offer recommendation func-
tionality to their users suffer from lack of historical data. This problem is
generally referred to as the cold-start problem. At this early stage it is dif-
ficult to derive user or item similarities based on collaborative techniques
only. However, as noted before, tags act as intermediates between other ob-
ject types, e.g. connecting items and users, and can thus help build more
robust recommendation models. This is especially appealing in cold-start
related situations, since, as extensively discussed in Chapter 3, objects will
more likely show overlapping patterns in their respective tag distributions
than in the usage dimension. We therefore investigate the performance of
our HyPLSA approach in such cold-start environments in a dedicated sec-
tion. Our experiments show that recommendation quality can be drastically
improved when considering tags.

This chapter is structured as follows: The first section describes the con-
cepts behind the probabilistic latent semantic analysis, as introduced by Hof-
mann [Hof99b]. Section 7.2 then presents the HyPLSA recommender that
extends the classical PLSA concept to folksonomies. This recommender is
evaluated in two scenarios. The first scenario considers the task of per-
sonalized item recommendation in mature folksonomies and is discussed in
Section 7.3. The second scenario instead elaborates the beneficence of our
approach in cold-start environments and is presented in Section 7.4.

7.1 Probabilistic latent semantic analysis

The aspect model of PLSA associates the co-occurrence of observations with
a hidden topic variable Z = {z1, . . . , zk}. In the context of document re-
trieval, it assumes that documents deal with a mixture of unobserved topics
which in turn are responsible for the generation of words. Similar to other di-
mensionality reduction methods, such as SVD, PLSA aims to map terms and
documents to a lower dimensional latent space in order to reduce noise- and
sparsity-related problems as well as to lower computational efforts. Docu-
ments and words are assumed to be statistically independent once the gener-
ating topic mixture is known. The probability that a word w and a document
d co-occur can hence be calculated by summing over all latent topics:

P (d, w) = P (d)P (w|d) = P (d)
∑
Z

P (w|z)P (z|d). (7.1)
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Figure 7.1: Plate notation of the document-word PLSA aspect model. Words
are drawn from an unobserved set of latent topics Z which in turn are drawn
for each document. Documents and words are assumed independent given
Z.

The plate notation of this generative model is presented in Figure 7.1. The
log-likelihood of the observed co-occurrence data can be calculated as

L =
∑
D

∑
W

f(d, w) logP (d, w), (7.2)

where f(d, w) denotes the number of times word w occurs in document d.
Combining Equations 7.1 and 7.2 the log-likelihood of the data given the
latent topic model can be calculated as

L =
∑
D

∑
W

f(d, w) log
∑
Z

P (w|z)P (z|d)P (d). (7.3)

As described in [Hof99b], this log-likelihood can be maximized by applying
the Expectation-Maximization (EM) algorithm that produces estimators for
P (w|z) and P (z|d)1. The estimated probability P (d, w) from Equation 7.1
can then be used to retrieve the documents which are most similar to a
query q = {w1, . . . , wN} within the latent topic space. Furthermore, it is
possible to estimate document and word similarities by comparing the latent
topic distributions P (z|w) and P (z|d), where P (z|w) can be calculated from
P (w|z) using Bayes rule.

One of the major challenges when deriving lower dimensional models is
the estimation of the number of latent topics K. Choosing too few topics
may not fully reflect the underlying latent composition of a domain. On
the other hand, modeling too many topics may lead to an overfitting on the
training data. We will therefore evaluate the performance of our approaches
for different values of K.

1The document probability P (d) from Equation 7.3 can be neglected during this max-
imization process, since it only adds a constant value to L.
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7.2 HyPLSA: Hybrid PLSA for folksonomies

We build our hybrid model by reducing the folksonomy tensor YITU to two
bipartite matrices AIU and AIT . These matrices contain item-user and item-
tag co-occurrence counts. We do not include the tag-user matrix ATU , since
the heterogeneity in users’ tagging behaviors impedes direct personomy com-
parisons (see Chapter 8). From a collaborative filtering perspective, an ob-
servation corresponds to the bookmarking of an item by a user. All collab-
orative filtering observations are hence given by the elements of the matrix
AIU . In the spirit of PLSA, we assume that item and user events occur
independently given the topic variable Z. Similar to document retrieval, the
conditional probability that a given user bookmarks an item can be computed
by summing over all latent variables:

P (i|u) =
∑
Z

P (i|z)P (z|u). (7.4)

We now assume the same hidden topics as origins of the item-tag co-
occurrence data given by the matrix AIT . Analogous to Equation 7.4, the
conditional probability between tags and items is given as:

P (i|t) =
∑
Z

P (i|z)P (z|t). (7.5)

Following the procedure in [CH00], we can now combine both models based
on the common factor P (i|z) by maximizing the log-likelihood function

L =
∑
I

[
α
∑
U

Aiu log
∑
Z

P (i|z)P (z|u)

+(1− α)
∑
T

Ait log
∑
Z

P (i|z)P (z|t)

]
. (7.6)

The α parameter (0 ≤ α ≤ 1) is a predefined weight for the influence of each
two-mode model. The Aiu and Ait terms denote the co-occurrence counts
of an item with a user or tag, and thus correspond to the f(d, w) term of
Equation 7.2. The plate notation of this hybrid model is shown in Figure
7.2. Using the Expectation-Maximization (EM) algorithm [CH00], we then
perform maximum likelihood parameter estimation for the aspect model.
During the expectation (E) step we first calculate the posterior probabilities:

P (z|u, i) =
P (i|z)P (z|u)

P (i|u)
(7.7)
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Figure 7.2: Plate notation of the Hybrid PLSA aspect model. The hybrid
model is built by combining two basic PLSA models, assuming the same
latent topics as origins for item-user as well as item-tag co-occurrences. The
mixture ratio is controlled by the α parameter.

P (z|t, i) =
P (i|z)P (z|t)

P (i|t)
, (7.8)

and then re-estimate parameters in the maximization (M) step as follows:

P (z|u) ∝
∑
I

AiuP (z|u, i) (7.9)

P (z|t) ∝
∑
I

AitP (z|t, i) (7.10)

P (i|z) ∝ α
∑
U

AiuP (z|u, i)

+(1− α)
∑
T

AitP (z|t, i). (7.11)

Based on the iterative computation of the above E and M steps, the EM
algorithm monotonically increases the likelihood of the combined model on
the observed data. The α parameter controls the influence of users versus
tags. Setting α = 1 reduces the model to a purely collaborative filtering
recommender, whereas α = 0 leads to a purely tag-based model. Items are
now recommended to a user u based on the probability P (i|u) from equation
7.52. We set P (i|u) to 0 for items a user already bookmarked, since users
can bookmark items only once.

2It is likewise possible to recommend items with respect to a given tag t based on
Equation 7.5.
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There exist a variety of methods that try to avoid the convergence of
the PLSA model to suboptimal local maximums. The most commonly used
method is probably Tempered Expectation-Maximization (TEM), as pro-
posed in the original work by Hofmann [Hof99b]. However, due to better
performance in our own evaluations, we do not apply TEM, but follow an
optimization approach taken by Brants et al. [BCT02]. The authors note
that, since the PLSA model converges to a local maximum, different random
initializations of the EM algorithm will result in different locally optimal
models. They further report that averaging the estimates from models that
evolved from different initializations helps to overcome local locked-in effects
and produces more robust weights. In all our evaluations we therefore train
each HyPLSA model 10 times on the same data, but with random EM ini-
tializations. We then average the probabilities P (i|u) over all 10 models.

The probabilistic model of the HyPLSA recommender maps items, tags,
and users to the same latent topic space Z. This consistent representation
enables us to calculate similarities between all types of objects. This univer-
sality of our approach allows its application to all recommendation scenar-
ios, including (personalized) item recommendation, tag-aware social search,
expert finding, and even tag recommendation 6.1. In this thesis, we will
mainly discuss its benefits for the challenge of personalized item recommen-
dation, and will evaluate the performance of our HyPLSA recommender in
two relevant scenarios. The first scenario is classical item recommendation
without any temporal considerations. The second scenario instead simulates
the cold-start phase of a folksonomy and investigates how recommendation
quality changes once the community starts to grow.

7.3 Scenario 1: Personalized item recommen-

dation

As introduced earlier, the task of personalized item recommendation is to
predict items from a known set I that a given user may be interested in. We
thus want to predict AIu for a given user u based on incomplete training data.
Solving this task requires a profound understanding and correct modeling of
a user’s general preferences. Using our HyPLSA model, we describe each
user’s interests as a mixture of latent topics and recommend the items that
are most closely related to these topics. This is equivalent to the ranking of
items based on the probability P (i|u).
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Experiments

We conduct our experiments on snapshots of two real-world folksonomies.
The bibsonomy2009 dataset has been described in Section 1.5. From the
spam filtered deliciousclean dataset we only consider bookmarking events that
fall before January 1, 2005. We follow common practice and perform our
evaluation on p-core versions of the original graphs, with p set to 5. The
resulting global dataset statistics are shown in Table 7.1. Despite the p-
core reduction, we find the corresponding co-occurrence matrices AIT and
AIU to remain rather sparse. Only 0.010 (AIU) and 0.022 (AIT ) percent of
the Bibsonomy’s matrices contain non-zero entries, whereas for the Delicious
data these percentages amount to 0.001 and 0.001, respectively.

Table 7.1: Statistics for both datasets and p-cores.
p TAS Posts Items Tags Users

Bibsonomy 1 1,401,104 421,928 378,378 93,756 3,617
5 55,008 13,973 1,755 1,584 358

Delicious 1 3,906,207 1,909,687 982,356 140,645 25,966
5 1,404,101 656,159 42,058 13,204 13,757

For each p-cored dataset we randomly select 90 percent of all bookmarks
for training and keep the remaining 10 percent for testing. The bookmarks
from the training data are then used to construct the co-occurrence matrices
AIT and AIU . We then train 10 HyPLSA models for each setting of α and
K, and average the estimates of P (i|u) over all models in order to avoid
local maxima. For each bookmark Bi′u′ of the test set we then recommend
items sorted by P (i|u′). We set P (i|u′) = 0 for items that a user has al-
ready bookmarked during the training phase. The quality of our suggestions
is evaluated by looking at the positions of the test items within the recom-
mended item list. Lower rankings indicate a better recommendation quality.
We determine this quality by different standard evaluation measures, such
as Mean Average Precision (MAP) or rank-dependent Precision and Recall
measures. All measures are average over all test bookmarks. Furthermore,
in order to get more significant results, we repeat the evaluations 5 times
and average the results over all runs. All obtained results are compared to a
selection of baseline recommenders:

MostPopular This recommender weights items by their global popularity
without any personalization. Most-popular recommenders have become
a standard feature of most Web 2.0 services.
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Adapted PageRank and FolkRank Both recommenders are designed as
described in Section 6.2, with d set to 0.7 and the number of iterations
set to 10. This resembles the setting in [HJSS06a]. Other parameter
settings do not yield significant performance improvements.

Collaborative Filtering SVD The Singular Value Decomposition (SVD)
has become a standard technique in many recommendation and search
tasks [SKKR02, SKKR00, DDF+90, Bra03]. It allows to approximate a
matrix M by a lower-rank matrix M̃. This is achieved by factorizing the
original matrix as product M = UΣV′, where Σ is a diagonal matrix
that contains the singular values of M, and the matrices U and V′ are
input-output transformation matrices [GR70]. M can be approximated
by the matrix M̃ of rank K that results from M̃ = UΣ̃V′, where Σ̃ is
the same as Σ except that values that do not fall among the K highest
singular values of Σ are set to 0. This minimizes the Frobenius norm
of the difference between both matrices ||M −M̃ ||F for a given value of
K3. SVD is especially appealing for recommendation scenarios, since
it produces estimates for unobserved co-occurrence events represented
by zero values in the original matrix M. For the same reasons, SVD
has become a popular method for document modeling, where the de-
composition is generally performed on a document-term co-occurrence
matrix [DDF+90].

In a collaborative filtering scenario, we apply SVD to approximate the
matrix AIU by a matrix ÃIU of rank K. For a given user u we can
then recommend items based on their weight in the vector ÃIu. These
weights can be calculated within the factorized space without the com-
putationally expensive construction of the dense matrix ÃIU .

Tag-based SVD The tag-based SVD recommender performs singular value
decomposition to estimate the matrix AIT by the matrix ÃIT of rank
K. If we choose the factorization of AIT where the diagonal entries
of Σ are sorted in decreasing order and remove the columns and rows
of U and V that correspond to zero entries within Σ̃, we can now
write ÃIT = UIKΣ̃KKV′TK . This allows us to calculate the similarity
between two items by comparing their eigenvalue spectra in the reduced
space which can be achieved by simple matrix multiplication [DDF+90]

QII = UIKΣ̃
2

KKU′IK .

3The Frobenius norm of a matrix AXY is defined as ||AXY ||F =
√∑

X

∑
Y A2

xy.
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Each entry of QII thus corresponds to the similarity between two items
defined as the dot product between their respective vectors in the re-
duced space. For each user we then recommend the items that are most
similar to her previously bookmarked items by calculating

w(u) = A′IuQII .

Since AIU is a boolean matrix (Aiu ∈ {0, 1}), each item weight is given
as wi(u) =

∑
j∈Iu Qij.

As for the PLSA recommender, we set the weights of previously bookmarked
items to 0 and measure the position of bookmarked test items in the recom-
mendation list.

Results

Optimal parameter settings

Figure 7.3 compares the mean average precision (MAP) values achieved by
different HyPLSA recommenders with varying values of α and K. The plots
additionally include the results for collaborative filtering and tag-based SVD
baseline classifiers (SV DIU and SV DIT ). We observe very similar tendencies
on both datasets. The purely collaborative HyPLSA model (α = 1) performs
rather poorly and starts to overfit for values of K > 40. On the other hand,
we find that the purely tag-based HyPLSA recommender (α = 0) does not
suffer from overfitting, but constantly improves with increasing values of
K. These characteristics on both extremes of our model seem to become
mingled in hybrid settings with 0 < α < 1. In these cases, we find models
with higher collaborative contribution to overfit earlier compared to models
that favor tags. The best performance is achieved for K = 160 (Bibsonomy)
and K = 320 (Delicious). For models of these sizes we find a mixture ratio of
α = 0.2 to perform best. However, lower values of K may require a different
mixture weight. The improved accuracy of the mixture models compared to
purely tag-based or collaborative solutions demonstrates the validity of our
hybrid approach. The same observation can be made when comparing the
recommendation quality of our HyPLSA model to SVD-based approaches.
Here, the best HyPLSA model outperforms both SVD recommenders by at
least 30 percent in terms of MAP. This quality gain is independent of the
number of latent topics.

One striking observation is the reproducibility of the described results on
both datasets. The only major difference is a shift of patterns towards a
higher number of latent topics K for the larger Delicious corpus. Alone the
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Figure 7.3: Mean average precision (MAP) as function of latent classes for
various Hybrid PLSA and SVD recommenders. PLSA recommenders based
on collaborative filtering only (α = 1) tend to overfit already for smallK. The
purely tag-based PLSA recommender (α = 0) requires more latent classes for
the same recommendation quality, but does not suffer from overfitting. The
best performance on both datasets is achieved by the HyPLSA recommender
with a high number of latent classes K and α = 0.2.
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SVD recommenders seem to behave differently on both datasets. Whereas
tag-based SVD (SV DIT ) performs favorably on Bibsonomy, we find the col-
laborative filtering SVD (SV DIU) to be ahead on the Delicious dataset. One
explanation for this difference is the relatively low overlap between items in
the Bibsonomy dataset, where the most popular item occurs only 53 times
in the p-core and 66 times in the full dataset. Users of Bibsonomy thus have
a low likelihood to overlap in the item space, leading to poor collaborative
filtering results.

Comparison to state-of-the-art methods

Figure 7.4 displays the precision/recall plots for the best HyPLSA and SVD
recommenders as well as for a variety of other recommender types. Once
again, the plots show the dominance of the HyPLSA method independent of
the dataset. Only for the Delicious dataset we find the collaborative SVD
recommender (SV DIU,K=320) to perform equally well on the first rank, but
considerably worse on the consecutive ranks.

Different result patterns appear for the FolkRank algorithm. The method
performs reasonably well on the Bibsonomy dataset, by far outperforming
both SVD-based methods. However, this result is not consistent over both
datasets. Instead, for the larger Delicious corpus we find the FolkRank al-
gorithm to perform at the same level as SVD and drastically worse than the
Hybrid PLSA method. The reason for this behavior is not clear. One pos-
sible explanation are scalability problems that lead to less accurate results
on larger datasets. Since the Adapted PageRank method performs slightly
better for Delicious, these problems could originate from the differential ap-
proach of FolkRank. The weighting of objects based on the difference be-
tween their relevance to a user and their global relevance tends to move very
popular objects with limited relevance to a user to the end of the recom-
mendation list. However, this may not fully reflect a user’s preferences, since
a very popular item, even if not considered very relevant for a user, is still
more likely to be found within a user’s item collection than a very unpopular
one. Consequently, we find that FolkRank tends to return relevant items at
the beginning and at the end of the recommended list, whereas irrelevant
items end up in the middle of the result list. This effect is demonstrated
very well by looking at the ROC curve of the FolkRank algorithm on the De-
licious dataset (Figure 7.5). The curve shows a standard, i.e. above random,
behavior for the first recommendations and an inverted, i.e. below random,
behavior at the end of the recommendation list. This supports our assump-
tion that many relevant items are ranked at the end of the recommended list
due to the differential nature of the algorithm. This effect is not limited to
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Figure 7.4: Precision/Recall curves for various recommenders on the task
of Top 100 item recommendation. The Hybrid PLSA approach produces
the best recommendation quality, outperforming other state-of-the-art tech-
niques, such as FolkRank or SVD.
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the FolkRank algorithm alone, but can also be observed for both SVD-based
recommenders on the larger Delicious dataset.

Except for the Adapted PageRank method, we find all recommenders to
achieve considerably better results than the MostPopular baseline method
on the first 100 ranks (Figure 7.4). On the contrary, when evaluating the
quality of the entire recommendation list, we find that some approaches do
not even reach the quality achieved by this baseline method in terms of Area
under Curve (AUC), as illustrated in Figure 7.5. However, the quality of
the recommendation tail will be of little relevance in the majority of scenar-
ios, since the amount of recommendations that can be presented to a user is
limited. The Hybrid PLSA recommender performs better than all competi-
tors in terms of Precision and Recall, MAP as well as AUC. This dominance
occurs independently of the dataset, but is more pronounced on the larger
Delicious corpus.

What do topics look like?

We conclude our result discussion by investigating the actual clusters gen-
erated by our HyPLSA model. Table 7.3 presents the most prominent tags
and URLs for the first ten topics of a HyPLSA recommender that has been
trained on Delicious with α = 0.2 and K = 80. The topics of both tables refer
to the same latent classes. We find that the clustering of tags works rather
well and most latent topics seem to represent real world concepts, such as
“programming” (Topic 3), “shopping” (7), “web development” (9), or “news”
(10). However, other topics seem to mix real world concepts, e.g. “flash” and
“semantic web” (1) or “perl” and “web services” (6). This indicates an insuf-
ficient number of latent topics K. The same patterns can be observed for the
most popular URLs per topic. The overlapping concepts will generally lead
to suboptimal recommendation performance. For instance, the PLSA model
partly displayed in Table 7.3 will tend to recommend “web services”-related
content to a user who is interested in “perl” or mix “flash”- and “semantic
web”-related content whenever a user is mapped to Topic 1. One obvious
way to overcome these shortcomings is to increase the number of latent top-
ics K. This will result in models that better fit the trainings data, but risks
overfitting as discussed previously. Further improvements can be achieved by
averaging the obtained recommendation probabilities P (i|u) over a set of in-
dependently trained models. This reduces the effect of overlapping concepts,
since independently trained models are unlikely to share the same concept
mixtures. As a result, we find such averaged models to produce higher quality
recommendations.
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Figure 7.5: ROC curves for various recommenders on the task of item rec-
ommendation. The plots once more emphasize the quality improvements of
a HyPLSA recommender compared to other state-of-the-art recommenders.
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Topic Highest ranked tags
1 flash, rdf, animation, semweb, foaf, calendar, semantic, semanticweb, actionscript, ical
2 bittorrent, p2p, torrent, torrents, latex, anime, download, bt, filesharing, tex
3 programming, .net, microsoft, c++, c, dotnet, development, c#, performance, mono
4 social, community, socialsoftware, collaboration, networks, network, research, web, social software, sharing
5 security, hacking, hack, pvr, wifi, tivo, hacks, firewall, wireless, faq
6 perl, rest, webservices, api, programming, soap, amazon, cgi, chicago, services
7 shopping, shop, pdf, home, clothing, fashion, electronics, store, furniture, wishlist
8 design, inspiration, webdesign, portfolio, graphic, portal, graphics, illustration, nice, graphicdesign
9 html, web, standards, xhtml, accessibility, webdev, w3c, webdesign, presentation, webstandards
10 news, daily, magazine, imported, magazines, media, newspaper, newspapers, noticias, world

Topic 1 Topic 6
http://www.ii.uib.no/ arntzen/kalender/ http://www.netalive.org/tinkering/serious-perl/
http://www.amk.ca/talks/2003-03/ http://www.xml.com/pub/a/2004/12/01/restful-web.ht...
http://www.betaversion.org/ stefano/linotype/news/... http://www.xfront.com/REST-Web-Services.html
http://www.maani.us/charts/index.php http://naeblis.cx/rtomayko/2004/12/12/rest-to-my-w...
http://www.ferryhalim.com/orisinal/ http://www.xml.com/pub/a/2004/08/11/rest.html
http://www.foaf-project.org/ http://www.prescod.net/rest/mistakes/
http://hook.org/anselm/essays/20040915.htm http://learn.perl.org/library/beginning perl/
http://www.airtightinteractive.com/simpleviewer/ http://www.ccl4.org/ nick/P/Fast Enough/
http://www.openlaszlo.org/ http://search.cpan.org/
http://www.laszlosystems.com/ http://www.perl.com/
Topic 2 Topic 7
http://www.suprnova.org/ http://www.thinkgeek.com/
http://www.slyck.com/news.php?story=596 http://www.naughtycodes.com/
http://www.bi-torrent.com/ http://www.howtofoldashirt.net/
http://pealco.net/archives/2004/11/08/how to never... http://www.incompetech.com/beta/plainGraphPaper/
http://www.bitoogle.com/ http://www.threadless.com/
http://www.torrentreactor.net/index.php http://www.ebay.com/
http://members.chello.nl/ p.wiersema/list.html http://www.amazon.com/
http://www.blogtorrent.com/ http://www.newegg.com/
http://www.legaltorrents.com/ http://www.emachineshop.com/
http://www.donvitorrent.com/ http://www.pricewatch.com/
Topic 3 Topic 8
http://www.codeproject.com/ http://wellstyled.com/tools/colorscheme2/index-en....
http://www.cppreference.com/ http://www.k10k.net/
http://www.mono-project.com/about/index.html http://www.intersmash.com/300images/
http://www.boost.org/ http://www.stylegala.com/
http://msdn.microsoft.com/ http://mocoloco.com/
http://www.gotdotnet.com/ http://www.ficml.org/jemimap/style/color/wheel.htm...
http://www.sgi.com/tech/stl/ http://www.cssbeauty.com/
http://csharp-source.net/ http://www.pixy.cz/apps/barvy/index-en.html
http://www.4guysfromrolla.com/ http://www.thinkingwithtype.com/
http://www.icsharpcode.net/OpenSource/SD/ http://37signals.com/papers/introtopatterns/
Topic 4 Topic 9
http://www.flickr.com/ http://www.meyerweb.com/eric/tools/s5/
http://www.orkut.com/ http://validator.w3.org/
http://www.lifewithalacrity.com/2004/10/tracing th... http://www.w3.org/
http://gmpg.org/xfn/ http://www.maxdesign.com.au/presentation/checklist...
http://shirky.com/writings/group user.html http://www.sitepoint.com/print/1273
http://www.audioscrobbler.com/ http://www.456bereastreet.com/archive/200410/bring...
http://www.corante.com/many/ http://daringfireball.net/projects/markdown/
http://www.foaf-project.org/ http://www.fckeditor.net/
http://socialsoftware.weblogsinc.com/ http://www.kryogenix.org/code/browser/sorttable/
http://www.infoworld.com/article/04/08/20/34OPstra... http://www.usability.com.au/resources/forms.cfm
Topic 5 Topic 10
http://www.phenoelit.de/dpl/dpl.html http://slashdot.org/
http://www.hackaday.com/ http://news.bbc.co.uk/
http://www.insecure.org/tools.html http://www.cnn.com/
http://www.buzzsurf.com/surfatwork/ http://news.google.com/
http://johnny.ihackstuff.com/index.php?module=prod... http://www.nytimes.com/
http://www.mythtv.org/ http://www.wired.com/
http://www.securityfocus.com/ http://www.fark.com/
http://www.byopvr.com/ http://www.guardian.co.uk/
http://www.snopes.com/ http://www.theregister.co.uk/
http://www.e-fense.com/helix/ http://www.drudgereport.com/

Table 7.2: Tags and URLs of highest co-occurrence probability with the first
10 latent topics of a HyPLSA recommender with α = 0.2 and K = 80.
Most topics seem to represent real-world concepts, e.g. “programming” (3),
“social networking” (4), or “news” (10). Other latent topics seem to mix
concepts, e.g. “flash” and “semantic web” (1) or “perl” and “web services”
(6), indicating an insufficient number of latent topics K.
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Chapter 7: A hybrid approach to item recommendation

7.4 Scenario 2: Recommendation in cold-

start environments

In a second scenario, we consider the problem of personalized item recom-
mendation in young folksonomies, where little is still known about items,
users, and tags alike. During this cold-start phase recommendations have to
be made based on very little historical data. As a consequence, similarities
between items or users based on usage information only are hard to calcu-
late, since the AIU matrix will suffer severely from sparsity. The incorpora-
tion of tags in this critical phase therefore seems especially appealing, since
tags possess denser connectivity patterns, as reported in Chapter 2. Hence,
our objective is to increase the quality of item recommendations during the
cold-start phase of a folksonomy by utilizing item-tag co-occurrences and
user-item co-occurrences in parallel. We realize this objective by applying
our HyPLSA recommender.

Experiments

We conduct our experiments on the citeulike dataset described in Section
1.5. The first bookmark was posted in CiteULike on November 4, 2004.
From the full CiteULike corpus we only consider the first 24 months in our
evaluations, since we are interested in the cold-start phase of the service.
The are many reasons for choosing CiteULike. They include the complete-
ness of the dataset, its extensive use in previous research on folksonomies
[OGC08, ZC08], as well as the existence of previous work on cold-start re-
lated questions [BvdB08] that was performed on similar data.

As in [BvdB08], we prune the original dataset by removing all users who
have bookmarked less than 20 items as well as items and tags that occur
only once. We then create monthly snapshots, where each of the snapshots
accumulates all previous bookmarking events. In this way, we are able to
simulate a growing folksonomy over time. Figure 7.6 presents monthly graph
statistics of the resulting dataset.

For each month of the dataset, we randomly select 80 percent of each
user’s bookmarks for training and keep the rest for testing. We then train
all recommenders on the training sets and evaluate their performance on the
test sets. The HyPLSA recommenders are designed exactly as in the previ-
ous scenario. The relatively small size of the dataset allows us to optimize
parameters per recommender and month through a brute-force approach.
Results are averaged over all users and 10 independent test runs. We com-
pare the results of our Hybrid PLSA recommender to the performance of
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Figure 7.6: Statistics for the initial 24 months of the growing CiteULike
dataset (log-scale) [SWUH09]. Each point corresponds to the size of a set
after the respective number of months.

a MostPopular baseline as well as to the results achieved by the FolkRank
algorithm. The latter is configured as described in the previous section.

Results

We evaluate the performance of each recommender based on the precision
at 10 measure (Prec@10). Other evaluation measures, such as mean aver-
age precision (MAP) or F1 scores, show similar results. Figure 7.7 displays
the Prec@10 values achieved by the HyPLSA recommender with optimal pa-
rameter settings (α = 0.1, K = 80), a purely tag-based PLSA recommender
(α = 0, K = 80), a purely collaborative PLSA model (α = 1, K = 10) as well
as the precision of the FolkRank and MostPopular methods. The figure illus-
trates that item usage information alone does not suffice to build qualitative
models. In fact, we observe that a purely collaborative PLSA recommender
already overfits for more then 10 latent classes during the initial months. For
later months with more available data this overfitting occurs at K = 20 (not
shown in figure). On the other hand, we find the purely tag-based model
to perform rather well and to be significantly more accurate than FolkRank
and purely collaborative methods. This further emphasizes the potential of
tags for recommender systems. Improvements reach a peak during the fourth
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Figure 7.7: Precision@10 for different item recommenders during a simu-
lation of the initial months of the citeulike service. Points correspond to
monthly measurements [SWUH09].

and fifth months of the dataset when the annotation-based recommender re-
turns twice as many relevant results as FolkRank. However, results can still
be improved by up to 25 percent (month 2) when fusing collaborative and
tag-based observations into a unified HyPLSA model with a strong tendency
towards annotation-based observations (α = 0.1). We also observe that all
PLSA recommenders as well as the FolkRank method perform significantly
above the MostPopular baseline.

When looking at temporal aspects of the result curves, we find recom-
mendation quality to increase independent of the recommender once the folk-
sonomy starts to grow. After the initial months, this improvement seems to
be compensated by an increased complexity of the reommendation task, such
that the constant increase in recommendable items leads to a drop in preci-
sion. We also find that the initial major quality gains of the annotation-based
and hybrid methods are less significant once the folksonomy has reached a
certain size. One possible explanation are increasing density patterns in the
AIU matrix that reduce the positive impact of tag incorporation. The same
effect could also be caused by changing test set characteristics during later
months, e.g. the appearance of very few highly active users that dominate
the evaluation.
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7.5 Chapter conclusions

In this chapter, we investigated how tags can be incorporated into exist-
ing recommendation approaches in order to improve recommendation per-
formance. We presented a novel hybrid probabilistic approach to item rec-
ommendation in a folksonomy environment. The proposed method extends
the well-known PLSA algorithm in order to fuse usage and tagging informa-
tion into a unified model, leading to an improved descriptiveness. Moreover,
our approach enables us to map items, tags, and users into the same la-
tent topic space. This consistent modeling makes our HyPLSA approach
universally deployable in all types of recommendation settings.

We evaluated the applicability of our approach to the task of person-
alized item recommendation in two potential application areas. The first
scenario considered mature folksonomies, where a large amount of historical
data exists. In the second scenario we instead examined a young folksonomy
with a low amount of existing information and investigated the performance
of our hybrid recommender during different stages of the cold-start phase.
We performed extensive evaluations for both scenarios on the data of three
different real-world folksonomies. The results showed that the proposed hy-
brid approach produces higher quality recommendations than standalone col-
laborative filtering or annotation-based methods. Furthermore, we find the
HyPLSA recommender to compare favorably with existing state-of-the-art
recommendation solutions, such as FolkRank or SVD.

One recurrent observation in all our experiments is a general quality gain
when using tags compared to basic collaborative filtering models. These
quality improvements become especially apparent in scenarios with limited
information about item usage, as is the case during the cold-start phase of
folksonomies and still seems to be true for the relatively small bibsonomy2009

dataset. Furthermore, these improvements seem to occur independent of
the method, such that we find similar patterns for PLSA and SVD derived
models. These results highlight the potential of tags for the design of effec-
tive item recommenders. Collaborative methods only performed better than
tag-based techniques for the larger Delicious dataset where the amount of
historical data leads to more representative user models.

A major advantage of SVD-based methods is the availability of highly
optimized software libraries. Furthermore, the fact that our PLSA approach
needs to train many models in parallel in order to stabilize results linearly
increases training time requirements. These factors slow down the training
time of our HyPLSA implementation by a factor of 20 to 50 as compared to
SVD models with the same number of latent topics. However, these costs in
computation only occur during the off-line training, whereas runtime efforts
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remain mostly unaffected. The applicability of PLSA in large-scale recom-
mendation scenarios was successfully demonstrated in [DDGR07].

In this chapter, we have presented a hybrid recommender in order to cope
with the complex structure of folksonomies. Our method successfully reduced
information loss by incorporating usage and tag-based observations into a
unified model. However, the HyPLSA approach still requires the reduction
of the folksonomy tensor YITU to two bipartite matrices AIU and AIT . After
this reduction step it is no longer known which aspects actually motivated
a user to bookmark an item or who assigned which tags to an item. In the
next chapter, we will try to further reduce information loss by following a
tensor-based approach to recommender design. The presented method uses
item, tag, and user observations in parallel in order to better understand the
intentions behind user-given tags with strong benefits for scenarios such as
tag recommendation and tag-based social search.
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Chapter 8

Translating tags for advanced
user models

Folksonomies come in two forms, depending on the underlying tagging rights
(see Section 1.2). Narrow folksonomies restrict the bookmarking and thus
tagging of resources to only a limited number of users. Common examples of
this type of folksonomy are services like Flickr or YouTube, where photos and
videos are labeled by their owners. On the other hand, there exist broad folk-
sonomies, such as Delicious or Bibsonomy, where items can be bookmarked
and tagged by the entire community, such that the tagging activity of one
user can be related to the activity of other users. The difference in tagging
rights is also expected to have a severe impact on the observed motivations
behind tagging. Whereas users of narrow folksonomies may try to promote
their content by assigning common tags, i.e. tags other users will most likely
search for, this motivation is less present in broad folksonomies, where users
tag other users’ content. As a result, users of broad folksonomies have a lim-
ited interest in the social aspects of tagging, but will assign tags for personal
content retrieval. In consequence, we observe these users developing their
own tag vocabularies (personomies) which may differ drastically from those
of other users.

A user who wants to structure large collections by tags is not as free as
it seems. Instead, there exists an underlying interest in a stable and proven
set of category tags for more efficient content retrieval at a later stage. Ac-
cordingly, we observe that individual tagging habits remain relatively stable
if long-term effects, i.e. changing user interests, can be ignored (see Section
2.3). Apparently, this trend is further strengthened by the tag recommen-
dation functionalities that all popular tagging sites have introduced to their
services. However, an individual user’s interest in a converging set of category
tags is not a social phenomenon. Instead, we observe that even if two users
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bookmark conceptually similar content, the tags they prefer for categorizing
this content are likely to differ. It simply appears to be a matter of personal
taste which category tags a user chooses among existing synonymous forms,
singular or plural forms, abbreviations, etc. Also, we find that individual tag
vocabularies often reflect the multilingualism of users or their different levels
of expertise.

From an information retrieval perspective, the fact that tags are highly
personalized may be ignored on a macroscopic scale, where cumulative ef-
fects dominate over local heterogeneities. In fact, our previous studies re-
vealed that resources in broad folksonomies develop a characteristic and
stable tag spectrum independent of user-level differences (see Section 2.3).
Consequently, tags have been successfully used to calculate the similarity
between items [LGZ08, RHMGM09, MCM+09] as well as for item clustering
and concept extraction [HRS07, AYGS09, LGZ08]. However, effects due to
customized tag assignments (TAS) cannot be neglected for applications and
scenarios such as personalized tag-based search, tag recommendation, or user
interest discovery, which focus on the needs of individual users.

In this chapter, we provide evidence that users in broad folksonomies fol-
low different tagging strategies. We present a novel, user-centric tag model
(UCTM) that overcomes the problems this diversity induces in many poten-
tial application areas, including tag recommendation, user interest discovery,
and tag-based search. Our model infers the semantics of tags based on who
applied them and by looking at the items they have been assigned to. By
studying these contexts and their co-occurrence with the tags chosen by other
users, we then derive translational mappings between individual personomy
tags and the corresponding folksonomy. These mappings help us to overcome
common problems related to tag ambiguity, synonymous tags, and biases to-
wards singular or plural forms. The translation of personomy tags even allows
us to account for multilingual communities. Furthermore, by translating user
tags to the language of the community, we can deduce the meaning of a tag
based on who assigned it and design more robust user models that overcome
inter-user discrepancies in tagging. On the other hand, translating from the
folksonomy language to a user’s individual language enables us to predict
the concepts (tags) that a user will associate with an item based on the as-
sociations of other users. We evaluate the applicability of our translational
approach in two user-centric scenarios: tag recommendation and tag-based
social search.

Tag translation for tag recommendation. Tag recommenders support
a user during the posting process by suggesting potentially relevant
tags. We consider the task of graph-based tag recommendation, where
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no additional information about the underlying items, tags, or users is
given. Our approach allows us to translate community tags previously
assigned to a resource into a user’s own tagging language, producing
more accurate predictions. Tag recommendation is probably the best-
researched recommendation scenario in the context of folksonomies, see
e.g. [JMH+07, HRGM08, GBM+09, SZL+08, SNM08, RBMNST09].
This scenario therefore allows us the evaluation of our approach with
respect to previously presented methods.

Tag translation for tag-based social search. Folksonomies have be-
come important sources for content search, since they aggregate the
interests of thousands or millions of users and index content by tags.
Our second application scenario considers a user who searches for inter-
esting items related to a tag from her personomy. In this use case, we
assume that the user wants to find relevant content related to topics
she has been interested in before. Our goal is to simplify this task.
Instead of having to guess how other users labeled relevant content,
our solution allows the user to rely solely on her own tag vocabulary
for search. The challenges in this scenario are not only the person-
alized retrieval of interesting items, but also the identification of the
individual search intention behind a given tag. We will show that this
intention can be inferred by our translation approach, yielding more
useful search results. Although we limit our discussion here to a search
scenario, we believe that our findings also apply to related tasks such as
the topic-aware recommendation of items or the topic-aware detection
and indication of trends.

The remainder of this chapter is structured as follows. After a short intro-
duction of the utilized datasets in Section 8.1, we first discuss the motivations
our translational approach is built upon and then verify the assumptions be-
hind these motivations by analyzing the data of two real-world folksonomy
(Section 8.2). We then present our translational model in Section 8.3 and
evaluate its accuracy in tag recommendation and tag-based social search
scenarios (Sections 8.4 and 8.5).

8.1 Datasets

We conduct our analysis and evaluate our translational model on the Deli-
cious and Bibsonomy datasets we already used in the previous Chapter. Both
folksonomies were extensively studied with respect to the problem of tag rec-
ommendation [HJSS06a, JMH+07, RBMNST09, SNM08]. Similar data from
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Bibsonomy was also used during the 2008 and 2009 ECML PKDD Discov-
ery challenges on tag recommendation12, resulting in a variety of proposed
solutions [RST09, KF09, MBA+09, TSD08, Lip08, LYHM09]. This gives
us the opportunity to compare the results of our own tag recommendation
model to previously presented achievements. On the other hand, studies
on tag-based social search in a folksonomy environment are rather scarce,
e.g. [BXW+07, WZY06], and all existing publications use different datasets
for their evaluations.

8.2 The need for tag translation

Our translational approach is motivated by several assumptions. This section
examines the validity of these assumptions by analyzing the available data.

A1: People tag for personal later retrieval

The intention to save content for possible later use is a general characteristic
of folksonomies [Wal04]. To reach an optimal retrieval efficiency, folksonomy
members will tend to avoid the usage of synonymous tags. Furthermore, one
might expect that folksonomy users are less interested in the social effects of
their tagging behavior, resulting in individual tagging strategies.

To exemplify this behavior, Figure 8.1(a) investigates to what degree
users of our Delicious dataset mix synonymous tags, such as “webdev” versus
“webdevelopment”. The x-axis shows the ratio at which a user selects one of
the two synonyms. The figure illustrates that users tend to avoid using both
tags in parallel, but rather stick to their initially chosen alternative. Similar
observations can be made for Bibsonomy. Table 8.1 lists the tags which
two Bibsonomy users assigned to the same resources as well as the Top 5
community tags. Both users have developed standardized sets of category
tags, avoiding the mixture of equivalent tags, such as “collaborative” versus
“collaboration” or “folksonomy” versus “folksonomies”. These categories do
not necessarily have to overlap with the community opinion, but may satisfy
more personal classification needs, as demonstrated by User237.

Further support for our assumption comes from the observation that 15
percent of all Delicious users in our dataset group tags to so called tag bundles.
This feature of Delicious lets users define categories and list the personomy
tags that should fall into each category, providing users with an additional

1http://www.kde.cs.uni-kassel.de/ws/dc09
2http://www.kde.cs.uni-kassel.de/ws/rsdc08/
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Figure 8.1: (a) Intra-personomy distribution of synonym tags in Delicious.
The x-axis shows the ratio of the right tag w.r.t the occurrence of both
tags in each user’s personomy. Users tend to avoid to mix equivalent tags for
more efficient content categorization. (b) Cosine similarities between the tags
assigned to the same resources by two randomly selected users. Only user
pairs that shared at least 5 items have been included in the evaluation. The
tags which users apply to the same resources do not necessarily overlap. In
consequence, users that obviously share the same interests by bookmarking
the same content do not have to appear similar in the tag space.

top-down classification technique (see Section 2.3). The frequent use of this
technique further highlights the retrieval motivation behind tagging.

A2: People tag differently

Table 8.1 also highlights inter-user differences in tagging strategies. While
User107 has a tendency towards commonly assigned tags, we find the second
user (User237 ) to have developed a personalized set of labels including tags,
such as “diplomathesis” or “closelyrelated”, that rather describe the user’s
relation to the respective content than the content itself. Figure 8.1(b) fur-
ther emphasizes the user-centric nature of tagging by looking at the cosine
similarity between the tags two randomly selected users assigned to the same
resources. The evaluation only includes pairs of users who share at least five
items. Independent of the dataset, about 20 to 30 percent of all pairs of
users labeled the same resources in such a different manner that there exists
nearly no overlap between the assigned tags. The divergence of categoriza-
tion strategies likely exceeds the one shown in Figure 8.1(b), because, as we
have seen in Chapter 2, many overlapping tags describe a specific
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Figure 8.2: Tag distribution over time for three Delicious URLs and users.
Each line corresponds to the frequency of one tag w.r.t the overall number of
tag assignments (TAS). The small plots show the corresponding node degree
distributions (log-log-scale). Resources develop a characteristic and stable tag
spectrum strongly dominated by very few tags. User vocabularies are more
dynamic and react to shifts in a user’s interests or tagging behavior. The
node degree distributions of personomies exhibit power-law characteristics,
whereas the contrast between very frequent and very rare item tags is even
above an expected power-law divergence. See Section 2.3 for details.

item and are not part of any categorization scheme. Therefore, even in
cases where two users obviously share common interests by bookmarking
the same content, they do not necessarily appear similar in the tag space.
Deriving user similarities by simple personomy comparison [ZC08, SGMB08]
will hence lead to suboptimal results. We therefore propose first to translate
personomies into a unified global representation before taking further steps.

A3: People share a common understanding about content

A prerequisite of our model is the relative stability of tag distributions from
an item perspective. Figures 8.2(a)-(c) depict the tag distributions of three
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URLS within the small Delicious corpus. Even though based on less data,
the plots show exactly the same stable vocabularies we previously reported
for the full corpus in Chapter 2. All plots show a convergence after only a
few bookmarking events. The collaborative labeling of content thus leads to
the emergence of a characteristic, stable tag spectrum despite of user-level
discrepancies. The stability of the spectra justifies our claim of translating
to the folksonomy vocabulary even if an item has been bookmarked by only
a subset of users.

A4: User interests are stable in the short-term

Our translation approach implicitly assumes that the user models which have
been trained on past data are valid for the prediction of future user behav-
ior. This makes it essential to look at how fast user interests and tagging
strategies, that both manifest within personomies, actually change. Figures
8.2(d)-(e) support previous results from Chapter 2 that demonstrate the rel-
ative stability of intra-personomy tag distributions. However, these appear
much less static than for resources reflecting shifts in user interests or chang-
ing labeling strategies. Consequently, user tag models, even though represen-
tative in the short term, are likely to require constant updates. Furthermore,
comparing the tag distributions of URLs and users unveils that personomies
are less dominated by very frequent tags than resources are. The deviating
distributional patterns between personomy and item tags make direct cal-
culations of user item similarities, e.g. by calculating the cosine similarity
between personomies and item vocalbularies [NM07, CBC08], less effective.
Our approach overcomes these problems by mapping user tags to item de-
rived vocabularies before calculating similarities.

Another way to investigate the stability of personomies is to look at the
number of newly assigned tags that have not been in the vocabulary before.
As reported in Chapter 2 the percentage of new tags covered by a user’s
personomy constantly increases as the personomy grows. This is important
for the tag recommendation scenario, since the majority of new tags can be
predicted from the tags of a user’s personomy or an item’s vocabulary.

The assumptions explained in this section are the core building blocks of
our translation approach which we describe in the following section.

8.3 Translating personomies

We assume that each user has a distinctive vocabulary of tags that can be
translated to the folksonomy vocabulary by looking at the tag co-occurrences
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8.3. Translating personomies

within the shared item space. Applying tensor calculus3, we can construct
the tensor T T T̃U that contains these (item-normalized) tag co-occurrence
counts for each user as

T T T̃U = YITU ×I A′TI , (8.1)

where the T and T̃ modes of the translation tensor represent the folksonomy
and personomy tag dimensions, A′TI is the transposed and item-normalized
stochastic version of the global item-tag co-occurrence matrix AIT , and ×X
denotes the matrix product with a tensor in the mode corresponding to the
set X. The value of each element in T T T̃U is thus equal to

T tt̃u =
∑
i∈I

Y it̃uA
′
ti. (8.2)

Since Y it̃u will be 1 if (i, t̃, u) ∈ Y and 0 otherwise, this can also be written
as

T tt̃u =
∑
i∈Iut̃

A′ti. (8.3)

Each tag t̃ from the personomy of a user u is thus represented by a tag vector
T T t̃u that aggregates the tag distributions of all items that user u has labeled
with t̃. One important aspect of our model is that it considers the user as a
part of the folksonomy she is mapped to. This allows us to derive primitive
mappings even in cases where a user does not share any items with other
users or where the shared items are sparsely tagged.

Based on T T T̃U , tags from a user’s personomy represented by t̃ can now
be translated to the folksonomy vocabulary by simple vector multiplication:

t(̃t, u) =
T T T̃u ×T̃ t̃

|T T T̃u ×T̃ t̃|
, (8.4)

where |.| represents the sum of all vector elements. Each value of t(̃t, u)
gives us a weight for the user meaning t when saying t̃. Analogously, we can
translate from the global tag language to a user’s personomy:

t̃(t, u) =
T T T̃u ×T t

|T T T̃u ×T t|
. (8.5)

We will later use the mapping from Equation 8.5 to identify the most likely
user tags for an item given the tags previously assigned by the community.
The translation of user tags to the global tag vocabulary from Equation 8.4,
on the other hand, will help us to infer the meaning of a query tag in the
search scenario.

3For details on notation, set definitions, and an introduction of tensors see Section 1.4.
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8.4 Scenario 1: Tag recommendation

Tag recommendation within a folksonomy is the task of predicting Y iTu for
a previously unseen bookmark, i.e. (i, u) /∈ B.

The tag recommender

We approach the problem of tag recommendation by translating the tag
spectrum of the item i to the personomy of user u. The weights t̂(i, u) for
each personomy tag are calculated using Equation 8.5 as

t̃(i, u) =
T T T̃u ×T A′iT
|T T T̃u ×T A′iT |

, (8.6)

where A′iT = A′IT×I i denotes the item’s community tag distribution.
Based on t̃(i, u) we can now predict the personomy tags a user will assign
to a new item. However, t̃(i, u) only contains weights for tags within the
user’s personomy, whereas all tags the user did not assign yet will have zero
weights. Recommending tags solely based on t̃(i, u) would thus disregard the
previously noted fact that many tags are item specific (see also Figure 8.2).
We therefore extend our model to include item tags to

t̂(i, u) = α t̃(i, u) + (1− α) t(i), (8.7)

with t(i) = A′iT . Tags are thus recommended from a mixture of personomy
and item tags, where the parameter 0 ≤ α ≤ 1 controls the mixture ratio.
For each user item combination, we then recommend the N tags with the
highest value in t̂(i, u).

Experiments

We run our evaluations on the p-cored versions of the Delicious and Bibson-
omy datasets from the last chapter. From both datasets we randomly select
10 percent of all bookmarks for testing and keep the rest for training. For
each test bookmark, we then predict a ranked list of tags based on t̂(i, u)
and calculate the achieved Precision, Recall and the corresponding F1 mea-
sures at different ranks N . We report results averaged over all bookmarks
and 10 test runs. The best value of the α parameter is determined using a
brute-force approach. We choose the α value that performs best in terms of
maximal reached F1 measure.

140



8.4. Scenario 1: Tag recommendation

Other recommenders

We compare the results achieved by our UCTM approach to a variety of
baseline recommenders.

MostPopular This recommender weights tags by their global occurrence in
the training data.

MostPopularI, MostPopularU These recommenders weight tags by their
co-occurrence with the given item or user.

MostPopularI,U This recommender weights tags by a mixture of their item
and user co-occurrence distributions:

t̂(i, u) = β
t(i)

|t(i)|
+ (1− β)

t(u)

|t(u)|
,

with 0 ≤ β ≤ 1. A similar recommender was reported to perform
reasonably well in [JMH+07].

Adapted PageRank and FolkRank Both recommenders are identical to
the ones used in Chapter 7. The preference vector p is set to 1 except
for the entries that correspond to the input item and user and that are
set to |I| and |U | respectively. The parameter d is again set to 0.7.
This resembles the setting in [JMH+07].

The optimal β parameter of the MostPopularI,U model is again chosen using
a brute-force approach. For all recommenders we always suggest the highest
weighted N tags and evaluate the performance at rank N .

Results

Figure 8.3 presents the Precision and Recall values of all recommenders when
suggesting up to 10 tags. Independent of the dataset, we observe very similar
results, with our UCTM method performing best. The importance of tag
translation is highlighted when comparing the results of the MostPopularU
with the UCTMα=1 recommender. Both models only return the tags a user
has already used before. However, selecting tags based on the (translated)
community opinion about an item is much more accurate, since it respects
the item’s nature. The comparably good result of the MostPopularI rec-
ommender is most likely a consequence of the previously discussed very high
density of item tags, which simplifies the prediction of popular tags. How-
ever, combining item and (translated) user tags still yields large performance
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Figure 8.3: Precision/Recall curves for various tag recommenders on two
datasets. The user-centric tag model (UCTM) improves prediction precision
independent of the dataset.
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gains, and a MostPopularI,U recommender with β set to 0.5 produces rea-
sonable good results on both datasets, outperforming even more advanced
approaches such as the FolkRank method.

The best recommendations on both datasets are given by a UCTM rec-
ommender with a mixture ratio of α = 0.6. This recommender reaches a
maximal F1 measure of 0.514 on Bibsonomy and 0.533 on Delicious, per-
forming significantly better than the MostPopularI,U (0.478/0.448) and the
FolkRank (0.430/0.413) methods. The performance gain of our approach on
the Delicious dataset is probably a consequence of larger personomy sizes
that result in more robust translational models. The very good performance
of our UCTM approach underlines the potential of tag translation for the
task of tag recommendation. This potential is even higher if we consider that
our method of fusing translated user and item tag models in Equation 8.7 is
rather basic and still leaves much space for improvements.

8.5 Scenario 2: Social search

In the social search scenario we consider a user who wants to find content
related to one of the tags from her personomy. Searching for items will gen-
erally require that the user guesses the tags other users might have assigned
to relevant content. Instead, we enable the user to search based on her in-
dividual vocabulary and translate the user query to the global vocabulary.
The proposed social search service thus supports users in discovering new
content with respect to the topics they have previously shown interest in.
For instance, User237 from Table 8.1 may search for publications using the
tag “diplomathesis” and expecting results similar to the documents she pre-
viously labeled with this tag. This allows her to discover content related to
her own work of which she was previously unaware of. The challenge in this
scenario is to identify the search intention that a user associates with the
given tag. From a technical perspective, we are required to predict YItu,
where (i, u) /∈ B and t ∈ Tu.

Translating query tags

We divide the search process into two steps: The translation of the query tag
to the global vocabulary and the actual item retrieval. Translating a single
user tag t̃ only requires to look at it’s previous co-occurrence with other tags
represented by the vector T T t̃u within the translation tensor T T T̃U . In the
second step, we then identify the items which generally fall together with
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these community tags calculating the weight vector î(t̃, u) as

î(t̃, u) =
T T t̃u ×T A∗IT
|T T t̃u ×T A∗IT |

, (8.8)

where A∗IT is the tag-normalized stochastic version of the matrix AIT . In
this work, we only consider single-tag search queries. However, our model can
be easily extended to multi-tag queries by replacing the T T t̃u of Equation 8.8
with T T T̃u×T̃ t̃, where t̃ is the tag vector corresponding to the query. We

set all values of î(t̃, u) to 0 where (i, u) ∈ B, since items are bookmarked
only once per user. We then recommend the N items with highest weight in
î(t̃, u).

Experiments

We apply the same test setup as in the tag recommendation scenario. For
each bookmark of the test set we now randomly select a tag to simulate
a query and try to predict the item the user had labeled with this tag. To
avoid item specific tags with little expressiveness for user interests, we require
that each query tag was applied at least 5 times by the user in the training
data. For each user tag combination we then recommend the N items with
highest weight in î(t̃, u). As for the tag recommendation scenario, we test
our approach against a variety of other methods, including the previously
discussed Adapted PageRank and FolkRank algorithms. Furthermore,
we report results for a MostPopular item recommender as well as for a
tag-aware item recommender (MostPopularT ) that ranks items according
to their previous co-occurrence with the query tag, but does not perform any
personalization.

Results

The Recall and Precision values for the first 20 ranks and for all search meth-
ods are displayed in Figure 8.4. Both plots demonstrate a superior result
quality for our translation approach (UCTM). The query tag translation
improves the Recall@10 by about 15 percent on Bibsonomy and 18 percent
on Delicious compared to the MostPopularT baseline method. Our trans-
lational model also performs better than the FolkRank algorithm, yielding
Recall@10 improvements of 7.5 percent and 10 percent. This becomes even
more meaningful if we consider that the FolkRank algorithm incorporates
collaborative filtering information, e.g. information about users with similar
bookmarking patterns, whereas our approach personalizes solely by trying to
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Figure 8.4: Precision/Recall curves for the social search task on two datasets.
Both plots show an improved performance when translating user tags based
on the UCTM model.
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understand the user’s search intention. Similar to the tag recommendation
task, we find the AdaptedPageRank algorithm to perform worse than simple
baseline methods.

The prediction task in this search setup reoccurs in other application
scenarios, such as the topic-aware recommendation of items or the topic-
aware detection of new content. We believe that our translation approach
can also help to identify user interests in these scenarios.

8.6 Chapter conclusions

This chapter investigated the nature of tagging within folksonomies from
a user-centric perspective. In our studies on two real-world folksonomies,
we discovered that users who tag for content categorization develop distinct
tag vocabularies over time. This heterogeneity vanishes when the tags of
many users are aggregated, resulting in characteristic tag distributions for
resources. However, the personal aspect of tagging cannot be ignored in user-
centric scenarios, such as tag recommendation or tag-based social search.

We presented a novel approach to tag translation that maps user tags to
the global folksonomy vocabulary, using the labeled resources as intermedi-
ates. Based on these mappings we were able to infer the meaning of a user
tag and to accurately predict which tags a user would assign to new content.
We evaluated the applicability of our approach in two relevant use cases, tag
recommendation and social search. Our experimental results showed that
tag translation improves prediction accuracy in both scenarios, and our user-
centric tag model produced more accurate recommendations then existing
state-of-the-art algorithms.

One shortcoming of our translational approach is the missing incorpo-
ration of temporal aspects, such as changing tagging behaviors or shifts in
user interests. This may result in suboptimal tagging models, which in turn
reduces the quality of potential recommenders. In the next chapter, we will
look exclusively at temporal patterns within the global tagging behavior of
a folksonomy, and present a tag-based trend detection method which recom-
mends upcoming topics.
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Tag-based trend detection

In all recommendation scenarios discussed so far we followed common prac-
tice and ignored the potential impact of temporal aspects when building our
models as well as during evaluation. This is of course a simplification, since
time can strongly influence the quality of recommendations and the validity
of the trained models. Furthermore, since folksonomies are open in nature,
there is a continuous stream of new items, users, and tags which leads to
constantly growing object sets. Recommenders that ignore temporal aspects
will generally underestimate the relevance of new objects, since these tend
to be less connected within the folksonomy graph.

The impact of temporal aspects on folksonomy recommendation has been
mainly ignored in the past. As a result, there exist many potential research
directions within this area that are still not sufficiently covered by publi-
cations. This comes to a surprise, since the importance of the factor time
is well known from other recommendation settings, e.g. see [Kor09] for the
importance of temporal aspects in movie recommendation. From all choices,
this chapter tackles the problem of tag-based trend detection in folksonomies.
Trend detection can help users to discover rising topics within a folksonomy
at an early stage. Trend detection can also create new opportunities in areas,
such as product tracking or marketing in on-line communities. So far, existing
studies mainly focus on the identification of opinion leaders and the detection
of trends in the blogosphere or on the web [ALTY08, CTT06, ACH+04]. Folk-
sonomies have only recently been discovered as potential sources for trend
detection [DKM+06, HJSS06b]. We will discuss these works in detail when
comparing our approach to existing methods in Section 9.5.

In this chapter, we present a novel probabilistic method for the detection
of trends within the tagging behavior of a folksonomy. Our approach con-
siders trends as statistical anomalies and weights trend patterns based on
the unlikelihood of their appearance. We find that our model detects up-
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coming as well as periodic tag trends within a large-scale Delicious corpus.
Comparative studies show that our approach is more robust than previously
proposed measures. Another contribution of our work is the integration of
the diffusion-of-attention concept from Chapter 4 into the trend detection
model. This allows us to move from an occurrence-based perspective to a
change-based one. By counting only the number of new users reached by a
tag, we are able to drastically limit the impact of otherwise influential spam
users without loosing the descriptiveness of our model. Although we limit our
discussion to tag-based trends, we believe that the sound statistical founda-
tion of our approach guarantees its applicability to any type of count-based
time series.

This chapter is structured as follows: We start by describing the data
set on which we perform our evaluations. We then apply the diffusion-of-
attention concept from Chapter 4 in order to limit the impact of spam on
our detection results. Section 9.3 introduces our probabilistic trend detection
model, which we evaluate in Section 9.4. The chapter ends with a comparison
of our approach to other trend detection measures in Section 9.5.

9.1 The dataset

We run our experiments on a subset of the Delicious corpus described in
Section 1.5. From the original corpus we only consider 400, 000 users. This
reduction is owed to the fact that the experiments were run before the crawl-
ing of the full Delicious corpus ended. The evaluation dataset therefore
represents the part of the crawl that was retrieved first. Because our crawl-
ing method downloaded frequent users first, this snapshot is nearly identical
to the data one would get when reducing the full corpus to the 400, 000
most active users. The reduced dataset contains 105, 258, 294 bookmarks
and 331, 449, 289 tag assignments.

9.2 Avoiding spam

It seems common practice to measure the importance of a tag by its node
degree in the folksonomy graph G which is equivalent to the overall number of
tag assignments that contain this tag [DKM+06, GH06, MNBD06]. However,
this does not take into account that most collaborative tagging systems are
vulnerable to spam. As previously noted, this spam strongly distorts the
natural data patterns and therefore needs to be taken care of before any
meaningful trends can be detected. In order to limit the impact of spam,
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we therefore apply the diffusion-of-attention concept described in Chapter 4.
The impact of a tag is hence not measured by its overall occurrence, i.e. the
number of assignments that contain it, but by the number of users who have
assigned it. Thus, each user can only contribute the same amount of tag
popularity, limiting the potential impact of very active spam users. From a
technical point of view, moving from an occurrence to an attention concept is
equivalent to the conversion of the frequency matrix ATU to a binary matrix
ÃTU , where Ãtu = 1 if Atu > 0, and Ãtu = 0 otherwise.

Since we investigate temporal tag developments, we are interested in the
number of new users who assign a tag for the first time between the time-
stamps δ1 and δ2. All new edges between users and tags during this period
are represented by the non-zero entries of a matrix ∆ÃTU calculated as

∆ÃTU = ÃTU(δ2)− ÃTU(δ1).

The increase of attention for a tag t, which represents the number of users
that have assigned t for the first time between δ1 and δ2, is then simply

f(t) =
∑
u∈U

∆Ãtu.

Considering only first-time tag assignments and disregarding all later
user-tag combinations reduces the number of total tag assignments within
our corpus from 331 million to 70 million.

9.3 A probabilistic model for trend detection

We consider an object, i.e. a tag, to be a trend if it attracts the attention
of significantly more new users in the current time frame than it did in the
previous one. Since we treat trends as statistical anomalies, we measure
their significance using a probabilistic generative model. For this purpose,
we compare the tag distributions t0 and t1 that result from all frequency
counts f0(t) and f1(t) over two consecutive periods ∆0 and ∆1. We then
assume that all tag events from t1 are generated independently at random
from t0. The probability of observing a tag t estimated over ∆0 is given by
p0(t) = f0(t)/

∑
t′∈T f0(t′). The likelihood of observing t at a frequency f1(t)

in period ∆1 can then be calculated as

p(f1(t)) =

(
n1

f1(t)

)
p0(t)f1(t)(1− p0(t))n1−f1(t), (9.1)
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where n1 =
∑

t∈T f1(t) denotes the number of all observations in ∆1. How-
ever, this simple model will fail in cases of previously unobserved tags. There-
fore, in order to handle situations where f0(t) = 0 and f1(t) > 0, we assume
a beta distribution as prior

F (p;α, β) =
Γ(α + β)

Γ(α)Γ(β)
pα−1(1− p)β−1, (9.2)

with α = ε and β = (|T | − 1)ε. Here, |T | denotes the number of known
tags by the time of measurement, and ε denotes the assumed prior frequency
of each tag. Combining the prior and the observations in ∆0, the p0(t) in
Equation 9.1 evolves into

p0(t) =
f0(t) + ε

n0 + ε|T |
. (9.3)

Adding the prior hence has the same effect as additive smoothing which is well
known from language modeling [CG96]. Moreover, the additive parameter
ε allows to control the influence of the prior distribution with respect to
the observations in ∆0 and thus for adjusting the degree of smoothing. As a
result, we are able to calibrate the trade-off between the detection of absolute
and relative changes.

Smoothing t0 will result in a bias towards rare tags. This bias will appear
as a trend by itself when we compare t0 to a non-smoothed distribution t1.
To neutralize this effect, we also smooth the tag distribution t1, using the
same smoothing factor ε. Finally, we calculate a score for all tags for which
p1(t) > p0(t) as

score(i) = −log(p(f1(t))). (9.4)

The tags with the highest scores are then considered the most significant
trends. Since the exact calculation of p(f1(t)) is computationally expensive,
we estimate the binomial probability mass function by a Gaussian of the type
N (n1p0(t), n1p0(t)(1− p0(t))).

9.4 Experiments

In our experimental evaluation, we generate monthly snapshots of the De-
licious dataset. For each month we then determine the matrix ∆ÃTU ,
from which we calculate the number of newly attracted users per tag t as
f(t) =

∑
u∈U ∆Ãtu. The trendiness of each tag within each month with

respect to the previous one is calculated using the score function from Equa-
tion 9.4.
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Chapter 9: Tag-based trend detection

Table 9.1 presents the Top 5 tag trends for 3 exemplary months of 2007
that are detected at different levels of smoothing. The table shows that
our measure successfully detects new events, such as the announcement of
Google’s Android or of Apple’s Mac OS X Leopard. Both trends are de-
tected, although the tags “leopard” and “android” were already well known
to the community before. These trends are so dominant that they are de-
tected independent of the degree of smoothing. We also find our method to
succeed in the detection of seasonal events, such as Halloween, Thanksgiv-
ing, or Christmas. However, detecting these seasonal trends requires a high
degree of smoothing in order to tune the detector towards absolute changes
in popularity. Similar patterns can be observed for other common tags, such
as “2007” or “vector”, which are know to the community, but then encounter
a popularity boost, e.g. towards the end of the year.

Studying the impact of the ε parameter, we find that the tags which are
identified as trends for ε = 0.2 were likely unknown before, such that their
relative development appears dramatic. On the other hand, choosing larger
values for ε favors popular tags which are already well spread throughout the
community. Furthermore, we observe that small ε values help discover narrow
trends, i.e. trends that peak for few days and then disappear again. A higher
ε setting will instead favor more robust trends that evolve over longer periods
of time. Both these effects are emphasized in Figures 9.1 and 9.2. Figure
9.1 displays the development of the Top 5 tags from December 2007 with
ε = 0.2. Tags were generally unknown before they peak and are detected as
trends. The attracted attention only lasts for few days. Smaller peaks in the
aftermath of a major event are likely caused by the appearance of strongly
related new items. For example, such revivals can occur when news are spread
within the blogosphere, and additional blog entries discuss the same topic,
e.g. the introduction of Android. Users that bookmark these new entries will
probably use “android” as descriptive content label. Figure 9.2 displays the
long term nature of the trends that are detected with ε = 100. Only two new
concepts (“knol”, “simpledb”) encounter enough absolute popularity gain to
appear among these Top 5 trends.

9.5 Comparison to other measures

Two other publications have studied the problem of trend detection in folk-
sonomies. In order to visualize Flickr tag trends over time, Dubinko et al.
[DKM+06] propose an interestingness measure defined as

int(t,∆) = f∆(t)/(C + f(t)), (9.5)
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Figure 9.1: Performance over time for the Top 5 tag trends of December 2007
(ε = 0.2). The x-axis is zoomed to December 2007. The plot displays the
preference for relative improvements when choosing small values of ε.
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Figure 9.2: Performance over time for the Top 5 tag trends of December
2007 (ε = 100). The x-axis is zoomed to the last 7 months of 2007. The plot
emphasizes the preference for absolute changes when choosing large values
of ε. Two tags (“2007”, “christmas”) represent common concepts that are
present all over 2007, but peak at the end of the year. We also find the Top
2 tags from Figure 9.1 among the detected trends.
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Chapter 9: Tag-based trend detection

Table 9.2: Top 5 tag trends in November 2007 according to interestingness
(C = 50) and popularity change. The detected trends by both measures do
not overlap on the first five ranks.

tag int (f0/f1) tag pc (f0/f1)
1 android 0.98 (22/3556) gravenote 2.19 (0/136)
2 kindle 0.94 (3/903) dalvik 2.03 (0/89)
3 gos 0.92 (2/579) 23andme 2.02 (0/86)
4 hackintosh 0.89 (43/723) blog-directories 1.97 (0/76)
5 quicklook 0.88 (14/480) goating 1.93 (0/68)

where f(t) is the occurrence of a tag over all intervals, and f∆(t) is its oc-
currence in interval ∆. C is a regularization constant that increases ro-
bustness against scarce observations. In contrast to our own method which
estimates the likelihood of a tag occurrence from the observations of the pre-
vious month, we find the interestingness measure to rely on the entire history
of a tag represented by the overall count f(t). This likely makes the interest-
ingness measure more stable than our approach, but impedes the detection
of reappearing trends, such as Christmas or even iPhone1.

In order to evaluate the interestingness measure with respect to our
own method, we set f(t) to the sum of current and last month’s counts
(f(t) = f∆(t) + f∆−1(t)). Table 9.2 shows the tags with the highest inter-
estingness score for November 2007, with C set to 50. We see that the most
interesting tags identified by the measure overlap with the top tags detected
by our own approach. Moreover, we find the measure to be computationally
inexpensive and easy to implement in a real system. However, in contrast to
our method, it only performs well if the overall number of tag assignments
remains almost constant over consecutive intervals. This however, limits its
general applicability to fast growing communities, such as Delicious.

Hotho et al. [HJSS06b] also try to identify trends within social book-
marking services. Instead of using occurrence based measures, they propose
to compare the global rankings of tags at different points in time. Rankings
are determined using their FolkRank implementation (see Chapter 6). The
popularity change given the ranking of an object in two consecutive time
frames is defined by the authors as

pcδ0→δ1(t) = (
r0(t)

n0

− r1(t)

n1

) log10(
n1

r1(t)
), (9.6)

1The term “iPhone” originally referred to a product of Cisco Systems before it was
used by Apple (http://blogs.cisco.com/news/comments/update_on_ciscos_iphone_
trademark/). Both events, the introduction by Cisco and the later adoption by Apple,
reappear in the trend curve of the “iphone” tag in our Delicious dataset.

154

http://blogs.cisco.com/news/comments/update_on_ciscos_iphone_trademark/
http://blogs.cisco.com/news/comments/update_on_ciscos_iphone_trademark/


9.6. Chapter conclusions

where rx(t) represents the rank of t at time δx, and nx is the total number
of known tags at time δx. Since FolkRank delivers rankings for all types of
objects, it is equally possible to calculate the popularity change for items and
users.

For our evaluations we investigate how popularity change behaves when
tags are ranked simply by the attention they have attracted. We find that
in this case popularity change strongly favors tags which have been previ-
ously unknown, whereas tags above a certain popularity tend to be ignored
by the measure independent of their performance. This is likely a result of
the power-law distribution of tags. The majority of tags will appear at most
once or twice within each month. A small increase in occurrence therefore
results in a much better rank for formerly unknown tags, leading to a high
increase in the differential term ( r0(t)

n0
− r1(t)

n1
) from Equation 9.6. This in-

crease is not fully compensated by the log10( n1

r1(t)
) term that favors highly

ranked tags. A parameter that would allow to tune absolute versus relative
improvements, like the ε parameter of our model, is missing. The Top 5 tag
trends of November 2007, when ranked by popularity change, are presented
in Table 9.2.

One important advantage of the FolkRank trend detector over our method
is its capability to rank objects with respect to a given context. This enables
applications like topic-aware or personalized trend detection, which cannot
be realized with our model without modifications. The extension of our
model in order to incorporate context is one very promising direction for
future research.

9.6 Chapter conclusions

In this chapter, we presented a new probabilistic approach for the emerging
problem of tag-based trend detection in folksonomies. Our detector was de-
signed based on sound statistical foundations and considered trends statisti-
cal anomalies. We further applied smoothing in order to cope with previously
unobserved tags and introduced the smoothing parameter ε that lets us con-
trol the trade-off between relative and absolute changes in tag diffusion. Our
experiments on a large corpus of social bookmarks from Delicious showed
that our method successfully detects trends within the tagging behavior of
the community. Although we have limited our discussion to the problem of
trend detection based on tags, our model can be easily applied to all types
of count-based data and could also help to detect user- or item-based trends.
We compared our method to previously proposed trend detectors and found
that the principled design of our model and the use of priors results in an in-
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creased robustness and better scalability to large datasets compared to these
methods. A further contribution of this chapter was the application of our
attention-based diffusion-of-attention concept. Moving from occurrence to
attention-based models reduced the potential impact of spam on the quality
of detected trends drastically.
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Chapter 10

Related work II

This chapter reviews existing work in the field of folksonomy recommenda-
tion. It starts with a detailed discussion of previous work in the area of
folksonomy recommendation. The following sections present previous work
on latent topic models, advanced tag models, and trend detection, since these
research directions are closely related to our studies in the Chapters 7 – 9.

10.1 Recommendation in folksonomies

Folksonomy recommendation has become a vibrant research area. Until re-
cently, attention was mainly given to tag recommendation, whereas item
recommendation and social search scenarios seemed less popular. However,
this picture has changed during the last few years when a lot of publica-
tions have started to explore the potential of folksonomies for user interest
modeling and personalized content retrieval. On the other hand, scenarios
which consider the recommendation of users are still scarce, and the iden-
tification of relevant users mainly appears as an intermediate step in item
recommendation scenarios.

General approaches

Most works on folksonomy recommendation is restricted to either item rec-
ommendation, tag recommendation, or expert finding. However, some au-
thors have approached the task of folksonomy recommendation in general,
proposing concepts and methods that can operate in more than one recom-
mendation setting.
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The FolkRank algorithm

One of the first publications that investigates the problem of recommendation
in folksonomies is Hotho et al. [HJSS06a]. The authors consider the general
problem of ranking folksonomy objects with respect to a given context. They
introduce the Adapted PageRank and FolkRank algorithms which extend the
well known PageRank algorithm [BP98] to the tripartite structure of folk-
sonomies. Similar to Pagerank, the authors apply a weight diffusion process
that resembles the random surfer concept, assuming a user who randomly
browses the undirected edges of the folksonomy graph. Folksonomy objects
are then weighted by the probability that they will be reached by this random
surfer. A user is allowed to navigate from items to tags and users, from tags
to users and items, and from users to items and tags, which simulates the
discovery process commonly found in folksonomies and described in Section
1.3. The diffusion matrix is built from all bipartite subgraphs of G1:

AFR =

 0 AIT AIU

ATI 0 ATU

AUI AUT 0

 .

The weight update for the Adapted PageRank process is the defined as

wt+1 ← dA′FRwt + (1− d)p.

A′FR is the row normalized, stochastic version of the adjacency matrix AFR,
p is a preference vector that represents context, and d regulates the decay
of weight diffusion and thus the impact of the preference vector. Setting all
entries of p to 1 produces a global ranking without context. For context-
sensitive rankings the authors suggest to set all entries of p to 1 except for
the entries which correspond to the nodes of the context that are set to |I|,
|T |, or |U |, respectively [JMH+07].

Edges in folksonomies are undirected which distinguishes them from links
on the web. This circumstance causes direction causes weights to flow forth
and back between the same folksonomy nodes, leading to relatively trivial
results for the Adapted PageRank algorithm [HJSS06a, JMH+07]. Our own
results underline this weak performance, and we find the Adapted PageR-
ank method to perform even worse than simple baseline methods in various
recommendation scenarios. To overcome the shortcomings of the Adapted
PageRank algorithm Hotho et al. [HJSS06a] propose the FolkRank method.

1Transformations of n-partite hypergraphs to a unipartite graph whose edge weights
correspond to co-occurrence counts in order to derive object similarities have been previ-
ously discussed from a more general perspective by Xi et al. [XFF+05].
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FolkRank is built on top of the Adapted PageRank algorithm and uses a
differential approach

w = w1 −w0,

where w1 and w0 are the weights produced by the Adapted PageRank
algorithm with and without preferences. Our own evaluations in vari-
ous recommendation settings show that the FolkRank method produces
significantly more accurate recommendations than the Adapted PageR-
ank algorithm. This observation supports the findings of other authors
[HJSS06a, JMH+07, RBMNST09, SNM08]

The universality of the FolkRank algorithm makes it a potential candidate
for nearly every recommendation setting, and Hotho et al. [HJSS06a] present
results for ranking items, tags, and users with respect to a given tag or URL.
Additional studies by Jäschke et al. [JMH+07] also report reasonably good
results in tag recommendation. However, this universality of FolkRank is
traded for accuracy, and our experiments, as well as the evaluations by other
authors [RBMNST09, SNM08], show that more specialized recommenders
constantly achieve better performances.

One big advantage of the random surfer analogy is its simple exten-
sibility beyond tripartite scenarios. For instance, Abel et al. [ABB+09]
propose a GFolkRank algorithm that additionally incorporates information
about the group a bookmark was posted to. The success story of the
FolkRank algorithm further includes its common usage as benchmark method
[ABB+09, RBMNST09, SNM08, WSZ09].

The random surfer model has been very successful in the web domain.
However, its direct transfer to folksonomies is not free of problems. One
obvious conceptual shortcoming is the missing directedness of folksonomy
edges. Hotho et al. [HJSS06a] note this weakness of their analogy and
replace the original Adapted PageRank algorithm by FolkRank. However,
the differential approach behind FolkRank appears less principled. This is
highlighted when we consider situations without context information. Here,
w0 is equal w1, such that the FolkRank algorithm will assign zero weights
to all objects. An expected ranking in this situation should instead favor
popular objects.

Another objection against Folkrank is that the reduction of the folkson-
omy graph G to a set of bipartite matrices looses information. As a result,
we find that recommenders that avoid this reduction, such as our transla-
tional model presented in Chapter 8, produce more accurate suggestions.
Furthermore, the FolkRank algorithm ignores the user-centricity of tagging.
By incorporating the matrix AIU into the diffusion process, the algorithm
implicitly assumes users to be connected to each other if they use the same
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tags, whereas users with different tagging strategies appear dissimilar. As
shown in our own studies, this assumption likely leads to suboptimal rec-
ommendations. Another objection against FolkRank is that all inter-object
relationships within the matrix AFR are weighted the same, despite their
differences in nature. This assumes that a random surfer has no preferences
whether to follow items, tags, or users. An assumption that is not proven by
empirical evidence. Instead, methods that allow to parameterize the impor-
tance of inter-object relationships were shown to achieve improved results in
other settings, e.g. in web page ranking [XFF+05].

Hubs and authorities: The SPEAR algorithm

A very interesting approach to the challenge of topic-aware user and item
recommendation is presented by Noll et al. [NAYG+09]. The authors
present the SPEAR algorithm which discovers authorities among the users
of a folksonomy. SPEAR is built on top of the well-known HITS algorithm
that has proven to be a powerful ranking mechanism in various graph-based
scenarios [Kle99]. The authority of a user is thought of as topic-dependent,
where topics are represented by tags. The authors then consider an expert
finding scenario and apply their algorithm to identify the users who possess
the highest expertise with respect to a given tag t. For this purpose, they
first reduce the folksonomy tensor YITU to the bookmarks that contain the
respective tag, resulting in a matrix AIU(t) = YItU . Aiu(t) will be 1 if user
u has bookmarked item i with tag t, and 0 otherwise. Further, the authors
assume that a user possesses more expertise with respect to a given item if
she bookmarks this item before other users. Users who discover items before
these become popular within the community are therefore assigned higher
weights in AIU(t). This produces a matrix ÃIU(t) with each entry defined
as

Ãiu(t) = score(rank(u, i,AIU(t))).

The matrix ÃIU(t) is then the source of an iterative weight diffusion process:

u = i× Ã
′
iu(t)

i = u× Ãiu(t).

The vectors u and i contain the authority and hub weights for users and items.
The authority of a user increases if she has been among the early discovers
of influential items, i.e. items that act as hubs. On the other hand, the
influence of an item increases if it is bookmarked by users of high authority.
This mutual reinforcement process is identical to the HITS algorithm by
Kleinberg [Kle99].
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The authors evaluate the validity of their approach in an expert finding
scenario and put a particular focus on the suppression of spam users. Their
experiments with artificially injected expert users and spammers show that
the SPEAR algorithm will generally recommend expert users first. Spam-
mers will appear at the end of the recommendation list, since they tend to
bookmark less popular items. The authors do not evaluate the performance
of their method in an item recommendation scenario, though they note the
potential of the SPEAR algorithm for item retrieval.

The SPEAR algorithm appears somewhat similar to FolkRank in that
both methods reinforce weights among users if they share the same items.
However, the SPEAR algorithm reduces the folksonomy graph to only those
edges that contain the respective input tag. This excludes all evidence from
related tags, loosing potentially important information. For instance, looking
for experts on “web development” will not consider edges tagged as “web-
dev”. As a result, users that are experts within a given topic, but use their
individual tagging strategy will be excluded by the algorithm. This not only
excludes potential expert candidates, but also leads to an unnecessary high
sparsity of the AIU(t) matrix. A technique similar to our translational ap-
proach from Chapter 8 could help to integrate relevant tags instead. Tag
translation would also allow to involve users with an individual tagging be-
havior. Furthermore, after the initial graph reduction, the SPEAR algorithm
solely considers usage information and disregards further evidence coming
from tags. Tags thus cannot act as connectors between items and users.
This exclusion of tags misses the chance for more robust and accurate rec-
ommendation models, as shown by our own evaluations. Also, the authors
do not provide empirical evidence that supports their assumption about the
relationship between a user’s expertise and the time she bookmarks an item.
Users that bookmark items first do not necessarily have to be experts, but
could simply be subscribers of a certain type of information channel, e.g. the
feed about upcoming items on Delicious.

Ternary PLSA

In an approach that is conceptually similar to our HyPLSA model, Wu et
al. [WZY06] propose a ternary latent topic model in the spirit of PLSA.
The authors assume independence between item, tag, and user observations
once the latent concept (intention) behind a tag assignment is know. The
probability of a tag assignment is then given as:

p(i, t, u) =
∑
Z

p(z)p(i|z)p(t|z)p(u|z).
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The plate notation for this probabilistic model is displayed in Figure 10.1.
Mappings of latent topics to objects are determined by optimizing the log-
likelihood

L =
∑
I

∑
T

∑
U

Y itu log
∑
Z

p(z)p(i|z)p(t|z)p(u|z),

using the EM algorithm. This produces the estimates P (i|z), P (t|z), and
P (u|z) for mapping latent topics to objects. Using Bayes rule these map-
pings can be transformed to the conditional probabilities P (z|i), P (z|t), and
P (z|u). Based on these estimates, the authors then approximate the likeli-
hood of items in a social search scenario:

p(i|t) =
∑
Z

p(i|z)p(z|t)

as well as in a personalized social search scenario:

p(i|u, t) ∝
∑
Z

p(i|z)p(u|z)p(t|z)p(z).

Despite the straightforward extension of the PLSA model to a ternary hy-
pergraph setting, we believe the ternary conditional independence assump-
tion to be unrealistic. Contrary to our own findings, the model implicitly
assumes that different users will apply the same tags for the same concepts.
Our HyPLSA model avoids this problem by explicitly not including the ma-
trix ATU into the model building process.

For the social search scenario, the authors do not provide any empirical
evidence that the inclusion of users improves the quality over a simple tag-
based model. Moreover, the authors do not present an evaluation of their
model in a personalized social search scenario, such that the capability of
the model in this setting remains unclear. Comparisons to other approaches,
e.g. FolkRank, are also missing.

Our HyPLSA method allows for calibrating the influence of collaborative
filtering versus tag-based evidence by using the α parameter. Our evaluations
show that the setting of this parameter strongly impacts recommendation
accuracy. A similar parameter does not exist in the model by Wu et al..
Item, tag, and user observations are thus expected to be of equal quality.

Finally, we note differences in scalability. The ternary latent model is
estimated over all tag assignments, leading to a computational effort that
grows exponentially by time. Instead, the HyPLSA model works on bipartite
aggregations which reduces the required training time.
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Figure 10.1: Plate notation of the aspect model by Wu et al. [WZY06].
Each tag assignment (TAS) is assumed to be motivated by a mixture of latent
aspects from Z. Item, tag, and user occurrences are assumed independent
with respect to Z.

Tensor decomposition

Instead of reducing the folksonomy hypergraph to bipartite co-occurrence
graphs, Symeonidis et al. [SNM08] propose to decompose the full folkson-
omy tensor and estimate missing values using Higher Order SVD (HOSVD).
HOSVD generalizes SVD2 to higher dimensional tensors.

SVD factorizes a matrix A as a product A = UΣV′, where Σ is a diag-
onal matrix that contains the singular values of A, and U and V are input-
output transformation matrices. A can be approximated as Ã = UΣ̃V′,
where Σ̃ is the same as Σ except that values which do not fall among the K
highest values of Σ are set to 0. This approximation minimizes the Frobenius
norm ||A− Ã||F for a given value of K.

Similar to standard SVD, HOSVD can be applied to factorize the folk-
sonomy tensor YITU as

ŶITU = CI′T ′U ′ ×I′ AI′I ×T ′ AT ′T ×U ′ AU ′U ,

where CI′T ′U ′ ∈ R|I′|×|T ′|×|U ′| is a (reduced) core tensor and AI′I , AT ′T , and
AU ′U are transformation matrices for items, tags, and users respectively3.
Analogous to SVD, HOSVD tries to minimize the element-wise quadratic

2see Chapter 7
3For details on HOSVD and tensor decomposition in general refer to [DLDMV00] and

[KS08]. For tensor decomposition in a folksonomy context see [SNM08] and [RBMNST09].
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difference between the original and the approximated tensor:

argmin
∑
I

∑
T

∑
U

(Y itu − Ŷ itu)
2.

After the decomposition each value of ŶITU can be calculated as

Ŷ itu =
∑
I′

∑
T ′

∑
U ′

CI′T ′U ′Ai′iAt′tAu′u.

The approximation tensor Ŷ itu will mainly contain non-zero entries which
permits the ranking of all type of objects. For instance, in a personalized
search scenario items can be recommended based on their value in the vector
ŶItu. Symeonidis et al. instead consider the task of tag recommendation and
weight each tag for a given bookmark b = (i, u) based on its value in Ŷ iTu.
They report improved accuracy of their method compared to a FolkRank
recommender.

However, we were unable to replicate these positive results in our own
experiments. Instead, we found HOSVD to produce much less accurate rec-
ommendations than most other methods, including FolkRank, independent
of the recommendation scenario. Other authors confirm these findings. Ren-
dle et al. [RBMNST09] report that the high sparsity of the original YITU

tensor is a severe obstacle for this type of tensor decomposition. They argue
that the strong dominance of zero-entries in YITU will lead to a consider-
able bias towards unobserved data. However, these shortcomings of HOSVD
do not question the general value of tensor decomposition for folksonomy
recommendation. Instead, Rendle et al. [RBMNST09] propose the use of
ranking-based optimization criteria during the tensor decomposition process,
replacing common least-square criteria, such as HOSVD. As a result, the au-
thors present an approach to tag recommendation, where the quality of the
decomposed tensor is estimated in terms of AUC [RBMNST09]:

argmax
∑

(i,u)∈B

AUC(i, u, ŶITU).

They report a slightly improved performance of their tag recommendation
model compared to FolkRank. However, this optimization will generate less
universal recommendation models than HOSVD, since different recommen-
dation scenarios will require other optimization criteria.

The potential of ranking-based tensor factorization models in the context
of folksonomy recommendation is emphasized by the fact that Rendle et al.
won the 2009 ECML PKDD Discovery Challenge on tag recommendation
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[RST09]. Nevertheless, the high computational complexity required for the
training of tensor-based recommenders remains a severe obstacle for their
application to real-world folksonomies [RBMNST09].

Item recommendation

Various authors present solutions to the specific problem of item recommen-
dation in folksonomies. Bao et al. [BXW+07] assume a mutual enhance-
ment relation among popular items, up-to-date web users, and ’hot’ social an-
notations. Similar to the FolkRank algorithm, they propose a weight diffusion
process along the bipartite subgraphs of a folksonomy in order to estimate
rankings for websites. Their ranking method (SocialPageRank) calculates
item rankings based on a diffusion matrix D. This matrix is constructed as
product of all bipartite folksonomy matrices:

DII = AIUAUTATIAITATUAUI .

Weights thus flow from items to users to tags to items and then the same way
back to items. This distinguishes the setup from FolkRank, where weights
always flow from one type of folksonomy object to the other two types. Item
weights are then iteratively calculated as i = DII ∗ i, until the convergence
of i. User studies showed the SocialPageRank to produce more accurate
website rankings than the PageRank from Google. The authors use an addi-
tional diffusion process on the AIT matrix to obtain tag-tag and item-item
similarities (SocialSimRank). These similarities are then utilized for query re-
forming, but no individual tag vocabularies are considered. A comparison to
other folksonomy algorithms, such as FolkRank, is missing. Furthermore, the
selection of the diffusion process beyond the SocialPageRank seems heuristic
and is not compared to other potential ways of diffusion. The inclusion of the
ATU matrix in this process is problematic due to the heterogeneous tagging
behavior of users.

Abel et al. [ABB+09] propose a generic contextualization method for
ranking objects in folksonomies and consistently model context in the form
of tag clouds. Based on these context clouds, they can re-rank all types
of recommended objects within their GroupMe! folksonomy4 independent
of the original ranking algorithm. The authors consider three sources of
context: the actual user u modeled by Tu, the resource i a user has visited
last represented by Ti as well as the GroupMe! group resource i belongs
to, represented by the most frequent tags in this group. The authors then
consider a personalized social search scenario, and evaluate which kind of

4http://groupme.org
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context provides the most valuable information about a users next steps.
Further, they compare the performance of different ranking algorithms, such
as Folkrank, which had to predict relevant items based on the given context
data and a query tag. The most interesting observation of their evaluations is
that the last visited resource provides much better information about a user’s
next activities than her personomy tags. An exploitation of this observation
has the potential to further improve the recommendation models presented
in this dissertation.

The consistent modeling of folksonomy objects as tag clouds simplifies the
recommender design. However, the authors do not study whether tag clouds
of different object types behave similarly. For instance, our own evaluations
show a major difference between the concentration of tags in personomies and
item vocabularies (see Section 2.3). Direct comparisons of these vocabularies
thus likely lead to suboptimal results. Modeling users not by their own tag
cloud, but by the translation of this cloud may solve this problem.

Zanardi and Capra [ZC08] also approach the problem of content rec-
ommendation in folksonomies. Ignoring inter-user differences in tagging be-
havior, they construct a collaborative filtering model, where the similarity
between users is determined by the cosine between their personomies. Fur-
thermore, they calculate the similarity between tags based on their cosine
similarity in the item space. Combining tag and user similarities into a uni-
fied model, the authors then expand tag-based queries and personalize rec-
ommended CiteULike publications. A comparison to other recommendation
algorithms is missing.

The item recommender by de Gemmis et al. [dGLSB08] combines
tags and document terms to derive user interest models. In contrast to
most other approaches, the authors do not only consider positive tag/term
samples, i.e. the tags/terms from the items a user liked, but also introduce
a notion of negative tags/terms, i.e. common tags/terms for items the user
did not like. Like and dislike are explicitly specified by the users by rating
items during the tagging process. The authors then train one Näıve Bayes
classifier based on the terms/tags of positive samples and a separate one for
negative samples. These classifiers are used to personalize search results with
respect to the user. Modeling users not by the tags of their own personomy,
but by the tag clouds of the bookmarked items is very similar to the result
one would get when translating personomies with our translational model
from Chapter 8. However, the authors do not investigate this aspect of their
approach, nor do they compare their method to other recommender models.

A hierarchical clustering technique that groups tags based on their simi-
larity in the item space is presented by Shepitsen et al. [SGMB08]. Items
and users are folded into the cluster space based on the overlap between the
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item and personomy tags with the tags of each cluster. Overlap is defined
at a set level as the ratio of tags from a vocabulary that also appear in a
cluster. User-level differences in tag usage or the problem of homonyms are
not considered during the model building process. Clusters are then used to
improve the accuracy in a personalized social search scenario. Item weights
are calculated as the product of an item’s similarity to the query tag(s) and
its similarity to the user within the cluster space. Evaluations showed pos-
itive effects of their clustering method on a dataset from the Last.fm music
streaming folksonomy and less satisfying results for a Delicious sample of
higher sparsity. Both datasets used in the publication are proprietary, and a
comparison to existing methods is missing.

An identical problem setting and a very similar approach is presented by
Xu et al. [XBF+08]. Here, the authors determine the ranking of an item
from a mixture of its rank with respect to the query tag, using a tfidf -based
distance measure [MRS09], and its rank with respect to the user, which is
determined within a topic space. The authors compare two ways of topic cre-
ation. The first version simply considers item-related tags as topics, whereas
the second uses the category labels obtained from the website hierarchy of
the Open Directory Project. The authors then apply a weight diffusion
technique which smoothens topics between users and items if these are con-
nected within the matrix AIU . Their results state that annotation-based
topic models produce more accurate recommendations than category-based
models. Diffusing the tags among the users with similar bookmarking behav-
ior is likely to generate more robust user tag models that are less vulnerable
to user-level differences in tagging behavior. This makes the approach similar
to our translational model. However, our own approach is more principled.
A comparison to benchmark methods or evaluations on publicly available
folksonomy datasets are missing.

Sen et al. [SVR09] introduce a tag-based movie recommender. They
investigate the potential of tags in two common scenarios: rating prediction,
where the algorithm has to predict how a user will rate a movie, and pref-
erence prediction, where the algorithm has to rank movies with respect to a
user’s preferences. The authors assume that a user will rate/prefer movies
the same way if these exhibit similar tag spectra. They design a selection of
tag-based recommendation models and compare their performance to state-
of-the-art collaborative filtering algorithms. Their results show an improved
accuracy for tag-based models compared to collaborative filtering for the pref-
erence ranking task, whereas collaborative filtering methods produced more
accurate rating predictions. The best predictions in both scenarios were given
by a hybrid model that combined tags with collaborative filtering.

The integration of tags into movie recommenders is also discussed by
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Szomszor et al. [SCA+07]. The authors query external services, e.g. ’The
Internet Movie Database’ (IMDB)5, and construct tag clouds for all films a
user rated equally. A rating prediction for a previously unrated movie is then
made based on the similarity of its tags to a user’s rating tag clouds. The
authors report that their annotation-based method performed better than
simple baseline predictors, but a comparison with more advance collabora-
tive filtering methods is missing. However, the integration of tags in movie
recommendation may prove especially useful in cold-start situations, where
a movie has not yet received a sufficient number of ratings.

Siersdorfer and Sizov [SS09] utilize Latent Dirichlet Allocation (LDA)
to cluster pictures of Flickr based on tags. Users are then folded into the
clusters via their personomy tags. This allows the authors to describe items,
tags, and users in a unified latent space, which in turn enables them to derive
similarities between different types of objects, e.g. items and users. Their
approach is thus somewhat similar to our HyPLSA model. The authors apply
their latent model in order to produce personalized item (photo) recommen-
dations as well as for user and group recommendations. Clustering users
based on their personomy tags alone ignores individual tagging strategies
and will therefore lead to less optimal results. Furthermore, since Flickr is a
narrow folksonomy, item vocabularies will suffer from the same heterogeneity
as personomies, such that a clustering of items based on tags is problematic.
Nevertheless, Latent Dirichlet Allocation was shown to outperform PLSA on
various tasks, see e.g. [BNJ03]. An extension of our PLSA approach to LDA
could thus be a promising direction for future research.

Li et al. [LHY+09] try to solve the problem of tag ranking for Flickr.
They argue that the order of user-assigned tags not necessarily reflects the
relevance of tags from a retrieval perspective. The authors therefore propose
to re-rank tags by their relevance with respect to the labeled content. They
estimate this relevance using a weight diffusion technique over the tag-tag
graph. This graph is constructed based on two similarity measures. The first
tag-tag similarity is calculated by comparing visual features of the photos
that link to a tag, whereas the second similarity is derived by comparing
tags in the item space. Tags of a photo can then be ranked based on which
other tags have been assigned to it. The authors note that the identifica-
tion of relevant content descriptors is crucial for scenarios such as tag-based
image search. Even though the problem of tag re-ranking mainly applies
for narrow folksonomies such as Flickr, where content is labeled by a single
user, broad folksonomies face similar problems for items that have not yet
been bookmarked by many users. Narrow folksonomies especially suffer from

5http://www.imdb.com
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individual tagging habits, since these are not compensated by cumulative ef-
fects. This makes the design of search solutions for these environments an
even more challenging task. Similar to our translational model, correlating
tags with content features in order to infer the meaning of individual tags
and translate them to a global representation could be a first step in the
right direction.

Tag recommendation

One of the first works on graph-based tag recommendation in folksonomies
is Jäschke et al. [JMH+07]. The authors compare the performance of co-
occurrence-based tag recommenders and more complex recommenders based
on the FolkRank algorithm [HJSS06a]. For FolkRank, they set the preference
vector p to 1 except for the user and item the tags have to be recommended
for, and which are set to |U | and |I| respectively6. An evaluation of other
possible settings for p is not provided. A parameter that controls the influ-
ence of an item with respect to a user, similar to the α and β parameters
in our experiments in Chapter 8, is also missing. The authors report only
minor improvements of the FolkRank method over baseline co-occurrence ap-
proaches. Our own experiments on tag recommendation show the FolkRank
recommender to perform even worse than these baselines (see Chapter 8).

Most similar to our work on translational tag models from Chapter 8 is
Lipczak [Lip08]. The author proposes a tag recommender that combines
the actual tags previously assigned to a resource with the tags from a user’s
personomy as well as with keywords extracted from the title of a Bibsonomy
publication or URL. Similarly to our translational model, user tags are chosen
based on the tags that have been previously assigned to an item by the com-
munity. The mapping between personomy and community tags is achieved
using a lexicon-based approach, but no further analysis of this approach is
presented.

Other strongly related work comes from Gemmell et al. [GSRM09,
GSRLC09] who propose a K-Nearest Neighbor algorithm [MRS09] for tag rec-
ommendation in folksonomies. One of their methods recommends tags for an
item i by looking at how the same user tagged similar items in the past. This
is algorithmically very related to our translational approach, since we recom-
mend tags from a user’s personomy if these had a previous high co-occurrence
with the tags of i. The item-centric collaborative filtering approach achieved
a recommendation quality similar to the one of a FolkRank algorithm in eval-
uations on Delicious and CiteULike. Guan et. al [GBM+09] construct their

6This is the same configuration of the FolkRank algorithm as in Chapter 8
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tag recommender in a similar way. They start by calculating item-item sim-
ilarities in the user space. Personomy tags are then weighted higher if the
user had assigned them to similar items previously. Though the solutions
from [GBM+09] and [GSRM09, GSRLC09] will produce recommendations
that are similar to the ones of our tag translation model from Chapter 8,
we believe that our translational model is more principled and universally
applicable beyond tag recommendation alone. Instead it can be incorpo-
rated into other types of tag-centric scenarios as we have exemplary shown
for tag-based social search in Chapter 8.

Instead of reducing the folksonomy hypergraph to bipartite co-occurrence
graphs, Symeonidis et al. [SNM08] propose to decompose the full folkson-
omy tensor and estimate missing values using Higher Order SVD (HOSVD).
They claim reasonably good results on the task of tag recommendation.
Rendle et al. [RBMNST09] report an even better performance when us-
ing ranking-oriented tensor factorization methods. A similar tensor factor-
ization model by the same authors won the 2009 ECML PKDD Discovery
Challenge7 [RST09].

Graph-based approaches to tag recommendation fail in cases of new items
or users, which arguably represent a vast amount of all objects. Many solu-
tions try to overcome these local cold-start problems by incorporating con-
tent information into the model building process. For instance, Song et al.
[SZL+08] construct matrices for item-tags (AIT ) and item-words (AIW ) co-
occurrence observations. Similar to the FolkRank graph construction, they
then fuse both matrices into one matrix of the form

ASong =

 0 AIT AIW

ATI 0 0
AWI 0 0

 .

This matrix is factorized using a low rank approximation technique. Tag
recommendations for new items are calculated by folding items into the re-
duced space via their term distributions. Personalization aspects are not
considered.

Heymann et al. [HRGM08] investigate to what degree different aspects
of web pages, such as the page text, anchor texts, or surrounding hosts,
e.g. the domain of a page, can help improve the quality of a Delicious tag
recommender. They report that many labels can also be predicted from
content features which may especially help to identify valid tags in the 30
to 50 percent of cases [HRGM08] where URLs had been posted only once or
twice. The authors further use association rules to harvest relations between

7http://www.kde.cs.uni-kassel.de/ws/dc09/
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tags. These association rules are then utilized to augment the recall of single
tag queries. The association rules between tags serve a similar purpose as our
translational approach. However [HRGM08] discuss global mappings only,
whereas our approach focuses on user-level mappings.

Further work on hybrid tag recommenders which incorporate annotations
and content or meta-data in parallel is presented by Tatu et al. [TSD08]
and Lipczak et al. [LYHM09], the winners of the ECML PKDD Discovery
Challenge in 2008 and 2009. Both teams build tag recommenders for Bibson-
omy, combining information from an item’s meta-data, such as the title of
a publication, its authors, or the abstract, with graph-based evidence, i.e. a
user’s previous tagging behavior. They report an improved recommendation
quality for their hybrid models. This quality was confirmed by the strong
performance during the challenges.

An extreme way of incorporating external sources for better recommenda-
tions is described by Mrosek et al. [MBA+09]. Here, the authors consider
the problem of tag recommendation for new items, but ignore all addition-
ally given meta-data. Instead, they argue that most items have already been
tagged in other tagging communities. Their solution retrieves tags from ex-
ternal services and merges all sources into a single recommendation set. This
approach performed surprisingly well and came in second in the 2009 ECML
PKDD Discovery Challenge.

Tag recommendation not from a quality but implementation-oriented per-
spective is discussed by Jäschke et al. [JEHS09]. The creators of the
Bibsonomy bookmarking service describe the practical challenges when in-
tegrating tag recommendations into a real tagging system. They also report
that only one third of all tested Bibsonomy users actually clicked on the tags
that had been recommended. This low percentage was mainly caused by new
users without many postings, whereas frequent users showed more interest
in the provided recommendations.

There also exists a body of work about tag recommendation in narrow
folksonomies, mainly on Flickr. Wu et al. [WYYH09] analyze how valid tags
can be derived from visual content features extracted from Flickr pictures.
Garg and Weber [GW08] present an interactive tag recommender for Flickr
that adapts recommendations whenever the user enters a new tag. They then
discuss the applicability of common IR techniques in such a scenario. Finally,
Weinberger et al. [WSVZ08] investigate the problem of tag disambiguation
among Flickr tags. They identify situations of ambiguous tag usage and
recommend disambiguating tags to the user for clarification. They verify the
performance of their approach on geographical, temporal, and descriptive
tags.

All tagging services discussed throughout this work already offer some
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type of tag recommendation. These suggestions influence the way people
tag. However, previous work on tagging and especially tag recommendation
considers tags to be created by mental processes alone, disregarding the im-
pact of existing recommendation functionality. Consequently, it has become
common practice to evaluate novel tag recommenders not during the tag-
ging process itself but on posterior data. An optimal recommender in such
a setting does not necessarily need to predict the tags a user would choose
herself. Instead, it has to predict the tags a user assigns when a (generally
unknown) list of recommendations is presented to her. So far, research has
not paid much attention to the actual impact of existing tag suggestions,
with one exception being the work of Suchanek et al. [SVG08]. The au-
thors present a large-scale user study and report that around one third of all
tags is actually selected from a list of recommended tags. They further note
that tags in the beginning of the recommended list have a higher probability
of being selected, even though differences are marginal. More realistic evalu-
ations of tag recommendation approaches may come from on-line scenarios,
where recommendations are directly evaluated by user feedback, as set up
during the 2009 ECML PKDD Discovery Challenge.

User recommendation

User recommendation in folksonomy environments has still not attracted
as much research attention as tag or item recommendation. Instead, most
authors utilize the identification of relevant users merely as intermediate step
in other scenarios.

The previously discussed approach by Noll et al. [NAYG+09] is one
example of how the interaction between users and items in a folksonomy
can be exploited for the expert finding task. The authors report that their
method is able to successfully distinguish between artificially created expert
users, followers, and newcomers. A useful side effect of their approach is the
suppression of spam activity, since spammers are unlikely to identify relevant
content before experts. Abel et al. [ABB+09] also investigate the appli-
cability of their method to the task of user recommendation. The authors
design different ranking algorithms. One of these algorithms, called Social-
Hits, is similar to the SPEAR algorithm by [NAYG+09], in that it derives
the authority of a user from the time she bookmarked an item, assuming
that domain experts will react to new domain items first. Both algorithms,
SocialHits and SPEAR, extend previous work by Kleinberg [Kle99] on the
detection of authoritative sources in a hyperlinked environment. A further
common characteristic of both approaches is the way user authority is mod-
eled. A user is considered an authority if many other users have annotated
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resources this user had annotated before. No further studies on the validity
of this assumption are provided.

Siersdorfer and Sizov [SS09] utilize their LDA cluster algorithm to
derive interesting users and groups for Flickr users. Users are mapped into
the latent topic space based on their personomy tags. The authors then
calculate (user) similarities within the latent space. The applicability of
LDA to the problem of user interest modeling was also shown by Zhou et
al. [ZBZ+08].

A topic that is strongly related to user recommendation is the problem of
community finding. Li et al. [LGZ08] group folksonomy users based on their
item collections. Groups are categorized by tag sets. Community detection
in the blogosphere is considered by Java et al. [JJF08]. The authors fuse
linkage and tagging patterns into a unified graph representation and apply
graph cutting to find partitions within this new graph. Each partition then
constitutes a community of blogs and most relevant community tags. For
additional work on community detection in blogs see also [ALTY08].

Finally, Szomszor et al. [SCA08] move away from the single-service
perspective and aim to match users across multiple tagging communities
based on shared tagging patterns. Their evaluation shows that “prominent
user interests, important locations, and events, are often reflected in the
intersection between tag-clouds, irrespective of the focus of the folksonomy”.

10.2 Latent topic models

In Chapter 7 we propose a hybrid probabilistic latent topic model for folk-
sonomies. Probabilistic clustering methods have been previously investigated
in many other domains. Probabilistic latent semantic analysis (PLSA) was
introduced by Hofmann [Hof99b] in 1999, and has since then been success-
fully applied to diverse tasks, e.g. collaborative filtering based recommen-
dation [Hof99b], document retrieval [Hof99a], automated image annotation
[MGP03], document summarization [Hen09], the discovery of navigational
patterns on the Web [JZM04], music recommendation [AGMP+07], and news
personalization [DDGR07].

Similar to our HyPLSA approach, Chi and Hofmann [CH00] consider
the problem of document clustering and extend the PLSA algorithm in or-
der to combine content-based and hyperlink-based similarities into a unified
model. They show that the accuracy of their hybrid model is greater than
the one of either model in isolation. Popescul et al. [PUPL01] consider an-
other tripartite scenario and build an aspect model based on the interactions
of users and documents as well as the terms contained in each document.
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Their scenario is thus somewhat similar to a folksonomy setting, except that
words are bound to items, whereas tags are bound to a user-item combina-
tion, i.e. a bookmark8. The authors then perform Tempered EM in order
to fit their model, and report severe overfitting problems due to data spar-
sity. Brants et al. [BCT02] find that overfitting problems can be reduced
by training various PLSA models with different random initializations and
averaging estimates over all models. Our own evaluations in Chapter 7 sup-
port these findings, and averaged models performed consistently better than
single models.

A further recently very popular probabilistic modeling approach is the
Latent Dirichlet Allocation (LDA) by Blei et al. [BNJ03]. The LDA model
is very similar to PLSA, but allows for non-uniform Dirichlet priors [BNJ03].
LDA has been successfully applied to many traditional information retrieval
problems, such as document modeling and collaborative filtering [BNJ03].
Latent Dirichlet Allocation also becomes increasingly popular for clustering
in folksonomies [RHMGM09, SS09, KF09].

10.3 Advanced tag models

Building effective recommender systems on tagging data requires detailed
knowledge of how tagging actually works. Consequently, much effort was
spent in order to achieve a better understanding of the intentions and dy-
namics behind tagging, enabling the development of advanced tag models.
This dissertation contributes to the work on tag models by proposing a novel
approach to tag translation in Chapter 8. It also contributes the first ex-
haustive study on inter-user differences in tagging strategies.

Cattuto et al. [CBHS08] analyze different ways of measuring tag relat-
edness in a folksonomy environment. They investigate co-occurrence based
metrics, where tags become related if they belong to the same bookmark, as
well as distributional metrics that consider tags to be related if their distribu-
tions in the user or item space appear similar. Additionally, they apply the
FolkRank algorithm to rank tags with respect to another tag in order to de-
rive relatedness. The authors report very different results depending on the
selected relatedness measure. They find that distributional methods produce
tags which are semantically similar or even synonyms, while co-occurrence
and FolkRank deliver rather conceptual related tags. The authors therefore
propose to utilize different forms of tag relatedness in tasks such as synonym
discovery, concept hierarchy extraction, tag recommendation, and query ex-

8This structural difference disappears in narrow folksonomies, where each item belongs
to exactly one user.
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pansion. One remarkable result, which is directly related to our own work,
is the observation that item and user dimensions produce different forms
of relatedness. While tags that are assigned to the same items tend to be
synonyms or different spelling forms of the same concept, e.g. “web2.0” ver-
sus “web20”, they find that tags which frequently overlap in personomies
are rather conceptionally related, e.g. “web2.0” and “ajax”. This further
supports the assumption that users will try to avoid using redundant tags,
but rather develop standardized tag vocabularies for more efficient content
categorization (see Chapter 8).

Very similar is the work by Yeung et al. [AYGS09] who investigate the
problem of tag contextualization. The authors start by manually defining
sets of disambiguating tags that help to identify whether for instance the tag
“sf” refers to “San Francisco” or “Science Fiction”. They then evaluate how
different sources of tag similarity help to disambiguate these manually de-
fined tag pairs. All similarities are calculated after clustering the respective
co-occurrence data. They find that clustering compares favorably to exter-
nal sources for contextualization, such as WordNet. One of the evaluated
measures considers two resources as similar if these have been labeled by
a user with the same tag. Yeung et al. report that this user-level similarity
measure was better adapted for tag disambiguation than other co-occurrence
measures. This finding supports the motivations behind our user-centric ap-
proach to tag modeling.

Oldenburg et al. look at a broader picture and investigate how tag
distributions differ among various folksonomies, such as Delicious, Bibson-
omy, CiteULike, and Connotea9. Although the authors only compare global
distributional patterns in their work, it is obvious that the combination of
services can lead to more robust tag models, especially for tags of low fre-
quency within some services. Furthermore, using tag-bridges across different
services may allow for the cross-domain correlation of items and users with
positive effects on all types of recommendation scenarios.

A further way to enhance tag models is the incorporation of external
knowledge. The most prominent external source is the WordNet corpus
that helps to identify tag types as well as tag hierarchies. For examples
see e.g. [LEC07, OSvZ09, SNCA+09, AYGS09, CBHS08]. Finally, important
analytical work leading to a better understanding of the intentions, patterns,
and dynamics of tagging comes from Golder et al. [GH06], Bischoff et al.
[BFNP08], Marlow et al. [MNBD06], Halpin et al. [HRS07], and Ames
et al. [AN07]. See Chapter 5 for a discussion.

None of the above publications explicitly studies user-level differences in

9http://www.connotea.org
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tagging – though many authors note their existence.

10.4 Trend detection

Folksonomies also provide a promising source for the detection of trends, even
though literature on this topic is still sparse. The work most closely related
to our own is Hotho et al. [HJSS06b]. The authors apply their FolkRank
algorithm to derive rankings for items and tags at different points in time.
They then determine the popularity change of an object by comparing the
rankings from two consecutive intervals. Their algorithm also allows them
to detect trends with respect to a given topic (tag). The proposed method
is evaluated on a data set of 7.7 million Delicious posts.

Dubinko et al. [DKM+06] visualize tag trends and corresponding pho-
tos for Flickr. They propose a straightforward interestingness measure de-
fined as int(i, t) = ft(i)/(C+f(i)), where f(i) is the overall occurrence of an
item, ft(i) its occurrence in interval t and C is a regularization constant that
increases robustness against scarce observations. Their user interface then
adapts the font size of each tag to the calculated interestingness factor, such
that users can easily identify upcoming topics. The definitions of interest-
ingness as well as popularity change look rather heuristic, and especially the
interestingness measure appears trivial. The trend detector we presented in
this work is instead built on strong statistical foundations.

Related work on trend detection also comes from other domains. Very
similar in nature to [HJSS06b] is the trend detector by Berberich et al.
[BBVW06] who compare the ranks of publications over time. Ranks are
determined by a PageRank-like method. However, their model does not pro-
vide topic-aware trend detection functionality as in [HJSS06b]. Glance et
al. [GHT04] use count-based measures to detect trends within the blogo-
sphere. A more advanced technique for blog trend detection is proposed by
Chi et al. [CTT06] who apply SVD and HOSVD and detect trends by look-
ing at the dynamics of the eigenvalues of the factorized matrices. Amitay et
al. [ACH+04] aim to discover trends on the web by performing a temporal
link analysis. Their model allows them to detect and track significant trends
in the web community.

Algorithmically most similar to our probabilistic approach to trend de-
tection is work by Kleinberg [Kle06]. The author discusses a principled
probabilistic model for trend detection in information streams. Trends are
considered as unlikely events which is also the basic assumption of our ap-
proach from Chapter 9. However, our approach goes beyond the discussed
method by introducing a smoothing function, and the smoothing parameter
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ε lets us control the trade-off between relative and absolute changes.
Conclusions
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Conclusions

This dissertation aimed to develop novel recommendation solutions for broad
folksonomies. This goal was motivated by two major observations:

1. Folksonomies have become a rich source of information.

2. The semantic contribution of tags can help in the design of enhanced
recommender systems.

An exhaustive analysis of various real-world folksonomies demonstrated
the validity of these assumptions and highlighted the importance of tags
as connecting elements between users and content. The second part of this
dissertation then presented novel recommendation solutions that were specifi-
cally tailored to the needs and the information structure of folksonomies and
incorporated the additional evidence of tags. Extensive evaluations of the
presented recommender algorithms emphasized the positive effect of tags on
the descriptiveness and robustness of the developed models. Our experimen-
tal results further supported the intuition that recommender systems become
more accurate the more they respect the hypergraph nature of folksonomies.
Experiments on several datasets and various recommendation tasks, such as
personalized item recommendation, tag recommendation, social search, and
tag-based trend detection, showed that the developed methods produce more
accurate suggestions than the current state-of-the-art.

Summary of contributions

This dissertation has advanced the state-of-the-art in folksonomy analy-
sis and graph-based recommendation in collaborative tagging environments
through a number of contributions. Part I of this dissertation looked at the
nature of folksonomies and significantly contributed to a better understand-
ing of the motivations and dynamics behind collaborative tagging as well as
their potential impact on folksonomy recommendation.
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Chapter 1 started with an introduction of tagging and distinguished tag-
ging from existing categorization techniques. The chapter further described
different forms of folksonomies and highlighted the potential of folksonomies
for information retrieval.

Chapter 2 presented an exhaustive analysis of the bookmarking and
tagging patterns within Delicious based on one of the largest snapshots of a
real-world folksonomy ever analyzed in academia. The results presented in
this chapter have been published in [WZB08], [WZB10a], and [WZB10b].

Chapter 3 looked at folksonomies from a network perspective and,
among other results, found that tags act as highly connected hubs between
users and items.

Chapter 4 described the problem of folksonomy spam and characterized
the motivations and behavior of spam users. It then presented several novel
methods for spam detection and spam suppression. The chapter summarized
the contributions of [WZB08], [WZB10a], and [NWO09].

Based on the analytical findings of the first part, Part II of this work in-
troduced novel recommendation algorithms that had been especially tailored
to the needs of folksonomies.

Chapter 6 presented the first comprehensive academic analysis of po-
tential recommendation scenarios in folksonomies. The chapter introduced a
classification scheme for folksonomy recommendation based on different no-
tions of context and applied this scheme in order to categorize and distinguish
previously presented approaches to folksonomy recommendation.

Chapter 7 proposed a novel probabilistic model that clustered users,
items, and tags of a folksonomy into a common latent topic space. The
HyPLSA recommender was trained from usage and tagging information in
parallel in order to better cope with the ternary structure of folksonomies.
Evaluations on various datasets showed that this hybrid recommender pro-
duced better item recommendations than non-hybrid versions and the cur-
rent state-of-the-art. The results underline the potential of tags for folkson-
omy recommendation. The HyPLSA approach was previously presented in
[WUS09]. The analysis of HyPLSA in cold-start environments has appeared
in [SWUH09].

Chapter 8 investigated user-level tagging patterns and found that users
develop individual tagging vocabularies over time. It then presented an in-
novative approach to tag translation which mapped the individual tags of a
user to a common global language. The approach was evaluated in tag rec-
ommendation and tag-based social search scenarios, showing improvements
over state-of-the-art methods. An initial version of our approach to tag
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translational was discussed and evaluated in [WSZ09]. However, the chapter
mainly reproduced the more detailed analyses and evaluations presented in
[WZB10b].

Chapter 9 considered the task of tag-based trend detection in folk-
sonomies and introduced a novel probabilistic approach that considered
trends as statistical anomalies. Experiments showed that this trend detec-
tor could successfully detect new as well as seasonal trends. This chapter
summarized the contributions of [WPK+08] and [WZB10a].

Future research

There are a variety of potential directions for future research in the area of
folksonomy-based information retrieval.

Interaction of tagging and retrieval

One area of future research is to examine to what degree the retrieval inter-
face influences the tag assignment process. For instance, a retrieval interface
that indexes item features, such as the title of a publication, may reduce the
need for assigning tags related to those features. One extreme example of
this are solutions, such as the publication managing tools Mendeley10 and
Zotero11, that offer full-text content search in addition to tagging function-
ality. Users of these tools will be less motivated to tag content attributes if
these have been already indexed by the search engine and can be accessed
via the search interface. Consequently, users of services that support full-
text searches are expected to develop different tagging habits than users of
classical folksonomies, and will likely assign rather qualitative than descrip-
tive tags. Understanding the relationship between tagging and retrieval will
not only help in the design of better tag models, but will also allow for the
development of adequate retrieval interfaces.

Moreover, a user will assign the tags to an item which she considers rele-
vant at the moment of tagging. However, relevance is not static, and changing
tagging strategies, evolving user interests or alternating retrieval tasks may
require a constant re-labeling of previous content. This increases the mainte-
nance effort of tagging, compared to other categorization techniques, such as
full-text indexing. Reducing those maintenance costs by combining tagging
with other retrieval paradigms will be a key challenge for next generation
content organization solutions.

10http://www.mendeley.com
11http://www.zotero.org
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Extending the folksonomy graph I

Modeling folksonomies as networks of items, tags, and users is a strong sim-
plification. Instead, real-world folksonomy services produce information that
goes well beyond the borders of this model. Potential sources of information
for next generation folksonomy recommenders could include:

Additional data about items and users. Users may additionally pro-
vide descriptions or meta-data about items. Some services allow users
to add bibliographic data, locations, timestamps, textual descriptions,
comments etc.. Users may also provide profile data or explicitly state
their interests and preferences. All this additional data can help in the
design of better item and user models, which in turn, will allow for
more accurate recommendations.

Social interactions. Most folksonomies will support social interaction in
one way or another. Friendship or subscription networks as well as
group functionality may help to derive different types of user similarity
based on the social graph and to identify influential users. Recom-
mendations could then be given based on the trends in a user’s social
environment. For instance, the interests of a user and the interests of
her friends in Flickr were shown to correlate [CMG09].

Multi-modal feedback channels. In this work we assumed that users ex-
press their interest in an item by bookmarking it. However, feedback
can also arrive in different forms, e.g. explicitly, in the form of ratings
and comments, or implicitly, when a user marks photos as favorites or
adds songs to play lists. Furthermore, items may become popular when
many users have consumed them, e.g. by watching a video or a photo,
by listening to a song, or clicking on a link. Incorporating different
direct and indirect forms of user feedback will allow for a more detailed
design of user-item interactions and will decrease the sparsity in the
user-item graph.

Additional structuring techniques. Tagging rarely appears in a pure
form. Instead, many services will offer additionally structuring func-
tionality, such as sets of predefined categories, groups, or the previously
described tag-bundles in Delicious. The quality of tag models could
benefit from this additional structure.

Search logs. Yet another valuable source of information are search logs.
These logs contain data about the information needs of a user or the
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entire community. The browsing activity of users that follow the folk-
sonomy graph in order to discover interesting content may additionally
help to identify search traces in the graph and to strengthen the rela-
tionship between objects.

Even though the potential of these additional information sources is ap-
parent, there currently exists no obvious strategy of how to integrate these
sources into existing recommendation models.

Extending the folksonomy graph II

Folksonomy services are not isolated, and external sources may offer valu-
able additional data about items, users, and tags. Internet databases, such
as the Internet Movie Database (IMDb)12, provide meta-data about films
that can help improve the quality of collaborative filtering-based movie rec-
ommenders [SCA08]. The DBLP13 service offers meta-data about publica-
tions and authors. Meta-data about books, music, and other content can
be retrieved from specialized semantic repositories, such as dbtune.org14, or
universal semantic databases, such as dbpedia15. Other external services can
be queried in order to derive automated annotations for content, for instance
by extracting persons, places, or companies from text, as offered by Reuter’s
OpenCalais service16. External services may also provide additional infor-
mation about users. For instance, the Friend-of-a-Friend (FOAF) project17

specifies a machine-readable ontology for describing persons, their activities
as well as their relation to other people and objects. Many web services al-
low the export of user profiles in the FOAF format, such that the activities
of users can be traced over more than one service. This additional social
data can help in the design of better user models and is especially valuable
in cold-start situations, in which new users register to a service. Finally,
external information can also enable better tag models. Many authors have
shown that the incorporation of external dictionaries, such as WordNet, leads
to more accurate and robust tag models, which in turn improve the value
of tags as item descriptors. Entity recognition methods could further help
to map tags to concepts, likely reducing problems related to tag ambiguity,
synonyms, and multilingualism.

12http://www.imdb.com/
13http://www.informatik.uni-trier.de/~ley/db/index.html
14http://dbtune.org/
15http://dbpedia.org/
16http://www.opencalais.com/
17http://www.foaf-project.org/
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Tim Berners Lee described the structure that emerges from the inter-
action of services on the web as “giant global graph” [BL07]. Successful
future recommenders will have to move beyond single services and approach
globalization.

Closing remarks

Tags are only a makeshift solution. Users do not want to tag – they have to
tag. Tagging became a success story because of a perceived lack of intelligent
information retrieval and management tools. Future solutions that identify
the core arguments and entities in all forms of content automatically, that
weight the relevance of information with respect to a given context, and
provide adaptive information access interfaces will make tagging more and
more obsolete. However, these solutions will not materialize overnight. In
the meantime, folksonomies can play an important role in learning how users
perceive and organize content, and user-generated annotations may act as
decisive connectors between content and top-down structuring approaches,
paving the way to a Semantic Web.
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