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Abstract 

 

This work concerns the use of two-steps epitaxial growth, realized with metalorganic vapor-phase 
epitaxy (MOVPE), combined with in-situ etching and buried ion implantation, for the realization of GaAs-
based edge emitting laser diodes, emitting in the near infrared region around 1 µm wavelength. The 
fabricated devices fall into two categories: tunable lasers (milliwatt range, monomodal) and high-power 
lasers (watt range, multimodal). 

In the first case, the use of multi-step epitaxy is a requisite, and the task is that of making now this kind of 
process feasible with GaAs-based materials, similarly to what has been realized in the past with InP-based 
materials in the 1.3-1.5 µm wavelength range. 

In the second case, a multi-step epitaxy is only an option, which can be exploited to introduce additional 
elements – as buried electrical and optical confinement structures – in the devices; a comparison of their 
performance and reliability with those of lasers fabricated with single epitaxy is then conducted to assess 
the effectiveness of this alternative approach. 

Common for both cases is the requirement that surface contamination - particularly that due to oxygen - 
is removed before regrowth. This is more challenging than in the case of InP/GaInAsP structures, because 
here the ternary AlGaAs is used as cladding and waveguide material, and aluminum forms very strong 
bonds with oxygen. In turn, oxygen forms deep levels inside the bandgap which are effective non-
radiative recombination centers. 

Thus, in-situ etching with carbon tetrabromide (CBr4) is first studied: the experimental results are 
presented, including kinetic data, the effects of different etching conditions and of the substrate 
characteristics on obtained morphology. Simple models are proposed to interpret the etching 
mechanism. Moreover, the utilization of the in-situ etching is discussed in relation to the reduction of 
residual surface contamination and enabling in-situ pattern transfer. 

These investigations pave the way to devices based on 2-step epitaxy, combined with in-situ etching. The 
successful fabrication of thermally-tuned SG-DBR lasers operating around 975 nm is first described: a 
tuning range of 21 nm is demonstrated. 

The possibility of using electronic injection for the tuning (which would allow a faster wavelength shift) 
is then explored, and the related issues discussed. It is suggested that fundamental material limitations 
confine the usable wavelength range to values lying near GaAs fundamental absorption edge at ≈ 870 nm. 
For wavelengths beyond 900 nm, the change in the refractive index that can be obtained in GaAs is too 
small, and there is no material option available which can be grown pseudomorphic to GaAs but with 
smaller bandgap. 

High-power broad-area lasers have also been realized, using a two-step epitaxy combined with ex-situ + 
in-situ etching, to create a buried, shallow “mesa” containing the active zone. This approach allows 
introducing lateral electrical and optical confinement, and – simultaneously - non-absorbing mirrors at 
the laser facets. 

This is reflected in performance and reliability improvements, but at the current state of development, 
the energy efficiency is still penalized by the two-step process with respect to a single epitaxy, because of 
additional non-radiative recombination paths. This is due to some extent to the additional etch-stop 
layers, needed for selective wet etching, that have to be added to the basic (and optimized) layer structure 
grown without intermediate patterning. Presently, the advantage of the lateral confinement appears to 
overcome the extra losses when the width of the lasers is below approximately 30 µm. Optimization of 
the heterostructure may further reduce the losses, making this strategy interesting even for larger 
devices. 

Finally, a different strategy to create deep lateral current confinement in broad-area lasers, based on ion 
implantation followed by epitaxial regrowth, is presented. Two variants, differing in the position of ion 
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implantation with respect to the active zone, are compared. While implantation into the waveguide 
introduces issues related to increased non-radiative recombination and optical losses, implantation into 
the p-cladding allows the improvement of device performance and the simultaneous introduction of non-
absorbing mirrors at the facets, with corresponding improvement of the reliability. Here no pre-regrowth 
patterning through selective wet-etching is required and no etch-stop layers are inserted, so that the 
optimized layer sequence can be used. Thus, this approach represents a straightforward means to 
improve the performance of high-power broad-area devices. 

In summary, this work has thus evaluated a “tool box” allowing different approaches towards the 
realization - within GaAs-based structures - of buried functional elements: electrical (current injection 
aperture) or optical (gratings, lateral optical confinement, butt-coupled active/passive sections, non-
absorbing mirrors). Based on this knowledge, new devices are enabled (GaAs widely-tunable SG-DBRs) 
or new approaches towards improved device characteristics (high-power lasers) are opened up. 
However, the advantageous features that can be introduced with processes based on two epitaxial growth 
steps coexist with penalties associated to residual regrowth interface defectivity and to the modifications 
introduced in the vertical structure in order to allow the intermediate ex-situ processing. A favorable 
trade-off between these two aspects has to be sought. 

Particularly for buried implantation such a good compromise has already been found.  A reduction of 
threshold current by ≈12% and ≈15% increase of slope efficiency with respect to standard lasers with 
comparable processing and design has been obtained by implantation of oxygen, with a dose of 1015 cm-2 
at 250 keV into the AlGaAs p-cladding layer and subsequent regrowth of the p-GaAs contact layer. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



iii 

 

 

Kurzfassung 

 

Diese Arbeit behandelt die Verwendung von zweistufigen Epitaxieprozessen, realisiert mit 
metallorganischer Gasphasenepitaxie (MOVPE), kombiniert mit in-situ-Ätzen und vergrabener 
Ionenimplantation, für die Realisierung von GaAs-basierten kantenemittierenden Laserdioden, die im 
nahen Infrarotbereich um ≈1 μm Wellenlänge emittieren. Die hergestellten Bauelemente lassen sich in 
zwei Kategorien einteilen: abstimmbare Laser (Milliwatt-Bereich, monomodal) und Hochleistungslaser 
(Watt-Bereich, multimodal). 

Im ersten Fall ist der Einsatz von mehrstufiger-Epitaxie eine Voraussetzung für die Realisierung der 
entsprechenden Bauelemente. Die Aufgabe besteht darin, solche Prozesse auch mit GaAs-basierten 
Materialien möglich zu machen, ähnlich wie sie bisher mit InP-basierten Materialien im 
Wellenlängenbereich von 1,3-1,5 μm realisiert werden. 

Im zweiten Fall ist eine mehrstufige Epitaxie nur eine Option, die genutzt werden kann, um zusätzliche 
Elemente – wie vergrabene elektrische und optische Einschlussstrukturen – in die Bauelemente 
einzubringen. Um die Effektivität dieses alternativen Ansatzes zu ermitteln, ist ein Vergleich der Leistung 
und Zuverlässigkeit solcher Bauelemente mit denen von in nur einem Epitaxieschritt hergestellten 
Lasern erforderlich. 

Gemeinsam ist in beiden Fällen die Forderung, dass die Kontamination der Oberfläche - insbesondere 
durch Sauerstoff - vor dem Wachstum entfernt werden muss. Dies ist anspruchsvoller als bei 
InP/GaInAsP-Strukturen, da hier das ternäre AlGaAs als Material für Wellenleiter- und Mantelschicht 
verwendet wird und Aluminium sehr starke Bindungen mit Sauerstoff bildet; Sauerstoff wiederum bildet 
im Halbleiter tiefe Störstellen innerhalb der Bandlücke, die effektive nicht-strahlende 
Rekombinationszentren sind. 

Deswegen wird zunächst das in-situ Ätzen mit Tetrabromkohlenstoff (CBr4) untersucht: die 
experimentellen Ergebnisse werden vorgestellt, einschließlich kinetischer Daten und der Auswirkungen 
verschiedener Ätzbedingungen und der Substrateigenschaften auf die erhaltene Morphologie. Einfache 
Modelle werden vorgeschlagen, um den Ätzmechanismus zu interpretieren. Darüber hinaus wird der 
Einsatz des in-situ Ätzens im Zusammenhang mit der Verringerung der Oberflächen Restkontamination 
und der Ermöglichung der in-situ Musterübertragung diskutiert. 

Die Untersuchungen zum in-situ Ätzen ebnen den Weg zu Bauelementen, die auf 2-stufiger Epitaxie, 
kombiniert mit in-situ Ätzen, basieren. Die erfolgreiche Herstellung von thermisch abgestimmten 
SG-DBR Lasern mit einem Arbeitsbereich um 975 nm wird zunächst beschrieben: ein Abstimmbereich 
von 21 nm wird demonstriert. 

Anschließend wird die Möglichkeit der Verwendung elektronischer Injektion für die Abstimmung (was 
eine schnellere Wellenlängenverschiebung ermöglichen würde) untersucht. Es stellte sich heraus, dass 
grundlegende Materialbeschränkungen den nutzbaren Wellenlängenbereich auf Werte beschränken, die 
nahe der fundamentalen Absorptionskante von GaAs bei ≈ 870 nm liegen. Für Wellenlängen jenseits von 
900 nm ist die in GaAs über Ladungsträgerinjektion erzielbare Änderung des Brechungsindex zu gering. 
und es gibt keine Materialoption, die pseudomorph zu GaAs ist, aber eine kleinere Bandlücke hat. 

Hochleistung-Breitstreifenlasern wurden ebenfalls realisiert, wobei eine zweistufige Epitaxie in 
Verbindung mit ex-situ + in-situ Ätzen verwendet wurde, um eine vergrabene, flache «Mesa» zu erzeugen, 
die die aktive Zone umfasst. Dieser Ansatz ermöglicht die Einführung eines lateralen elektrischen und 
optischen Einschlusses und gleichzeitig nicht-absorbierenden Spiegeln an den Laserfacetten. 

Dies spiegelt sich in Leistungs- und Zuverlässigkeitsverbesserungen wider, aber beim aktuellen 
Entwicklungsstand wird die Energieeffizienz immer noch durch das zweistufige Verfahren im Vergleich 
zu Wachstum in einem einzigen Schritt aufgrund zusätzlicher nichtstrahlender Rekombinationswege 
beeinträchtigt. Dies liegt zum Teil an den zusätzlichen Ätzstopp-Schichten, die für das selektive 
Nassätzverfahren benötigt werden, die zur (optimierten) ursprünglichen Schicht-Struktur ohne 
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Zwischenprozessierung hinzugefügt werden müssen. Gegenwärtig scheint der Vorteil des lateralen 
Einschlusses die zusätzlichen Verluste zu überwiegen, wenn die Breite der Laser unterhalb von ca. 30 μm 
liegt; eine Optimierung der Heterostruktur kann die Verluste weiter verringern, was diese Strategie auch 
für breitere Bauelemente interessant macht. 

Schließlich wird eine andere Strategie zur Schaffung eines tiefen lateralen Stromeinschlusses in 
Breitstreifenlasern vorgestellt, die auf Ionenimplantation mit anschließendem epitaktischem 
Überwachsen basiert. Es werden zwei Varianten verglichen, die sich hinsichtlich der Position der 
Ionenimplantation in Bezug auf die aktive Zone unterscheiden: während die Implantation in die 
Wellenleiterschicht Probleme im Zusammenhang mit erhöhter nicht-strahlender Rekombination und 
optischer Verluste aufwirft, ermöglicht die Implantation in die p-Mantelschicht eine Verbesserung der 
Ausgangsleistung und die gleichzeitige Einführung nicht-absorbierender Spiegel an den Facetten mit 
einer entsprechenden Erhöhung der Zuverlässigkeit. Hier ist keine Vorwachstumsstrukturierung durch 
selektives Nassätzen erforderlich und es werden keine Ätzstopp Schichten eingefügt, sodass die 
optimierten Schichtenfolgen genutzt werden können. Dieser Ansatz stellt somit einen einfachen Weg dar, 
die Leistungsfähigkeit von Hochleistungs-Breitstreifenlasern zu verbessern. 

Im Rahmen dieser Arbeit wurde damit ein «Werkzeugkasten» evaluiert, der unterschiedliche Ansätze zur 
Realisierung von vergrabenen elektrischen (Apertur für die Strominjektion) oder optischen (Gitter, 
lateraler optischer Einschluss, butt-coupled aktive/passive Sektionen, nicht-absorbierende Spiegel) 
Funktionselementen innerhalb von GaAs-Strukturen erlaubt. Basierend auf diesen Erkenntnissen werden 
neue Lasern (weit-abstimmbare GaAs SG-DBR) oder neue Ansätze zur Verbesserung der 
Lasereigenschaften (Hochleistungslasern) ermöglicht. 

Den vorteilhaften Funktionen, die mit den entwickelten, auf zwei epitaktischen Wachstumsschritten 
basierenden Verfahren eingeführt werden können, , stehen jedoch Nachteile gegenüber, die mit an der 
überwachsenen Grenzfläche und den für die ex-situ Zwischenprozessierung nötigen Modifikationen der 
vertikalen Struktur verbunden sind. Daher muss immer ein geeigneter Kompromiss zwischen diesen 
beiden Aspekten gefunden werden. 

Insbesondere für die vergrabene Implantation wurde ein solcher Kompromiss bereits gefunden. Durch 
die Implantation von Sauerstoff mit einer Dosis von 1015 cm-2 bei 250 keV in die AlGaAs p Mantelschicht 
und anschließendem Überwachsen mit der p-GaAs-Kontaktschicht wurde eine Reduktion des 
Schwellenstroms um ≈12% und eine Steigerung der differentiellen Effizienz (Steilheit) von  ≈15% 
gegenüber Standardlasern mit vergleichbarem vertikalen Aufbau und gleicher Prozessierung erreicht. 
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1 Introduction 

 

This work concerns the use of two-steps epitaxial growth, realized with metalorganic vapor-phase 
epitaxy (MOVPE), combined with in-situ etching and buried ion implantation, for the realization of 
GaAs-based edge emitting laser diodes. The fabricated devices fall into two categories: high-power 
lasers (watt range, multimodal) and tunable lasers (milliwatt range, monomodal). 

The experimental work encompasses different investigations, which were in part aimed to get a better 
understanding of potentials and limitations of the manufacturing technologies - ideally defining some 
transferrable “building blocks” for device fabrication - and in part more focused on characteristics and 
performance of the specific devices. 

Although a particular emphasis is given to the material-related topics, different aspects – processing, 
device design and characterization – are often combined in the exposition, as they were in the actual 
project developments. 

The intent of the author is that of presenting the more significant challenges and questions arisen in the 
various part of the work as “open problems”, and to discuss the possible answers, in the belief that the 
merit and interest of the exposed material lies essentially in this critical process of understanding. 

 

Chapters content 

 

Chapter 2 contains a short, introductory description of III-V Zincblende semiconductors: their main 
crystalline characteristics, the effect of added or unwanted impurities, their relevance for the 
realization of optoelectronic devices. A broader – although still very condensed – description of the 
properties of III-V semiconductors is provided as foundation material appendix 1. 

 

Chapter 3 presents the MOVPE technology, focusing on the epitaxial reactors and the set of reagents 
used in this work.  A more in-depth discussion of several aspects of the MOVPE process can be found in 
appendix 2. 

 

In chapter 4 the in-situ etching with carbon tetrabromide (CBr4) is studied: the experimental results 
are presented, including kinetic data, the effects of different etching conditions and of the substrate 
characteristics. Simple models are proposed to interpret the etching mechanism. Moreover, the possible 
usefulness of the in-situ etching is discussed, in particular in relation to the problems of reducing 
surface contamination and enabling in-situ pattern transfer. The in-situ etching has been used in the 
investigations presented in the following three chapters. 

 

Chapter 5 deals with the realization of widely-tunable sampled-grating distributed Bragg reflector 
lasers (SG-DBR). After a general description of the working principle of these devices, the technological 
aspects of their realization – in particular in relation to the 2-step epitaxy - are presented. Two 
approaches to the tuning are compared, thermal and electronic. Only the first has led to the realization 
of working devices, and the reasons behind the difficulties encountered with the second approach are 
discussed. Fig. 1.1 represents schematically the different sections of the realized SG-DBRs. 
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Figure 1.1 Schematic of the different sections of SG-DBR lasers of chapter 5. 

Chapter 6 describes the realization of high-power broad-area lasers (BAL), using a two-step epitaxy 
process to create a buried, shallow “mesa”, containing the active zone; the approach allows introducing 
lateral electrical and optical confinement, and simultaneously non-absorbing mirrors (NAM) at the laser 
facets (Fig. 1.2). Device results are presented and process limitations are discussed. 

 

Figure 1.2 Active and passive (NAM) sections of the buried-mesa BALs of chapter 6. 

Chapter 7 presents a different strategy to create deep lateral current confinement in BALs, based on 
ion implantation followed by epitaxial regrowth. Two approaches are compared, one more conservative, 
where the implantation is done in the upper cladding and the regrowth interface is in a “safe” position 
(it cannot cause non-radiative recombination) and one more challenging, with the implantation and the 
regrowth interface both in the waveguide layers (Fig. 1.3). While the first approach has given positive 
results in term of device performance, the second has proved more problematic; results and possible 
lessons learned are discussed. 

 

Figure 1.3 Two different positions of implantation and regrowth interface in BALs of chapter 7. 



 

 

2 Zincblende III-V semiconductors 

 

 

 

 

2.1 Chapter introduction 

This chapter briefly introduces III-V semiconductors, with focus on those that have the same crystal 
structure of GaAs (Zincblende); only a very few aspects are rapidly touched, selected in an effort to 
provide a minimal material-related background relevant to the experimental part, without 
encumbering the narrative with an excessive amount of literature-based information. 

Nonetheless, a quite broader – although still extremely condensed - discussion of III-V semiconductors' 
structural, electrical and optical properties, especially those that are more relevant to the realization of 
optoelectronic devices, is presented as “foundation material” - and possibly useful reference - in 
Appendix 1. 

 

2.2 Zincblende crystal structure 

III-V compounds having As, P and Sb as group V elements crystallize preferably in the Zincblende 
structure [1].  

Within the crystal, each atom has four nearest neighbors of the other species, arranged in a tetrahedron, 
and the bonding can be interpreted in terms of valence bond theory assuming sp3 hybridization of both 
species with formation of four localized sigma bonds, having an ideal angle of 109.47° between each 
pair. 

In Zincblende there are 3 lowest-index high-symmetry families of planes: {100}, {110} and {111}. 
Figure 2.1 shows a schematic of the corresponding crystal facets and views of atoms and bonds in the 
crystal, each taken from a direction normal to one of the facets.  

The significance of these planes is not only related to symmetry properties but even to chemical 
reactivity and thermodynamic stability. 

Impurity incorporation probability – during the epitaxial growth - can be different between different 
surfaces. Also the different bonding on different adjacent surfaces can result in different surface 
diffusion of the atomic species; this is the case for Al and Ga during the growth of the ternary AlGaAs 
over a patterned surface, resulting in compositional modulation, with zones having a higher or lower Al 
content. This is generally an unwanted effect in many practical applications, as for example when a 
ternary or quaternary compound is used for the regrowth over the mesa structure of buried-mesa laser 
devices, or over the etched Bragg grating in distributed feedback lasers (DFB) and distributed Bragg 
reflector lasers (DBR), because the compositional perturbation is difficult to control and can even 
facilitate the formation of extended defects at the conjunction of two growth fronts. 

Under surface-reaction-limited conditions, growth and etch rates exhibit selectivity with respect to 
crystal facets. In the case of growth, the slowest-growing facets emerge over convex substrate 
geometries, and the fastest-growing facets in the concave; in the case of etch, the situation is reversed, 
the slowest-etching facets are revealed in concave geometries, the fastest-etching facets over convex 
geometries. The kinetically more inert faces (slow growth or slow etch) are typically parallel to (111) 
planes. 
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Figure 2.1 Zincblende lowest-index facets and corresponding views of the crystal. The facets in grey are normal to 
the observation direction, those in red are parallel. The dashed red lines indicate crystal planes perpendicular to 
the direction of observation. Rightmost, a small twist has been added with respect to the normal view. 

The Zincblende Bravais lattice belongs to space group 𝐹4̅3𝑚 in Hermann-Mauguin notation 
(𝑇𝑑

2 Schoenflies); it is symmorphic1 and contains 24 point symmetry operations [2]. It does not include 
an inversion center, a characteristic that allows the onset of an electric field in consequence of the 
application of strain, because this can shift anions and cations in opposite directions (piezoelectricity). 
Although Zincblende contains directions, as the <111> and <100> along which anions and cations are 
alternated, the unstrained bulk Zincblende crystal has no net polarization because of its overall 
symmetry. 
The {100} planes are perpendicular to the three 4-fold rotoreflection axes and three 2-fold rotation axis 
of the space group. Along a [100] direction, there is an alternation of group III and of group V layers: 
cleavage of the crystal parallel to one (100) plane leaves a facet terminated either with group III or 
group V atoms, in both cases with 2 dangling bonds for each atom. Addition or removal of a single atom 

                     
1 A space group is symmorphic when there is a point such that all symmetry operations are the product of a 
symmetry operation which keeps this point fixed and a translation. 
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to/from a (100) surface involves no change in the number of dangling bonds. Most commonly, the 
semiconductor wafers used for device fabrication have a (100) upper surface. 
The {110} planes are parallel to the six reflection planes of the space group, the ideal dihedral angle 
with {100} planes are 45° and 90°. Cleavage parallel to a (110) plane leaves on the surface group III and 
group V atoms in equal number, with one dangling bond for each atom; within the plane, the atoms are 
arranged in zigzag chains of consecutively bonded atoms. The cleavage along a (110) plane is facilitated 
by the absence of polarity in the [110] direction, a characteristic useful for the separation of discrete 
devices fabricated on (100) oriented wafers, especially when the facets must have optical quality as in 
the case of edge emitting lasers. Another characteristic, interesting in relation to edge emitter lasers 
reliability, is that – at least in the case of GaAs - no midgap surface states are expected to be present in 
ideally cleaved, relaxed (110) surfaces in absence of any oxidation or contamination [3]. 
The {111} planes are perpendicular to the four 3-fold rotation axes of the space group, the ideal 
dihedral angle between {111} and {100} planes is 54.74°, ½ of the tetrahedral bond angle. The {111} 
planes can be seen as a arranged in double layers, each consisting of two closely spaced planes, one 
containing only group III and the other only group V atoms, with each atom of one layer bonded to 3 of 
the other layer. These planes are designated with the letters A and B or with the atomic symbols, for 
example in the case of GaAs {111}A  {111}Ga and {111}B  {111}As. A cleavage parallel to {111} between 
the A and B planes of a closely-spaced double layer would leave on the surfaces 3 dangling bonds for 
each atom, while a cleavage parallel to {111} between A and B planes belonging to consecutive double 
layers would leave only a single dangling bond for each atom.  
When the facet of a crystal corresponds to a (111) plane, it is designated A or B according to which kind 
of atom layer can terminate the crystal with only one dangling bond per atom, assuming the more 
energetically stable termination: note that in this case, if each atom retains its own electrons, the group 
V atoms on a type-B facet will have two electrons per dangling bond while the group III atoms on a 
type-A facet will have no electrons in the dangling bonds2. The {111}A facets are usually the most 
kinetically stable with respect to chemical etching. The different facets are depicted in Fig. 2.2 along 
with a representation of a (100) wafer with orientation flats, according to the European-Japanese (E-J) 
convention. 

 
Figure 2.2 Left: (111)A and (111)B facets of Zincblende crystal; right:, wafer surface and flat orientation, according 
to E-J convention. 

                     
2 This is not entirely accurate, because the dangling bonds of a non-reconstructed, neutral (111) surface are 
expected to bear a fractional charge (Appendix 1). 
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2.3 Point defects in III-V semiconductors 

Defects related to the presence of foreign atoms are referred to as extrinsic defects. Defects that 
represent deviations from the regular arrangement of the lattice but are not associated to foreign atoms 
are called intrinsic. 

Among the possible criteria for defects classification, one is based on dimensionality, and divides them 
into zero-dimensional - or point - defects and extended (1- 2- 3- dimensional). The presence of 
extended defects is in general unwanted in practical applications; their description goes beyond the 
scope of this chapter, but basic information has been included in Appendix 1. Point defects [4, 5] are not 
necessarily detrimental: they contribute in a fundamental way in determining the electrical and optical 
functionality of semiconductor materials and, moreover, they play a key role in diffusion processes and 
in device degradation processes. 

In semiconductors, the electrons primarily involved in the optical and electrical processes relevant to 
optoelectronic devices, are those belonging to two separate sets of energetically finely-spaced levels, 
the valence band (VB) and the conduction band (CB); the difference between the lowest energy level of 
the CB and the highest energy level of the VB is called bandgap. Electrons in the CB are responsible for 
n-type conductivity (n-carriers), while empty electronic states (or holes) in the VB are responsible for 
p-type conductivity (p-carriers). 

Electrically active defects introduce one or more energy levels within the bandgap, whose associated 
electronic wavefunctions are localized. Electrons can be exchanged between these localized levels and 
the bands. 

Shallow electronic levels are those whose energy lies near the bottom of the CB or the top of the VB; 
usually this is intended in the sense that the difference between the level and the nearest band edge is 
less than the thermal energy kBT (26 meV at 300 K). Occupied levels lying near the CB can be easily 
ionized, promoting electrons into the CB and are called donors; similarly unoccupied levels near the VB 
can easily accept electrons from the VB, leaving behind a hole, and are called acceptors. The (small) 
ionization energy of the donors and acceptor makes the electrical conduction an activated process. 

Deep electronic levels have energies more near the center of the bandgap, with a stronger localization of 
the electrons (down to the size of an interatomic bond length). The corresponding defects are called 
deep defects. Some of them are effective electron-traps and/or hole-traps, in the sense that they can 
capture electrons from the CB or donate electrons to the VB, with the following effects: reduction of 
carrier density, reduction of carrier mobility via ionized defect formation and increase of non-radiative 
carrier recombination. 

Foreign atoms creating donor or acceptor levels are called dopants; the range of intentional doping 
concentration spans several orders of magnitude, approximately from 0.1 to 1000 ppm. Dopant atoms 
for III-V semiconductors come usually from the neighboring groups II, IV and VI. They are incorporated 
in the crystal in the sites normally occupied by a group III or a group V atom, so that the number of the 
valence electrons of the impurity is higher or lower than that normally contributed by a constituent 
atom in that lattice position: p doping is obtained decreasing the number of electrons with IIIII or 
IVV substitutions, n doping increasing it with IVIII or VIV substitutions. Concerning the specific 
selection of dopants species: 

 

 VIV substitution: S, Se and Te all introduce shallow donor levels; O introduces deep levels and 
cannot be used as a dopant.  

 IIIII substitutions: Be, Mg (group IIa) Zn and Cd (group IIb), introduce shallow acceptor levels; the 
other group II elements have not been used successfully for p-doping. 

 IVIII and IVV substitutions: group IV elements are electrically amphoteric, since they can be 
simultaneously incorporated in both III and V sublattices, leading to opposite kind of doping. The 
actual behavior depends on the specific material and from the doping process conditions. In GaAs, C 
is prevalently incorporated in the group V sites and is a shallow acceptor, Si is incorporated 
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prevalently in the group III sites where behaves as a shallow donor, Ge is strongly amphoteric, Sn is 
prevalently a shallow donor. 

Silicon, carbon and zinc have been used as dopants in the experimental part of this work, while oxygen 
has been used to deliberately introduce deep levels. 

 

2.4 III-V semiconductors and optoelectronics 

III-V semiconductors as GaAs and InP are used in high-speed electronics applications, where their 
characteristics – in particular higher electron mobility and peak saturation velocity - make them 
superior to the otherwise more utilized silicon. In the framework of optoelectronics, there are two 
fundamental reasons for their success: first, many of them are efficient light emitters, and second, it is 
technologically possible to monolithically integrate different material compositions having distinct 
electrical and optical properties. 

The electrons can be excited, in particular by means of current injection or photon absorption, from the 
– largely occupied – valence band to the – largely empty – conduction band; the reverse disexcitation 
process can occur through different mechanisms, radiative (photon emission) or non-radiative. Efficient 
photon emitters are those semiconductors where the photon emission corresponding to the electronic 
transition from the lowest-energy states of the CB to the highest-energy states of the VB is possible 
without requiring a change in the momentum (or more properly in the crystal momentum) of the 
electrons. These transitions are called direct, and the semiconductors whose electronic band structure 
allows such transitions – as is the case for GaAs, InP and many other III-Vs, but not for Si - are called 
direct semiconductors. Under high-excitation conditions, which are relevant for laser devices, the total 
recombination rate of a bulk semiconductor (not including stimulated photon emission) is often 
expressed with the approximate “ABC equation”: 

𝑅𝑡𝑜𝑡 = 𝐴𝑛 + 𝐵𝑛2 + 𝐶𝑛3,  E1.1 

where 𝑛 is the CB electron density; the first term represents the non-radiative recombination caused by 
the presence of deep levels, the second the (spontaneous) radiative recombination and the third the 
non-radiative recombination related to carrier-carrier scattering processes (Auger). In a direct 
semiconductor, the B coefficient is orders of magnitudes larger than in an indirect one. Of the three 
coefficients in E1.1, B and C stem from the fundamental properties of the material, while A depends on 
the kind and density of the defects, and is consequently the only one impacted by the material quality. 

The monolithic integration of different III-V material compositions in a multilayered, epitaxial crystal 
structure is fundamentally limited by the necessity to guarantee similar average interatomic distances, 
or equivalently a similar lattice parameter, in order to avoid the formation of extended defects. Since for 
technological reasons the available bulk-grown substrates correspond to the binary compounds, the 
constraint is essentially that of combining the different atomic species, each of them characterized by a 
different size, in such a proportion that the resulting lattice parameter does not differ too much from 
that of the substrate, leading to “families” of devices indicated for example as “GaAs-based” or “InP-
based”. This leaves anyway a considerable room for the engineering of the material properties. 

In the epitaxial growth of a multilayer stack, the transition between different materials can be a 
technologically critical point, because formation of defects or interlayers with undesirable composition 
might occur. 

Once a laser is realized and tested, the task of determining to which extent the quality of the material 
and interfaces do actually condition its performance and reliability is – in many cases – not trivial; this 
will be an important topic in the following parts of the thesis. 
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3 MOVPE growth of III-V compounds 

 

 

 

 

 

 

 

 

 

 

3.1 Introductory remarks on the MOVPE technique [6] 

Epitaxy is the process of growing a crystalline material layer on a crystalline substrate, with the layer 
conforming to the lattice structure of the substrate. It is called homoepitaxy when substrate and layer 
materials are identical1 and heteroepitaxy otherwise. Epitaxy is called pseudomorphic when any 
mismatch between the lattice parameters of the layer and of the substrate is elastically accommodated. 

Metalorganic vapor phase epitaxy (MOVPE, also known as metalorganic chemical vapor deposition 
MOCVD) is the most widespread production method for the realization of light-emitting compound 
semiconductor devices. 

In the MOVPE technique the reagents (or “precursors”) are typically volatile metalorganic compounds 
(MO) and hydrides, which are transported in the deposition chamber highly diluted in a carrier gas, in 
most cases hydrogen. The chamber pressure can vary approximately in the range 10 to 1000 mbar, with 
values between 50 and 150 mbar more commonly used; carrier gas and precursors are kept under 
laminar flow conditions. The substrates are positioned on a rotating graphite susceptor, whose 
temperature depends on the material to be grown, and is in the range 550°C-850°C for III-V arsenides 
and phosphides, while higher temperatures are used for nitrides and lower temperatures for 
antimonides. Group III precursors are always introduced in lower amount than those of group V, and 
the growth rate is normally controlled by the diffusion of group III precursors from the gas phase to the 
substrate; the rate can reach typically some µm/h. 

The technique is extremely flexible in terms of achievable material compositions, and allows good 
control over layer thickness, typically in the order of 2% for thick layers (i.e. approximately above 50 
nm). Abrupt interfaces between layers of different composition can be obtained: with properly 
optimized switching sequences, the transition regions can be reduced to the monolayer range. This 
makes possible the realization of well-defined nanometer size structures, as needed in modern 
quantum-well lasers. 

The experiments described in the present work have been conducted using MOVPE reactors produced 
by Aixtron SE, of a particular type called planetary; two different models were used, AIX2400G3 and 
AIX2800G4 (abbreviated in the following to G3 and G4). Reactors and precursors are briefly described 
in the next sections. A more general description of MOVPE can be found in appendix 2. 

                                                             

1 Alternatively, depending on the context, the terms homoepitaxy/heteroepitaxy are used to indicate that 
substrate and grown layer have/don´t have the same crystal structure. 
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3.2 Planetary reactors AIX2400G3 and AIX2800G4 [7-12] 

3.2.1 Reactor chamber 

Planetary reactors look very much alike vertical reactors, but are better described - in terms of flow 
configuration - as radially-isotropic horizontal reactors. A simplified scheme of the growth chamber is 
shown in Fig. 3.1; in the drawing, the height of the chamber has been stretched vertically for ease of 
representation, the actual chamber height/susceptor radius values are 2.6/16.5 cm for G3 and 
3.35/31.5 for G4. 
The susceptor has a comparatively slow rotation speed, normally in the range 5-25 rpm. The carrier gas 
with diluted reagents enters the chamber horizontally, through a central injector, and spreads radially; 
hydrides and MO flows are kept separated in the piping and mix only after injection. The vertical flow 
velocity - away from the central injector and the edges - is zero, while the radial flow velocity decreases 
with increasing distance x from the center. Fluid dynamics modeling [7, 8] shows that in this case the 
flux of group III to the susceptor - and consequently the growth rate – increases rapidly near the edge of 
the central injector, and then decreases almost linearly along the radius; more precisely, the decreasing 
trend can be described with an empirical relation of the form: 𝐺(𝑥) = 𝑎 − 𝑏𝑥 + 𝑐/𝑥. The group III 
isobar lines shown in Fig. 3.1 correspond to concentration boundary layer profiles (not to the 99% 
boundary)2. 
This radial disuniformity is averaged out by an additional rotation of each wafer around its own center 
– whence the name planetary. 

 

Figure 3.1: simplified scheme of a planetary reactor growth chamber, with qualitative representation of flow lines 
and group III isobar lines; the height of the chamber has been stretched with respect to real proportion for ease of 
representation. 

The wafers are positioned over small graphite disks, called satellites, which are inserted in recesses 
within the susceptor. The surface of these recesses is not flat, but contains shallow spiral grooves, each 
with a small gas outlet, as can be seen in Figure 3.2a which shows the planetary susceptor with 
satellites removed. 
The satellites are free to rotate around a metal pin protruding from the center of the recess, while a gas 
flow, normally of H2, coming from inside the susceptor lifts them (by some tens µm) eliminating the 
friction and providing a viscous shear force for their rotation (gas-foil rotation). The gas is then 

                     
2 For a discussion of boundary layer approximation, see appendix 2. 
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(mostly) collected in a circular groove surrounding the spirals and extracted through a larger extraction 
hole in the groove. Figure 3.2b shows the radial growth rate profile with and without satellite rotation. 
Under operative conditions the satellite rotation speed is in the range of 150-300 rpm, so that at typical 
deposition rates a full rotation takes place during the growth of a monolayer or less. 
Depending on the shape of the growth profile over the susceptor radius, the shape of the growth profile 
over the wafer can be slightly concave or convex, and has to be optimized varying the operating 
parameters: in particular adjusting the total gas flow rate is an effective way to obtain an almost 
perfectly flat profile. 

 
Figure 3.2 a) Top-down image of a graphite planetary susceptor with satellites removed; b) qualitative growth 
rate profiles over a wafer integral with the susceptor (dotted line) or with extra satellite rotation (continuous 
line). 

The susceptor is rotated mechanically by a shaft with a magnetic liquid rotary sealing, and is heated 
with a water-cooled inductor coil connected to an RF generator (Fig. 3.3), its temperature is monitored 
from the lower side by an optical pyrometer. The actual temperature on the wafer surface can 
significantly differ from this value, and can be monitored by means of emissivity-corrected pyrometry. 

 

Figure 3.3 Partially dismounted G3 reactor, the susceptor and the underlying induction coil are clearly visible. 
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The stainless-steel walls of the reactor (lateral, top and bottom) are water-cooled; the chamber ceiling 
is shielded by a disk of quartz (AIX2400G3) or graphite (AIX2800G4), whose temperature is monitored 
by a second pyrometer, and is gas-cooled by a mixture of H2 and N2 injected into a thin slit between 
ceiling and disk: by changing the H2/N2 ratio, it is possible to regulate the ceiling disk temperature 
during the growth (approximately in the range 100°C-350°C) thanks to the different thermal 
conductivity of the two gases. Accumulation of deposits over the ceiling disk leads to detachment of 
particles or to delamination and fall of large flakes, in both cases compromising the quality of the 
material. A low temperature reduces the deposition of polycrystalline semiconductor over the surface, 
but an excessively low temperature can lead to condensation of group V elements, so an optimal 
compromise temperature has to be found3. 

The chamber ceiling can be opened for manual loading/unloading of wafers, as shown in Fig. 3.4. 

To protect the reactor chamber from contamination (and the operators from poisonous gases and – 
especially - particulates) the ceiling lid opens within a glove-box kept under nitrogen atmosphere; the 
wafers are taken in and out of the glove-box via a load-lock chamber. Configurations allowing 
automated satellite load/unload via a lateral opening in the chamber wall are available, but not 
installed in FBH. 

All around the susceptor an annular exhaust collector deflects the flow downwards; its shape is 
different in the two reactors, being a large molybdenum duct in reactor G3 and a graphite ring in 
reactor G4.  
 

 
 

Figure 3.4 Images of the open growth chambers of FBH planetary reactors R2400G3 and R2800G4. 

 

 

 

 

                                                             

3 An upside-down configuration would solve the problem of falling particles, and is actually produced by Taiyo 
Nippon Sanso Corporation (TNSC); some TNSC models include a “rotation and revolution” system similar to the 
planetary concept, but without use of gas foil rotation. 
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3.2.2 MOVPE gas mixing system and exhaust [6] 

Figure 3.5 is a simplified scheme of gas mixing system and exhaust, providing only the basic elements (a 
detailed scheme would actually include hundreds of valves, gas lines and other components); it reflects 
the specific configuration of FBH reactors. 

 

Figure 3.5: simplified representation of gas mixing system, reactor chamber and exhaust in a MOVPE reactor. The 
scheme reflects the configuration of FBH reactors. 

Hydrogen is normally used as carrier gas, and a palladium purifier is inserted in the gas line as shown in 
the scheme. The purifier consists of a palladium alloy membrane, heated at about 400°C: the hydrogen 
molecules dissociate over the membrane surface on the low-purity side and recombine on the high-
purity side, giving the desired 9N purity (99.9999999%); these purifiers can have a very high flow 
capacity, do not need regeneration and are ideally suited for the task. Historically, the early availability 
(since the 1980') of Pd purification systems, combined with the comparatively low cost of hydrogen gas 
with respect to possible alternatives like He or Ar, have probably been decisive in the adoption of H2 as 
preferred carrier gas; nonetheless, nitrogen can currently be purified as much effectively as hydrogen, 
and represents a viable alternative. Other factors that can impact the choice between H2 and N2 are the 
different fluid-dynamics related properties (H2 has smaller mass, higher thermal conductivity, higher 
diffusion coefficient, lower viscosity) and differences in chemical reactivity. The last point applies in 
particular to the case of III-V nitrides growth, where hydrogen behaves at high temperature (>1000°C) 
as a strong etchant of gallium nitride due to the formation of volatile NH3 molecules, while in the case of 
arsenides and phosphides the chemical effect of hydrogen is mainly that of marginally promoting MO 
precursors pyrolysis. 
The gas entering the growth chamber is mostly carrier gas, with a low concentration of group V 
precursors, in the range 3-0.3% in FBH reactors; the concentration of group III precursors is lower, 
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approximately in the range 0.1-0.01%, the concentration of dopant precursors is even lower, from 
0.005% down to the ppb range. Pressure, total flow rate, and chamber volume, determine the residence 
time of the reagents in the chamber (𝑡𝑟) which is approximately 0.7 s in reactor G3 and 1.1 s in reactor 
G4 under the operating conditions used. 

The precursor are divided in gases, which are hydrides as AsH3, contained in pressurized cylinders, and 
volatile liquids or solids, which are mostly metalorganics as TMGa (trimethylgallium), contained in 
bubblers through which a bubbling gas (normally the same as the carrier gas) flows. The bubbling gas 
saturates in the bubbler with the precursor vapor, and the exiting gas contains a certain concentration 
of precursor molecules, as better detailed in appendix 2. 

The gas flows along the lines are regulated by means of mass-flow controllers (MFCs) and the pressure 
by pressure controllers (PCs); in both cases, the regulation is obtained by means of a variable orifice 
along the line. 

The precursor are delivered either to a gas line called run, that leads to the growth chamber, or to a line 
called vent, that bypasses the chamber and goes directly to the exhaust. There are two run lines, one for 
the hydrides and one for the MOs, and similarly two vent lines. To obtain an abrupt change in the 
precursor supply to the growth chamber – and consequently an abrupt interface in the growing 
material - a precursor can be switched from run to vent or vice-versa by operating the corresponding 
run-vent valve. Run-vent lines and their valves are collectively called manifold. 

The gas flow exiting the growth chamber is joined with that of the vent line, and passes through a 
combined filter, which consists in an upstream cooling trap and a downstream particle filter. The filter 
is positioned immediately after the chamber to avoid that the highly reactive decomposed precursors, 
which are still abundant in the exhaust flow, might form deposits in the subsequent gas-line elements. 
After the filter there are in sequence: throttle valve, process pump, phosphorus trap and scrubber. The 
throttle valve regulates the pressure in the chamber and is driven by a stepper motor commanded by a 
PID controller unit, which is connected to a pressure sensor. 

The process pump is a multistage Roots dry pump, which allows avoiding the oil back-streaming 
associated with conventional rotary vane pumps. 

The additional cooled trap installed after the pump captures the elemental phosphorus, which 
condensates at atmospheric pressure forming a fine, pyrophoric particulate; after that, the scrubber 
captures the unreacted precursors, mostly hydrides, so that only clean gas is emitted in the atmosphere. 
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3.3 Precursors selected for the experimental work 

In this work, a well-established selection of precursors for the growth of phosphides and arsenides has 
been used: arsine and phosphine (group V), trimethylaluminum, trimethylgallium and trimethylindium 
(group III), disilane (n-doping), dimethylzinc and carbon tetrabromide (p-doping). Hydrogen has been 
used as carrier. The precursor compounds are listed Table 3.1, along with their chemical formula, 
standard state, vapor pressure at 20°C, molecular weight, homolytic dissociation enthalpies and main 
role in the growth.  

 

name 

(abbreviation) 
formula 

state at 
standard 

T, P 

Pvap at 
20°C 

(mbar) 

molecular 
weight 

(g/mol) 

homolytic dissociation 
enthalpy (kJ/mol) 

used as 
precursor for 

hydrogen 

 
H2 gas ≈104 2.02 H-H 436 used as carrier 

arsine 

 
AsH3 gas 14.7 77.9 H2As-H 319 As 

phosphine 

 
PH3 gas 35.2 34.0 H2P-H 351 P 

disilane 

 
Si2H6 gas 3.45 62.2 

H5Si2-H 373 
Si (n-dopant) 

H3Si-SiH3 321 

trimethylaluminum 

(TMAl) 
Al(CH3)3 liquid 12.5 72.1 (CH3)2Al-CH3 272 Al 

trimethylgallium 

(TMGa) 
Ga(CH3)3 liquid 245 114.8 (CH3)2Ga-CH3 260 Ga 

trimethylindium 

(TMIn) 
In(CH3)3 solid 1.55 159.9 (CH3)2In-CH3 233 In 

dimethylzinc 

(DMZn) 
Zn(CH3)2 liquid 400 98.5 CH3Zn-CH3 236 Zn (p-dopant) 

carbon 

tetrabromide 
CBr4 solid 0.80 331.6 Br3C-Br 242 C (p-dopant) 

Table 3.1 Selected properties of the precursors; CBr4 can be used as solid source or in solution with 
CH3(CH2)14CH3. Dissociation enthalpy data are averaged values from [11, 12]; the associated uncertainty is rather 
high - about 10%. The C-H bond dissociation energies of methyl groups are not well known, but can be expected to 
be ≈ 430 kJ/mol.  

 

The precursor molecules have only a limited time to react heterogeneously with the wafer surface, 
release their constituents into the gas phase and incorporate their group III or V atoms into the solid 
phase: the chemical reactions do not to take place in general under equilibrium conditions. Considering 
for example the case of GaAs growth from TMGa and AsH3, the overall growth reaction - assuming the 
formation of the most stable volatile byproduct methane - can be written: 

𝐺𝑎(𝐶𝐻3)3(𝑔) + 𝐴𝑠𝐻3(𝑔)
→ 𝐺𝑎𝐴𝑠(𝑠) + 3𝐶𝐻4(𝑔)       R3.1 
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This reaction has a favorable standard Gibbs free energy ΔG°≈-340 kJ/mol and from a thermodynamic 
point of view it could be expected to reach completeness already at room temperature, but its actual 
degree of completeness in the reactor is limited by the chemical kinetic mechanism with which it takes 
place and by mass and energy transport conditions. 

 

3.4 Dopants and impurities incorporation 

3.4.1 Intrinsic/unintentional 

Carbon and hydrogen are contained in the precursors' molecules of Tab. 3.1, and are always 
incorporated to some extent in the grown layers; in the case of carbon, this effect is called intrinsic 
doping4. 

Intrinsic carbon doping can be controlled varying the group V partial pressure, because it competes for 
the same sites and because it reacts with hydrogen, which is released from the hydrides, forming 
methane and other volatile CHx molecules; when p-doping is unwanted, it can be minimized using a 
high V/III ratio, but in compounds with high Al content it cannot be completely avoided due to the 
strong Al-C bond. 

Oxygen is present in small amounts as contaminant in the precursors and on the wafer surface, and can 
enter the reactor when the chamber lid is open – since the nitrogen atmosphere in the glove-box still 
contains traces of O2 and H2O. Similar to the case of carbon, its incorporation is difficult to avoid in 
aluminum-rich materials. It never behaves as an n-dopant, and rather introduces deep levels in the 
bandgap as mentioned in Chapter 2.  

As in the case of intrinsic carbon, oxygen incorporation can be minimized using high V/III ratios, 
probably because of the same reasons: competition for the same sites and formation of hydrogenated 
(H2O and OH) volatile molecules. In AlGaAs, the oxygen content is higher at low growth temperature, 
but it does not decrease monotonically with increasing T. The minimum value of oxygen concentration 
achieved in FBH, according to SIMS (secondary ion mass spectrometry) measures, is 1016 cm-3 in 
Al.85Ga.15As, but values as high as 1×1018 cm-3 have been obtained even in nominally optimized 
conditions, when a residual contamination was present in the reactor chamber, due for example to 
water absorbed in recently cleaned quartz and graphite elements. In GaAs the oxygen concentration is 
normally below the detection limit of the SIMS (about 1015 cm-3 when special precautions are taken to 
eliminate background contamination). 

 

3.4.2 Dopants from precursors 

Carbon, zinc and silicon can be introduced in FBH reactors using the precursors CBr4, DMZn and Si2H6. 
In all the three cases, the resulting doping increases linearly with the precursor flow, up to some 
saturation value which is dependent on the material and the growth conditions. The doping saturation 
can be due to several phenomena: saturation of the substitutional incorporation, incorporation in both 
crystal sublattices (especially in the case of C and Si) and formation of other electrically-compensating 
defects for example due to limitation of solubility as substitutional dopant or formation of complexes 
with e.g. vacancies. 

Using CBr4, the achievable p-doping in GaAs, in the appropriate growth conditions, can exceed 1020 cm-3 
[13]. At high flows, CBr4 strongly reduces the material growth rate: this aspect will be treated 
extensively in Chap. 4. 
 

                                                             

4 It has nothing to do with the intrinsic carrier concentration of semiconductors. 
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4.1 Motivation for in-situ etching 

To fabricate III-V compound semiconductor devices, intermediate processing of wafers before or in 
between epitaxial growth steps is often necessary. The processing might consist for example in 
patterning of the semiconductor surface by means of lithography followed by wet or dry etching, 
deposition and etching of dielectric masks (as in selective area growth) and ion implantation. During 
these preparations, oxidation of the surface and adsorption of impurities inevitably occur, which may 
cause the degradation of device performance and reliability. To a certain extent, oxides and 
contaminants can be eliminated during the pre-growth heating in the MOVPE reactor under reducing 
atmosphere (hydrogen + hydrides) depending on the nature of the oxides and contaminants, and on the 
temperature that can be reached before the growth starts; this temperature can be limited by the need 
of avoiding damage to the structures present on the surface.  

The possibility to perform an etching inside the MOVPE reactor chamber can be of advantage, as it 
could be used either for pre-growth cleaning to remove residual contamination and oxide layers, or for 
pattern transfer inside the reactor avoiding contamination of the regrowth interface. While for cleaning 
a shallow etch of a few nanometers might be sufficient, for pattern transfer deeper etching would be 
needed. Moreover, the etching should preferably be conducted at low temperature, in order to minimize 
diffusion of impurities within the semiconductor and to preserve patterns on the surface. 

Thermal de-oxidation of GaAs wafers has been extensively studied especially for MBE and MOVPE 
applications: in general, the stability of the mixed Ga and As oxygen compounds depends on their 
oxidation states, composition and structure, which in turn depend on their formation conditions and 
ageing. The following points summarize the main results of the investigations [14-21]. 

• The oxides to be found on GaAs wafers surface can be approximately understood as a mixed-phase of 
amorphous oxygen-containing compounds: Ga oxides, As oxides and Ga arsenates; actually, the 
different phases are normally not separated and the local composition is non-stoichiometric, 
typically with a vertical gradient from the underlying GaAs to the surface. 

• Thermal oxidation of GaAs produces a Ga-rich oxide, while UV (ozone) oxidation at low temperature 
produces an As-rich oxide, which is more easily removed (a technique used to prepare epi-ready 
wafers); acid etch of GaAs has been reported to leave a Ga-rich oxide on the surface, and alkaline 
etch an As-rich oxide. 

• GaIII and AsIII are the most stable oxidation states; under ageing or low-temperature thermal 
treatments (<300°C), the other oxygen compounds tend to decompose forming Ga2O3 and As2O3. 

• At temperatures approximately >300°C, the underlying GaAs starts to react with the arsenic oxides, 
forming the more stable gallium oxides, arsenic molecules (As2, As4) are released. 

• At temperatures approximately >500°C, GaAs starts to react with gallium oxides, forming the volatile 
Ga2O and arsenic molecules. 

• A complete, purely thermal de-oxidation requires temperatures around 580°C, provided that the 
oxygen compounds are As-rich and not too stable: for the most stable, Ga-rich oxides, temperatures 
above 700°C can be required. 
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• In presence of atomic hydrogen, de-oxidation becomes easier, because of the formation of stable 
and/or volatile compounds as H2O and GaOH; this reduces the temperature needed by roughly 100-
150°C with respect to a purely thermal process. 

 

The case of other arsenides and phosphides that do not contain aluminum is similar to that of GaAs, 
with the In-containing compounds more easily de-oxidized because of the lower In-O bond strength 
(approximately 100°C lower temperature required). In presence of Al, the high strength of Al-O bonds 
makes the thermal de-oxidation more difficult: for a stability comparison, the cohesive energies of the 
(bulk, crystalline) group III oxides M2O3 are: 513 kJ/mol for In2O3, 566kJ/mol for Ga2O3 and 734 kJ/mol 
for Al2O3. 

Even using very high temperature, and in presence of atomic hydrogen, a complete oxygen 
decontamination of Al-containing compounds is probably impossible, because of the simultaneous 
process of in-depth diffusion of the oxygen, which leads to the formation of a heavily oxygen-doped 
semiconductor layer in proximity the surface, instead of a separate oxide phase. 

 

 

4.2 Pre-existing research on in-situ etching 

4.2.1 Chlorine compounds 

In-situ (MOVPE) etching of III-V phosphides and arsenides using chlorine-containing species has been 
investigated by several research groups [22-33] on InP-based and GaAs-based epitaxial structures; a 
large number of molecules has been tested, including HCl, C2H5Cl, C3H7Cl, CH2Cl2, CHCl3, CCl4, TBC 
(tertiary-butyl chloride), AsCl3 and PCl3. In all these molecules, Cl is in the –I oxidation state. The main 
volatile reaction products are expected to be, according to thermodynamic calculations, the group III 
chlorides and phosphorus or arsenic molecules; in other words, the chlorine atom is expected to bond 
to - and remove - the group III, while the group V leaves the surface by a thermal process, and/or 
because of the removal of group III atoms. Experimentally, when the etching is performed on partially 
masked surfaces, it delineates crystal planes, mostly {100} {110} and {111}, indicating that surface 
kinetics plays an important role in limiting the rate (a purely diffusion-controlled etching would lead to 
round profiles near the masked areas). As could be expected, the etch rate increases with the partial 
pressure of the etchant, indicating that the reaction with group III or desorption of the resulting 
products limit the etching rate. At the same time, depending on the specific material and etching 
conditions, the {111}B planes can become the slowest-etching planes [23], which probably indicates 
that the group V removal becomes  in these cases rate-limiting. In ultra-high vacuum experiments [34] 
of GaAs etching with HCl, in the temperature range 400-600°C, the main products were found to be 
GaCl, H2 and As2, and the rate-limiting step was identified in the desorption of As2. 

The etch rate on InP, GaAs and other Al-free compounds has been consistently found to strongly 
increase with increasing temperature [23-25, 27, 32]. The temperature dependence in the case of Al-
containing compounds is less clear-cut: for AlAs the etch rate has been found to weakly increase with T 
when etched with CCl4, and to first weakly decrease and then weakly increase when etched with HCl 
[24, 32]. 

In general, the etch rate of Al-containing compounds has been found to be much lower than the etch 
rate of Ga and In compounds; this effect has been variously explained in relation to the stronger Al-As 
bonds, to the lower volatility of Al chlorides (which should make AlClx desorption the rate-limiting step 
and the (111)A planes the slowest etch planes – but there is no experimental confirmation of these 
effects) and to the formation of a surface layer of highly stable oxide that stops completely the etch. In-
situ use of HCl (with or without AsH3) to de-oxidize an air-exposed layer of Al0.5Ga0.5As surface has 
proved ineffective [33]. 
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The de-oxidation effect of Cl-based treatments is expected to be related to reactions of O with atomic 
hydrogen as in the thermal de-oxidation, with chlorine playing an ancillary role: for example Ref. [33] 
reports that oxygen removal from GaAs surface, in presence of HCl and H2 but in absence of AsH3, was 
negligible. 

 

4.2.2 CBr4 

MOVPE in-situ etching based on bromine has been studied by some research groups [35-40], in all cases 
using CBr4, a compound commonly employed for carbon doping. While the motivation of the first 
studies was only the carbon incorporation, an interest in possible applications of the etching properties 
has later developed.  

The species responsible for group III removal have been indicated either as Br radicals or HBr 
molecules, both produced by CBr4 pyrolysis, the main volatile reaction products are generally expected 
to be phosphorus or arsenic molecules and the group III bromides, although even group V bromides 
could form, and the tribromomethyl group CBr3 could form volatile species with group III atoms. 
McEllistrem and White [41] conducted a temperature-programmed desorption experiment in UHV from 
a GaAs (100) surface covered with CBr4, and concluded that CBr4 did fully decompose on the surface 
already at temperatures around 500 K, and detected GaBr as the only gallium-containing desorbed 
species. The etching of Al-containing compounds has been found, as in the case of chlorine-based etch, 
particularly difficult. 

The in-situ etch rate has been indirectly evaluated by Tateno et al. [35] as reduction, in presence of CBr4, 
of the growth rate of GaAs, AlAs and AlGaAs grown on GaAs substrates. The precursors were TMGa, 
TMAl, AsH3 and the carrier gas H2. In all cases, the growth rate reduction has been found to be 
proportional to the CBr4 flow and proportional to an inverse power of the AsH3 concentration, to 
[AsH3]-0.5 for GaAs and to [AsH3]-1.1 for AlAs, both at 650°C. The growth rate reduction of GaAs did 
increase (approximately) exponentially with increasing T, while the opposite occurred for AlAs; GaAs 
growth rate reduction was higher than that of AlAs at 750°C, but the situation reversed at 600°C. 
Moreover, the growth rate reduction of AlGaAs did not vary linearly with the Al fraction, but did show a 
positive deviation (increment) with respect to a linear interpolation for intermediate Al content.  

A first direct evaluation of the etch rate on the AlGaAs system for compositions ranging from GaAs to 
AlAs has been provided by Maaßdorf and Weyers [36], using CBr4 in H2-AsH3 atmosphere at a fixed 
partial pressure, varying AsH3 flows and temperature. The results only partially align with those of the 
previous study: the etch rate did decrease with increasing AsH3 partial pressure, similarly to the growth 
rate reduction previously mentioned, and the etch rate decreased with increasing Al content. The etch 
rate of AlAs and AlGaAs did decrease with increasing T, but GaAs etch rate was almost temperature-
independent. The etch rate of AlGaAs did vary approximately linearly with the Al fraction at 600°C, and 
did show a negative deviation (decrement) with respect to a linear interpolation for intermediate Al 
content at 650°C and 700°C 

CBr4 etch on bulk InP in H2-PH3 atmosphere has been tested by Arakawa et al. [37]; etch of  InGaAsP and 
AlGaInAs quantum wells has been additionally tested under unspecified H2-V atmosphere (presumably 
PH3 and AsH3 in different proportions). On InP, a smooth surface was obtained even after 500 nm of 
etching depth, the rate was proportional to the CBr4 flow, independent of PH3 flow and independent of 
temperature (tested range 540°C-660°C). InGaAsP quantum wells were slowly etched but the resulting 
morphology was very poor, which is attributed by the authors to a higher difficulty in desorbing Ga and 
As reaction products; AlGaInAs was not etched at all, which is similarly explained; based on these 
results, the following qualitative sequence of etching “easiness” results: In>Ga>Al and P>As. The 
“easiness” of InP etching is confirmed by Ebert et al. [38], who report to have obtained a smooth InP 
surface after 200 nm of etching with CBr4 under PH3 protection (exact conditions not specified). 

In Ref. [39] Décobert et al. describe the results of growing lattice-matched AlInAs on InP at T=540°C, in 
H2-AsH3 atmosphere from TMAl and TMIn, using CBr4 as dopant: not only the growth rate was reduced 
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roughly in proportion to the CBr4 flow, but even the Al content was reduced (as if the Al fraction was 
preferentially etched over the In fraction). They then separately compared the in-situ etch and the 
growth rate reduction of the binaries AlAs (grown on GaAs substrate) and InAs (grown on InAs 
substrate). InAs was etched at a rate equal to its growth reduction rate at the same CBr4 flow, and the 
growth reduction was independent from the growth rate (TMIn flow). AlAs was not etched, but it did 
show a growth reduction proportional to the growth rate (TMAl flow). The authors tentatively conclude 
that CBr4 does not have any etching effect on AlAs but reacts with TMAl in the gas phase, reducing the Al 
supply to the surface. 

The crystallographic dependence of CBr4 etching of InP has been investigated by Kuznetsova et al. [40], 
in presence of PH3 and at 610°C; the (100) wafer surface was partially masked with resist stripes 
aligned along [01̅1̅] and [01̅1] directions, the in-situ etch did delineate the crystal planes (100) and 
{111}B in the first case, (100) and {111}A in the second. The etch rate on these planes followed the order 
{111}B < (100) < {111}A so the {111}B planes were identified as the slowest-etch planes. 

The successful use of in-situ etch with CBr4 to realize a pattern transfer has been reported by Maaßdorf 
et al. in Ref. [42], where the Bragg grating of a DFB laser, originally defined ex-situ into an upper GaAs 
layer, has been transferred in-situ into an underlying InGaP layer and subsequently buried with AlGaAs. 
The etching has been carried out at 600°C in presence of AsH3 and PH3, sufficiently preserving the 
grating shape, and has given a low oxygen contamination at the regrowth interface. 

 

 

4.3 Investigation of CBr4 etching of GaAs 

4.3.1 General experimental details 

The in-situ etching has been first investigated1 on the planetary reactors G3 and at a later time (the 
reactor G3 being no more available) on reactor G4. The substrates used were all epi-ready 2” (only on 
G3) and 3” (100) GaAs wafers having different specifications in terms of quality (laser-grade, LED-grade 
and test-grade) corresponding to different maximum etch-pit density (EPD) - as declared by the 
supplier. 

The etch rates have been determined in the following way: first, a sacrificial layer (500-1000 nm) of the 
material to be etched (mostly GaAs, but some tests were done on AlGaAs and InGaP) was grown on 
GaAs epi-ready (100) substrates, and then the layer was etched with CBr4, measuring the etch rate by 
in-situ reflectance at λ=948 nm, using two Epicurve® TT systems from LayTec; the one installed on 
reactor G4 allowed to monitor simultaneously the center and the edge of the wafers. Shorter and longer 
wavelengths have been simultaneously monitored (489, 633, 1080 nm). 

In the case of GaAs etching, an optical marker layer of Al0.3Ga0.7As was introduced under the sacrificial 
layer – and above a thin GaAs buffer - in order to ensure the necessary refractive index contrast, while 
this was not necessary for the other materials. 

The epitaxial material to be etched was in most cases grown and etched within the same run avoiding 
exposition to air, but some tests were done in two parts, growing the epitaxial layers in a first run, 
extracting them from the reactor and exposing them to air for different times and then proceeding with 
the etching run. 

The same LayTec tools were used to measure the temperature Tw at the wafer surface with the method 
of emissivity corrected pyrometry. Because of the extreme sensitivity of the etching to the temperature, 
it has been deemed more physically significant to consistently use the measured wafer-temperature, 
instead of the more usually found set-point (or susceptor) temperature Tsp, through this chapter.  

                                                             

1 Part of the results have been published by Della Casa et al. in Ref. [43] 
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Set-point temperatures are anyway also specified, and a general calibration of the relation between Tsp 
and Tw is shown in Fig. 4.1a. It can be seen that Tw<Tsp, and that the difference is approximately 25°C at 
Tsp=500°C, increasing to about 75°C at Tsp=800°C. It must be specified that the values measured in each 
case can deviate from this general calibration by a few °C, due to several factors: small differences in the 
used satellites, fine adjustments of the gas-foil rotation of the satellites, different characteristics of the 
substrates (thickness, and doping). 
The wafer-temperature range tested on reactor G3 for the in-situ etching did span from ≈500°C to 
≈700°C; the first tests were done at 500°C, but at this temperature it was not possible to obtain any 
measurable etching: the resulting sample surface appeared brownish and slightly rough after 
unloading, probably indicating the deposition of a thin layer, which was no further investigated.  
Significant etching rates (above 100 nm/h) were obtained at Tw≥545°C, the highest etch rates (up to 
1750 nm/h) were obtained at the highest temperatures. Temperatures above 700°C were not tested. 
The wafer-temperature range used on reactor G4 did span from ≈565°C to ≈710°C, and etching rates 
comparable to those of reactor G3 were obtained, as better detailed in section 4.3.3. Lower and higher 
temperatures were not tested. 
Calibration of CBr4 flows. On reactor G3 a constant hydrogen flow in the CBr4 bubbler was used, and 
100% efficiency was initially assumed in order to calculate the CBr4 flow and its partial pressure 𝑝𝐶𝐵𝑟4.  
Subsequent analysis led to the conclusion that this assumption was not correct. Since no ultrasonic cells 
directly measuring the concentration in the gas phase [44] were installed, the efficiency of the CBr4 
bubbler could be checked only indirectly, measuring with electrochemical capacitance-voltage (ECV) 
profiling the p-doping of GaAs as a function of the hydrogen flown through the bubbler, checking its 
linearity and comparing the results with those obtained in the same conditions with a different bubbler. 
One year after the first group of in-situ etch measurements had been done, the (very) old CBr4 bubbler – 
which contained solid CBr4 - was exchanged with a new one containing a solution of CBr4 in 
hexadecane, which does not significantly influence the vapor pressure but addresses the ageing 
problems due to the formation of “channels” in the solid CBr4. The same kind of bubbler was installed 
on reactor G4. Checking the p-doping and comparing it with the values obtained with the old bubbler, 
an increment of a factor 1.5 was observed at all tested H2 flows. This proves a sub-ideal efficiency of the 
old bubbler of (at least) a factor 1.5. Moreover, the dopant incorporation shows a sublinear behavior at 
high flows, even with the new bubblers (Fig. 4.1b).  

 

Figure 4.1 a) Relation between set-point temperature and wafer-temperature measured with emission-corrected 
pyrometry; b) doping concentration in GaAs grown on reactor G4 vs. H2 flow through the bubbler; the straight line 
passing the origin and the first point indicates the ideal linear behavior assumed in dopant incorporation, the 
separation of the experimental points from this line is used to calculate the bubbler efficiency. 

a) b) 
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Since this behavior might be due to carbon solubility saturation, the growth conditions for the test have 
been chosen in order to (presumably) avoid this effect, staying below a dopant concentration of 1×1019 
cm-3 at Tsp=620°C (Tw=589°C). Although this is still no definitive proof that the sublinearity is due to the 
bubbler efficiency, it is highly plausible due the very low vapor pressure of CBr4 and the high hydrogen 
flows used. Based on this assumption, and on the further assumption that the new bubbler's behavior is 
ideal at low flows, an efficiency function can be obtained from the doping curves, and this correction has 
been introduced in the calculation of CBr4 flows and partial pressures. 
In-situ monitor of surface morphology. The surface morphology did always show at least some degree 
of degradation after the etching; while in certain cases this was limited to the development of a few 
isolated defects, in others the wafer surface did sensibly degrade, developing a high defect density or a 
more or less uniform roughness: the progress of this degradation was – in the worse cases - already 
observable from the intensity of the reflectivity, as depicted in Fig. 4.2, which illustrates the oscillations 
at different wavelengths during the growth and the subsequent etching of a layer. 
During the growth, the short-wavelength oscillation amplitude rapidly decreases because the material 
is absorbing, and the reflectivity finally stabilizes at a constant value, while at long wavelength (photon 
energy less than the bandgap) the amplitude remains constant. During the etching, the pattern should 
reverse, stretched along the time axis because of the different growth and etching rates, and with a 
change in phase and amplitude when the etch temperature is different from the growth temperature. In 
presence of increasing surface roughness, the oscillation amplitude is reduced and the average 
reflectivity drops due to light scattering; the short wavelengths are more sensitive to the presence of a 
fine roughness and are the first to clearly signal the beginning of important surface degradation. 
Differential interference contrast optical microscopy (DIC), scanning electron microscopy (SEM), 
energy dispersive X-ray analysis (EDX), cathodoluminescence (CL), and atomic force microscopy (AFM) 
have been employed to characterize the surface of the samples after the etching. 

 

Figure 4.2 Scheme of reflectivity signal during growth and etch, showing the ideal behavior and the intensity drop 
in presence of surface roughening. 
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Differences between the two reactors. In comparing the results from G3 and G4, the following points 
can be preliminary considered: 

• The reactor chambers are of different sizes, the total pressures and the carrier flows used for growth 
and etch were 100 mbar and 20 l/min on G3 vs. 50 mbar and 28 l/min on G4; this results in G3 
having a flow speed ≈12% smaller and a residence time ≈40% smaller than G4. An estimate based on 
the boundary layer approximation gives an expected growth rate ratio near to 1 in the diffusion-
limited region: this is mainly due to the fact that the effect of the larger diameter of G4 should be 
compensated by the effect of the lower pressure. Actually, the experimental growth rates of GaAs at 
the same group III partial pressures are almost the same - within 5% - at low temperature 
(Tw ≈550°C), and become moderately higher in G3 as the temperature is increased (up to 35% 
higher at Tw ≈700°C). 

• The extent of gas-phase radical reactions could be influenced by the said differences in the total 
pressure P (being the precursor-carrier collision frequency proportional to P), by the different 
residence times and by differences in the thermal profiles above the susceptor. Moreover, being the 
diffusion coefficients proportional to P-1, the concentration of the volatile products of the etching 
above the surface should be lower at lower total pressure (G4), possibly leading to a higher etch rate 
in case of reversible desorption of the etching products. 

• There can be “hidden” accidental factors, as the efficiency of the installed CBr4 bubblers previously 
discussed, or differences in mass-flow controllers and pressure-controllers calibrations. 

In conclusion, the behavior of the in-situ etching could be reasonably expected to be qualitatively and 
quantitatively similar in the two reactors, but not necessarily identical. 

 

4.3.2 GaAs etching: surface morphology 

The morphology of the surface after a “deep” etching (i.e. in excess of 150 nm and up to about 800 nm) 
did vary according to the etched depth, the etching conditions and – especially - the substrate quality, as 
explained in the following. A limitation of this part of the study is that many of the tests were conducted 
varying the etching parameters in steps during the run, for example changing the CBr4 flow or the AsH3 
flow, in order to measure the corresponding etch rate variations while keeping all the other conditions 
identical: consequently in these cases the final morphology could not be associated to a specific set of 
parameters values, but rather to a range. The kind of surface degradation found on the etched surfaces 
can be divided in two categories: roughness and isolated defects. 

 

Roughness development and catastrophic degradation 

Except for some roughness occasionally found at the wafer's edge, all the samples deep-etched in the 
temperature range Tw=550-630°C had only isolated defects; the next higher temperatures tested were 
in the range 695-712°C: five of the nine wafers etched in this range had similarly only isolated defects, 
while the other four had very rough surfaces. All these latter four wafers were etched on reactor G4, 
and the reflectivity signal slowly worsened during the first 100-400 nm of etching, dropping then more 
rapidly, first in the external part of the wafer successively in the center. Inspection of the etched surface 
shows a catastrophic degradation, consisting in innumerable localized islands of different sizes at the 
wafer's center, and progressively evolving into a continuous roughness towards the edge; the surface 
among the islands appears smooth and the islands are loosely aligned, approximately along the [010] 
direction (Fig. 4.3). The islands are “hills”, up to 250 nm in height according to AFM measurements.  

The rapidity of the degradation – in terms of the thickness that could be etched before the short-
wavelengths reflectivity signal dropped below 50% of the initial value  – did worsen at higher etch 
rates, which were obtained using higher CBr4 flows and lower AsH3 flows. Based on their irregular 
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shape, it might be speculated that the hills are the consequence of tri-dimensional material re-
deposition, starting from defects (acting as nucleation centers) diffusely generated on the surface. 

 
 

Figure 4.3 Optical microscope DIC images of the roughening of the surface, taken at three different positions after 
≈0.4 µm etch at Tw=712°, the etching was done in two steps changing the CBr4 flow, with rates ≈750 and 1450 
nm/h, on reactor G4; the etching was stopped in the middle of the epitaxial GaAs layer.  

 

An investigation of possible correlations that could shed some light on this issue did lead to the 
conclusion that the onset of catastrophic degradation is triggered by the characteristics of the used 
substrates, possibly due to a failed “EPI-ready” preparation of their surface and/or high density of 
extended defects. This conclusion is based on the following observations and tests: 

• all the four wafers did belong to the same batch of test-grade substrates; 

• when the etching corresponding to the sample shown in Fig. 4.3 was repeated simultaneously on 
another substrate from the same batch and on a laser-grade substrate, the former did still develop 
the same roughness while the latter showed no signs of roughening; 

• GaAs layers grown on substrates of this batch did look normal (no morphological defects) but 
growing 100 nm of GaAs buffer followed by a 1000 nm of Al0.5Ga0.5As did lead to a rough surface – 
although not catastrophic as that obtained in the etching experiments - contrary to previous 
experience with test substrates from the same supplier; introducing an extra 7 min long waiting step 
under arsine at Tw=700°C before starting the growth did partially reduce the roughness; 

• an epitaxial structure containing an InGaAs quantum well embedded between Al0.25Ga0.75As layers 
was grown simultaneously on one test substrate and on one laser-grade substrate, and the 
electroluminescence of the QW was measured: while the intensities were similar, the width of the 
peak was 60% larger on the test substrate. 

 

Given the above evidence of pathology in the said batch of wafers, this kind of catastrophic defect 
formation was no further investigated. It is nonetheless interesting to notice that the in-situ etch 
appears to be strongly sensitive to the surface quality, a characteristic that has been repeatedly 
confirmed when it was used to remove sacrificial layers from epitaxial structures that had been 
previously processed ex-situ, as will be described in the next chapters in relation to the fabrication of 
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laser structures. Another point is that some test wafers from the same batch had been previously used 
for the etching tests in the lower temperature range, and at lower etch rates, without obtaining a similar 
catastrophic degradation, but rather a moderate density of isolated defects of various shapes, mostly 
concentrated near the wafer's edge; as a tentative conclusion, it might be suggested that high 
temperature and high rate etching conditions are more prone to lead to morphology issues in presence 
of a non-ideal starting substrate's surface. 

 

Isolated defects 

Several kinds of isolated defects have been found on the surface after a deep etch, and they are here 
subdivided into three categories: those developed around particles fallen onto the wafer surface before 
or during the process, those not related to particles but present only on LED-grade and test-grade 
wafers, and finally those not related to particles and present even on laser-grade substrates. Examples 
of defects falling into the first two categories are shown in Fig. 4.4. 

 

 
 

Figure 4.4 a) Optical microscope DIC images of three different defects found after a deep etch: round hill around a 
particle, a group of terraced protrusions and a hexagonal defect; b) SEM images of the terraced defects: a 
triangular pattern can be seen neat its lower extremity. All pictures are aligned in the same way with respect to 
the crystal orientation. 

a) 

b) 
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The first is a particle, observed after about 150 nm of etching; the particle might have fallen onto the 
sample already before or during the growth preceding the in-situ etch. The important thing about 
particles is that they have been found only in limited numbers even after a long etch, indicating that the 
detachment of material from the chamber ceiling during the etching is not a major problem. 

The second is a group of terraced protrusions, ≈100 nm in height and with terraces spaced vertically by 
≈20 nm according to AFM measurements; these defects, are approximately aligned along the [011] 
direction, with slight clockwise or counterclockwise tilts, and were observed in large groups, near the 
edge of several test-grade wafers, etched at different temperatures. 

The third is a hexagonal defect, with sharp edges well aligned with the crystal axis, observed only on a 
test-grade wafer etched at Tw=589°C. In both the last two cases, a relation with pre-existing defects of 
the underlying substrate can be suspected. The terraced defects have been further investigated with 
SEM, CL and EDX; no compositional differences were noticed between the defects and the surrounding 
flat surface, and no systematic correlation with dislocations detectable in cathodoluminescence as 
recombination centers; triangular patterns were noticed near one extremity of the defects (Fig. 4.4b) 
which are suggestive of some kind of underlying extended defect with a screw component in its 
translation vector. 

 

 

 

The third category - defects not related to particles and present even on laser-grade substrates - is 
represented by a single type: it will be referred-to as “reverse pyramid”, and is illustrated in Fig. 4.5. 
The reverse pyramid defects are pits, their sizes vary from a few microns to 20-40 microns from sample 
to sample, increasing with the etched depth; their distribution has been found to be approximately 
uniform on each sample, with a tendency to group in small clusters.  

They have a slightly rounded rectangular shape with the longest side aligned along the [011] direction, 
and sloped sides, with the slope usually becoming less steep moving from the defect's edge towards the 
center and then increasing again creating a deeper central depression, as shown by the AFM profiles in 
Fig. 4.5b; on samples with shallower etching they are smaller and appear more like simple pyramids 
with sides having a constant slope, and on samples with deeper etching they are larger and the external 
edge becomes less symmetric and more rounded. 

This kind of defects was found on all the samples etched on both reactors, but their density did vary by 
orders of magnitude in correlation with the etch-pit density declared by the substrate supplier, from 
less than one per square centimeter on laser-grade to thousand per square centimeter on test-grade 
substrates. To compare the effect of the substrate in exactly the same conditions, 500 nm of GaAs were 
simultaneously grown on two substrates in reactor G3, and then 150 nm were immediately etched at 
Tw= 545°C. 

One of the substrates was a semi-insulating wafer having max EPD < 25000 cm-2 and the other a laser-
grade wafer having max EPD < 100 cm-2: the resulting defect density was ≈10000 cm-2 and ≈1 cm-2 
respectively. Except for the very rare reverse-pyramid defects, no other defects were noted on the 
laser-grade wafer after the etching. 

Energy-dispersive X-ray analysis has been used to probe the center and the area immediately outside 
the defects (Fig. 4.5c): the spectra were superimposable, showing the peaks corresponding to Ga and 
As. This result contributes to exclude that the origin of the defect is due to some kind of contamination, 
as for example small particles detached from the ceiling of the reactor chamber (that would presumably 
contain some traces of other elements as In, Al or P). 
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Figure 4.5 a) optical microscope DIC images and – to the right –  SEM image of reverse pyramid defects; b) bird's 
eye SEM image of a defect (cut by cleavage) and AFM profiles; c) EDX analysis, values acquired at the center  of the 
defect represented by SEM image in a), and 10 µm outside the defect's edge. 

a) 

b) 

c) 
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Cathodoluminescence analysis (Fig. 4.6) shows a dark spot at the center of each pit. This, in conjunction 
with the statistics previously outlined, is a strong indication that the origin of these defects are 
dislocations, which act as preferential etching sites, due to the associated increase of the local chemical 
potential caused by the strain field around the dislocations. They appear to be revealed by the in-situ 
etching as in the so-called orthodox wet etch for defect delineation, where the reaction is kinetically 
controlled by bond dissociation and formation on the surface, and no generation or transport of carriers 
within the semiconductor is involved [45]. The shape of the pits does actually strongly resemble that of 
the pits caused in correspondence to InP dislocations by wet etching with HBr. 

 

 
 

Figure 4.6 a) secondary electrons SEM image and b) panchromatic CL image of reverse-pyramid defects, recorded 
at 80 K simultaneously. The position of the defects corresponds to that of the CL dark spots, which are interpreted 
as dislocations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

a)       b) 
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4.3.3 GaAs etching: kinetics 

Reactor G3 

The kinetics of GaAs etch has been experimentally investigated on reactor G3 keeping a fixed CBr4 flow 
of 400 sccm; the corresponding partial pressure, evaluated using the bubbler efficiency factor 
previously described, is 313 mPa for the old bubbler and 473 mPa for the new. 
Figure 4.7a shows the etch rate values as function of arsine partial pressure pAsH3, each of the two series 
of data corresponds to constant values of Tw and pCBr4. It can be seen that the etch rate decreases with 
increasing arsine partial pressure, in qualitative accord to previously published results [35-36]. For 
comparison with the findings of Tateno et al. [35], the experimental points have been empirically 
interpolated with a power law of the form 𝑦 = 𝑐 ∙ 𝑥−𝑚 where y is etch rate and x is 𝑝𝐴𝑠𝐻3: the fitting 
gives a value of m≈0.25, to be compared with m≈0.5 found by Tateno et al. It can be noted that the 
power law would predict a very strong increase of the etch rate when the arsine partial pressure 
approaches zero. 
Figure 4.7b shows the Arrhenius plot of data collected at 𝑝𝐴𝑠𝐻3=25 Pa, 𝑝𝐶𝐵𝑟4=313 mPa. The obtained 
apparent activation energy is Ea=119 kJ/mol. This result contrast with those of Ref. [36] where a 
temperature independent etch rate of GaAs was found, but is in good agreement with those of Ref. [35], 
which provides a similar activation energy of 116 kJ/mol, calculated from the Arrhenius plot of the 
GaAs growth rate reduction in presence of CBr4. 

 

Figure 4.7 a) etch rate of GaAs vs. arsine partial pressure for two different combinations of Tw and 𝑝𝐶𝐵𝑟4, the 
dotted lines are empirical interpolations; b) Arrhenius plots of the etch rate at 𝑝𝐴𝑠𝐻3=25 Pa, 𝑝𝐶𝐵𝑟4=313 mPa. 

The vertical bars in the above plots indicate the uncertainty on the measured etch rates; the different 
sources of uncertainty (on both reactors) are discussed more broadly in the following. 
• Etch rates. Based on cross-checking of the thickness of layers as evaluated with in-situ reflectivity 

during the growth, and a-posteriori with SEM and XRD, the uncertainty on the growth rate can be 
expected to be ± 5% in ideal conditions (several full oscillations observed); in the case of 
measurements done during the etching, this value is generally worse because in many cases – due to 
the relatively slow etch rates – only a single full oscillation was observed. Moreover, in case of 
surface degradation, noise and distortions were introduced in the oscillation pattern, which have 
worsened the evaluation. It is deemed realistic to consider ±10% uncertainty on the etch rates 
values, up to ±15% in a few cases. 

a)                    b) 
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• Temperature. The precision of the kind of emissivity-corrected pyrometry system used has been 
evaluated to reach in ideal conditions ±1°C [46]. The accuracy (closeness to the “real” value) should 
depend mostly on the device calibration, done using a primary standard provided by Laytec 
(AbsoluT) which declares ±1°C for the latest version. Emission from the susceptor and different 
characteristics of the substrates might to some extent impact the accuracy. The variations of the 
measured values of Tw, observed during a run while keeping the same conditions are normally 
within ±2°C, provided that no surface roughening occurs. The repeatability from run to run can be 
significantly poorer (5-6°C), but this is presumably explained by real small drifts in the growth or 
etch conditions rather than by instability of the measurement. In conclusion, the possible systematic 
error is estimated to ±5°C; the uncertainty in terms of precision is dictated by the (visible) 
temperature drifts and the (possible) substrate effects, and is cautiously estimated to be ±5°C. 

• The uncertainty on the flows of the active species is related only to the calibration of the MFCs in the 
case of AsH3, and it is probably safe to consider ±2%. For CBr4 it depends additionally on the 
efficiency of the bubbler, which has been estimated from the doping calibrations as already 
explained; the accuracy of the obtained values is unfortunately difficult to estimate. Further source 
of instability are small variations of the thermostatic bath temperature, which might cause ±1% run 
to run variations in CBr4 flow. 

 

 

Reactor G4 

A more extended set of etch rate data was collected using reactor G4, and a semi-empirical model was 
developed to interpret the results. The experimental etch rates at different temperatures are plotted in 
Fig. 4.8a as function of AsH3 partial pressure, and in Fig. 4.8b as function of CBr4 partial pressure; all the 
indicated values of 𝑝𝐶𝐵𝑟4  have been corrected based on the doping calibration. The continuous lines are 
not fits of the individual series, but “global fits” of all the data obtained at the same temperature, 
according to the model as will be explained. The temperature dependence of the etch rate is 
represented in the logarithmic plots of Fig. 4.9 as a function of 1/Tw, the points corresponding to the 
same values of both 𝑝𝐴𝑠𝐻3 and 𝑝𝐶𝐵𝑟4 have been fitted with the Arrhenius equation. 

The etch rate at constant 𝑝𝐴𝑠𝐻3 (Fig. 4.8b) increases linearly with 𝑝𝐶𝐵𝑟4; this would not be the case if the 
partial pressure values had not been corrected for the cell efficiency, and a presumably spurious 
saturation effect would appear at high 𝑝𝐶𝐵𝑟4. 

At constant 𝑝𝐶𝐵𝑟4 (Fig. 4.8a) the rate decreases with increasing 𝑝𝐴𝑠𝐻3.. Using again a power law to 
interpolate the points (not shown in the figure) values of the exponential factor m in the range 0.2-0.5 
are obtained, indicating that a simple proportionality of the rate to 𝑝𝐴𝑠𝐻3

−𝑚 does not hold. 

All the values in the plots refer to the wafer center; comparison of the reflectivity signal from the center 
and the periphery did show differences within 5% of the etch rate: the etch rate was often found to be 
faster at the center. This could be related to the slightly lower temperature near the wafer's edge, due to 
the upwards bowing of the substrates, so that the edge is slightly lifted from the underlying satellite. 
The bowing is caused by a vertical thermal gradient which induces a gradient in the lateral thermal 
expansion. This result was not well reproducible, probably depending on the specific substrate and 
satellite. 

Observing the Arrhenius plots in Fig. 4.9, a certain scattering of the slopes is evident. Unfortunately in 
most cases there are only two points for each combination of arsine and tetrabromide partial pressures, 
so it is difficult to decide whether the scattering is significant or not. There is no clear evidence of trends 
in the distribution of the slope values with respect to the partial pressures of either carbon 
tetrabromide or arsine. The apparent activation energy is spread in the range 106-151 kJ/mol, the 
median is 119 kJ/mol – which is the same value obtained on reactor G3. The etch rates on the two 
reactors are reasonably similar at similar values of Tw,  𝑝𝐶𝐵𝑟4 and 𝑝𝐴𝑠𝐻3 (Fig. 4.9c) in spite of the above 
mentioned differences, including the total pressure. 
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Figure 4.8 a) etch rates plotted vs 𝑝𝐴𝑠𝐻3 at four different wafer-temperatures, grouped according to 𝑝𝐶𝐵𝑟4 . The 
symbols represent experimental values, the continuous lines are fits obtained using the model described in the 
text. All data are obtained on reactor G4. 

a) 
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Figure 4.8 b) the same etch rate values are grouped according to 𝑝𝐴𝑠𝐻3 and plotted vs. 𝑝𝐶𝐵𝑟4: the error bars are 
omitted in a few cases for graphical reasons. 

b) 
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Figure 4.9 a) and b): logarithmic plots of etch rate vs. inverse temperature (T=Tw) at two different CBr4 partial 
pressures: a) 0.170 Pa and b) 0.287 Pa. Data are further grouped in series according to AsH3 partial pressures. 
The symbols are experimental values, the lines are Arrhenius fits; the uncertainty on the rates is indicated only in 
one series for each diagram. c) comparison of the etch rate on the two reactors at similar conditions. 

Based on the kinetic results, the etching process can expected to be limited by an activated step. Since 
there is no evidence of rate saturation with increasing temperature, the process appears to be in the 
kinetic-limited region in the whole temperature range under study. This is a bit surprising, since the 
specific etch rate 𝜂𝐶𝐵𝑟4, defined here as the ratio of the etch rate 𝐸 to CBr4 partial pressure (𝜂𝐶𝐵𝑟4 =
𝐸/𝑝𝐶𝐵𝑟4), is very high at the highest temperature, up to 3800 nm∙h-1Pa-1 (at 𝑝𝐴𝑠𝐻3=26.8 Pa); this value 
can be compared with the analogously defined TMGa specific growth rate, which is about 1100 
nm∙h-1Pa-1 in the whole temperature range tested. Even dividing 𝜂𝐶𝐵𝑟4 by 4 on the assumption that each 
bromine atom can alone remove a gallium atom, the specific etch rate remains comparable to the 
specific growth rate. If GaAs growth is limited by transport, even the high temperature etch should 
become - at least partially - limited by transport, especially when 𝑝𝐴𝑠𝐻3 is low.  
The dependence of the etch rate  on 𝑝𝐴𝑠𝐻3 might suggest that the activated step could involve arsenic, 
and Tateno et al. [45] proposed that the etching is limited by desorption of arsenic molecules As2 in 
analogy with the findings of Su et al. [44] concerning the etching of GaAs by HCl in UHV. Desorption 
should occur according to the reaction: 

𝐺𝑎𝐴𝑠(𝑎) ⇄ 𝐺𝑎(𝑎) +
1

2
𝐴𝑠2(𝑔)           R4.1 

a) b) 

c) 
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where (a) indicates adsorbed (surface) atoms. It is further suggested that the proportionality of the rate 
to arsine partial pressure (to 1 √𝑝𝐴𝑠𝐻3⁄  according to their experiments) might be related to by the 
factor ½ in the above equation (but is not specified how). It is further suggested that CBr4 decomposes 
in hydrogen atmosphere into HBr and CBr3, and that the 𝐺𝑎(𝑎) atoms, rapidly react with HBr 
(unspecified whether adsorbed or gas) forming volatile GaBr and H2: 

𝐺𝑎(𝑎) + 𝐻𝐵𝑟 ⇄ 𝐺𝑎𝐵𝑟(𝑔) +
1

2
𝐻2(𝑔)         R4.2 

It can be observed that, for the etching to be strictly limited by arsenic desorption, the rate should be 
independent of CBr4 partial pressure: this is not consistent with the experimental data from reactor G4, 
and since a saturation of the etch rate with increasing 𝑝𝐶𝐵𝑟4 has not been reached, it can be safely 
asserted that in the tested conditions arsenic desorption cannot be defined as “the” limiting step, 
although it probably contributes to reduce the rate. 

 

A semi-empirical model is proposed to interpret the data, based on strongly simplifying assumptions. 

It is assumed that the removal of Ga and As atoms from the surface occurs independently, the former as 
a consequence of a reaction with bromine species and the latter as desorption of arsenic species. 

The Ga atoms are assumed to be removed by one reactive bromine species, indicated as 𝐵𝑟∗, originated 
by CBr4 pyrolysis. The term “pyrolysis” is used here (not entirely properly) to indicate any kind of fast 
pre-reaction of CBr4 not involving Ga abstraction and producing 𝐵𝑟∗. No a-priori assumption is made on 
the identity of 𝐵𝑟∗; still, based on the high specific etch rate 𝜂𝐶𝐵𝑟4 at high temperature, the preferred 
candidates are species containing a single bromine atom as HBr or Br rather than CBrx or Br2. 

The partial pressure of 𝐵𝑟∗ near the surface is related to the input CBr4 partial pressure 𝑝𝐶𝐵𝑟4 through 
the number 𝑛𝐵 of 𝐵𝑟∗ molecules that form from each CBr4 molecule when the pyrolysis is complete 
(maximum yield), and a further proportionality factor cB which must take into account the degree of 
completeness of the pyrolysis and the effect of mass transport (the mass transport might become slow 
compared to the rate of 𝐵𝑟∗ consumption at the surface when the specific rate is very high). To further 
simplify the treatment, it is assumed that cB is a function of the temperature Tw, but not of 𝑝𝐶𝐵𝑟4 or 
𝑝𝐴𝑠𝐻3. This implies that the pyrolysis either occurs as a real or pseudo monomolecular process, or that 
it is fast enough to reach anyway completeness in the whole range of temperature and partial pressures 
used. The latter condition is probably satisfied, since there is wide evidence in literature that CBr4 
pyrolize easily, see the previously mentioned results from McEllistrem and White [41] and appendix 2. 

The 𝐵𝑟∗ molecules attack the Ga atoms that have available dangling bonds, i.e. those corresponding to 
free group V sites, and remove them forming a volatile species indicated with 𝐺𝑎𝐵𝑟∗; again for the sake 
of simplicity, it is assumed that 𝐺𝑎𝐵𝑟∗ does not remain adsorbed on the surface, a hypothesis that is 
consistent with the fact that no rate saturation effect has been noticed with increasing 𝑝𝐶𝐵𝑟4 in the 
tested range of Tw and 𝑝𝐶𝐵𝑟4 (although it might appear at lower Tw or higher 𝑝𝐶𝐵𝑟4). 

The etching reaction is considered irreversible, a hypothesis that might be justified assuming fast 
removal of the volatile product from the surface. It is treated as a simple “bimolecular” reaction: 

𝐺𝑎𝐺𝑎 + 𝐵𝑟∗(𝑔) → 𝐺𝑎𝐵𝑟∗(𝑔)          R4.3 

In R4.3 𝐺𝑎𝐺𝑎 should be intended as a reactive group V site: it is not known whether the etching takes 
place uniformly over the surface or preferentially at surface steps, proceeding layer-by-layer; the 
second possibility seems more in line with the fact that extremely flat surfaces can be obtained after 
deep etchings (at least on laser-grade substrates) and in this case 𝐺𝑎𝐺𝑎 would represent only the group 
V sites on the steps. Another simplification embedded in using the bimolecular reaction R4.3 is related 
to the possibility that the species 𝐵𝑟∗ is dissociatively chemisorbed, transferring a leaving group to a 
neighboring surface site: in this case, the reaction would become properly termolecular, but this aspect 
is not included in the model. 

The effect of AsH3 is described in terms of etching inhibition through competition with 𝐵𝑟∗ for the 
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reactive group V sites. A reversible chemisorption of one reactive arsenic species 𝐴𝑠∗ originated by AsH3 
pyrolysis is assumed: 

𝐺𝑎𝐺𝑎 + 𝐴𝑠∗(𝑔) ⇄ 𝐺𝑎𝐺𝑎𝐴𝑠∗𝐴𝑠          R4.4 

It is further assumed that a Langmuir isotherm can be used to describe 𝐴𝑠∗ adsorption on the reactive 
sites, treating R4.4 as an equilibrium reaction. 

Possible candidates for the role of 𝐴𝑠∗ are the AsHx and Asx species. The near-surface partial pressure of 
𝐴𝑠∗ is taken to be proportional to the input 𝑝𝐴𝑠𝐻3through the number 𝑛𝐴 of 𝐴𝑠∗ molecules that form 
from each AsH3 molecule when the pyrolysis is complete, and a temperature-dependent proportionality 
factor cA, defined as a function that takes into account the effect of pyrolysis completeness; cA is 
assumed to be only a function of the temperature Tw. It can be noted that 𝐴𝑠∗ cannot be “consumed” by 
the equilibrium R4.4, and its near-surface concentration is not limited by mass transport. 

To approximate the dynamics of arsenic species on the surface with an equilibrium involving a single 
reactive species previously formed by pyrolysis, is of course more a heuristic tool than a realistic 
description, and 𝐴𝑠∗ is best seen as an “effective” molecule than a real one. A related difficulty in using 
the equilibrium R4.4 to represent the occupation of the reactive sites is that the removal of Ga atoms – 
which consumes the reactive sites uncovering the underlying As atoms - must be slow enough to allow 
the equilibrium to take place and restore the supposedly rate-independent density of reactive sites. If 
this is not the case, the rate will be limited by the kinetics of arsenic desorption, making the equilibrium 
approximation inappropriate. 

In the above hypothesis, the etching process is formulized as follows. 

The fraction of (reactive) group V sites occupied by 𝐴𝑠∗ is indicated with 𝜃, and is given by the 
Langmuir equation: 

𝜃 =
𝑛𝐴 ∙ 𝑐𝐴 ∙ 𝐾𝐴 ∙ 𝑝𝐴𝑠𝐻3

1 + 𝑛𝐴 ∙ 𝑐𝐴 ∙ 𝐾𝐴 ∙ 𝑝𝐴𝑠𝐻3
 

E4.1 

The etch rate E is proportional to the free sites fraction 1 − 𝜃 and to the near-surface 𝐵𝑟∗ partial 
pressure 𝑛𝐵 ∙ 𝑐𝐵 ∙ 𝑝𝐶𝐵𝑟4 through a kinetic constant 𝑘𝐵𝑟: 

𝐸 = 𝑘𝐵𝑟 ∙ (1 − 𝜃) ∙ 𝑛𝐵 ∙ 𝑐𝐵 ∙ 𝑝𝐶𝐵𝑟4 E4.2a 

It can be noted that 𝑘𝐵 ∙ (1 − 𝜃) ∙ 𝑐𝐵 is the specific etch rate 𝜂𝐶𝐵𝑟4 defined above. Combining E4.1 and 
E4.2a the etch rate becomes: 

𝐸 = 𝑛𝐵 ∙ 𝑐𝐵 ∙ 𝑘𝐵𝑟 ∙ 𝑝𝐶𝐵𝑟4 ∙ (1 −
𝑛𝐴 ∙ 𝑐𝐴 ∙ 𝐾𝐴 ∙ 𝑝𝐴𝑠𝐻3

1 + 𝑛𝐴 ∙ 𝑐𝐴 ∙ 𝐾𝐴 ∙ 𝑝𝐴𝑠𝐻3
) 

E4.2b 

The last equation can be used to interpolate the etch rate for any combination of 𝑝𝐶𝐵𝑟4 and 𝑝𝐴𝑠𝐻3 at a 
fixed temperature, using the products 𝐾𝐴

´ = 𝑛𝐴 ∙ 𝑐𝐴 ∙ 𝐾𝐴 and 𝑘𝐵𝑟
´ = 𝑛𝐵 ∙ 𝑐𝐵 ∙ 𝑘𝐵𝑟 as fitting parameters. 

To each temperature correspond a value of 𝐾𝐴
´  and one of 𝑘𝐵𝑟

´ : the first parameter, 𝐾𝐴
´ , determines the 

separation between the straight lines 𝐸 vs. 𝑝𝐶𝐵𝑟4 in Fig. 4.8b, and the curvature of the lines 𝐸 vs. 𝑝𝐴𝑠𝐻3 
in Fig. 4.8a. The second parameter, 𝑘𝐵𝑟

´ , determines the maximum slope of 𝐸 vs. 𝑝𝐶𝐵𝑟4 and the maximum 
separation of the curved lines 𝐸 vs. 𝑝𝐴𝑠𝐻3, both conditions found in the limit 𝑝𝐴𝑠𝐻3 → 0. These relations 
make the iterative optimization of 𝐾𝐴

´  and 𝑘𝐵𝑟
´  comparatively straightforward. The optimized values 

obtained at the four different temperatures investigated are shown in the logarithmic plots of Fig. 4.10 
(the black dots). 

The experimental points of Fig. 4.8 are reasonably interpolated (within the experimental errors) by the 
curves obtained with the model: it can then be concluded that the mathematical form of the relations 
among 𝐸, 𝑝𝐶𝐵𝑟4 and  𝑝𝐴𝑠𝐻3 is compatible with the experiments, and this supports the idea that the 
proposed mechanism might actually approximate the real one. It remains to discuss whether the 
temperature dependence of the fitting parameters can be physically meaningful. Let's consider first the 
case of proportionality factors 𝑐𝐴 and 𝑐𝐵 that are simply constants (i.e. independent of temperature). 
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Within the logic of the model, this would happen if the following conditions are satisfied: 
• the pyrolysis of the precursor (pre-reactions leading to the formation of 𝐵𝑟∗ or 𝐴𝑠∗) is complete at 

all temperatures; 
• in the case of 𝐵𝑟∗, the mass transport is fast with respect to surface consumption at all temperatures. 
With constant proportionality factors, 𝐾𝐴

´  should behave as an equilibrium constant, and 𝑘𝐵𝑟
´  as kinetic 

constant for a single-step reaction: in both cases their logarithm should be approximately proportional 
to 1/Tw, respectively through the reaction energy ∆𝑈𝐴 of R4.4 and the activation energy 𝐸𝑎 of R4.3: this 
is evidently not the case, at least not on the entire interval of Tw = 569-712°C. 

 

Figure 4.10 Logarithmic plots vs 1/Tw of the optimized values of the adjustable parameters 𝐾𝐴
´  and 𝑘𝐵𝑟

´  obtained 
from the fitting of the experimental data at the four investigated temperatures (black dots); the dashed lines 
represent the continuous behavior of 𝐾𝐴

´  and 𝑘𝐵𝑟
´  deduced as described in the text. The straight lines represent the 

behavior of the products 𝑛𝐴 ∙ 𝐾𝐴 and 𝑛𝐵 ∙ 𝑘𝐵𝑟 , the empty circles mark the positions corresponding to the 
investigated temperatures, and coincide with the black dots when 𝑐𝐴 or 𝑐𝐵  are =1. 

As can be seen from the red straight line in Fig. 4.10a, an Arrhenius interpolation of 𝑘𝐵𝑟
´  passes perfectly 

through the 3 lower-temperature points, indicating that 𝑐𝐵 is constant in this range and suggesting 
complete pyrolysis and fast transport (𝑐𝐵=1). The high-temperature value lies well below the line: a 
possible explanation consistent with the model assumptions is that the etching is entering the diffusion-
controlled regime, and that the near-surface concentration of 𝐵𝑟∗ drops at high Tw; as previously noted, 
this hypothesis is compatible with the very high efficiency of the etching at high temperature. It is then 
assumed that 𝑐𝐵=1 in the lower temperature range, which allows to use the low-temperature Arrhenius 
interpolation to extract the activation energy of R4.3. The value Ea=159 kJ/mol is obtained, which is 
slightly above the highest apparent activation energy obtained from the Arrhenius fittings of the etch 
rates. The red straight line represents the product 𝑛𝐵 ∙ 𝑘𝐵𝑟  at all temperatures, and coincide with 𝑘𝐵𝑟

´  in 
the low-Tw range. The black dashed line represents 𝑘𝐵𝑟

´  , the bended part of this line is only drawn 
empirically to connect the points  with no discontinuity in the first derivative, but is not based on a 
model of the transport effects: although the values cannot be much in error, the first derivative might 
decrease more or less rapidly with increasing temperature than what indicated, and no extrapolation at 
higher temperatures is possible. 
Tentatively assuming that 𝐺𝑎𝐵𝑟∗ in R4.3 is actually the radical GaBr, the activation energy should 
correspond to its desorption barrier from the surface; in Ref. [47], Jenichen and Engler estimate the 
activation energy for GaBr desorption from (100) GaAs in the range 160-190 kJ/mol based on density 

a) b) 
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functional theory simulations. This range is compatible with the value obtained from the fitting of 𝑘𝐵𝑟
´ . 

It can be seen in Fig. 4.10b that 𝐾𝐴
´  first increases and then decreases with increasing temperature. The 

increase is tentatively attributed to the increase of the factor 𝑐𝐴 due to arsine pyrolysis, while the 
decrease is explained assuming an exothermic character of reaction R4.4 (in the direction of 
chemisorption). 

To test these hypotheses, the degree of pyrolysis 𝑐𝐴(𝑇𝑤) has been expressed using a first order kinetic - 
with a (still unknown) kinetic constant of the form 𝑘𝑝 = 𝐴𝑝 ∙ exp (−𝐸𝑝/𝑅𝑇𝑤) - and the residence time 𝑡𝑟, 
giving: 

𝑐𝐴(𝑇𝑤) = 1 − 𝑒𝑥𝑝[−𝐴𝑝 ∙ 𝑡𝑟 ∙ 𝑒𝑥𝑝(− 𝐸𝑝 𝑅𝑇𝑤⁄ )]        E4.3 

The product 𝑛𝐴 ∙ 𝐾𝐴 can then obtained in correspondence to the four values of 𝐾𝐴
´  derived from the fits 

dividing 𝐾𝐴
´  by 𝑐𝐴. If the assumptions are correct, the four values of 𝑛𝐴 ∙ 𝐾𝐴 must align along a straight 

line in an Arrhenius plot. Assuming – as it is reasonable – that at Tw=712°C the pyrolysis is complete, it 
is set 𝑐𝐴(712°C)=1. It is than possible to determine the values of 𝐴𝑝 and 𝐸𝑝 - and consequently the 
pyrolysis kinetic constant 𝑘𝑝 and the function 𝑐𝐴(𝑇𝑤) - which optimize the linearity condition. It turns 
out that the condition can be very well satisfied, obtaining four aligned values of 𝑛𝐴 ∙ 𝐾𝐴 (the red circles 
in Fig. 4.10b) which supports the correctness of the hypotheses. 

This Arrhenius interpolation of the four 𝑛𝐴 ∙ 𝐾𝐴  points (the red straight line passing through the circles) 
is the function 𝑛𝐴 ∙ 𝐾𝐴(𝑇𝑤); the energy ∆𝑈𝐴 of the reaction R4.4 can be calculated from its slope. 
Multiplying 𝑛𝐴 ∙ 𝐾𝐴(𝑇𝑤) by 𝑐𝐴(𝑇𝑤) one obtains 𝐾𝐴

´ (𝑇𝑤), which is the dashed line of Fig. 4.10b. 

The optimized pyrolysis kinetic constant 𝑘𝑝 has pre-exponential factor 𝐴𝑝=5×1017 s-1, and apparent 
activation energy 𝐸𝑝=300 kJ/mol, which is not unreasonable because it is near to the first bond 
dissociation energy of AsH3 = 319 kJ/mol [12]. The calculated degree of pyrolysis (more properly: of 
𝐴𝑠∗ formation) is shown in Fig. 4.11a, along with the similarly calculated degree of pyrolysis of CBr4, the 
latter based on the apparent kinetic constant provided in Ref. [48]. 

The fraction 𝜃 of reactive sites occupied by 𝐴𝑠∗ estimated in this way is shown in Fig. 4.11b, compared 
with the values that would be obtained with complete pyrolysis: below ≈600°C, 𝜃 strongly decreases. It 
must be said that this evaluation cannot be extended to very low temperatures because the arsenic 
would not desorb anymore from the surface, making the equilibrium assumption unsustainable. 

 

 

Figure 4.11 a) Calculated temperature profile of AsH3 pyrolysis, the evaluation is based on its impact on GaAs etch 
rate by CBr4; for comparison, the profile of CBr4 pyrolysis calculated with the kinetic data of Ref. [48] is also show. 
b) calculated fraction of reactive sites occupied by arsenic taking into account an incomplete AsH3 pyrolysis 
(continuous line) and with 100% pyrolysis (dashed line). 

a) b) 
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The reaction energy of R4.4 is ∆𝑈𝐴=-135 kJ/mol (exothermic). Tentatively assuming that the effective 
𝐴𝑠∗ species appearing in the equilibrium equation can be identified with AsH, the reaction energy 
would correspond to the binding energy of AsH to the surface. In Refs. [49-50] an experimental 
activation energy for AsxHy species desorption from (001) GaAs of 144 kJ/mol is reported; moreover, 
according to an evaluation made with DFT computations by Fu et al. [51], the binding energy of AsH to a 
(001) GaAs surface should be -121 kJ/mol. It can be concluded that the calculated value of ∆𝑈𝐴 has a 
reasonable order of magnitude. 
The logarithmic plots of the etch rate 𝐸 vs 1/Tw in Fig. 4.11b illustrate how the model predicts a 
partially non-Arrhenius behavior. The upper, straight continuous line indicates the etch rate in the limit 
of 𝑝𝐴𝑠𝐻3=0 and with no saturation effects due to mass transport. With increasing 𝑝𝐴𝑠𝐻3 there is an 
increasing downwards bending due to the inhibitor effect of arsenic, which is strongest near the 50% 
AsH3 pyrolysis temperature; beyond this temperature, the arsenic coverage starts to decrease and the 
etch rate would ultimately return to the 𝑝𝐴𝑠𝐻3=0 values if the mass transport would not intervene 
limiting the maximum achievable rate. The apparent activation energy is expected to depend on 𝑝𝐴𝑠𝐻3 
and on the selected temperature interval, and to be in general lower than the “true” value 159 kJ/mol. 

 

Figure 4.12 Experimental etch rates (symbols) and model simulations (lines): the straight line represents the rate 
in the limit for 0 arsine partial pressure. 

To summarize, the in-situ etching of GaAs with CBr4 in AsH3 atmosphere is an activated process, the 
etch rate increases exponentially with temperature and decreases with increasing AsH3 partial 
pressure. A semi-empirical model has been used to interpret the experimental data: it is proposed that 
arsenic species inhibit the reaction competing with bromine species for the same surface sites, and that 
the extent of arsine pyrolysis influences this competition. It is further proposed that at high 
temperatures the etch rate is limited by mass transport. An activation energy of 159 kJ/mol is estimated 
for the activated step, and GaBr desorption is suggested as the reaction product.  

a) b) 
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4.4 Investigation of CBr4 etching of GaAs assisted with TMGa and TMAl 

In this set of experiments, the in-situ etching of GaAs with CBr4 has been investigated adding moderate 
quantities of either trimethylaluminum or trimethylgallium during etching, to study the effect of 
additional reaction pathways [43]. One of the motivations was the speculation that combining the 
etching with a small “growth component” might have a positive impact on the final morphology: both 
the experiments and literature information indicated that the etching is strongly sensitive to the local 
state of the surface (defects, different crystal planes) and the growth component might have introduced 
a compensating effect, with preferential growth occurring on the sites of preferential etching. Another 
motivation was the hope that the tests might contribute to shed some light on the partially 
contradictory results found in literature concerning the etching of Al-containing compounds and the 
parallel phenomenon of growth reduction in presence of CBr4. 

 

4.4.1 Experimental details 

The in-situ etching experiments have been carried out in the planetary reactor G3, using H2 as carrier 
gas and the reagents AsH3, CBr4, TMGa and TMAl. The substrates were epi-ready 2” and 3” (100) GaAs 
wafers. 

For calibrating the etch rate with in-situ reflectometry, the following structure has been first grown on 
several GaAs test wafers: 200 nm GaAs buffer layer, 50 nm Al.25Ga.75As optical marker layer and a 900 
nm GaAs sacrificial layer. The etch rate of CBr4 has then be determined in-situ from the oscillations of 
the reflectivity signal as previously described. 

During all the etching runs the following parameters have been kept constant: overall pressure p=100 
mbar and 𝑝𝐶𝐵𝑟4=0.31 Pa; arsine partial pressure has been kept fixed at 𝑝𝐴𝑠𝐻3=25 Pa. Two set-point 
temperatures Tsp have been used, 575°C and 675°C, corresponding to the wafer temperatures Tw 545°C 
and 630°C. Part of the etching tests did include the simultaneous use of CBr4 and either TMAl or TMGa: 
𝑝𝑇𝑀𝐴𝑙  and 𝑝𝑇𝑀𝐺𝑎 have been varied from 0 to 0.7 Pa. 

In a second set of experiments, making use of the previously calibrated etching rates, the surface 
morphologies resulting after a 150 nm single-step etch, have been compared. The comparison has been 
done using both bare substrates and wafers with a 500 nm thick GaAs epitaxial layer grown in a 
separate run (without AlGaAs marker layer). Furthermore, substrates of different quality in terms of the 
maximum EPD have been compared. 

 

 

4.4.2 Assisted etching: kinetics 

In this section the following conventions will be used:  

• 𝐸𝐺𝑎𝐴𝑠(0) represents the etch rate of GaAs when only CBr4 is present (no metalorganics added during 
the etch).  

• 𝐸𝐺𝑎𝐴𝑠(𝑝𝐺𝑎) represents the etch rate of GaAs when TMGa is present along with CBr4, at the partial 
pressure 𝑝𝑇𝑀𝐺𝑎. A negative value of 𝐸𝐺𝑎𝐴𝑠(𝑝𝐺𝑎) corresponds to GaAs growth. This situation occurs if 
the TMGa partial pressure is high enough to overcome the etching effect of CBr4.  

• 𝐺𝐺𝑎𝐴𝑠(𝑝𝐺𝑎) represents the growth rate of GaAs at the partial pressure 𝑝𝑇𝑀𝐺𝑎 when no CBr4 is present 
during growth.  

• A correspondent nomenclature is used in the case of TMAl. 
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The case CBr4 + TMGa 

Fig. 4.13a shows the effect of TMGa: at both temperatures the dependence of the etch rate 𝐸𝐺𝑎𝐴𝑠(𝑝𝐺𝑎) 
on TMGa partial pressure 𝑝𝑇𝑀𝐺𝑎 is approximately linear, decreasing with increasing 𝑝𝑇𝑀𝐺𝑎, up to the 
point when growth dominates over etching. The horizontal line corresponding to zero etch rate is a 
reminder that negative values of the etch rate correspond to growth. 
The growth rate of GaAs has been independently calibrated with the same reactor conditions but 
without adding CBr4 (Fig. 4.13b). It is moderately sub-linear with respect to 𝑝𝑇𝑀𝐺𝑎 (probably due to a 
non-linearity in the bubbler efficiency or in the MFCs) and almost independent from the growth 
temperature. Assuming that the etch rate can be simply interpreted as the difference between the etch 
rate due to CBr4 (in absence of TMGa) and the growth rate due to TMGa (in absence of CBr4) we have: 
𝐸𝐺𝑎𝐴𝑠(𝑝𝐺𝑎) ≈ 𝐸𝐺𝑎𝐴𝑠(0) − 𝐺𝐺𝑎𝐴𝑠(𝑝𝐺𝑎)         E4.4 
Equation E4.4 is plotted in Fig. 4.13a at the two investigated temperatures, and matches reasonably 
well the experimental data, both in the region where etching prevails and in the region where growth 
prevails. This suggests that this simple approach is valid for the description of the etching in presence of 
TMGa. 

 

Figure 4.13 a) experimental values for GaAs etch rate with addition of TMGa, 𝐸𝐺𝑎𝐴𝑠(𝑝𝐺𝑎), at Tw=630°C (full circles) 
and at Tw=545°C (empty circles); dashed lines represent the etch rate as calculated from Eq. E4.4; the full line at 
𝐸𝐺𝑎𝐴𝑠(𝑝𝐺𝑎) = 0 represents the transition from etching to growth; b) calibration of GaAs growth rate without CBr4, 
𝐺𝐺𝑎𝐴𝑠(𝑝𝐺𝑎); these data are used in Eq. E4.4 to calculate the etch rate plotted in a). The vertical bars indicate the 
uncertainty on the rates. 

The case CBr4 + TMAl 

Let us now consider what happens when adding TMAl instead of TMGa. Fig. 4.14 shows the 
experimental etch rate 𝐸𝐺𝑎(𝐴𝑙)𝐴𝑠(𝑝𝐴𝑙) at Tw=630°C and 545°C: the superscript Ga(Al)As indicates that 
the Al atoms possibly deposited on the surface must be etched along with the Ga atoms, and that in the 
region where growth prevails it is AlAs and not GaAs that is actually grown. 
It is immediately clear that there are fundamental differences with respect to the previous case at both 
temperatures, but especially at 545°C, where initially the etch rate increases with the addition of TMAl. 
In order to model the kinetic behavior in a way similar to the case of the addition of TMGa, the growth 
rate 𝐺 𝐴𝑙𝐴𝑠(𝑝𝐴𝑙) of AlAs has been independently calibrated with the same reactor conditions but without 
adding CBr4 (Fig. 4.15a). The etch rate 𝐸𝐴𝑙𝐴𝑠(0) of AlAs with CBr4 and no metalorganics has been also 

a) b) 
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calibrated (Fig. 4.15b) and deserves to be commented before proceeding with the modeling of GaAs 
etch. 

 

Figure 4.14 Experimental values for etch rate, 𝐸𝐺𝑎(𝐴𝑙)𝐴𝑠(𝑝𝐴𝑙)  at a) Tw=630°C and b) Tw=545°C. Lines represent the 
etch rate as calculated with different models: dashed lines represent Eq. E4.5 and Eq. E4.6 (linear model), solid 
lines the Langmuir model of Eq. E4.10, the dashed-dotted line in b) represents the modified Langmuir model of 
Eq. E4.11. 

 

Figure 4.15 a) calibration of AlAs growth rate without CBr4, 𝐺𝐴𝑙𝐴𝑠(𝑝𝐴𝑙); these data are used in in Eq. E4.10 and 
E4.11 to calculate the etch rate, and the results are plotted in Fig. 4.14a and 4.14b; b) Arrhenius plots of AlAs etch 
rate with only CBr4, 𝐸𝐴𝑙𝐴𝑠(0), compared with that of GaAs, 𝐸𝐺𝑎𝐴𝑠(0), at the same CBr4 and AsH3 partial pressures. 

AlAs growth and etch. The growth rate of AlAs is linear with respect to 𝑝𝑇𝑀𝐴𝑙  and independent from 
the growth temperature in the tested range. The etch rate of AlAs is comparatively low and decreases 
with increasing temperature, in agreement with previous findings [35, 36]. Moreover, no isolated 
defects – as those seen in the etching GaAs – were found on the AlAs after etching, but only a moderate 
degree of roughness. This indicates an etching mechanism fundamentally different from that of GaAs. 
The As-Al bond energy is stronger than the As-Ga bond, as can be seen from the cohesion energies of 
the two compounds (appendix 1); another important factor to evaluate is the stability of the Al-Br bond 

a) b) 

a) b) 
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in the AlBr(g) radical with respect to that in the adsorbed bromine group AlAlBrAs. According to a rough 
estimate, the activation energy for AlBr desorption should be approximately 300 kJ/mol, which would 
make the etching via AlBr desorption negligibly small in the considered temperature range (Br should 
rather passivate the Al than removing it). While these considerations can explain why the etching 
mechanism is different from the case of GaAs, they do not give an explanation of the “negative activation 
energy” observed. In Ref. [36] it is proposed that the radical CBr3 could be the responsible for AlAs etch, 
and for the etch of the AlAs fraction in the AlGaAs ternary, with formation of Al(CBr3)x molecules: this 
could explain the temperature dependence, because the CBr3 radical concentration can be expected to 
rapidly decrease with increasing temperature, due to the pyrolysis leading to the formation of CHx, HBr 
and possibly Br. The weakness of Ga-CBr3 bonds would make this mechanism unfeasible in the case of 
GaAs, explaining why at low temperature the etching of AlAs becomes faster than that of GaAs. On the 
other hand, it is not completely evident that Al(CBr3)x molecules would be much better leaving groups 
than AlBrx molecules: bromine ion-beam-assisted etching experiments reported by Goodhue et al. [52] 
indicate that AlAs is effectively etched by Br2 with no limitations related to the volatility of aluminum 
bromides (GaBr3 and AlBr3 vapor pressures are almost identical). 

 

CBr4+TMAl etch: linear model 

Coming back to the GaAs etching in presence of TMAl, the assumption is tentatively made that the rate, 
𝐸𝐺𝑎(𝐴𝑙)𝐴𝑠(𝑝𝐴𝑙), is reduced due to simultaneous deposition of AlAs, which is then etched at a rate different 
from that of GaAs, corresponding to that calibrated on the AlAs layer. This idea leads to the following 
approximate expression: 

𝐸𝐺𝑎(𝐴𝑙)𝐴𝑠(𝑝𝐴𝑙) ≈ 𝐸𝐺𝑎𝐴𝑠(0) ∙ (1 − 𝐺 𝐴𝑙𝐴𝑠(𝑝𝐴𝑙) 𝐸𝐴𝑙𝐴𝑠(0)⁄ )      E4.5 

The derivation of E4.5 is detailed in appendix 3. 

When the partial pressure of TMAl is high enough to overcome the etching, the growth rate of AlAs in 
analogy with Eq. E4.4 is simply given by: 

𝐸𝐺𝑎(𝐴𝑙)𝐴𝑠(𝑝𝐴𝑙) ≈ 𝐸𝐴𝑙𝐴𝑠(0) − 𝐺 𝐴𝑙𝐴𝑠(𝑝𝐴𝑙)        E4.6 

Etch and growth rates, respectively calculated from E4.5 and E4.6, are plotted in Fig. 4.14a and 4.14b 
(dashed straight lines): at high temperature (Tw=630°C) the model seems roughly adequate, while it 
obviously fails at low temperature (Tw=545°C). 

 

CBr4+TMAl etch: Langmuir model 

As a possible refinement of the previous “linear model”, the fraction of surface which in the steady-state 
(during etching) is covered by AlAs has been estimated using a pseudo-Langmuir equation (the 
derivation of E4.7, E4.8, E4.10 is better detailed in appendix 3): 

𝜃 = 𝐾 ∙ 𝑝𝑇𝑀𝐴𝑙 (1 + 𝐾 ∙ 𝑝𝑇𝑀𝐴𝑙)⁄           E4.7 

where 𝜃 is the fraction of group III surface sites occupied by Al and 𝐾 is given by: 

𝐾 = 𝐺 𝐴𝑙𝐴𝑠(𝑝𝐴𝑙) (𝑝𝑇𝑀𝐴𝑙 ∙ 𝐸𝐴𝑙𝐴𝑠(0))⁄          E4.8 

It is then assumed that a Ga atom cannot be removed from the surface by CBr4 if at least one of the four 
group III sub-lattice sites lying directly over it is occupied by an Al atom. The probability of a surface Ga 
atom of being entirely free from Al adatoms is (1 − 𝜃)4. 

The etch rate of GaAs when the surface is partially occupied by Al atoms2 will be indicated with 
𝐸𝐺𝑎𝐴𝑠(𝑝𝐴𝑙); in the interval of 𝑝𝑇𝑀𝐴𝑙  where etching prevails we have: 

𝐸𝐺𝑎𝐴𝑠(𝑝𝐴𝑙) ≈ 𝐸𝐺𝑎𝐴𝑠(0) ∙ (1 − 𝜃)4         E4.9 

                                                             

2 Not including AlAs etch and growth components 
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Combining Eq. E4.9 with Eq. E4.6 we can get an expression that approximates the etch rate (or negative 
of growth rate) 𝐸𝐺𝑎(𝐴𝑙)𝐴𝑠(𝑝𝐴𝑙) in both regions: 

𝐸𝐺𝑎(𝐴𝑙)𝐴𝑠(𝑝𝐴𝑙) ≈ 𝐸𝐺𝑎𝐴𝑠(0) ∙ (1 − 𝜃)4 + 𝐸𝐴𝑙𝐴𝑠(0) ∙ 𝜃 − 𝐺 𝐴𝑙𝐴𝑠(𝑝𝐴𝑙)     E4.10 

The rate calculated with Eq. E4.10 is plotted in Fig. 4.14a and b (solid lines). It is apparent that this 
“Langmuir model” interprets very well the experimental data at high temperature, but – like the 
previous “linear model” – fails completely at low temperature. 

 

Considering the behavior at Tw=545°C, comparison of the experimental points with equations E4.5, E4.6 
and E4.10 leads to two remarks:  

• In the region where etching prevails, its rate is much higher than what is predicted either from E4.5 
or E4.10, and some sort of homogeneous or heterogeneous catalysis of GaAs etching due to the 
presence TMAl must occur. 

• In the region where the growth of AlAs prevails, the growth rate is much lower than what is 
predicted from either E4.6 or E4.10, which could be interpreted equivalently as due to higher than 
expected AlAs etch rate or to lower than expected AlAs growth rate. 

 

CBr4+TMAl etch: catalysis model 

Tentatively, Eq. E4.10 has been modified in order to introduce an empirical heterogeneous catalysis 
term for GaAs etching, 𝑓1 ∙ 𝜃 ∙ 𝐸𝐺𝑎𝐴𝑠(0) (with f1 ≥ 0), and an empirical correction factor f2 for AlAs 
growth rate (with 0 < f2 ≤1) in presence of CBr4: 

𝐸𝐺𝑎(𝐴𝑙)𝐴𝑠(𝑝𝐴𝑙) ≈ 𝐸𝐺𝑎𝐴𝑠(0) ∙ (1 + 𝑓1 ∙ 𝜃) ∙ (1 − 𝜃)4 + 𝐸𝐴𝑙𝐴𝑠(0) ∙ 𝜃 − 𝑓2 ∙ 𝐺 𝐴𝑙𝐴𝑠(𝑝𝐴𝑙)   E4.11 

In Eq. E4.11 the fraction of occupied sites 𝜃 is calculated from E4.7 using a consistently corrected 
modification of Eq. E4.8, where the AlAs growth rate is corrected by the factor f2 as well:   

𝐾 = 𝑓2 𝐺 𝐴𝑙𝐴𝑠(𝑝𝐴𝑙) (𝑝𝑇𝑀𝐴𝑙 ∙ 𝐸𝐴𝑙𝐴𝑠(0))⁄          E4.12 

Note that Eq. E4.11 and Eq. E4.12 reduce to Eq. E4.10 and Eq. E4.7 when f1=0 and f2=1. 

As can be seen in Fig. 4.14b (dash-dotted line), Eq. E4.11 provides a reasonable fit to the experimental 
points when f1 is chosen as 14.4 and f2 as 0.41, but their empirical nature is emphasized.  

The coefficient f2 in E4.11 represents a reduction in AlAs growth rate in presence of CBr4. This reduction 
is supposed here to be unrelated to the etching of AlAs, which is represented by the independent term 
𝐸𝐴𝑙𝐴𝑠(0) ∙ 𝜃. The reduction in the growth rate of AlAs is reminiscent of the similar reduction reported  
by Décobert et al. [39] when growing AlInAs at 540°C in presence of CBr4 (section 4.2.2) and was 
attributed by the authors to gas-phase reactions between TMAl and CBr4. This interpretation is not 
entirely satisfactory: a consistent mechanism should take into account that experimentally such a 
growth rate reduction is not present – or at least not relevant – at high temperature, and that it is not 
present when adding TMGa instead of TMAl. It might be better interpreted as due to surface reactions of 
adsorbed Al(CH3)x and adsorbed CBrx species or HBr, with formation of volatile AlBr3; at higher 
temperatures the faster desorption of bromine species and increasing homogeneous pyrolysis of TMAl 
would reduce this effect. 

The coefficient f1 in Eq. E4.11 represents an enhancement in GaAs etch rate in presence of TMAl. 
Experimentally, such an etch rate enhancement is not present at the higher temperature, and a similar 
effect is not to be seen when adding TMGa instead of TMAl. The enhancement is supposed here to be 
related to a heterogeneous mechanism, and is assumed to be simply proportional to Al surface coverage 
𝜃, at least at low temperature and in the tested interval of 𝑝𝑇𝑀𝐴𝑙/𝑝𝐶𝐵𝑟4 from 0 to 2. 

The assumption that the low-temperature GaAs etch rate increases with the fraction of Al present on 
the surface is partially supported by an observation in the previously mentioned work of Tateno et al. 
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[35]: the growth rate reduction of AlxGa1-xAs at 600°C in presence of CBr4 did show a non-linear 
dependence on x, and reached its maximum value for x=0.75. On the other hand, in their case the effect 
was seen similarly even at 750°C. 

It can be speculated that the presence of Al on the surface might affect the activation energy for the 
etching of GaAs; if the mechanism of GaAs etching is controlled by GaBr desorption, as suggested in the 
previous section, a possibility could be that the activation energy for this desorption is lowered in 
presence of a vicinal Al atom - i.e. when the Ga to be extracted and the Al atom are bonded to the same 
As atom - which might weaken the Ga-As bonds. 

 

4.4.3 Assisted etching: morphology 

As anticipated in Section 4.4.1, after the calibration of etch rates, the surface morphology after a 150 nm 
deep etch, using wafers with no epitaxial layers deposited and wafers which had been previously 
covered with 500 nm GaAs buffer have been compared. 

The etching conditions tested were: CBr4 with no metalorganics, CBr4 + TMAl (𝑝𝑇𝑀𝐴𝑙= 0.04 Pa), CBr4 + 
TMGa (pTMGa = 0.04 Pa); the partial pressure of CBr4 was again 𝑝𝐶𝐵𝑟4= 0.31 Pa and the temperatures 
Tsp=575°C and 675°C. 

The substrates used were: Si-doped laser grade (EPD < 100 cm-2), Si-doped LED grade (EPD < 5000 
cm-2) and semi-insulating wafers (EPD < 25000 cm-2). 

After etching with CBr4 only, the reverse pyramid defects (pits) previously described were clearly 
visible on the surface, independently of whether the epitaxial GaAs was present or not. Changing the 
temperature did not have a significant impact on their shape, size and number. The density of the 
defects did correlate with the maximum EPD declared by the supplier, being of the same order of 
magnitude. While the addition of TMGa during etching did not influence the development of pits, the 
addition of TMAl had a dramatic impact, as shown in Fig. 4.16 for the case of semi-insulating wafers 
(which suffer the highest defect density). 

 
 

Figure 4.16 a) and b) optical microscope DIC images of the defects on the SI wafer surface after deposition of 500 
nm GaAs, and subsequent 150 nm in-situ etching at Tsp=575°C: a) etching with CBr4 only, b) etching with CBr4 
and TMAl, both images are oriented as shown. c) AFM profiles of the defects on the sample etched in presence of 
TMAl: the defects are shallow hillocks, with height 5-10 nm. 

 

a) b) c) 
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At both the tested etching temperatures, no etch pits are visible in the TMAL-assisted etch. It is 
nonetheless still possible to locate the dislocations as very shallow, circular hillocks of a few nm in 
height. This kind of morphology is characteristic of the so-called electroless wet etching for defect 
delineation, which typically involves a redox reaction with carrier transport within the semiconductor; 
the resulting morphology is determined by the formation of a passivating layer, whose thickness 
increases near the exit point of the dislocation on the surface, due to to the associated increase of the 
local chemical potential caused by the strain field around the dislocations. It is the “symmetric” case 
with respect to the orthodox etching that causes the formation of pits at dislocations outcrops. The 
similarity is supportive of the hypothesis that a passivating layer forms on the surface during TMAl 
assisted etch with CBr4, slowing down the etching especially at dislocations. 

 

To summarize the results obtained with metalorganic-assisted etching: adding TMGa during the 
etching of GaAs with CBr4 reduces the etch rate due to competition with growth. The two phenomena 
are apparently independent. The development of etch pits at the outcrops of dislocations is unaffected 
by the presence of TMGa. 

Adding TMAl during etching has a much more complex effect: at high temperature the etch rate is 
strongly reduced, possibly due to a “masking” by AlAs forming on the surface, while at low temperature 
the etch rate is enhanced; the origin of this effect is not completely understood, but it is suggested that it 
might stem from an effect over the heterogeneous reactions involving adsorbed Al atoms. When the 
TMAl flow is sufficiently high, growth prevails; in this case, AlAs growth and etching appear to be 
independent at high temperature, as in the case of CBr4+TMGa, while at low temperature the growth 
rate is strongly reduced. It is suggested that this might be due to surface reaction between adsorbed 
Al(CH3)x species and adsorbed bromine species as HBr or CBrx. 

Deep etching of GaAs with CBr4 and TMAl suppresses the formation of the etch pits observed with CBr4 
alone, which are substituted by extremely shallow hillocks. 
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4.5 CBr4 etching of AlGaAs and GaInP 

4.5.1 AlGaAs 

The etching of the ternary AlxGa1-xAs with x=0.3 and 0.5 has been subject to a limited investigation on 
reactor G4. The etch rate of the ternary was lower than that of GaAs, being actually too low to be 
measured by in-situ reflectometry in most of the tested conditions, and only using low temperature, 
high CBr4 flows and low AsH3 flows it was possible to obtain significant etch rates. 

In the tested range, the rate increased linearly with CBr4 partial pressure (Fig. 4.17a), decreased with 
increasing Al fraction and - contrary to GaAs and similarly to AlAs – decreased with increasing 
temperature (Fig. 4.17b). It can be noted that at Tw=557°C the effect of the composition is very weak, 
and - based on the temperature dependence of GaAs and AlAs etching - at even lower temperatures the 
rate should increase with increasing Al fraction. The rate did even decrease with increasing AsH3 partial 
pressure: when 𝑝𝐴𝑠𝐻3 was increased from 14.3 Pa to 26.8 Pa (same values used in the tests on GaAs 
etch) keeping constant the other values indicated in Fig. 4.17, the etch rate dropped to near-zero values 
(too low to be precisely measured by in-situ reflectometry). 

 

 
 

Figure 4.17 a) AlGaAs etch rate vs. CBr4 partial pressure and a linear fitting; b) etch rate vs. Al fraction at two 
different temperatures, the lines connecting the points are only guides for the eye, the GaAs etch rate at 613°C is 
out of scale, at 600 nm/h. 

As for the case of AlAs, no isolated defects – as those seen on GaAs - were noticed on the surface after 
the etching tests (the maximum etched depth was 260 nm) but the surface did become slightly rough. 
Even this behavior suggests a different etching mechanism with respect to GaAs. 

As could be expected, once the AlGaAs surface was exposed to air, it was not possible anymore to etch 
the samples. A wafer terminating with a layer of Al0.5Ga0.5As that had been exposed to air for one hour 
was first brought to Tw=710°C for half an hour – to test a possible deoxidizing effect - and then cooled 
down for the etching, but the only result was a roughening of the surface. 

These (few) results, together with those on AlAs obtained on reactor G3, are qualitatively in line with 
what is reported in literature. It could be supposed that, to a first approximation, the etching of AlGaAs 
proceeds combining two different independent mechanisms, one for the etching of the AlAs fraction and 
one for the etching of the GaAs fraction, but both the literature data previously discussed, and the 
experiments on GaAs etching assisted by TMAl, indicate that this approximation needs probably to be 
corrected for some “alloy” effect. More extensive experimental information would be needed to verify 
this idea, and to develop a kinetic model. 

 

a) b) 
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4.5.2 GaInP 

Even in the case of GaInP only a limited investigation has been done. Ga0.52In0.48P (lattice-matched with 
GaAs) has been etched with CBr4 under mixed PH3/AsH3 atmosphere, and the effect of using the same 
etching conditions has been tested on GaAs. The investigation was strictly focused on specific 
applications for the fabrication of laser devices (chapters 5-7), the goal was to find etching conditions 
that could be used on both materials obtaining a significant etch rate and good morphology. In general, 
it was difficult to avoid the roughening of a Ga0.52In0.48P  surface after a deep etch, which is possibly due 
to different etch rates of GaP and InP components, in line with the observations of Arakawa et al. [37] in 
relation to the etching of InGaAsP. The tests were done using etching temperatures Tw in the range 540-
580°C, and AsH3 to PH3 ratios in the range 5-15. In this process window, the etch rates on GaAs and 
Ga0.52In0.48P were similar. The etch rate on GaInP and GaAs did behave similarly, increasing with 
increasing temperature and CBr4 partial pressure, and decreasing with increasing AsH3 and PH3 partial 
pressures. 

4.6 Regrowth and interface contamination 
At the beginning of this chapter, the study of in-situ etching has been motivated with its potential 
usefulness as a de-oxidizing/cleaning technique and/or as an in-situ pattern-transfer technique, in both 
cases before a regrowth. In this section, these aspects will be further elaborated. 
A pattern created in a semiconductor layer 1 (“mask layer”) by means of lithography and ex-situ etching 
can be transferred by in-situ etching to an underlying layer 2 which has not been directly exposed to air 
or chemical reagents. Ideally, it should be possible to completely remove the surface contamination 
associated with the ex-situ exposure to chemical reagents, water and air, and preserve pattern integrity. 
Two possibilities are shown in Fig. 4.18a and b.  

 

Figure 4.18 a) Scheme of in-situ transfer of a pattern from GaAs to GaInP and subsequent regrowth. b) Possible 
scheme of in-situ transfer of a similarly etched pattern into AlGaAs. 

a) 

b) b)
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In both cases, a pattern – for example stripes - is created in the GaAs upper mask layer, exploiting the 
availability of wet etchants that selectively attack GaAs with respect to GaInP. The in-situ etch is then 
used in a) to transfer the pattern into the GaInP layer, and a GaAs regrowth is then used to bury the 
GaInP stripes. This strategy has been used by Maaßdorf et al. [42] to realize buried Bragg gratings over 
the active zone of laser devices, and variants including multiple GaAs/GaInP layers have been tested 
(one example is provided in chapter 7). In b), the in-situ etch is used to transfer the pattern in into an 
AlGaAs layer: this second strategy has not yet been fully tested (to the writer's knowledge); if feasible, it 
would allow the regrowth over patterned AlGaAs avoiding surface oxidation. 

In these examples, the binary GaAs is the regrown material, but this must not necessarily be the case, 
and for example AlGaAs could take its place. It must nonetheless be said that the regrowth over a 
patterned surface can introduce new issues of its own, in particular when a multinary alloy is used, 
because the material composition and the growth rates depend on the shape of the underlying 
geometries; these aspects will emerge in the following chapters. 

 

 

SIMS tests 

The effectiveness of the in-situ etching in removing the surface contamination will now be discussed, 
with the aid of the SIMS profiles reported in Figs. 4.19-4.22. The measurements have been done on 
several samples grown in two epitaxial steps, detecting the Al signal as a layer marker, and the signal of 
the species possibly present as contaminants after an intermediate ex-situ processing between the two 
epitaxial steps. The plots are taken in a 0.5 µm interval, approximately centered on the position of the 
regrowth interface; the upside end of the interval is always indicated as 0 on the horizontal scale, but 
corresponds to a depth with respect to the surface variable from sample to sample, in the range 0.5-2 
µm. All the tests have been done using reactor G3. 

 

In Fig. 4.19, the interface oxygen, carbon and silicon contamination of 3 similar structures is compared. 
The vertical structure is drawn (not in scale) in a) and the sample preparation is schematized: the first 
epitaxy step terminates with a GaAs layer, with thickness 20 nm, and an underlying GaInP layer, with 
thickness 40 nm; both are selectively etched ex-situ from part of the wafer surface (using a resist mask), 
the second epitaxy step starts with GaAs and then continues with AlGaAs. The resist used for the 
selective wet etch of the upper GaAs was removed before proceeding with the selective wet etch of 
GaInP, in order to optimize the surface cleanliness and to minimize the time during which the finally 
obtained surface is exposed to air before being loaded into the MOVPE reactor. The GaAs selective 
etchants was a solution containing tartaric acid and hydrogen peroxide, while the GaInP selective 
etchant was a solution containing hydrochloric acid and phosphoric acid. After the second wet etching, 
the wafers were rinsed in deionized water and dried according to the standards of semiconductor 
processing. The time elapsed between the ending of the drying procedure and the loading into the 
reactor's load-lock was in the range 15-30 min for these tests. 

 

In Fig. 4.19b one sample regrown with no further treatments (reference) is compared with one on 
which a pre-growth shallow in-situ etch with CBr4 was done at Tsp=575°C (Tw≈545°C), removing 
nominally 10 nm of GaAs based on calibrations. The temperature was then raised to Tsp=760°C before 
starting the subsequent growth. The oxygen profiles shown are taken on the wet-etched (1) and on the 
not wet-etched (2) areas of the reference sample, and only on the etched area of the in-situ etched 
sample (3). The plots are aligned based on the lower GaAs-AlGaAs interface. In all cases, oxygen peaks 
are visible, completely contained within the GaAs material. The concentration of oxygen in bulk AlGaAs 
is here 2-5×1016 cm-3, while in GaAs it is below ×1016 cm-3. 
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Figure 4.19 a) scheme of sample preparation; b), c) SIMS profiles of oxygen, carbon and silicon concentration 
(continuous lines) and aluminum signal (dashed lines). The regrowth interface is in the middle of the GaAs layers, 
identified by Al profiles, and corresponds to the left side of the contaminants peaks. 

Observing the reference peaks, it can be seen that the oxygen contamination is clearly higher in the 
areas that have seen both the GaAs and the GaInP selective etchings (1), with respect to the areas that 
were protected from the resist during the first etch (2); the reason for this difference is not clear. The 
oxygen peak is in the second case lower and broader, and is split in a primary peak on the left (above 
GaInP) and one on the right (under GaInP), possibly corresponding to a preferential accumulation of 
oxygen in the GaAs layers with respect to GaInP (but the SIMS concentrations in GaInP are calculated 
with a calibration for GaAs, so [O] in GaInP is not accurate). This result indicates that oxygen diffuses 
through the layers for tens of nanometers, most probably when the samples are brought to high 
temperature inside the reactor and during the growth. 
The oxygen contamination is strongly reduced on the in-situ etched sample: the measurement was done 
in the wet-etched area, the peak value is at 4×1017 cm-3 and should be compared with the corresponding 
peak value of the reference at 6×1018 cm-3. 
Carbon and silicon concentration have been measured on a similar sample, not intentionally doped in 
the GaAs layers, after the same wet-etching process and with the same in-situ etching: the results are 
plotted in Fig. 4.19c. C and Si are present in the surrounding AlGaAs due to intentional doping; carbon 

a) 

c) b) 
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concentration at the interface is about 2×1016 cm-3 and barely above the background signal (but the 
result was confirmed on a second sample). Silicon concentration is 1-2×1016 cm-3, significantly above 
the background. A comparison with a sample regrown without in-situ etching is unfortunately not 
available; it is possible that the in-situ etch introduces some C contamination (from the carbon in CBr4) 
while the silicon contamination might stem from the wet process or from a “memory effect” of the 
reactor. 
Bromine concentration was measured on the same sample: the measurement is not shown, the signal in 
GaAs did not rise above the background level at about 1×1015 cm-3. 
Since the main residual contamination, even after the in-situ etch, was oxygen, the efforts have initially 
concentrated on developing an ex-situ deoxidation and passivation procedure. After the second 
selective etch, a final treatment with either concentrated sulfuric acid (H2SO4) or ammonium sulfide 
(NH4)2S (both followed by deionized water rinse) was tested, and the results are shown in Fig. 4.20, 
along with peak 3 of Fig. 4.19 for comparison. As in the previous cases, the samples were loaded in the 
reactor within 15-30 min after the drying procedure.  

 

Figure 4.20 Effect of passivation with sulfuric acid and ammonium sulfide on: a) oxygen contamination and b) 
sulfur contamination. 

It can be seen from Fig. 4.19 a) that both treatments reduce the interface oxygen contamination to 
values ≤ 2×1016 cm-3, with the (NH4)2S performing slightly better than H2SO4. These results proved to be 
repeatable, provided that the samples did not stay exposed to air for a longer time. A longer waiting 
time (3.5 hours) was deliberately introduced, and in both cases the interface oxygen peak increased to 
levels comparable to those obtained in non-passivated samples, with the worse results obtained in the 
case of H2SO4. Residual sulfur contamination due to the passivation was detected and is shown in Fig. 
4.20b. 

Since the in-situ etching assisted with TMAl had given some interesting results from the point of view of 
the final morphology on non-patterned samples, its effect on interface contamination was tested. The 
sample was selectively wet etched as previously described, but no passivating treatment was done. The 

a) b) 
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assisted etching was done at the same temperature of the previous cases. Fig. 4.21a shows the results of 
the measurements (again, peak 3 of Fig. 4.20a is present for comparison): the interface oxygen peak 
reaches a record value of 1×1019 cm-3, which obviously makes this technique not useful in probably all 
foreseeable device applications. In the same figure, the Al signal scale has been increased to show the 
interface aluminum peak, which indicates that Al-O units have been “anchored” to the surface. The 
obtained oxygen concentration reflects the contamination that is present at the onset of the in-situ 
etching, and is even higher than the values obtained without any in-situ etching - peak 1 in Fig. 4.19a – 
probably because in that case more oxygen was desorbed from the surface during the further heating to 
the growth temperature. 

 

 
 

Figure 4.21 Effect of TMAl addition during the in-situ etch: oxygen and aluminum are both present at the regrowth 
interface. 

 

From the above results, it is apparent, that the combination of an appropriate deoxidation-passivation 
procedure with the in-situ etch (without TMAl) can be used to obtain an almost oxygen-free regrowth 
interface in the case of a GaAs regrowth over a GaAs surface. The case is more complicated when an 
AlGaAs regrowth must be done over an AlGaAs surface. The fact that, once exposed to air, the AlGaAs 
cannot be etched by CBr4 is a clear proof of the ineffectiveness of this in-situ etching in removing the 
oxide layer, a result predictable based on the oxide stability and the various literature presented at the 
beginning of this chapter. It is nonetheless possible to etch in-situ a protective cap of GaAs or GaInP, 
uncovering the underlying AlGaAs, and then proceed with the regrowth. The possible usefulness of this 
kind of procedure will be demonstrated in chapter 6, while here only the oxygen-contamination aspect 
is discussed. 

Two variants have been compared, depicted in Fig. 4.22a: in the first case a GaAs/AlGaAs layer 
structure has been selectively etched on part of the surface, leaving only a thin GaInP etch-stop layer to 
protect the underlying GaAs. In the second, even the GaInP has been etched, but an additional thin GaAs 
protection layer has been inserted in the vertical structure. It can be noted that in both cases the upper 
AlGaAs remains unprotected on the side. After an ammonium sulfide passivation the samples have been 
rapidly loaded in the reactor. The in-situ etch with CBr4 was done in this case at Tsp=650°C, 
corresponding to Tw≈609°C; at this temperature, the etching is highly selective with respect to AlGaAs. 
The GaAs and GaInP protective layers have been completely removed using an overetch time with 
respect to the minimum time required according to calibrations. The temperature has then been raised 
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to Tsp=760°C and AlGaAs has been grown; the Al fraction was 0.2 in the layers immediately below and 
above the regrowth interface. 

 

Figure 4.22 a) Scheme of the preparation and b) SIMS profiles of the “AlGaAs on AlGaAs” samples, showing the 
effect of the composition of the protective cap layer on interface oxygen concentration. c) Effect of the etching 
temperature. 
The interface oxygen contamination of the two variants is shown in Fig. 4.22b. Using a GaAs cap, the 
peak value is 2×1017 cm-3, an order of magnitude worse than in the case of GaAs/GaAs regrowth. Using a 
GaInP cap, the value increases above 1×1018 cm-3. 

b) c) 

a) 
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A first conclusion that can be drawn is that GaInP much less effective than GaAs in protecting the 
AlGaAs layer from oxidation: this conclusion has been confirmed by independent tests done using 
different combinations of GaInP and GaAs protective caps [53]. 

The reasons for this difference are not clear: it might be speculated that it is related to the different 
chemical reactivity of GaInP and GaAs with oxygen, leading to the formation of phosphates in the first 
case and of oxides in the second, and/or to a different permeability of the materials to oxygen-
containing species.  

A second conclusion is that a 10 nm cap – even of GaAs - is not sufficient as a protective “screen” for 
AlGaAs in the applied conditions; the question arises then, whether the higher in-situ etching 
temperature used for this test might be part of the problem. A possibility is that, if the contaminated cap 
is not etched away already at low temperature, the oxygen will either diffuse and react with the 
aluminum before the start of the etching, or linger on the surface in the form of gallium oxide species 
until the CBr4 etch uncovers the AlGaAs. In order to test these ideas, two samples having a 10 nm GaAs 
cap over an AlGaAs layer have been rinsed 15 min in deionized water, dried and then subjected to an in-
situ etch followed by AlGaAs regrowth. In both cases the in-situ etch duration was long enough to 
remove 17 nm of GaAs (according to calibrations), but the etching temperatures were very different: 
Tsp= 600 and 760°C (Tw 566 and 699°C). The results are shown in Fig. 4.22b: after the low-temperature 
etching the interface oxygen concentration is ≈1×1016 cm-3, while with the high temperature a peak 
concentration above 1×1018 cm-3 is detected. It can be concluded that a low-temperature in-situ 
cleaning is actually a more efficient deoxidizing procedure. 

 

To summarize: the in-situ etching of AlGaAs with CBr4 is possible, provided that the surface is not 
oxidized; the etch rate decreases with increasing temperature, opposite to the case of GaAs and GaInP. 
This effect can be exploited to selectively etch GaAs (or GaInP) over AlGaAs at high temperature. The 
opposite case – selective etching of AlGaAs over GaAs – should be possible at low temperature for very 
high Al content (compare the etch rate of AlAs in Fig. 4.15b). With an appropriate selection of the 
etching conditions, in-situ pattern transfer between layers of these materials appears feasible. 

The oxygen contamination resulting from wet-etch processing can be partially removed from GaAs by a 
shallow in-situ etching, and almost completely removed using a combination of a passivation pre-
treatment with H2SO4 or (NH4)2S and a shallow in-situ etch. 

AlGaAs cannot be de-oxidized by CBr4; nonetheless, a sacrificial protective cap of GaAs can be used to 
protect AlGaAs from oxidation during ex-situ processing, and be then removed in-situ. The oxygen 
contamination present on the GaAs surface is preferably removed at low temperature, to avoid 
diffusion during the heating in the MOVPE reactor; GaInP appears to be less suited as protective 
material than GaAs, possibly due to higher permeability to oxygen-containing species. 

 

 

 

 

 

 

 

 

 





 

 

 

5 SG-DBR tunable lasers 

 

5.1 Chapter introduction 

In this chapter the realization of a particular kind of semiconductor wavelength-tunable lasers, the 
sampled-grating distributed Bragg reflector laser (SG-DBR) is described. Its general working principle 
is first illustrated, then the structure and technological steps actually used in this work for the 
fabrication of thermally tuned devices, and finally the main results obtained from these devices are 
discussed. A second approach that has been investigated, based on electronic tuning, has not been 
successful: the possible reasons behind these different outcomes are discussed. Part of the material 
presented in this chapter has been published in Refs. [54-57] (the writer is co-author) and parts of the 
work have been carried out under the Mid-TECH project funded by the European Union’s Horizon 2020 
research and innovation program under Grant Agreement No. 642661  

5.2 SG-DBR lasers 

Wavelength-tunable diode lasers are required in a variety of applications such as absorption 
spectroscopy, trace-gas detection and optical telecommunication systems. There are various types of 
tunable diode lasers with different wavelength-tuning mechanisms. Among the monolithic solutions, 
InP-based multi-quantum-well (MQW) SG-DBR lasers are well established devices, originally developed 
for optical telecommunication applications. They offer wide tuning ranges around 1.3 µm (O-band) and 
1.55 µm (C-L-bands). While a conventional DBR laser can provide a tunability range up to 
approximately 10-15 nm, the integration with two sampled gratings can extend the tunability range 
above 50 nm, exploiting the Vernier effect [58-63]. The ultimate limit to the tunability range in these 
devices is given by the gain bandwidth of the MQW structure. The wavelength shift is obtained changing 
the effective refractive index of the tuning sections, either thermally (using micro-heaters) of 
electronically (by carrier injection). The main difference between these two approaches is the 
obtainable switching time, which is of the order of milliseconds for thermal tuning and nanoseconds for 
electronic tuning; another difference is that tuning by carrier injection introduces high optical 
absorption losses in the tuning sections due to free carrier absorption. 

Widely-tunable lasers operating in the shorter wavelength range offered by GaAs-based devices are 
attractive components for a number of industrial and biomedical sensor applications [56]; the 
implementation of SG-DBR technology on GaAs is then potentially interesting, but its state of 
development is much less advanced with respect to InP. 

A schematic of a typical SG-DBR is shown in Fig. 5.1a; it is composed of four sections, one active section 
which includes one or more quantum wells, and three passive sections, two DBR mirrors and one phase 
section. The refractive index of the three passive sections can be adjusted independently in each 
section. The reflectivity of the two mirrors is due to the presence of wavelength-selective elements 
(gratings), the end facets should not contribute to reflectivity and anti-reflective (AR) coatings, possibly 
combined with a tilt in the facets, are applied. The sampled gratings are obtained with the periodical 
blanking of Bragg gratings having the same period Λ𝐵 in the two mirrors. The grating segments 
(“bursts”) have lengths Z1𝑓 and Z1𝑏 in the front and back mirror respectively, the sampling periods 
(burst + blank) have lengths Z0𝑓 and Z0𝑏.  

Each mirror has a comb-shaped reflectivity, as qualitatively shown in Fig. 5.1b, with a main lobe 
composed of several tightly spaced peaks and very weak secondary lobes. It is centered on the 
wavelength 𝜆𝐵, given approximately by the Bragg grating constructive interference condition: 

𝑚𝜆𝐵 = 2𝑛𝑒Λ𝐵 E5.1 
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where m is the grating order and 𝑛𝑒 the effective refractive index (the equivalent refractive index for a 
propagating mode within the waveguide). The spacing ∆𝜆𝑠 between the reflectivity peaks for each 
mirror is approximately given by: 

∆𝜆𝑠 =
𝜆𝐵

2

2𝑛𝑔Z0
 E5.2 

where the effective group index 𝑛𝑔 is defined as: 

𝑛𝑔 = 𝑛𝑒 − 𝜆
𝑑𝑛𝑒

𝑑𝜆
 E5.3 

The larger the sampling period is, the smaller becomes the inter-peak spacing. The width of the comb 
envelope (main lobe) for each mirror is inversely proportional to the burst length of the mirror Z1 and 
is approximately given by: 

∆𝜆𝑒𝑛𝑣 =
𝜆𝐵

2

2𝑛𝑔Z1
 E5.4 

Shorter grating bursts lead to larger envelopes. 

 

Figure 5.1 a) Schematic of a generic SG-DBR laser; b) mirror reflectivity combs (qualitative) and their relation 
with the lasing wavelength; Z0𝑏 > Z0𝑓 has been assumed. 

The lasing wavelength corresponds to the wavelength at which there is coincidence of a peak from the 
front mirror reflectivity and a peak from the back mirror. There might be more than one of such pairs at 
a time, in which case the relative intensity of the reflectivity and the wavelength dependence of material 
gain and internal optical losses will contribute to determine the lasing wavelength selection. 

a) 

b) 

a)

b)
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The tuning range cannot exceed the repeat-mode spacing ∆𝜆𝑟𝑚𝑠 (wavelength interval corresponding to 
the nearest 2 coincident peaks of the 2 mirrors).  This is approximately given by: 

∆𝜆𝑟𝑚𝑠 =
𝜆𝐵

2

2𝑛𝑔(Z0𝑏 − Z0𝑓)
 

E5.5 

Where it has been assumed Z0𝑏 > Z0𝑓. The smaller the difference between the sampling periods, the 
larger is the repeat-mode spacing. 

The tuning of the lasing wavelength can be done in principle by shifting the reflectivity comb of only 
one mirror, but in order to obtain a continuous wavelength change, and to optimize side mode 
suppression ratio (SMSR) and output power, a simultaneous control over the three passive sections is 
needed. This can be understood in the following way: first, the two combs must be aligned in order to 
superimpose two peaks, selecting a common wavelength reflected by both mirrors (“channel 
selection”), than this wavelength can be finely tuned – shifting it by few nanometers – moving 
simultaneously the two combs in the same direction; the resonance condition for the laser cavity can 
then be optimized adjusting its optical length through modification of the refractive index in the phase 
section. 

The reflectivity of the front mirror is normally kept lower than that of the back mirror in order to obtain 
most of the optical output power from the front side of the device. 

5.3 Thermally tuned SG-DBR lasers 

5.3.1 Structure and process 

The preliminary development of the devices did aim at an operative wavelength centered at about 
1060 nm, and DBR lasers with passive section were realized and tested [54], but then the focus was 
shifted to a range centered around 975 nm to comply with the requirements of the European project 
Mid-TECH. Complete SG-DBR tunable lasers – described below - were fabricated and tested only at the 
shorter wavelength. The vertical structure and the process strategy remained essentially the same. 

The developed SG-DBR laser is depicted in Fig. 5.2a. The chip has a footprint of 4.0 mm × 0.5 mm, and is 
a ridge-type laser. The device consists of six sections: a 900 µm long gain section in the device center 
and two SG-DBR sections with lengths of 1000 µm and 450 µm as rear and front mirror, respectively. 
Furthermore, there is a 100 µm long phase section, and two passive terminal sections with the ridge 
waveguide (RW) tilted by an angle of 3° with respect to the normal to the facets to help suppress 
disturbing reflections; the facets are cleaved and AR coated. 

The RW introduces a lateral optical confinement because of the effective refractive index difference in 
the direction perpendicular to the propagation direction and parallel to the waveguide layers; its width 
is 2.2 µm: this ensures fundamental lateral mode operation. The vertical optical confinement is 
determined by the refractive index profile of the vertical (epitaxial) structure, which similarly ensures 
vertical monomodality. The longitudinal mode selection in a given channel is determined by the 
combined mirrors bandwidths and the resonance condition, which depends on the cavity optical length. 
In general, DBR-type lasers operated in continuous wave (CW) mode, are subject to longitudinal mode-
hopping as the current injection increases, mainly because the temperature drifts in the active zone, 
detuning the lasing mode, until a neighboring mode is spontaneously selected [64, 65]. 

The current is injected from the top of the ridge, and since this is dry etched (with BCl3-Cl2 chemistry) 
almost down to the undoped waveguide (Fig. 5.2b), even the lateral current confinement is reasonably 
ensured, in spite of the lack of buried lateral current confinement structures. Metal stripes with a width 
of 8 µm are placed on top of grating and phase sections, close to the RW (Fig. 5.2c) and act as resistive 
heaters, their temperature is determined by the respective currents Ib, If, Ip. Based on an approximate 
mirror reflectivity temperature coefficient 𝑑𝜆 𝑑𝑇⁄  ≈0.065 nm/K, and with a design spacing between the 
mirror peaks of about 2.3 nm, to exploit the full tuning potential of the laser a mirror temperature 
variation of ≈ 40°C is needed, corresponding to a variation of GaAs refractive index of ≈0.013. 
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Between the semiconductor and the p-metallization there is a SiNx insulation layer, in which a contact 
window is opened only over the RW in the gain section, to allow electrical pumping. 

 

Figure 5.2 a) Drawing of SG-DBR (top view), showing the ridge shape, the position of the heaters, the galvanic 
pads (those on the tilted-waveguide sections are only for mechanical purposes) and the position of the gratings; 
b) SEM secondary electrons image of the uncoated facet; c) OM image of the front mirror, the interferometric 
contrast allows to see the lines corresponding to the buried grating bursts; d) bird's eye view of a chip soldered 
and bonded to a ceramic carrier platform, soldered in turn to a copper C-mount heat-sink. 

a) 

b) c) 

d) 
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The vertical structure, along with the main process steps for the definition of the different sections of 
the device, is shown in Fig. 5.3. During the first epitaxial growth step, the following layers are grown 
over the GaAs (100) substrate, in a down-up (growth-chronological) order: n-GaAs buffer, n-AlGaAs 
cladding (1), the undoped GaAs layers numbered 2, 4, 7 interleaved by GaInP grating layer (3), GaInP 
etch-stop layer (5) and active multi-layer comprising one or two QWs and GaAsP barriers (6). The 
composition of GaInP is near the lattice-match with GaAs (Ga0.51In0.49P), the QWs composition is 
approximately Ga0.83In0.17As (≈12000 ppm compressive strain), and the barrier composition is 
approximately GaAs0.9P0.1 (≈3600 ppm tensile strain), 
This base structure is then processed with E-beam lithography and two selective wet etching steps, to 
define the gain section; a second E-beam lithography and two further selective etchings define the 
mirrors and the other passive parts (phase and bended sections). 
After the last etching, the surface is passivated with (NH4)2S and the wafers are immediately loaded into 
the reactor. Before starting the second epitaxy, a shallow in-situ etch with CBr4 is done to 
deoxidize/decontaminate the surface as described in the previous chapter. 
The following layers are then grown: undoped GaAs (which completes the waveguide), p-Al0.35Ga0.65As 
cladding and finally a highly p-doped GaAs contact layer. The resulting thickness of the GaAs waveguide 
is ≈260 nm in the passive sections, and ≈400 nm in the active section. Si and C have been used as n and 
p dopants throughout the structure. 

 

Figure 5.3 Vertical structure and process sequence of SG-DBRs: a) after 1st epitaxy, b) definition of the gain 
section, c) definition of the passive sections, d) 2nd epitaxy; the dashed line represents the regrowth interface. 

a) b) 

c) d) 
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The DQW structure has a lower aluminum fraction in the n-cladding layer with respect to the SQW 
structure (0.17 vs. 0.25) and correspondingly a weaker vertical optical confinement, which is associated 
with a narrower vertical far field (VFF), and with a smaller confinement factor in each QW (ΓQW). The 
narrower far-field was desired to facilitate the efficient out-coupling of the emitted light into a 
semiconductor optical amplifier, specifically for the realization of a miniaturized master-oscillator 
power-amplifier (MOPA) as described in Ref. [57]. The thickness of the n-cladding in the DQW structure 
is larger than in the SQW structure (3.2 vs 2.6 µm) to avoid coupling of the guided mode into the 
substrate. The layer sequence is reported in Table 5.1. The GaAs/AlGaAs interfaces between layers 1-2 
and 8-9 where graded across 30 nm. 

 

epitaxy # layer thickness (nm) 
thickness remaining in the 

phase section (nm) 

2nd 

10 p-GaAs contact 100 100 

9 p-AlGaAs 1230 1230 

8 GaAs 130 130 

1st 

7 GaAs 20 0 

6 GaAsP/GaInAs 2×10/7 (SQW)  3×10/2×7 (DQW) 0 

5 GaInP etch stop 10 0 

4 GaAs 20 0 

3 GaInP grating layer 40 0 

2 GaAs 130 130 

1 n-AlGaAs cladding 2550 (SQW)  3150 (DQW) 2550 (SQW)  3150 (DQW) 

Tab. 5.1 Epitaxial layers of the SQW and DQW structures. 

 

For each structure, a first order and a second order Bragg grating (in the grating bursts) have been 
tested. The effective group index and the grating coupling coefficients κg have been first estimated 
theoretically, and then experimentally evaluated using standard DBR structures (gain + single mirror) 
with a continuous grating, realized with the same vertical structure and fabrication procedure of the 
tunable SG-DBR: the DBR sub-threshold spectra (amplified spontaneous emission - ASE) have been 
acquired, and κg has been obtained fitting the whole reflection pattern with a parametrized model [56]. 

The resulting coupling coefficient, in the range 150-500 cm-1, are smaller for the second order grating, 
and – comparing the same grating order - for the DQW structure, but in all cases compatible with the 
realization of the SG-DBR according to the previously specified overall dimensions of the mirror 
sections. A further experimental evaluation of 𝑛𝑔 has been done acquiring the ASE spectra of DBR 
structures with a sampled grating, and using E5.2. 
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The 6 grating parameters that had to be chosen for the SG-DBR tunable lasers are the duty cycle dc and 
the period Λ𝐵 of the Bragg grating bursts, and the sampled grating parameters: Z0𝑏, Z0𝑓, Z1𝑏, Z1𝑓 . They 
are listed in Table 5.2, along with the other calculated or measured parameters previously mentioned. 
The expected tunable range is about 24 nm. 

 

parameter SQW DQW 

1st order 2nd order 1st order 2nd order 

ΓQW total   (calc.) 0.015 0.022 

ne mirrors     (calc.) 3.408 3.424 

ng mirrors     (meas.) ≈4 ≈4 

κg (cm-1)   (meas.) 497 292 251 151 

set 

ΛB  (nm) 143 286 143 286 

dc               0.5 0.25 0.5 0.25 

Z0f   (µm) 45 

Z0b   (µm) 50 

Z1f   (µm) 5 

Z1b  (µm) 5 

expected 

VFF (FWHM) 40° 28° 

∆𝜆𝑠𝑓   (nm) 2.6 

∆𝜆𝑠𝑏   (nm) 2.4 

∆𝜆𝑟𝑚𝑠 (nm) 24 

 

Table 5.2 List of parameters related to the optical design of the SG-DBR tunable lasers; ΓQW total is the 
confinement factor in the active (1 or 2 QWs). Note that ∆𝜆𝑒𝑛𝑣=∆𝜆𝑟𝑚𝑠 because of the particular values selected in 
the design. Values calculated for 𝜆𝐵=975 nm. 
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5.3.2 MOVPE growth, and intermediate pattern-definition process 

The epitaxial structures have been grown on the G3 reactor, using H2 as carrier gas and the precursors 
TMGa, TMAl, TMIn, AsH3, PH3, SI2H6 and CBr4, as described in chapter 3. 
In the first epitaxial growth step, the realization of the base structure, the AlGaAs:Si lower cladding was 
grown at Tsp=760°C, then the temperature was lowered to Tsp=605°C for the growth of the following  
layers. The higher temperature selected for AlGaAs is required to obtain a high material quality, 
because of the low surface mobility of aluminum, and in order to reduce oxygen incorporation. The 
lower temperature used for the following layers was motivated by two different reasons. The first was 
that the GaInAs QW was initially designed for 1064 nm emission, and contained 25% of indium; at these 
values, the compressive strain is ≈18000 ppm, and a low growth temperature allows avoiding the risk 
of defect formation caused by InAs phase separation [66-68]. The second reason was to avoid the 
growth of ordered GaInP, which occurs at higher temperatures; since the GaInP layers are located 
under the QW, the worsening of the morphology usually associated with ordering might have negatively 
impacted the QW itself and consequently the device performance [69]. This second reason motivated to 
keep the same growth temperature even when the QW was redesigned to emit at 975 nm, lowering its 
indium content. 
The second epitaxy was preceded by an in-situ shallow etching with CBr4 at low temperature and under 
a mixed AsH3/PH3 atmosphere (the reason for selecting a mixed atmosphere will be explained in the 
following). This, in combination with the use of an ammonium sulfide pre-treatment of the wafers, 
allowed obtaining an almost oxygen-free surface, as is shown by the SIMS depth profile in Fig. 5.4, 
which has been taken over the grating section. This was considered important, because the active layers 
are only 20 nm below the regrowth interface, and oxygen contamination in this position would lead to 
significant non-radiative recombination. 

 

Figure 5.4 SIMS depth profile of oxygen concentration in the structure, taken in the mirror section; the plot shows 
part of the upper and lower AlGaAs claddings and the waveguide (Al signal=0), the regrowth interface is 
approximately in the center of the plot. 

The introduction of CBr4 treatment did cause – or more properly did put in evidence - an interface 
defectiveness that otherwise was not visible. Fig. 5.5 shows the surface of three different test structures 
after the second epitaxy, in a zone comprising a passive (wet-etched) area and an active (not wet-
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etched) area; when the regrowth was not preceded by the CBr4 treatment, the resulting morphology 
was extremely smooth (a), while using CBr4 several defects (shallow protrusions a few nm in height) 
where present, especially in the vicinity of the etched step (b). Introducing the ammonium sulfide pre-
treatment, the defectiveness disappeared (c). The origin of these defects is not well understood, but 
since EDX analysis did not indicate the presence of surface contamination prior to the regrowth, it is 
possible that the defects are related to an inhomogeneous surface oxidation after the wet-etching steps, 
whose “pattern” might be transferred by the in-situ etching into the underlying material due to 
different etch rates of oxidized and non-oxidized areas; the subsequent growth could further amplify 
the resulting protruding shapes, due to a different growth rate on the different crystal planes of the 
protrusions. This explanation is consistent with the fact that the ammonium sulfide passivation 
treatment removed the morphology issue. 
 

 

Figure 5.5 OM-DIC images showing the morphology of partially wet-etched surface after the second epitaxy: a) 
regrown directly, b) adding CBr4 in-situ etch, c) adding (NH4)2S ex-situ passivation before the in-situ etch. 

  

The pattern definition was done with E-beam lithography using an SB251 tool from Vistec, ma-N 2401 
negative resist and MF 26-A metal-ion-free developer. The first wet etching was done using an organic 
acid solution containing an oxidizing agent, which selectively etches GaAs, GaInAs and GaAsP over 
GaInP, and then the resist was removed with N-Methyl-2 Pyrrolidone (NMP) stripper. A second acid 
solution was then used to selectively etch GaInP. The etchings are surface-rate limited, and delineate 
crystal planes at the sides of the grating stripes, which run parallel to [011̅] (while the device is aligned 
along [011]). 

In the optimization of the conditions for the in-situ etching and the second epitaxy, three factors were 
taken into account: the necessity to reduce oxygen contamination, the preservation of the grating 
stripes, and the minimization of defect formation in the regrown material. During the heating phase 
preceding the growth, there can be outdiffusion of indium from GaInP, and arsenic-phosphorous 
exchange, with formation of quaternary GaInAsP phases adjacent to the grating stripes [70]. Moreover, 
when AlGaAs is grown over a patterned surface, its composition is not uniform, but is perturbed in 
correspondence to the underlying steps, an effect that has been interpreted as due to different growth 
rate combined with different Ga and Al surface mobility on different crystal planes. This effect is 
exacerbated at low growth temperatures, and can lead to the formation of stacking faults where two 
different growth fronts meet [70, 71]. 

Regrowth test were done on patterned base structures, having etched gratings with two different duty 
cycles. The temperature of the in-situ etch was kept fixed at Tsp=575°C (based on the results on oxygen 
contamination illustrated in Chapter 4) while for the GaAs growth two temperatures were tested, 
Tsp=605°C and 650°C. The subsequent growth of AlGaAs was done always at Tsp=760°C. During the 
initial heating to reach the in-situ etch temperature, the in-situ etching, and the second heating step to 
reach the GaAs growth temperature, the samples were kept either under AsH3 or under a mixed 
AsH3/PH3 atmosphere, with 1/14 ratio. The etch time was regulated based on separate etch rate 
calibrations on (100) surface, in order to remove in each case 5 nm of GaAs from the areas that were left 

b) c) a) 
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without patterns. The resulting grating shapes after the regrowth were inspected by SEM on cleaved 
sections, and are illustrated in Fig. 5.6.  

 

 

Figure 5.6 SEM backscattered-electrons images of the grating after the second epitaxy, with different duty cycles: 
a), b) etch under AsH3 atmosphere, regrowth at Tsp=650°C, c), d) etch under AsH3 atmosphere, regrowth at 
Tsp=605°C, e), f) etch under AsH3+PH3 atmosphere, regrowth at 605°C. The heating before the regrowth was done 
under the same atmosphere as the corresponding etching step. The dashed lines indicate the original thickness of 
the GaInP grating layer (40 nm) and the approximate width of the stripes after the wet etch. 

 

The in-situ etching under AsH3 combined with the regrowth at 650°C (Fig. 5.6 a and b) did reasonably 

a) b) 

c) d) 

e) f) 
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preserve the GaInP stripes in the low duty-cycle area (a) but definitely not in the high duty cycle area 
(b). Even in the first case, the height of the stripes is slightly reduced with respect to the original value, 
and in both cases a compositional perturbation is visible with white areas associated to high atomic 
number material (high content in indium and arsenic). When the regrowth temperature was lowered to 
605°C, keeping all the other parameters constant, the grating shape preservation was almost perfect, 
but the compositional perturbation was still present, although less pronounced (Fig. 5.6 c and d). Using 
a mixed AsH3/PH3 atmosphere in all the steps preceding the growth, and using the lower growth 
temperature as in the previous case, there was a sensible reduction in the size of the GaInP stripes, both 
in the vertical and in the horizontal directions, leading to slightly rounded triangular shapes, but no 
signs of compositional perturbations were visible. 

By comparison of a) b) with c) d), which had the same in-situ etch, it can be suggested that the main 
cause for shrinkage of the GaInP stripes is mass transport away from the stripes during the heating 
from 575°C to 650°C under arsine, which seems to proceed eroding mainly the sides of the stripes. It is 
possible that the upper GaAs (layer 3 of Fig. 5.5, 20 nm thickness) has been already completely removed 
by the nominally 5 nm in-situ etch on the narrower stripes, instead of only reducing its thickness to 15 
nm; this would imply that the etch rate of GaAs is strongly enhanced when it proceeds laterally on 
narrow stripes compared to when it proceeds on a continuous (100) surface, possibly because of a 
layer-by-layer mechanism. This would explain the almost complete disappearance of the grating in b). 

The differences between c), d) and e), f) can only be due to the different atmosphere used during the in-
situ etching and heating. The reduced dimensions of the GaInP stripes can be explained with an increase 
in the in-situ lateral etch rate, while the absence of compositional perturbations seems to indicate the 
suppression of mass transport after the etching. These conditions were selected for the process, based 
on the fact that the grating was still sufficiently defined to guarantee a high coupling coefficient, 
avoiding at the same time the creation of phases that, assuming a composition near to InAs, would have 
been highly strained and introduce low-bandgap “quantum wires” in the mirror sections of the devices. 
The oxygen contamination obtained in these conditions at the regrowth interface was very low, as 
already shown in Fig. 5.4. 

In Figure 5.6, the transition between the mirror and the gain section is shown.  

 

 
 

Figure 5.7 SEM images of the transition between the mirror section and the grating section of a device. A 
compositional perturbation in the regrown AlGaAs is visible in the backscattered electrons image, corresponding 
to the step in the underlying GaAs.  
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The inset in the secondary electron image allows appreciating the different lateral angles with which 
the grating layer terminates. This difference supports the idea that the GaAs layer 3 has been 
completely removed above the grating stripes during the in-situ etch, and that this has happened with a 
layer-by-layer mechanism, because the GaInP layers 2 and 4 in the gain section terminate with sharp 
angles and align well along the same line, corresponding approximately to a (111)A plane; if the GaAs 
layer 3 in between had been laterally etched any faster than GaInP, smooth angles and termination 
misalignment would be present. In the backscattered electrons image, the contrast between darker and 
lighter areas in the upper AlxGa1-xAs corresponds to a slightly different Al content (Δx evaluated to less 
than 0.01 based on CL analysis). 

 

5.3.3 Device results 

The SQW and the DQW structures had been preliminary tested, fabricating broad area laser (BAL) 
devices without passive or grating sections, but using a 2-step epitaxy process. The unmounted BALs 
have been characterized measuring in pulsed mode (1 µs, 5 kHz) their light-current-voltage (LIV) 
characteristics for different laser lengths. The SQW structure has intrinsically the advantage of a lower 
transparency current, about ½ that of the DQW, but the slope efficiency of the DQW structure (slope of 
the optical power vs. current above threshold) resulted to be 10% higher than that of the SQW 
structure, for the same device length (approximately 0.5 vs. 0.45 W/A). The optical losses were 
evaluated to be higher for the SQW structure, 1.9 cm-1 vs 1.5 cm-1; this difference only partially explains 
the difference in the slope efficiency. 

The single-mode lasers were measured bonded p-side up on AlN carriers, bonded in turn on C-mounts, 
whose temperature was kept constant at 20°C. When single-mode DBR lasers with uniform gratings (1st 
and 2nd order), comprising a front gain section, an intermediate mirror section and a backside bended 
section, were compared, the DQW devices resulted to be ≈35% more efficient than the SQW devices. 
The cause of the increased difference has been tentatively attributed to a higher leakage current in the 
SQW structure with respect to the DQW structure, when both are processed as single mode (narrow 
ridge) lasers [57] but the precise origin of the different leakage is not well understood. The tunable 
SG-DBR lasers did show a similar difference in the slope efficiency between SQW and DQW structures. 

The slope efficiency of the DBR structures with 2nd order gratings was only slightly lower (7%) than 
that of the 1st order gratings, indicating that the different coupling coefficients κg (Tab. 5.1) have 
sufficiently high values to avoid that their differences impact strongly the grating reflectivity.  

The vertical far-field determined at FWHM was reasonably in line with the expected values, resulting 
41° for the SQW and 24° for the DQW. 

All the tested devices proved to be capable of tuning, with mode spacing and tuning range of ≈2.3 nm 
and ≈21 nm respectively, close to the design values. Since the tuning range of each Vernier mode did 
exceed the inter-peak distance, a quasi-continuous tuning was achievable. The SMSR was in excess of 40 
dB and a FWHM spectral linewidth below 100 pm has been obtained in the full tuning range on DQW 
devices. The SG-DBR spectra, obtained at different tuning currents on a DQW structure are shown in 
Fig. 5.8a; an example of LIV characteristics at constant heaters currents, together with the 
corresponding lasing wavelength variation are shown in Fig. 5.8b. The kinks due to longitudinal mode 
hopping are associated to small jumps in the wavelength. The series resistance is ≈1Ω and the slope 
efficiency ≈0.2 W/A. 

 

To summarize: thermally-tuned SG-DBR lasers operating around 975 nm have been realized, using a 
process based on two-step epitaxy. The device performance, in terms of tuning characteristics, was 
satisfactorily in agreement with design parameters. The comparatively low efficiency suggests that the 
vertical structure, the process and the general design can still be improved, reducing the sources of 
current leakage, non-radiative recombination and optical losses. 
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Figure 5.8 a) Spectra of SG-DBR lasers with DQW and 2nd order gratings, obtained varying the back-mirror heating 
current Ib keeping If and Ip fixed; CW measure at T(heat sink)=20°C, the obtained SMSR is >40 dB; b) example of 
power-current, voltage-current and wavelength-current characteristics at fixed Ib, If, Ip: the kinks indicate 
longitudinal mode jumps as the injection current IG increases. 

a) 

b) 
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5.4 Investigation of electronic tuning 

 

The refractive index of a semiconductor material is modified by the injection of carriers through several 
physical effects that impact the material absorption, which in turn is linked to the refractive index 
through the Kramers-Kronig relation. Three main electronic effects can be identified, which usually are 
treated as independent [72]: the band filling (or Moss-Burstein shift), the free-carrier absorption and 
the bandgap shrinkage. The first two lead to a reduction of the refractive index at energies below the 
bandgap, while the third causes an increase. The first two effects prevail, and the net result of carrier 
injection is a reduction of the refractive index. At the same time, in a real device the carrier injection 
causes inevitably some thermal dissipation, leading to a temperature increase, which represents an 
independent cause of bandgap shrinkage and refractive index increase: in order to use carrier injection 
to realize a SG-DBR laser as previously described, the thermal effect must be overcome by the electrical 
one, and a net negative variation of the effective refractive index in the tuning sections must be 
achieved. Since the Bragg wavelength shifts according to ∆𝜆𝑔 𝜆𝑔⁄ = Δ𝑛𝑒 𝑛𝑒⁄ , and a shift of at least 2.5 nm 
is desired to control the channel change, a negative variation Δ𝑛𝑒 in excess of about 0.01 must be 
achieved in the mirror sections. Since the mirror sections can be expected to be subject to higher non-
radiative recombination with respect to the phase section, because of the GaInP/GaAs interfaces and 
related surface recombination, higher values of Δ𝑛𝑒 in the phase section should probably be obtained 
[73]. 

Preliminary simulations based on a theoretical model of the refractive index change with wavelength 
and carrier density [74] had indicated that the realization of such widely-tunable electronic-tuned 
SG-DBR lasers might have been possible. A series of explorative tests has been done using two-section 
lasers, based on a vertical structure similar to the one used for the SG-DBRs but with a SQW active 
emitting at ≈1064 nm and with 25% Al in both the upper and lower cladding. The lasers were 
fabricated with a 2-step epitaxy process similar to the one previously described: they comprised an 
active section, including the GaInP layers 2 and 4 of Fig. 5.3, and a passive, tuning section where the 
active and the two GaInP layers had been removed as in the phase section of the SG-DBRs. The gain 
section length was 200 µm and the tuning section length 400 µm, the ridge width was 2.2 µm; separate 
contact windows were opened over the ridge in the two sections. 

The devices were mounted p-side up on C-mounts and measured in CW at 20°C (heat-sink 
temperature), keeping constant the gain current and varying the tuning current Ip. The shift of the 
cavity modes below threshold was used to evaluate the effect of the tuning current: based on the above 
considerations, a blue shift, of 4 nm, corresponding to Δ𝑛𝑒≈-0.02, would have been considered fully 
satisfactory for the phase section. 

The more significant results are shown in Fig. 5.9. The first attempt was done starting the regrowth on 
the wet-etched samples without any passivation or in-situ etching: the corresponding tuning did 
saturate at about -0.3 nm at Ip=50 mA (line 1). When the combination of ammonium sulfide passivation 
and in-situ etch was introduced, the tuning did reach -0.6 mA at the same current (line 2). This 
improvement corresponds to the suppression of SRH recombination due to oxygen defects. 

A further, minor improvement was to reduce the depth of RIE etching of the ridge by 90 nm, in order to 
increase the residual thickness of the p-cladding layer from the original 220 nm to 310 nm at the sides 
of the ridge (line 3); the physical reason for the improvement is in this case not completely clear, but it 
might be related to the impact of non-radiative recombination at the p-AlGaAs-SiNx interface. 

Using abrupt interfaces between GaAs and AlGaAs (layers 1-2 and 8-9 in Tab. 5.1) did worsen the 
tunability (line 4), probably indicating an increased carrier trapping and recombination in 
correspondence to the band spikes forming at abrupt heterojunctions (compare appendix 1, A1.7.3). 

The last incremental improvement was obtained increasing the Al content of the p-cladding to 35% 
(line 5); this is probably due to a reduction of the carrier leakage into the p-side. The tuning reached in 
this case was -0.8 nm at 50 mA, and saturated at about -0.9 nm, still well below the target -4 nm. 
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Other tests were done changing the V/III ratio during the epitaxial growth of GaAs, which should 
influence the formation of bulk stoichiometric defects, but the tests did not lead to any significant 
variation and are not shown in the figure. 

 

Fig. 5.9 a) Example of how the cavity modes shifts varying the tuning current Ip in the two-section lasers; b) 
tuning obtained for the five process/structure variants described in the text. 

There are several concomitant effects that can limit the tunability. 
• Since no buried electrical confinement structures are present, the current can spread laterally in the 

residual p-cladding above the GaAs waveguide, and there can be significant ambipolar diffusion 
inside the waveguide itself; this effect will dilute the carrier density reducing its impact on the 
effective index. 

• There can be vertical leakage, i.e. electrons crossing the waveguide layer and reaching the p-doped 
cladding (or vice-versa, holes reaching the n-doped cladding) where they would essentially be lost 
with regards to the impact on the effective index. 

• There can be SRH recombination in the bulk and at the interfaces, including the two GaAs/AlGaAs 
interfaces, the GaAs/GaAs regrowth interface and the AlGaAs/SiNx interface. 

• Auger recombination contribution to non-radiative recombination can be expected to be of minor 
importance (less than 10%) in the foreseeable operative conditions (carrier density possibly up to 
≈4×1018 cm-3) because of the relative magnitude of the radiative bimolecular coefficient B and the 
trimolecular Auger coefficient C. 

• Finally, the impact of joule heating depends on the device resistance and on the efficiency of thermal 
dissipation: in this sense, a device that uses a ternary compound as cladding material (as in the 
present case) will always be at disadvantage with respect to a device that uses a binary (as in the 
case of InP devices, where normally InP is the cladding material and GaInAsP the waveguide 
material); the reason is that the thermal conductivity of the ternary is lower, for example it is 0.44 
Wcm-1K-1 for GaAs and 0.11 Wcm-1K-1 for Al0.35Ga0.65As while it is 0.68 Wcm-1K-1 for InP [75]. 

In order to determine whether the tuning was limited by a lower than expected carrier lifetime, the 

a) b) 
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passive sections of the lasers that had given the higher tunability, were separated by cleavage from the 
active sections, obtaining pin diodes (p-AlGaAs/GaAs/n-AlGaAs), which were mounted on RF transistor 
packages and electrically tested, evaluating the carrier lifetime with the reverse recovery-time 
technique [76]. This technique is based on the application of a negative bias pulse to a normally 
forward-polarized diode under high injection conditions, and on the measured time-decay of the 
reverse current as the carriers recombine and the junction becomes negatively polarized.  

The lifetime values, obtained from 5 diodes with a forward bias current of 20 mA, were distributed in 
the rather large interval 3-7 ns, with average 5.5 ns. Using the bimolecular radiative recombination 
coefficient of GaAs B=2×10-10 cm3s-1 (uncertainty probably ±1×10-10 cm3s-1), and considering an injected 
GaAs volume given by: diode length × GaAs thickness × ridge width × spread correction factor, where 
the last term takes empirically into account the carrier diffusion to a larger volume, a radiative lifetime 
of 2.7 ns is obtained assuming no carrier spread and 4.6 ns assuming a spread factor of 3, but these 
values would almost double using B=1.2×10-10 cm3s-1 as suggested in [58]. What can be said based on 
these crude estimates is that the measured lifetimes are compatible with a predominant radiative 
recombination at the used excitation rate. It must be added that the spread in the results points either 
to a lack of reproducibility in the measurement or to a device-to-device disuniformity. 

A critical point in the evaluation of the obtained tunability is that the quantitative relation between 
carrier density and refractive index change is not well known. A comparison of the predictions of the 
used model with an experimental evaluation of the injection effect in GaAs based on spontaneous 
emission measurements [77], showed that the model predicted about 60% more reduction with respect 
to the experimental values at λ≈1 µm [57].  

It is interesting here to consider a fundamental difference that exists between the GaInAsP/InP system 
and the GaAs/AlGaAs system. In both cases, the negative shift of the refractive index of the waveguide 
material (GaAs or GaInAsP) is stronger when the wavelength approaches the bandgap wavelength; in 
the case of GaAs, the value is fixed at 871 nm (at room T) while in the case of GaInAsP it can be changed 
in a broad interval, nominally 920-1630 nm, maintaining the lattice-match with InP. This allows 
selecting the GaInAsP composition that represents the best compromise between tuning and optical 
absorption, but such flexibility is not given in the GaAs/AlGaAs system. Taking for comparison the work 
of T. G. B. Mason in Ref. [73], where tunable SG-DBR working around 1.56 µm were realized using a 
quaternary composition corresponding to a bandgap wavelength of 1.42 µm, and using the evaluations 
of the refractive index change with carrier density of Ref. [77] for GaAs and Ref. [78] for GaInAsP, it 
emerges that to obtain a comparable shift for the same carrier density of 1018 cm-3, the GaAs operative 
wavelength should be reduced to approximately 900 nm. The situation is schematized in Fig. 5.10, 
where the variation of GaAs refractive index with photon energy is plotted for two values of the carrier 
density, and three possible operative wavelengths are indicated. 

According to this data, the carrier density necessary to obtain a refractive index variation Δn= -0.01 in 
GaAs at 1064 nm or 975 nm should be about 2×1018 cm-3, and probably above 5×1018 cm-3 for Δn= -0.02. 

A further test was done using SG-DBR lasers based on the 975nm structures [57]; these lasers 
comprised a gain section (length 1000 nm), a phase section (500 nm), a grating section (500 nm) and a 
passive section with bended waveguide (1000 nm). The devices were fabricated together with the 
tunable SG-DBR previously described, as a layout variant on the same wafers. The electrical tunability 
was tested injecting current through a contact window opened on the ridge in the phase section. 

The SQW structure did provide only a negligible (0.03 nm) electronic tuning (blue shift), reached at 
Ip=35 mA, then the wavelength started to increase, indicating a predominant thermal effect. The DQW 
structure did provide a modest electronic tuning of -0.3 nm at Ip=100mA. The different behavior of SQW 
and DQW structures parallels the slope efficiency differences previously noted, pointing to a higher 
carrier leakage in the first. Moreover, the limited tuning of both structures when compared to the 
results obtained on the 1064 nm structures suggests that more carriers are lost, which might be 
explained by an increased SRH recombination due to undetected process or material quality issues. 
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Fig. 5.10 Variation of the refractive index of GaAs with photon energy according to Ref. [77] plotted for 3 values of 
the carrier density (the values below 1.24 eV are extrapolated); the vertical lines indicate the operative points 975 
nm and 900 nm. 

To summarize: electrical tuning by means of current injection in the passive section of GaAs-based 
laser operating at 1064 nm and 975 nm has been demonstrated, but the obtained wavelength shift is 
too small for tunable-laser applications. The variability of the obtained results points to the necessity of 
further improvements in the growth and/or process conditions. It is foreseeable that minimization of 
carrier vertical and lateral leakage, minimization of the sources of non-radiative recombination, and 
optimization of the thermal dissipation, would allow to increase the tunability to the point of making 
the realization of SG-DBR widely-tunable lasers with electronic tuning possible, but their wavelength 
range might be limited to a narrow interval below the GaAs bandgap by fundamental material 
properties. 



 

 

 

 

 



 

 

6 Buried-mesa broad-area lasers 

 

 

6.1 Chapter introduction 

Broad area lasers emitting near 940 nm are fabricated using a process based on 2-step epitaxy. The 
n-side of the layer structure and the active layer are grown during the first epitaxial growth step, the p-
side during the second. Between the first and the second step an in-situ etching based on CBr4 is used to 
remove the active layer from the two sides and at the two facets. 

This approach allows the creation of buried-mesa lasers with non-absorbing mirrors and enhanced 
lateral current confinement; comparison with reference devices, fabricated with the same 2-step 
epitaxy process but without etching the active layer around the laser cavity indicates a reduced lateral 
current leakage, lower threshold current and higher efficiency, plus an increased robustness with 
respect to catastrophic optical damage. In comparison with standard lasers fabricated with single 
epitaxy, the process introduces a penalty on the efficiency which can be explained by increased non-
radiative recombination. 

The results of this investigation have been published by P. Della Casa et al. in Ref. [79]. 

6.2 High-power lasers 

GaAs-based high power diode lasers are the most efficient technology for converting electrical power 
into optical power in the near-infrared range. Depending on the operative conditions – in particular on 
the power, on the heat-sink temperature and on whether CW or pulsed mode is used - record energy 
conversion efficiency from 65% to 75% has been reported in the 9xx wavelength range; broad area 
lasers1 emitting in this range are especially required as optical pumps for fibre and solid state industrial 
lasers, which are typically used for cutting, welding and other material processing and whose power 
can reach tens of kilowatts. The emitted power of a single BAL diode does usually not exceed 10-20 W, 
but higher output levels are commonly obtained using one or more monolithic arrays of diodes (diode 
bars) and coupling their emission into a single passive optical fibre, which can in turn be coupled to the 
active medium [80-83]. The combination of the beams of a large number of single diodes or bars has 
allowed reaching the kW range in a passive medium (e.g. in air), enabling the realization of “direct 
diode” lasers for industrial applications, i.e. lasers where the output emission comes directly from the 
diodes and not from an optically pumped active medium [84].  

The design of a laser is inevitably the result of a compromise among different and possibly conflicting 
requirements. Depending on the specific application, the focus for the realization of new and improved 
high power BAL is on one or more of the following aspects [81-83, 85-87]: 

• energy conversion efficiency 

• maximum output power 

• reliability 

• brightness and beam quality 

In the rest of this section, selected basic aspects related to the above list are outlined. 

                                                             

1 The term “broad” refers to the fact that the laser width is much larger than the emission wavelength and of the 
carrier diffusion length. 
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6.2.1 Brightness and beam quality 

The term brightness is used to indicate the amount of optical power emitted per unit area and solid 
angle2 (referred to the beam waist and far-field divergence respectively). The concept of beam quality is 
multi-fold and application-dependent, and is primarily related to the ease with which the laser emission 
can be coupled into a fibre or combined with that of other laser diodes. The far field of a high power 
BAL is typically mono-modal and Gaussian-shaped in the vertical direction (called “fast” axis because of 
the high far-field divergence), while it is multi-modal in the lateral direction (called “slow” axis because 
of the low far-field divergence); the profiles are qualitatively shown in Fig. 6.1. In the same figure, the 
relation between the far field angle and the beam waist of a Gaussian beam is also reported: note that 
the divergence increases as the beam waist decreases, a relationship that qualitatively holds even for 
non-Gaussian beam shapes. 
An important parameter related to the laser beam shape, defined along one axis, is the beam parameter 
product BPP = 0.25 × W95% × Θ95%, where W95% is the measured near field width (beam waist) and Θ95% 
is the far field angle, both at 95% optical power content3; it is usually given in mm∙mrad. 
The minimum value of BPP for a diffraction-limited Gaussian beam is λ/π, and the ratio of the real BPP 
to this value M2=BPP/(λ/π), is called beam quality factor; the fundamental reason for this name is that 
Gaussian beam properties make them easy to collimate or focus, so a factor M2=1 is considered to 
represent the “ideal” behaviour and values >1 indicate lower-quality beams. Since the limiting factor for 
coupling the beams from BALs is usually the lateral (=slow axis) profile which has typically M2>>1, it is 
common practice in this context to define the beam quality in terms of the lateral beam parameter 
product BPPlat [85]. 

 

Figure 6.1 a) Schematic of BAL emission intensity profiles along the slow and fast axis; b) evolution of a Gaussian 
beam along the propagation direction z: the wavefront curvature is flat in the focus z=0, reaches a maximum at the 
Rayleigh range zR and then asymptotically approximates a spherical surface; the far-field angle is inversely 
proportional to the waist radius w0. 

                     
2 This definition is equivalent to that of radiance, the corresponding units are Wcm-2sr-1. 
3 There are alternative conventions to identify W and Θ, including taking the values at 1/e2 of peak intensity. 

a) b) 
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6.2.2 Reliability and maximum output power 

The maximum output power at which a laser diode can be operated is limited either by a reversible 
performance decrease, as a power roll-off, or by the onset of irreversible degradation. Which one of the 
two conditions is reached first depends on the specific design, since this can deliberately sacrifice the 
maximum performance in order to avoid the risk of degradation. In either case, reliability can be 
considered the ultimate limiting factor for high power.  

Among the possible degradation mechanisms, catastrophic optical damage (COD) initiated at facets –or 
mirrors - (COMD) is probably the most critical one [88-90]. COMD is the result of strong recombination 
via surface traps, which causes a depletion of carriers near the crystal surface; the depleted bands of the 
active region become more absorbing at the laser wavelength, while the heat generated in the non-
radiative recombination process raises the local temperature; the increase in temperature shrinks the 
bandgap, increasing further the absorption. At a critical optical flux density, the facet temperature 
becomes sufficiently high (in the order of 120-160°C) to initiate a thermal runaway, which leads to the 
melting of the facet; the facet damage absorbs the laser light and rapidly propagates inside the cavity. 
The whole runaway process can be extremely rapid, lasting less than a millisecond. To keep the device 
operating far from COD/COMD conditions, several design strategies have been developed, which tend to 
minimize the optical power density, the electrical and thermal resistances, and to maximize the 
efficiency (to reduce the fraction of electrical power dissipated as heat) [91, 92]. To increase the 
robustness of the facets, these are subject to treatments aimed to reduce defect density and surface 
recombination velocity, and to protect them from oxidation. There are several techniques to do this, for 
example the facets can be obtained by cleavage under vacuum and then passivated with a thin (a few 
nm) evaporated amorphous Si layer (in the so-called IBM E2 process). If the cleavage is done in air, the 
facets can be subject to a deoxidation procedure based on ion irradiation under UHV, followed by the 
passivating deposition. The deposited material can even be a thin epitaxial layer of a high band-gap 
semiconductor, as ZnSe. After the passivation, the facets are usually further protected with a dielectric 
coating, which can at the same time absolve the role of optical coating. 

It is also common to avoid current injection in the region near the facet, in order to minimize the 
current-induced facet heating; the region where the current is not injected is sometimes referred to as 
non-injected mirror (NIM). To reduce the optical absorption (and consequently the heating due to non-
radiative recombination) at and near facets, large non-absorbing mirrors (NAM) can be introduced, 
extending up to tens of microns from the facet inwards [88-90, 93-99]. 

For quantum well lasers, it is possible to create NAM using quantum well intermixing (QWI) techniques, 
which produce a local increase in the QW bandgap energy; these techniques can rely on the diffusion of 
impurities (mainly Zn), on the diffusion of surface vacancies (typically generated using a SiO2 layer that 
reacts with Ga) and on ion implantation. A side-effect of the QW bandgap increase is a decrease of the 
refractive index at the not-intermixed QW photon energy and below.  

A more radical alternative to create large NAMs is to remove the active layers and replace them with 
high-bandgap epitaxial material using a variant of the classical buried mesa structuring process, as 
proposed for high-power GaAs/AlGaAs/InGaAs lasers by Ungar et al. [99]. The process requires a multi-
step epitaxy: the n-side of the structure, the active and part of the p cladding are grown in a first step, 
then the material near the facets is etched away down to the n-side; a higher band gap material is 
regrown in the etched regions, protecting the un-etched surface during the regrowth with a dielectric 
mask. The regrowth material can include a lateral reverse junction or a lateral semi-insulating layer to 
provide better electrical confinement. After removal of the mask, a third growth step completes the p 
side. One critical aspect of this strategy can be expected to be the oxygen contamination at the regrowth 
interface at and near the active layers. 
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6.2.3 Design aspects 

One elementary consideration [91] that explains several characteristics of multi-mode high power 
lasers design is rooted in reliability constraints: if �̅�𝐶𝑂𝐷 is the optical power density at which a given 
active material is subject to COD, the maximum output power is limited by: 

𝑃𝑚𝑎𝑥 = �̅�𝐶𝑂𝐷 ∙ 𝑊 ∙ 𝑑 Γ⁄  E6.1 

where W is the active stripe width, d is the active thickness and Γ the confinement factor, which takes 
into account the overlap between photons and injected active volume. Consequently, higher power can 
be sustained reducing the confinement factor; since this implies a reduction of the gain Γ𝑔𝑡ℎ - where 
𝑔𝑡ℎ=material gain at threshold - it is necessary to increase at the same time the device length L to satisfy 
the threshold condition (gain compensates the optical losses): 

Γ𝑔𝑡ℎ = 𝛼𝑖 + 𝛼𝑚 = 𝛼𝑖 +
1

2𝐿
ln

1

ℛ1ℛ2
 

E6.2 

where 𝛼𝑖 is the internal optical loss, the second term 𝛼𝑚 represents the mirror losses and ℛ1, ℛ2  are 
the mirror power reflection coefficients. Increasing L is beneficial even to reduce the device electrical 
and thermal resistance, but to use large values of L it is necessary to have low values of 𝛼𝑖. High values 
of L make the differential efficiency 𝜂𝑑  (output photons/injected carriers above threshold) very 
sensitive to the internal optical loss 𝛼𝑖 because 𝜂𝑑  is given by: 

𝜂𝑑 = 𝜂𝑖 ∙
𝛼𝑚
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E6.3 

where 𝜂𝑖  is the internal differential efficiency (fraction of the current above threshold that generates 
stimulated emission). To reduce 𝛼𝑖, the vertical structures are usually designed in order to have at the 
same time a low and asymmetric vertical optical confinement (LOC-ALOC); the asymmetry consist in 
having the resonant modes displaced towards the n-side of the junction, were the optical losses are 
lower (with respect to the p-doped material). For the same purpose, the doping is kept as low as 
possible – compatibly with the need of keeping the resistance low to reduce the energy efficiency loss 
due to resistive dissipation, but especially to avoid joule heating of the active, which leads rapidly to 
lower internal efficiency due to the increase in the number of carriers that escape from the QW and 
increased non-radiative processes. It can be added that the low optical confinement is beneficial in 
decreasing the fast-axis far-field divergence. High power lasers with low losses can have L=4-6 mm, the 
length being limited by the internal optical losses or by nonuniformity in the longitudinal optical 
density, which can lead to spatial hole burning and reduced efficiency [100, 101]. 

Based on E6.1, even increasing the width W and the active thickness d can lead to an increase of the 
maximum COD-limited output power. As in the case of L, increasing W is of advantage even from the 
point of view of the electrical/thermal resistance reduction. A typical width for high power lasers is 
about 100 µm, although devices with width in the mm range have been fabricated. A fundamental limit 
in indefinitely enlarging the devices is related to the onset of “parasitic” resonant modes in the cavity, 
increased ASE and modes instabilities; at the same time, the beam quality (BPPlat) worsens with 
increasing W, as more modes become allowed. 

Finally, the active thickness d, which translates in the number of QWs, can be beneficial not only to 
reach higher COD-limited power but even to increase the differential efficiency, because associated to a 
reduced threshold carrier density in each quantum well, which in turn ensures lower carrier escape 
[101]; the main disadvantage is a higher threshold current – which scales approximately as the number 
of wells. Moreover, the number of QWs impacts the vertical optical confinement, and – since the wells 
are normally strained – poses increasing problems of material relaxation with increasing wells number, 
so the optimal number of QWs must be determined by overall design and technological feasibility 
considerations. 
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6.2.4 Strategies to introduce lateral confinement 

In BALs the lateral optical and electrical confinement is, in the simplest approach, defined only by the 
p-side electrical contact, whose shape is normally a stripe. In this case, the lateral optical confinement is 
due to gain-guiding, and the lateral beam is strongly sensitive to variations in the carrier density and in 
the temperature (and consequently in the refractive index) of the active region. With increasing 
injection of current, there is an increasing lateral temperature gradient, from the centre to the edge of 
the chip, which causes the so-called thermal lensing effect, thus broadening the lateral far field [86, 
102]. To mitigate this effect, a refractive index step can be introduced at the sides of the injection stripe, 
for example via shallow trenches etched in the p-side of the semiconductor structure; this particular 
technique has the drawback of worsening the degree of polarization of the emitted light (ratio 
transverse electric/transverse magnetic – TE/TM). In general the introduction of a built-in lateral 
optical confinement stabilizes the far field, but at the same time increases its divergence already at low 
current, so a compromise must be found. 

The lack of buried electrical confinement structures to prevent lateral carrier spreading causes an 
increase in threshold current density and reduces the efficiency [103]. Another related aspect is that the 
lateral current spreading and the carrier accumulation in the active layer at the sides of the injection 
stripe contribute significantly to determine the lateral broadening in the far field with increasing 
current, because of the carrier-induced refractive index reduction and because of gain increase at the 
edges, which favours high order lateral modes [104-106 ]. 

Removal of the highly-doped contact layer from the sides of the laser stripe can significantly reduce the 
lateral current spread; a similar effect can be obtained by damaging the contact layer using ion 
implantation: this makes the semiconductor material insulating. In both cases, the carriers can still 
diffuse laterally in the cladding, in the waveguide and in the active layers. 

An implantation at the stripe edges, deep enough to reach the active layers, can suppress the lateral 
carrier diffusion and accumulation, but leads to a reduction in the efficiency, probably because the 
carriers recombine in the (defective) implanted region [105]. Moreover, the damage introduced in the 
active region might cause reliability problems. A modification of this deep implantation approach will 
be presented in chapter 7. 

The already mentioned 3-step epitaxy buried-mesa approach of Ungar et al. can allow the simultaneous 
realization of lateral current-blocking layers, NAMs at facets and built-in lateral index guiding. 

Another approach to create lateral electrical insulation, based on a 2-step epitaxy, is the so-called self-
aligned structure (SAS): first the n-side, the active, a first p-cladding and an n-blocking layer are grown; 
then an injection window is opened in the n-blocking layer, and finally a second growth completes the 
p-side [87]. This approach does not extend the confinement down to the active zone, but has proved to 
be quite successful in the realization of very efficient BALs4. 

 

6.3 Structure and process 

The simple two-step epitaxy strategy for the realization of InGaAs/AlGaAs BAL diodes used in this work 
allows the simultaneous introduction of the following features: 

• non-absorbing mirrors 

• lateral index guiding 

• lateral electrical confinement 

                                                             

4 At the time of writing a variant of the approach is investigated in FBH; it is not included in the present work, but 
preliminary results have been published in Ref. [107] (the writer is co-author). 
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The strategy consists in growing first the n-side, the active region and a very thin p-layer on top. The 
material is then etched away near the facets and at the sides of the laser stripe: the etching is stopped a 
few nm below the active layer, creating in this way a very shallow mesa. A second epitaxy step 
completes the p-side. With respect to the previously mentioned 3-step epitaxy strategies, here no 
reverse-junction or other blocking layer is introduced in the second epitaxy, and no mask protection is 
used during the regrowth. 

6.3.1 The vertical structure 

The laser devices were based on the epitaxial structure schematically shown in Fig. 6.2. In down-top 
(growth) order, it comprises: 
• the n-doped AlxGa1-xAs cladding layers numbered 1 and 2, where layer 1 has higher Al content than 2 

(and consequently lower bandgap and lower refractive index); 
• the three AlxGa1-xAs waveguide layers numbered 3, 6, 8, having a further lowered Al content; these 

layers are interleaved with the etch-stop layers 4 (GaAs) and 5 (GaInP) and with the single GaInAs 
QW 7; except for the QW, these layers are all (slightly) n- or p-doped as indicated; 

• the p-doped AlxGa1-xAs cladding layers 9 (same Al content as layer 2) and 10 (very high Al content); 
• the p-doped GaAs subcontact layer 11, and the very highly p-doped GaAs contact layer 12. 
The doping level in the etch-stop layers is comparatively high, ≈ 1×1018 cm-3, while the doping level in 
the waveguide AlGaAs layers is an order of magnitude lower. The GaInAs well has an In content of about 
13% and a compressive strain of 9000 ppm, while the In content in the GaInP layer is about 48% with a 
strain < 500 ppm. 

 
Figure 6.2 Laser epitaxial structure VS2: different shades of colour indicate different compositions, black 
horizontal lines between layers indicate abrupt interfaces between different compositions or different doping 
levels, otherwise the transition is graded. 

This design, to which we will refer as “VS2” (Vertical Structure with 2 stop etch layers) corresponds to 
an asymmetric large optical confinement approach, the optical fundamental mode is broadened along 
the vertical direction and strongly shifted towards the n side (Fig. 6.3): the predicted fundamental mode 
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confinement factor Γ and internal absorption loss αi, calculated with the in-house software QIP2 [108], 
are Γ = 0.60% and αi = 0.6 cm-1. 

If the etch-stop layers are omitted, without any other change to the structure, the modal profile does 
not change significantly. We will refer to this simpler structure as “VS0” where the 0 is a reminder of the 
absence of etch-stop layers 4 and 5. Actually, structure VS0 was the starting point in developing 
structure VS2, and does constitute a natural benchmark for evaluating the effect of the introduction of 
the two etch-stop layers. Compared to VS2, the predicted optical losses are 10% lower, while Γ and the 
effective refractive index are almost unperturbed. The latter point is due to a mutual compensation of 
the refractive index values of the additional layers. 

 
 

Figure 6.3 Simulated modal intensity in the vertical direction and material refractive index profile. 
 

In a preliminary phase, both VS0 and VS2 structures have been grown in a single step epitaxy: then 
standard BALs have been fabricated and measured, in order to assess a possible detrimental impact of 
the etch-stop layers. Actually, a slight worsening of the laser characteristics was noticed. The results of 
this comparison are presented and discussed in section 6.4. 

In the buried mesa (BM) lasers, the layers 4-8 are removed from the sides of the active stripe. 
Furthermore, in order to realize the NAM, the same layers are removed at front and back facets of the 
lasers. According to simulation, the change in the effective refractive index between the active and the 
passive sections is 3×10-3, which leads to a negligible longitudinal reflection at the active-passive 
interface. On the other hand, it provides a non-negligible lateral optical confinement. 

 

6.3.2 The process with two-step epitaxy 

The semiconductor material was grown epitaxially in the planetary MOVPE reactor G3. The carrier gas 
was H2, precursors where AsH3, PH3, TMIn, TMGa, TMAl. For p-type doping CBr4 and DMZn were used, 
while Si2H6 was used for n-type doping. Substrates were 3” (100) n-GaAs wafers. 

With the exception of the preliminary comparison between VS0 and VS2 mentioned in the previous 
section, the VS2 epitaxial structure was realized in two separate runs. The process steps comprised 
from the first epitaxy to the second are depicted in Fig. 6.4. 

The first epitaxy included all the n-side, the quantum well, 20 nm of p-AlGaAs (first part of the layer 8 in 
Fig. 6.3) and finally a 10 nm GaAs cap layer to protect the underlying AlGaAs from oxidation. 
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After the first growth, a pattern was transferred onto wafers with optical lithography and subsequent 
selective wet-etching, in order to remove the active layer from certain parts of the surface, creating the 
passive sections of the devices. Then the rest of the epitaxial structure was grown over the whole 
surface. This procedure allowed for the realization of three different kinds of devices on the same 
wafer: 

• standard laser diodes (VS2-STD) without any etched parts; 

• lasers with non-absorbing mirrors (VS2-NAM), having the active region etched away only from the 
front and the back of the laser cavity; 

• buried-mesa lasers (VS2-BM) with non-absorbing mirrors, having the active region etched from the 
front, the back and the sides of the laser cavity. 

The laser stripes were aligned along the [011] direction. The etching procedure was the same used for 
the tunable lasers in Chapter 5: a first selective wet etchant was used to attack GaAs, AlGaAs, and 
GaInAs, stopping on the GaInP layer, then a second to selectively remove the GaInP. This left most of the 
surface covered with 10 nm of GaAs, the cap layer on the active section and the GaAs layer 4 on the 
passive sections (Fig. 6.4b). The vertical step between etched and not-etched areas (layers 5-8) 
remained unprotected. Immediately after the selective wet etching, the wafer surface was passivated 
with an ammonium sulfide treatment, after which the wafers were loaded in the MOVPE reactor within 
a few minutes. 

The wafers where heated in the reactor under a mixed AsH3/PH3 atmosphere, and then the surface was 
etched in-situ using CBr4, in order to reduce the residual oxygen contamination and to remove the GaAs 
upper layers. The wafer-temperature used for the etching was Tw=613°C; at these conditions, the GaAs 
is etched much faster than AlGaAs, and this allowed to use an overetch time in order to ensure the 
complete removal of GaAs without significantly attacking the AlGaAs layers. A drawback is that this 
etching temperature is probably not optimal for the complete removal of oxygen (a lower one would be 
preferable); moreover, the exposed sides of waveguide-AlGaAs below (6) and above (8) the QW, did 
presumably remain partially oxidized; this was estimated to be acceptable in consideration of their low 
Al content. 

After the in-situ etch, having exposed the upper surface of the AlGaAs layers 3 and 8, the temperature 
was increased to Tsp=760°C for the growth of the subsequent layers, the first being again waveguide-
AlGaAs (Fig. 6.4c). 

After the second epitaxy, the p-contact stripes were defined using He+ implantation [109] and 
metallized. The metal stripes were aligned with the pattern previously etched into the active region: in 
the case of BM devices, both length and width of the metal stripes did correspond to those of the 
underlying etch-defined active stripe, so that the buried active region remained exactly under the 
contact metal while the surrounding passive area was implanted. In this way, the width of the active 
region coincides with that of the p-contact stripe. Similarly, the non-absorbing mirror regions (present 
in NAM and BM devices) are at the same time without active layer and p-contact. 

In STD devices the active layer is left in place everywhere, but there is still the non-injected region at 
the two facets of the devices. NAM and STD lasers have a cavity width defined only by the contact stripe. 
Fig. 6.5 schematizes the three cases. 

Finally the wafers were thinned to 130 µm thickness and metallized on the back side with a sputtered 
multilayer of Ni/AuGe. 

Facets were fabricated by cleavage. Part of the devices were measured without any coating, part were 
coated HR(98%)/AR(1.5%) immediately after cleavage, with no special cleaning or passivation 
treatment on the cleaved surface. 

The overall length L of the devices spanned from 1 to 6 mm, the width of the p-contact stripes W from 
10 to 100 µm, and the length LNAM of NAM regions was 50 µm, identical on front and back facets. The 
length Lni of the non-injected (implanted) regions at the facets was 50 µm too. 
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Figure 6.4 Structure VS2 after: a) the first epitaxy; b) after the wet etch; c) after in-situ etch and the second 
epitaxy. The dashed line represents the position of the regrowth interface. 

 
Figure 6.5 Scheme of BM, NAM and STD broad area devices. 

In section 6.3.1 it has been mentioned that BAL were realized with structures VS0 and VS2 grown in a 
single epitaxial step, for the evaluation of the impact of the two etch-stop layers: these lasers will be 
referred to as VS2-STD0 and VS0-STD0. The process of STD0 devices was similar to the one just 
described and, as in STD devices, there was no wet etch of the semiconductor material. The results on 
these devices will be presented first, in section 6.4.1, followed by the description of the results obtained 
on two-step epi VS2 in the following sections, focusing on the material quality in section 6.4.2 and on 
device characterization in sections 6.4.3 to 6.4.5. 

a) b) c) 
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6.4 Results and discussion 

6.4.1 Comparison of VS0 and VS2 vertical structures 

The electro-optical performance of the VS2 structure was first evaluated, and compared to that of the 
VS0 structure, using standard broad area lasers. The facets were left as-cleaved and the devices were 
measured unmounted. Spectra, vertical far field angle and optical power-current-voltage (PIV) 
characteristics were measured in pulsed mode (1 µs, 5 kHz) for different laser lengths and widths (L 
from 1 to 6 mm, W=100 and 200 µm). 

The emission wavelength was ~936 nm for both structures, VS0 and VS2, with a slight length-
dependent variation. The vertical far field angle at FWHM was 25° in both cases. Threshold currents 
were slightly higher and the slope efficiency η (slope of optical power vs current) was slightly lower for 
VS2 compared to VS0. The internal differential quantum efficiency ηi and the internal optical losses αi 
were extracted from the intercept and the slope of a linear fit of the reciprocal of external differential 
quantum efficiency 𝜂𝑑  (related to the slope efficiency by 𝜂𝑑 = 𝜂 ∙ 𝑒/ℎ𝜈) vs L [58], using the following 
relation (equivalent to E6.3): 

1

𝜂𝑑(𝐿)
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𝛼𝑖

𝜂𝑖
∙

2𝐿

ln (
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ℛ1 ∙ ℛ2
)

+
1

𝜂𝑖
 

E6.4 

Since the linear fit assumes that the internal efficiency is independent of L, and this hypothesis becomes 
weak at low L, shorter devices must be excluded from the fit. 

Further characteristic parameters are obtained using the following approximate logarithmic form of the 
gain per unit length: 

𝑔𝑡ℎ = 𝑔0 ∙ ln (
𝑗𝑡ℎ

𝑗𝑡𝑟
) 

E6.5 

where gth is the gain per unit length at threshold, jth is the threshold current density, jtr is the 
transparency current density (transition from absorption to gain when αi=0). Combining E6.5 and E6.2: 

Γ𝑔0 ∙ ln (
𝑗𝑡ℎ

𝑗𝑡𝑟
) = 𝛼𝑖 + 𝛼𝑚 

E6.6 

Defining a transparency current density for the (lossy) waveguide j∞, as the limit of the threshold 
current density for L→∞, Eq. E6.6 gives in the same limit: 

Γ𝑔0 ∙ ln (
𝑗∞

𝑗𝑡𝑟
) = 𝛼𝑖 

E6.7 

Inserting this expression of 𝛼𝑖 in E6.6 one obtains: 
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E6.8 

where jth and j∞ are made dimensionless dividing them by the unit current. Using Eq. E6.8 and the facet 
reflectivity values derived from simulations, it is possible to extract the product Γg0 and j∞ from the 
linear fit of the logarithm of threshold current density jth vs 1/L. 

Having obtained αi and 𝜂𝑖  from the differential efficiency fit (E6.4) and Γg0, j∞ from the threshold 
current density fit (E6.8), the transparency current 𝑗𝑡𝑟 can be calculated from E6.7, but being this 
parameter afflicted by a higher uncertainty with respect to 𝑗∞, it will not be used in the rest of this 
chapter. 

The results are summarized in Tab. 6.1. The indicated uncertainties are based only on the repeatability 
of the measurements on different – nominally identical – devices. The comparison of the two structures 
shows that, with the introduction of the etch-stop layers, there is a small (≈3%) but significant increase 
of j∞ and a similarly small (≈4%) but significant decrease of the internal efficiency. The difference in j∞ 
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could be explained by the predicted higher optical losses in structure VS2: at the same time these are 
not confirmed by the experiment, actually VS2 losses seem lower than those of VS0. Given the high 
uncertainty on αi it is impossible to draw a definite conclusion on this point. 

Comparing the two different widths, it is interesting to notice that there is a 15% increase of j∞ for both 
structures in passing from 200 to 100 µm, which indicates a strong lateral current leakage. 

 

device type 
αi 

(cm-1) 
ηi 

(%) 
Γg0 

(cm-1) 
j∞ 

(A/cm2) 

VS0-STD0 
W=200µm 

0.66±0.06 90±2 10.4±0.3 91±1 

VS2-STD0 
W=200µm 

0.61±0.06 86±2 10.6±0.3 94±1 

VS0-STD0 
W=100µm 

0.67±0.06 89±2 10.8±0.3 105±1 

VS2-STD0 
W=100µm 

0.62±0.06 85±2 11.1±0.3 108±1 

 

Table 6.1: Electro-optical parameter of standard BALs based on structures VS0 and VS2. In both cases the material 
was grown in a single epitaxy step. The emission wavelength (936 nm) and the vertical far field angle at FWHM 
(25°) were almost identical for both structures. 

 

In order to explain the measured efficiency differences between the structures VS0 and VS2, the 
possible existence of an extra current leakage in VS2 caused by recombination of carriers in the GaAs 
etch-stop layer (layer 4) has been theoretically investigated; this layer could behave as a secondary well 
(see the band diagram in Fig. 6.6) but the result of a simulation done using the software TeSCA [110] 
indicates that the GaInP etch-stop layer (layer 5) should effectively prevent the diffusion of holes from 
the p side of the junction into the GaAs layer. 

 

 

Figure 6.6. Band edges and quasi Fermi levels of structure VS2, simulated for a device with L=1 mm, W=100 µm, 
as-cleaved facets, at a current of 1A. In correspondence to the etch-stop layers, the quasi Fermi level of the holes 
lies well over the band edge, which implies that the hole density is negligible. The vertical dotted line indicates the 
position of an unwanted In-rich layer, possibly present in the structure as discussed in the text. 

 

Another possible source of carrier loss in the structure VS2 could be a recombination of carriers at the 
staggered interface between layers 5 and 6: electrons from n-GaInP could recombine with holes 
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diffused into the adjacent n-AlGaAs. This recombination could be promoted by an In-rich low-bandgap 
interfacial layer, which is possibly present at this interface [67]: this could create a spike in the band 
profile, which could act as a secondary well, and would not be screened by the GaInP layer. Moreover, a 
highly strained interface can be associated to a high surface recombination velocity. Actually, simulation 
on X-ray diffraction measurements indicates that strained layers are probably present at the GaAs-
GaInP-AlGaAs interfaces in VS2: a tensile layer below and a compressive layer above the GaInP (Fig. 
6.7a); moreover, photoluminescence measurements at 12 K show peaks around 1.54, 1.58-1.60 eV in 
VS2 that are not present in the structure VS0 and cannot be explained by the GaAs layer alone (Fig. 
6.7b). It is then suggested that an interface-related carrier loss mechanism is active. A better interface 
optimization remains a possible task for future developments. 

 
Figure 6.7 a) HRXRD diffractogramm of VS2 structure and simulations with (black) and without (red) strained 
interfaces between AlGaAs and GaInP; b) PL spectra of VS0 and VS2 at 12K. VS2 structure has a broad emission 
between 1.5 and 1.6 eV, apparently composed of 3 peaks. The lowest energy peak can be attributed to GaAs 
secondary well, while the other could be related to recombination at the GaInP-AlGaAs interface. 

A third carrier loss mechanism is the lateral current leakage. As previously noted, this effect is expected 
to be strong, since the transparency current increases significantly with decreasing W. To analyse this 
leakage contribution, the simple analytic approach described in Ref. [103] has been used. In this model, 
the current flow I is ideally divided into two components: one is the transverse current IT that flows 
through the active underneath the injection stripe, and one is the lateral current IL, that spreads or 
diffuse laterally: 
𝐼 = 𝐼𝑇 + 𝐼𝐿            E6.9 
The first component provides the pumping for the active region (albeit not necessarily with unit 
efficiency) while the second is entirely lost and represents the lateral current leakage. The lateral 
current leakage can be expected to be dominated by the current spread in the p side, since in the used 
structures this is comparatively thick and highly doped. A minor contribution should come from the 
lateral carrier diffusion in the QW. 

a) b) 
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Provided that the cavity is not too short, the lateral leakage current per cavity length iL=IL/L can be 
considered approximately independent of L. Furthermore, under the condition that W>>LD, where LD is 
the lateral diffusion length of the carriers, iL can be considered independent of W.  

Based on these approximations, and considering lasers differing only in the values of W and L, operating 
at threshold, the following linear relation is introduced: 

𝑖𝑡ℎ(𝑊, 𝐿) = 𝑗0(𝐿) ∙ 𝑊 +  𝑖𝐿          E6.10 

where ith is the threshold current per cavity length (i.e. the threshold current Ith divided by L) and the 
length-dependent slope j0(L) is the threshold current density which would be obtained for a stripe of 
infinite width. According to E6.10, the lateral leakage current per cavity length is identified with the 
intercept of the linear interpolation of threshold current per cavity length ith versus W.  

Fig. 6.8 shows the threshold currents per cavity length of devices VS0-STD0 and VS2-STD0 plotted vs W, 
for different values of L. 

 

 
 

Figure 6.8 Plot of threshold current per cavity length ith vs laser width W. Straight lines are linear interpolations of 
points related to lasers with the same value of cavity length L. The intercepts represent the lateral leakage current 
per cavity length at threshold, and roughly converge in one point. 

 

As expected, the intercepts values are approximately independent of L. Moreover, iL is almost identical 
for the two structures. This indicates that the introduction of the SE layers does not modify significantly 
the lateral current leakage at threshold. Nonetheless, it is important to notice that, in the considered 
range of L (1-6 mm), iL (≈0.37 A/cm) represents a significant fraction of ith, especially for longer and 
narrower devices, for example it is 23% of ith for W=100 µm, L=6 mm. The lateral leakage current per 
cavity length can be compared with the product j∞×W (transparency current per cavity length): the 
ratio iL/(j∞×W) is the fraction of the  transparency current that is due to current leakage, and is 0.35 for 
W=100 µm and 0.20 for W=200 µm. This explains nicely the dependence of j∞ from W shown in Tab. 6.1. 

 

To summarize, the introduction of etch-stop layers into the epitaxial layer stack causes a 4% reduction 
of the differential efficiency and a 3% increase of the transparency current. Broad area lasers fabricated 
without lateral electrical confinement suffer from a high level of lateral current leakage, regardless 
which one of the two vertical structures is employed. 
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6.4.2 Material characterization of the two-step epitaxy 

The structure VS2 was used to fabricate STD, NAM and BM broad area lasers using the two-step epitaxy 
process. After the second growth, the surface morphology was very smooth, with no measurable 
roughness, but the buried etched patterns were still clearly recognizable under the optical microscope, 
using interference contrast (Fig. 6.9). 

 

Figure 6.9 Optical microscope image of ridge stripes and markers after wet etch and after regrowth; the dots 
indicate the areas that have not been etched: after the regrowth, the corresponding shapes are larger. 

 

The morphology is very good, with no defects on most of the samples surfaces. A comparison of the 
dimensions of the ridge stripes before and after the second growth shows that their size has increased 
by several microns, along both [011] and [01̅1] directions. This is due to the horizontal component of 
the growth on the etched steps. The samples have been studied in cross-section after regrowth with 
SEM, cleaving along [011] and [01̅1] directions. The shape of the step is very similar in both cases, and 
no evidence of defects has been observed at the achievable level of magnification. An example is 
provided in Fig. 6.10. 

SIMS analysis shows that the oxygen concentration in the bulk increases with the Al content, reaching 
values of about 3×1016 cm3 in the worst case. At the interface between the GaAs buffer and the first 
AlGaAs (layer 1), the oxygen concentration has a spike, up to 6×1016 cm-3 while at the regrowth 
interface there is a higher peak, reaching 2×1017 cm-3 (Fig. 6.11). The first peak can be explained by 
some background contamination in the reactor, gettered by the introduction of aluminium; the second 
peak, corresponding to the start of the second epitaxy, could be in principle explained in the same way, 
but – since it is higher - could even indicate that not all the oxidized material has been removed by the 
in-situ etch. The oxygen value is in line with previous results where such concentrations did not 
significantly impact the efficiency of the device [42], but in the present case, given the close proximity of 
the regrowth interface with the quantum well and the p-n junction (20 nm), it is reasonable to expect 
some negative impact on device performance due to non-radiative carrier recombination. 
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Figure 6.10 SEM pictures of etched step (cleavage along [01̅1]) after regrowth: a) backscattered electrons, b) 
secondary electrons. The two pictures have been taken on the same spot, the dashed lines are visual helps to 
locate the limits of the waveguide-layers and of the etched step. 

 
Figure 6.11 SIMS profile of oxygen concentration around the regrowth interface. The substrate is towards the 
right. The left peak corresponds to the regrowth interface, the right peak to the transition from GaAs to AlGaAs 
within the first epi run.  

a) 

b) 
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6.4.3 Characterization of two-step epitaxy lasers: as-cleaved devices 

As in the case of the single-step epitaxy devices, a first group of lasers was characterized leaving the 
facets as-cleaved and without mounting, acquiring spectra and PIV characteristics in pulsed mode (1 µs, 
5 kHz); The following two kinds of BALs will be compared: VS2-BM and VS2-STD. For each variant, 
there were 4 different values of L (1, 2, 4, 6 mm) and 4 different values of W (10, 30, 50, 100 µm). Only 
the STD and BM variants have been included at this level of broad analysis, since the interest in the 
NAM variant is mainly related to the evaluation of its reliability characteristics in comparison with 
those of the other two, while the performance is similar to that of STD lasers. Performance and 
reliability results for all the three variants, as obtained from selected coated and mounted devices, will 
be presented in the next sections. 
The repeatability of the measurements on nominally identical devices is somewhat worse than in the 
case of the single-step epitaxy process, especially for STD lasers, presumably due to lower process 
uniformity on wafer. Moreover, due to a cleavage issue, not all of the W-L pairs for STD devices could be 
measured. The combination of these factors calls for more caution in the quantitative analysis with 
respect to the case of the STD0 lasers. Nonetheless, the matrix of experiments is wide enough to provide 
some interesting information, especially in terms of trends. 
The most striking feature emerging from the comparison of PIV curves of BM and STD lasers is that BM 
devices have much lower threshold currents. The difference is particularly strong for the narrowest 
cavity variant, having W=10 µm: all the BM lasers reach the laser threshold at values of current density 
jth in the range 200-650 A/cm2, while STD lasers do not reach threshold, at least within the current 
density limit of 10000 A/cm2 used in the test. Wider STD lasers (W= 30, 50, 100 µm) reach threshold 
condition, but at higher current values with respect to BM lasers. Fig. 6.12a shows the values of 
threshold current5 Ith vs. L corresponding to different values of W: it can be seen that, for corresponding 
values of W, Ith is significantly higher for the STD devices.  

 
Figure 6.12 a) Threshold current of VS2 BM and VS2 STD lasers, realized with two-step epitaxy, plotted vs. cavity 
length; the values of VS0 STD lasers realized with a single epitaxy are plotted for comparison (only W=100 µm). 
The lines are an aid for the eye, and connect lasers of the same type and width. The facets are as-cleaved. STD 
lasers with W=10 µm did not reach threshold. b) Differential efficiency of the same devices (only L=2, 4 mm). 

                     
5 The threshold current Ith is plotted here rather than the threshold current density jth for graphical reasons: in the 
jth vs L plot, the points are more difficult to discriminate. 

a) b) 
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The threshold current values relative to the single-epitaxy standard structure VS0-STD0 with W=100 
µm are also plotted: the corresponding VS2-STD values are higher, consistent with the higher 
transparency current seen on the VS2-STD0 (Tab. 6.1), while the VS2-BM values are lower (except at 
L=1 µm), indicating that in this case the penalty related to the introduction of the etch-stop layers in 
VS2 is more than compensated by the increased lateral confinement. Note that defects at the sides of 
the mesa, in particular residual oxygen contamination, would contribute to the lateral current leakage 
because of non-radiative recombination at the regrowth interface of the carriers diffusing within the 
QW (ambipolar lateral diffusion); even this contribution is overcome – in terms of effect on the 
threshold current - by the extra current confinement.  

Concerning the differential efficiency, VS2-STD lasers have lower values with respect to VS2-BM lasers, 
and the difference increases as W shrinks, as can be seen in Fig. 6.12b, where 𝜂𝑑  is plotted vs. W for 
different values of L. The efficiency of the VS0-STD0 devices with W=100 µm is also plotted: in this case, 
the VS2 – including the BM - are all clearly at a disadvantage, which indicates that the compound 
penalties related to the introduction of the etch-stop layers and the further defects possibly introduced 
by the double epitaxy process at the regrowth interface are not compensated by the better confinement.  

It must be noted that this conclusion is valid for W=100 µm. It can be reasonably assumed that the 
behaviour of 𝜂𝑑  vs. W should be similar for VS0-STD and VS0-STD0 devices, so it is quite probable that 
for narrow stripes – approximately below 30 µm – the efficiency of VS0-STD0 would become lower than 
that of VS0-STD (unfortunately no narrower VS0-STD0 devices were available for the comparison). 

The differences in the threshold current between BM and STD devices can be further examined using 
the current leakage analysis already presented in section 6.4.1: the threshold current per cavity length 
ith is plotted vs W, the intercept is identified as the lateral current leakage per cavity length at threshold, 
iL. In Fig. 6.13 this plot is shown for BM and STD devices with L=2, 4 mm. It is evident that BM lasers 
have the lowest values of threshold leakage currents. The extrapolated leakage current can be 
subtracted from the threshold current, and a transverse threshold current density jTth (i.e. without the 
lateral leakage current) can be calculated for each value of jth. The values of jTth are approximately 
(within 10%) independent of W and of the type (BM, STD) of laser: this means that the differences in 
the leakage current explain reasonably the differences in jth. 

 

 

Figure 6.13 Plot of threshold current per cavity length ith vs. laser width W.  Straight lines are linear interpolations 
of points related to lasers with the same value of cavity length L. The intercept represents the lateral leakage 
current iL, according to Eq. E6.10. BM lasers have lower values of leakage current with respect to STD lasers.  
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The lateral electrical confinement effect in BM laser has been replicated by the TeSCA simulations. Its 
origin can be understood comparing the turn-on potential of a simple p-n diode with that of a p-i-n laser 
diode (the intrinsic layer being the QW). The presence of the QW shifts the turn-on potential towards a 
lower voltage, so if the two diodes are connected in parallel the current will flow preferentially through 
the p-i-n. Moreover, the lateral diffusion of carriers in the QW should be suppressed, since the QW itself 
does not extend beyond the contact stripe. Fig. 6.14 shows the simulated lateral profile of hole current 
density for a BM device with W=10 µm, L= 6 mm.  

 

 

Figure 6.14 Simulated lateral profile of hole current density, slightly above the active layer, for a BM laser with 
W=10 µm and L=6 mm. The carrier flow is effectively confined within the active buried mesa region both at 
threshold and at high current (note the logarithmic scale).  

 

Another factor causing the lower threshold currents of the BM devices, in particular of those having a 
smaller stripe width, is the built-in lateral index guide (Δne = 3×10-3) as mentioned in section 6.3.1. It is 
possible that without this lateral optical confinement the BM devices with W=10 µm would not reach 
the lasing threshold, although the relative importance of suppressing lateral current leakage and 
improving the lateral waveguiding cannot be directly separated. 

 

6.4.4 Characterization of two-step epitaxy lasers: coated and mounted devices 

As mentioned in section 6.3.2, part of the VS2 devices were coated AR (98%)/HR (1.5%) immediately 
after cleavage, with no special cleaning or passivation treatment on the cleaved surface. Selected 
devices with L=4 and L=6 mm were mounted p-side up on CuW-submounts. PIV curves, spectra, lateral 
near field (NF) and far field (FF) profiles, degree of polarization (DOP), were then measured in CW 
mode at 20°C (heat sink temperature) up to a current density of ~1000 A/cm2. DOP is defined here as 
the ratio of the TE output optical power to the total optical power, and was measured at 500 mA. 
Experimental average values of threshold current, differential quantum efficiency, DOP, Rs are 
summarized in Table 6.2. 

The results confirm those obtained on uncoated devices: BM lasers have significantly lower (~15%) 
threshold currents and higher (~5%) differential efficiencies with respect to NAM and STD lasers, while 
the differences between NAM and STD lasers lie within the experimental uncertainty. The degree of 
polarization is quite high, even in BM devices, and compares favourably with that of devices where a 
lateral refractive index step was introduced by means of etched trenches [86]. The STD lasers 
differential efficiency is ~5% lower than predicted based on the values in table 6.1 (single-step epitaxy 
structures) confirming the negative impact of the two-step process and indicating a need for further 
process improvement. 
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Fig. 6.15a shows the comparison of Pout and ηE plotted vs. I in the three cases, for L=4 mm, W=100 µm. 
The lower threshold and the higher differential efficiency of BM lasers combine to give to these lasers 
higher energy conversion efficiency. 

Fig. 6.15b shows a comparison of the same parameters for different widths of BM lasers. Thanks to the 
reduced current leakage and improved optical confinement, even the narrower lasers have a high 
differential efficiency, only slightly worse than that of the larger devices. Conversely, the energy 
conversion efficiency ηE is higher for the narrower lasers than for the broader, because of the lower 
threshold current.  

 

device type n. chips 
L 

(mm) 

W 

(µm) 

Ith 

(mA, ±3%) 

ηd 

(%, ±1.5) 

DOP 

(%, ±0.5) 

Rs 

(mΩ, ±3%) 

STD 2 6 100 972 68 100 10.4 

NAM 2 6 100 953 67 100 10.7 

BM 2 6 100 828 71 100 10.7 

BM 2 6 50 418 70 98.5 20.5 

BM 2 6 30 269 69 98 30.0 

BM 1 6 10 106 67 98 90 

STD 1 4 100 710 74 - 16.5 

NAM 1 4 100 741 72 - 16.5 

BM 2 4 100 624 80 - 15.0 

 
Table 6.2 Electro-optical parameters measured on coated devices, mounted p-side up, T= 20°C (heat sink). The 
indicated uncertainty is the average reproducibility of the measure on nominally identical devices. BM lasers have 
lower threshold currents and higher differential efficiencies with respect to NAM and STD lasers. 

 
 

 
 
Figure 6.15 Plots of optical power and energy conversion efficiency vs. current, measured in CW mode; 
a) comparison of BM, STD and NAM lasers with L=4 mm and W=100 µm, BM lasers are more efficient both in 
terms of slope efficiency η and in terms of ηE; b) comparison of BM lasers with L=6 mm and W=10-100 µm, the 
narrower lasers have slightly lower slope efficiency η but higher energy efficiency conversion ηE 

 

a) b) 
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Near-field (NF) and far-field (FF) lateral profiles were measured at several fixed Pout values. STD and 
NAM laser behave quite similar, while BM laser have larger NF and FF distributions. In particular, BM 
lasers near-field is approximately as large as the laser contact stripe even at low currents, while STD 
and NAM lasers have a near-field width smaller than the contact stripe. Typical examples of NF and FF 
profiles are given in Fig. 6.16, where BM and STD lasers with the same L=6 mm and W=100 µm are 
compared at two values of Pout (the FF and NF of NAM lasers, not shown, are not significantly different 
from those of STD lasers). 

 
Figure 6.16 Plots of lateral near field and far field optical power, measured in CW mode at Pout= 0.5 and 2 W. Data 
are in arbitrary units and normalized setting the highest value =1. a) Lasers with, L=6 mm, W=100 µm: note that 
BM lasers have the larger values of NF width and FF angle; b) BM lasers with L=6 mm and different widths. 

a) 

b) 
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The broader values associated with BM lasers can be explained by the lateral built-in index guiding of 
these devices [86], that allows for the propagation of more high order modes in the laser cavity with 
respect to a gain-guided BAL, “filling” all the width of the buried active stripe and introducing a high-
order mode related divergence in the FF. 

Larger NF and FF are associated with a higher lateral beam parameter product and, as remarked in 
section 6.2.1, to a lower beam quality. In Fig. 6.17, the 95% BPPlat of STD, NAM and BM devices is plotted 
versus the optical power. Comparing STD and BM devices with W=100 µm, it is not only apparent that 
BM devices have larger BPPlat but even that they are more sensitive than the STD devices to an increase 
in Pout, at least in the considered power range. Nonetheless, it can be noted that, since BM lasers are 
significantly more efficient than STD lasers, and (as discuss in the following) more robust with respect 
to COD, it should be possible to use comparatively narrower BM devices to get the same values of Pout 
and ηE. This would reduce the apparent disadvantage in terms of BPPlat. 

 

 

Figure 6.17.  BPPlat plotted vs. optical power: comparison of BM with W=10-100 µm and STD, NAM lasers with 
W=100 µm. L=6 mm for all devices. BM laser have higher values of BPPlat than corresponding STD, NAM lasers, 
due to larger NF width and higher FF angle.  

 

In published studies, gain guided devices with stripe width around 20 µm have achieved the best 
reported combination of power and BPPlat, for a lateral brightness (defined as Blat = Pout/BPPlat) of more 
than 6 W/mm×mrad [85, 111]. However, energy conversion efficiency is there limited to less than 50%, 
with losses due to current spreading playing a large role. It is conceivable that BM lasers could offer a 
route to delivering high peak brightness, especially if the design was modified in order to reduce the 
lateral refractive index step. This is actually possible by increasing the thickness of the GaInP layer 5, 
but the modified design has not been tested yet. 

 

6.4.5 Electrical overstress test 

After the CW measurement, 9 lasers (BM, NAM and STD) were tested in QCW mode (1 ms pulse, 10 Hz 
repetition rate) raising the current up to the point where the output power dropped, in order to 
compare the maximum operation ranges and damage thresholds. After this current sweep, all the tested 
devices were irreversibly damaged, and did emit only a fraction of the original optical power if operated 
again. A visual inspection of the facets combined with the observation of the luminescence under 
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current injection showed in 8 cases out of 9 that the active layer was damaged at the surface or near the 
surface of the front facet, indicating that COMD is presumably the prevalent failure mechanism of these 
lasers in this electrical overstress test (EOS). Still, in one case (NAM laser, L=6 mm, no facet damage 
observed), a different mechanism could be responsible for the damage, possibly a form of COBD 
(Catastrophic Optical Bulk Damage) which might be triggered either by an extended defect or by a high 
density of point defects acting as non-radiative recombination centers - as discussed for example in Ref. 
[112]. 

Interestingly, NAM and BM lasers did behave similarly in term of the optical power at which the damage 
occurred, having a higher damage threshold than STD lasers. This leads to conclude that the presence of 
a non-absorbing mirror is effective in enhancing the robustness of the laser, with respect to a simpler 
non-injected facet. At the same time, there is no evidence of any detrimental effect on the damage 
threshold due to the residual contamination on the etched facets and sides of the buried mesa. 
Obviously, this should not be considered a full reliability assessment, but only a preliminary test. 

Table 6.3 reports the EOS results: jf is the current density at which the failure occurred, Pmax is the 
maximum optical output power, Pf is the output power at which the device failed and can be lower than 
Pmax if a roll-off occurred before the onset of catastrophic damage; finally the parameter �̅�f is the front 
facet internal optical power density (incident + reflected) at Pout=Pf over the region of the QW, 
calculated according to [113]: 

𝑃f =
𝑑

𝛤
𝑊 (

1 − ℛ

1 + ℛ
) �̅�f 

E6.11 

where d is the QW thickness and ℛ is the reflectivity at the front facet. 

 

   
L 

(mm) 

W 

(µm) 

jf 

(A/cm2) 

Pmax 

(W) 

Pf 

(W) 

�̅�f 

(MW/cm2) 

facet 

damage 

STD 6 100 2620 =Pf 10.0 8.8 yes 

NAM 6 100 3580 =Pf 11.5 10.2 no 

BM 6 100 4200 12.5 12.4 11.0 yes 

BM 6 50 4700 =Pf 8.2 14.5 yes 

BM 6 30 6390 =Pf 6.6 19.4 yes 

BM 6 10 24500 3.4 2.9 25.6 yes 

STD 4 100 3270 =Pf 10.1 8.9 yes 

NAM 4 100 4430 =Pf 11.8 10.4 yes 

BM 4 100 4250 12.0 11.7 10.3 yes 

 
Table 6.3 Results of electrical overstress test: the meaning of the parameters is explained in the text. 

 

Comparing the values of �̅�f it is possible to notice that they depend strongly on W: the narrower lasers 
have much higher values of �̅�f, which could be qualitatively explained by a better heat dissipation at 
facets and a reduced beam filamentation6 (and hence a reduction of transient localized spikes of optical 
power). �̅�f does not depend on L, and increases by ~20% passing from STD to NAM and BM lasers. It 
must here be noted that �̅�f is calculated using the nominal width W (contact width), but that the 
effective optical width, as defined by the NF intensity profile, can be different: in the case of BM lasers it 

                                                             

6 Here, filamentation refers to the breakup of the optical density inside the cavity into several, temporally variable 
components; the theoretical treatment of filamentation is complex and partially under development, see for 
example [114]. 
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is larger than in the case of STD lasers, at least at the comparatively low current density employed to 
measure it (Fig. 6.16). It could be speculated that this – and not the presence of the NAMs – is the main 
cause of the improved robustness, but this is in contrast to the fact that, although the NAM lasers have 
NF profiles almost superimposable to those of the STD lasers, they have higher COD levels, more near to 
those of BM lasers (Tab. 6.3). Consequently, it can be concluded that the NAMs are the main factor 
determining the increased robustness, while the NF enlargement is a secondary factor.  

 

 

6.5 Chapter summary and conclusions 

A comparatively simple approach for the realization of buried mesa broad area laser has been tested, 
based on the introduction of two etch-stop layers in the n side of the structure slightly below the 
quantum well, selective wet etching, in-situ etch of the lower etch-stop layer and a second epitaxy; 
ammonium sulphide passivation combined with in-situ etch has been used to minimize the oxygen 
contamination. 

Compared to standard (gain guided) lasers fabricated with the same vertical structure and processing 
conditions, the fabricated BM lasers show a strongly reduced lateral current leakage, which in turn 
leads to lower threshold current, higher differential efficiency and higher energy conversion efficiency. 
The same technological approach allows for the introduction of non-absorbing mirrors at facets, 
improving the robustness with respect to catastrophic optical damage. 

On the negative side, in spite of the better lateral confinement, the efficiency of large BM devices 
(width = 100 µm) is lower than that of standard devices realized without the additional layers and in a 
single epitaxial step, most probably because of increased non-radiative recombination, associated to the 
buried etch-stop layers under the QW and to the regrowth interface. Another drawback is that the 
buried mesa lasers have higher values of lateral beam parameter product than standard lasers with the 
same nominal width, due to the strong built-in lateral optical confinement; this issue could be probably 
solved with a moderate design modification. 

The overall conclusion is that this approach, in its current form, is potentially interesting only for the 
realization of narrow broad area lasers (e.g. with width below 50 µm) where the impact of the lateral 
current leakage on the efficiency becomes more important and the lateral beam parameter product is 
anyway small. 

 

 

 

 

 

 

 

 

 





 

 

7 Lasers with buried implantation 

 

 

 

 

 

 

7.1 Chapter introduction 

As discussed in the previous chapter, an effect that becomes increasingly detrimental with the 
reduction of the width W in broad-area lasers is the lateral carrier leakage, which impacts first of all the 
energy conversion efficiency and to some extent the beam quality. The lateral electrical confinement in 
BALs is realized in the simplest case by creating a stripe-shaped contact window on the top of the 
device, usually an opening in a dielectric deposited over the highly p-doped contact layer. 

To extend the lateral confinement deeper into the structure, the contact layer and the underlying p-side 
layers can be insulated by ion implantation for example with He or H. This process relies on the creation 
of defects, substitutional, vacancies and interstitials, which reduce the free-carrier concentration and 
the carrier mobility. Normally this implantation is relatively shallow, so that these crystal defects do not 
reach the active zone, where they could act as non-radiative recombination centers, reducing the 
efficiency and especially the reliability of the devices. Consequently, a certain amount of current spread 
in the p-side is always present, along with the lateral diffusion current in the active region [115-117]. 

More sophisticated approaches for the realization of buried lateral current confinement, introducing 
elements like a reverse junction or semi-insulating layers, involve wet chemical or dry etching and 
multi-step epitaxy processes on a patterned surface, as in the case of the buried-mesa lasers of the 
previous chapter, with a resulting higher degree of technological complexity. 

The purpose of the present investigation was to explore an alternative 2-step MOVPE growth strategy 
for the realization of lasers with a buried current aperture, by means of ion implantation outside of the 
active laser stripe. The implantation has been done between the first and the second growth step, 
without introducing any etched topology on the wafer surface and without exposing Al-containing 
material. Two main variants have been tested, differing in the position of the regrowth interface and 
implantation depth. Moreover, for each variant, two ions have been tested: 16O+ and 28Si+ and - for each 
ion - different implantation conditions. 

While in the conventional implant isolation previously mentioned, the induced physical lattice damage 
must still be present at the end of the process, in this case the starting idea was to remove it completely 
during the second growth step, which can be equated to a long high-temperature annealing process; the 
isolation should have then be obtained only through “chemical” effects, i.e. the introduction of deep and 
shallow levels in the band gap due to the substitutional incorporation of the implanted elements in a 
structurally regular crystal lattice. In the actual realization, the physical damage removal was not 
achieved on all samples, as will be discussed later. 

Potential advantages of this approach are a comparatively simple process and – assuming that the 
lattice damage is removed - the possibility of safely positioning the current aperture more near to the 
active region compared to the conventional implantation approach. In addition, there should be no need 
for a contact window at the p-metal/semiconductor interface or in the contact layer, i.e. the contact can 
be made much larger than the active width. This would result in lower electrical and thermal resistance 
for narrow lasers (here narrow = with buried injection window width not much larger than the p-side 
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thickness) because the current would be less laterally constrained within the p-side. Another potential 
point of interest is that the buried current aperture would allow using a very thick contact layer; this is 
considered useful in case of devices mounted p-side down, because it can improve the uniformity of 
heat dissipation and more evenly distribute soldering-induced strain. 

Broad area lasers emitting near 915 nm have been fabricated; with one of the variants, up to ≈12% 
reduction of threshold current and ≈15% increase of slope efficiency have been achieved with respect 
to standard lasers fabricated without the buried implantation but with the same 2-step epitaxy process. 
Also, in another variant, a significant improvement of the beam quality has been obtained: in terms of 
reduction of the lateral beam product parameter BPPlat passing from 3.8 mmmrad at 5 A for standard 
lasers to 2.2 mmmrad for implanted and regrown lasers, but this happened at expense of the 
efficiency. 

Most of the results of this investigation have been published by P. Della Casa et al. in Ref. [118] and by 
D. Martin et al. in Ref. [119] (here some updates and corrections are included); parts of the work have 
been supported by the German Federal Ministry of Education and Research contract 13N14005 as part 
of the EffiLAS/HotLas project. 

 

7.2 Ion implantation 

7.2.1 Interactions in the keV range and implantation profiles 

When ions are implanted in a crystal using energies in the keV range, they lose their kinetic energy - 
transferring it to the atoms of the target material - essentially according to two mechanisms, which take 
the names of “electronic” and “nuclear” collisions (both due to electromagnetic interactions) [120, 121]. 
The first mechanism is described as inelastic collision of the incoming ion with crystal atoms. The 
energy is transferred to the electrons of the crystal, especially to the external electrons, promoting them 
to excited levels, and is ultimately transformed into heat. Normally, this kind of interaction does not 
lead to a large damage of the crystal structure, because the atoms retain their positions in the lattice. 
The second mechanism is described as elastic collisions of the incoming ions with the nuclei – or more 
properly with the core positive ions of the crystal. The energy is transferred to the crystal ions, exciting 
them vibrationally (phonon generation) or displacing them from their equilibrium position, possibly 
with cascade effects, forming interstitials and vacancies (Frenkel pairs) while the impinging ions change 
their trajectory. The displacement is not necessarily permanent: vacancies that lie at a short distance 
from interstitials tend to recombine with them, and this process is enhanced by increasing lattice 
temperature during the implantation (“dynamic annealing”). 

The derivative of the transferred energy with respect to path length is called stopping power, and a 
nuclear and an electronic stopping power are distinguished. The nuclear stopping power is low at very 
low energies (or ion velocities) because the nuclear charge is screened by the electrons, it reaches a 
maximum for intermediate energies and then drops due to the decreasing interaction time with the 
nuclei. The electronic stopping power is similarly low at low energies, and increases roughly linearly 
with the square root of the kinetic energy (at least in the keV range). The result is that the electronic 
interactions prevail at the beginning of the ion trajectory, and the nuclear interactions – with the 
associated defect formation - at the end. The final distribution of the implanted ions is shifted deeper 
inside the implanted sample with respect to the damage distribution, since in the very last part of the 
ion trajectory the nuclear collisions generate mostly phonons. In the case of 28Si+ implanted in GaAs, the 
nuclear stopping power is higher than the electronic stopping power at low energies, it reaches its 
maximum at ≈25 keV, and is overcome by the electronic stopping power above ≈110 keV; in the case of 
16O+ implantation the corresponding values are ≈12 keV and ≈26 keV (values according to TRIM 
simulation software, Fig. 7.1a). 

The ion implantation profile 𝑁(𝑥) (ion density at depth x) corresponding to a single implantation 
energy value, can be approximately described at low energies with a Gaussian distribution of the form: 
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𝑁(𝑥) =
𝑄

∆𝑅𝑝√2𝜋
𝑒𝑥𝑝 [

−(𝑥 − 𝑅𝑝)
2

2∆𝑅𝑝
2 ] E7.1 

where 𝑄 is the implanted dose (ions/cm2), 𝑅𝑝 is the average depth (called projected range) and ∆𝑅𝑝 
(called straggle) is the standard deviation of the distribution. As the implantation energy is raised, the 
profile becomes increasingly asymmetric, as qualitatively shown in Fig. 7.1b, and is better described as 
a skewed Gaussian distribution, the Pearson IV distribution being often used as a convenient 
approximation (it contains 2 extra parameters, skewness and kurtosis). 
Actually, the implantation in a crystal is influenced by the relative directions of the impinging ions and 
the lattice structure: if an ion enters the crystal with velocity parallel to a “open channel” among the 
atoms, as for example along the <110> directions, it can penetrate much deeper, avoiding high-angle 
nuclear collisions. This channeling phenomenon is exploited for the evaluation of the implantation 
damage using the Rutherford backscattering technique (RBS), but is generally unwanted during the 
implantation (because difficult to control) and for this reason, a small angle (≈7°) is used between the 
implantation direction and the normal to the (100) substrate surface; this expedient allows to obtain a 
final distribution comparable to that obtainable in an amorphous material. 

 

Figure 7.1 a) TRIM simulations of electronic and nuclear stopping power for Si and O implantation in GaAs; b) 
qualitative scheme of implantation profiles at different energies, compared with a simple Gaussian approximation 
and a skewed Gaussian; c) representation of an ion channeling along the [011] direction. 

When implantation is done through a mask, the profile is broadened laterally (lateral straggle) by an 
amount comparable to ∆𝑅𝑝; consequently, there is no lateral abrupt interface between the implanted 
and the not-implanted regions. A further factor potentially leading to a vertical and lateral profile 
broadening is the diffusion during the thermal treatment that normally follows the implantation. 

7.2.2 Damage, damage removal, damage-isolation and doping 

The amount of damage introduced in the crystal can be defined differently according to which 
properties - structural, electrical, optical - are used to evaluate it; considering the structural damage as 

a) b) c) 
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primary criterion, a critical dose for amorphization can be defined as the dose Qam at which the 
implanted region loses its crystalline characteristics. A direct evaluation can be done with transmission 
electron microscopy (TEM), while an indirect evaluation is typically done comparing the RBS 
channeling signal with that of amorphous and crystalline reference samples. This critical dose depends, 
for a given material, on several factors, including the mass of the ion, the implantation temperature and 
the implantation rate; the implantation energy is comparatively less important, because the damage is 
anyway introduced as the ions have sufficiently slowed down. As a rule of thumb, the critical dose for 
amorphization decreases with: increasing ion mass, decreasing crystal atom mass (group III of V), 
increasing implantation rate and decreasing temperature. Moreover, the damage caused by heavy ions 
tends to concentrate in clusters, while light ions cause a more evenly distributed damage. Comparing 
GaAs and AlGaAs, the critical dose for amorphization has been reported to increase with the Al content, 
although the reason for that is not entirely clear [122]. 

The physical damage of the crystal causes the formation of deep levels inside the bandgap, which trap 
the carriers reducing the conductivity; nonetheless, the as-implanted materials show a form of hopping-
conductivity, with the carriers jumping from one defect to the other. The higher resistivity is obtained 
after a calibrated thermal annealing, that partially repairs the damage and leads to a more tight spatial 
localization of the deep levels. On the other hand, if the annealing is done at sufficiently high 
temperature, the physical-damage related trap density will fall, together with the resistivity. 

In the case when the aim of implantation is to introduce electrical dopants, these must be electrically 
activated by a high-temperature annealing that allows, as much as possible, to eliminate the lattice 
damage and promote the substitutional incorporation of the implanted atoms; this is more difficult for 
III-V semiconductors than – for example – in the case of silicon, because of poorer recrystallization 
properties. In general, to this purpose, a high degree of lattice amorphization should be avoided. 
Ultimately, the effectiveness of the annealing depends on the amount of damage that has to be healed. 
According to Ref. [120], in the case of amorphized GaAs, temperatures in the order of 200°C are 
sufficient to obtain a coarse recrystallization, but the material remains highly defective, containing 
extended defects as twins and stacking faults; these defects starts to anneal out at temperatures in the 
order of 500°C, but still leaving behind a high density of dislocation loops, which in turn grow and 
annihilate above 700°C; optimal dopant activation requires generally temperatures ≥ 750°C, which 
annihilate (to some extent) point defects and point-defect clusters. In general, in GaAs, effective donor 
activation requires higher temperatures (≥ 850°C) as acceptor activation. It must be said that the 
annealing is usually done in rapid thermal annealing (RTA) systems, and the time spent at the highest 
temperature is of the order of 30 seconds; a prolonged annealing under group V protection (as in a 
MOVPE reactor) might partially reduce the temperature needed for structural damage removal. 

 

7.2.3 Oxygen in GaAs-AlGaAs 

Oxygen can be effectively used to obtain damage-related isolation in GaAs; it has been evaluated [120] 
that each atom can remove 10 to 50 carriers from n-doped GaAs. This isolation effect is largely removed 
by annealing above 600°C, although some thermally stable compensation remains, attributed to the 
formation of deep acceptor centers. The nature of these centers is not precisely understood: it has been 
proposed that they should be “off-center substitutional” defects, with the oxygen taking the place of 
arsenic but bonding only two out of four neighboring Ga atoms, and displaced towards what would be 
normally an interstitial position; the two remaining Ga atoms, which have (in a localized description) a 
total of 2 dangling bonds and one unpaired electron, could “relax” into a negatively charged defect, 
capturing an electron and forming a Ga-Ga bond (this model is fundamentally analogous to the DX 
center described in appendix 1). Nonetheless, alternative models have been proposed [123-125] and 
specific donor-neutralizing defects are also possible, for example – in the case of Si doping – with 
formation of Si-O bonds. 

When implanted in GaAs p-doped with Zn, Mg or Cd, the isolation effect is more stable, up to ≈700°C, 
and in the case of Be-doped GaAs even up to 900°C, due to a specific, strong Be-O interaction. Vice-
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versa, the isolation obtained in C-doped GaAs is reported to drop already at 500°C. 

In n–doped AlGaAs, a thermally stable isolation effect can be achieved by oxygen implantation; it has 
been attributed to the formation of deep acceptor centers during the annealing, in analogy to GaAs, but 
in this case the trap concentration seems not to be limited to low values. The nature of these centers is 
even less precisely known than in the case of GaAs [123, 126]. 

In p-doped AlGaAs, the effects of oxygen implantation on the electrical properties have been scarcely 
reported, although they might be expected to be similar to those obtained in p-doped GaAs; a thermally 
stable isolation has been confirmed only in the case of Be-doped AlGaAs. 

In particular, to the author's knowledge, no studies on the effect of oxygen implantation specifically in 
C-doped AlGaAs have been published, but a thermally stable isolation effect due to O implantation has 
been reported by Bryan et al. [127] in a p-doped GaAs-AlAs multilayer and - although not specified in 
their paper – it is presumable that the p-dopant was carbon. Moreover, a compensation effect of oxygen 
contamination in MOVPE-grown intrinsic-carbon doped AlGaAs has been determined by Kakinuma et al 
[128] and attributed to formation of deep hole traps by oxygen. 

 

7.2.4 Silicon in GaAs-AlGaAs 

Although the implantation of silicon can be used, as that of any other ion, to create a damage-related 
isolation, it has been studied mostly as a means to introduce n-doping. The activation efficiency of Si in 
GaAs is reported to be comparatively insensitive to the implantation temperature, but requires high 
annealing temperatures: according to [129], the activation starts at T>700°C but T≥850°C is required to 
bring it to completeness (saturation) using RTA. According to [130], T=750°C should be sufficient to 
achieve the activation saturation, provided that the annealing time is of the order of one hour. While at 
low doses (<1×1013 cm-2) the activation after annealing can be high (≈80%), at higher doses (≈1×1015 
cm-2) it reaches a saturation value corresponding to a concentration of about 21018 cm-3, possibly 
because of silicon amphoteric character and/or because of the formation of Si-Si neutral complexes 
[130-132]. Further increasing the dose, the post-annealing carrier concentration tends to decrease 
rather than increase, because of increased residual defectivity [133]. 

In AlGaAs, the activation efficiency has been reported to be lower than in GaAs, and to require higher 
(≈100°C) annealing temperatures [120, 129]. 

 

7.2.5 Quantum-well intermixing effects of implantation 

Ion implantation near or across the quantum well, followed by a thermal annealing, can cause a 
perturbation in QW compositional profile, which is usually indicated as quantum-well intermixing 
(QWI) [88, 134, 135]. Similar effects can be obtained with several other techniques, an example being 
the in-diffusion of vacancies generated at the semiconductor surface by means of chemical reactions 
with a deposited SiO2 layer. 

In its simplest form, the QWI can be explained with the help of Fig. 7.2a; the original QW, with abrupt 
interfaces, is “smeared out” by implantation/vacancy diffusion, resulting in a band-energy profile which 
is narrower towards the center of the well; the VB and CB levels within the well drift away from each 
other. This causes a blue-shift in the QW radiative recombination wavelength. 

The effect can be used to realize NAMs, but has even an impact on carrier transport, because of the 
small energy barriers (indicated by the red segments in the picture). In an edge-emitting laser, the 
ambipolar diffusion within the QW in the direction of the intermixed region will be reduced. Another 
effect is expected to be a reduction of the refractive index - at the original QW wavelength - in the 
implanted region, due to the blue-shift of the QW absorption peak (can be deduced from the Kramers-
Kronig relation).  
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Fig. 7.2b shows an example of blue-shift obtained with He implantation followed by regrowth on the 
same structures used in this work (although He buried implantation has been tested, and is potentially 
interesting for introducing NAMs, it has not been integrated into working devices and will not be 
further discussed). 

 
Figure 7.2 a) Scheme of quantum-well intermixing showing the potential energy for the electrons (black), the 
electron energy levels (blue) and their difference between implanted and not-implanted zones (red); b) example 
of blue-shift obtained with He implantation (electroluminescence spectra). 

a) b) 
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7.3 Device description and fabrication procedure 

7.3.1 Vertical structure 

The realized laser devices were based on an epitaxial structure whose simplified schematic is shown in 
Fig. 7.3, consisting in a down-top (growth) order of the following layers:  
• n-doped AlxGa1-xAs cladding and waveguide layers numbered 1 and 2 where layer 1 has higher Al 

content – and higher bandgap, lower refractive index - than 2; 
• active layer 3, consisting in a single GaInAs quantum well; 
• p-doped AlxGa1-xAs waveguide and cladding layers numbered 4 (same Al content as layer 2) and 5 

(very high Al content); 
• the p-doped GaAs subcontact layer 6, and the very highly p-doped GaAs contact layer 7. 
The AlGaAs n-cladding is doped ≈2×1018 cm-3, the AlGaAs n-waveguide has a graded doping, gradually 
decreasing to nominally undoped near the QW; the doping of the AlGaAs p-waveguide is graded from 
nominally undoped to 2×1018 cm-3, and the following p-cladding and subcontact layers retain a similar 
value of ≈2×1018 cm-3, the contact is doped ≈2×1019 cm-3. 

 
Figure 7.3 Laser epitaxial structure: different shades of color indicate different compositions, black horizontal 
lines between layers indicate abrupt interfaces between different compositions or different doping levels, 
otherwise the transition is graded. The dashed lines indicate the position of the regrowth interface according to 
the 2 process variants. 

The well has an In content of about 9% and a compressive strain of about 6500 ppm. The room 
temperature electroluminescence of the QW has a maximum near 905 nm. The total thickness of 
contact + sub-contact is ≈850 nm, the p cladding is ≈650 nm and the p waveguide is 250 nm thick. On 
the n side, waveguide and cladding are much thicker than on the p side. The design corresponds to an 
asymmetric large optical confinement approach: the optical fundamental mode is broadened along the 
vertical direction and strongly shifted towards the n-side, as in the structures of the previous chapter. 
The structures have been grown in two epitaxial steps, with the current confining ion implantation 
done before the second step. In a first process variant V1 the regrowth interface is located just above 
the upper cladding, within the GaAs sub-contact. 
In a second process variant V2 the regrowth interface is located within the upper waveguide layer, 
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about 200 nm above the QW. The positions of the interface in the two cases are indicated in Fig. 7.3 by 
dashed red lines. 
No GaAs or GaInP etch stop layers remain below or above the active zone, which – based on the results 
presented in the previous chapter - represent a possible advantage in terms of device performance. 

7.3.2 Process with 2-step epitaxy and intermediate implantation 

The layer structures were grown in the planetary MOVPE reactor G3. The carrier gas was H2, precursors 
where AsH3, PH3, TMIn, TMGa, TMAl. For p-type doping CBr4 and DMZn were used, the latter only for 
the second growth step, while Si2H6 was used for n-type doping. Substrates were 3” (100) n-GaAs 
wafers. 
The first epitaxial step for variant V1 is depicted in Fig. 7.4 left. It includes all the p cladding, 20 nm of 
the GaAs sub-contact (etch-stop 2), an GaInP layer (etch-stop 1) and a GaAs cap, the last two being 
sacrificial layers. 
In the case of variant V2, Fig. 7.4 right, the first epitaxial step includes 200 nm of the p-waveguide (out 
of a total of 250 nm), a GaAs layer (etch-stop 2), an InGaP layer (etch-stop 1) and a GaAs cap, the last 
three being sacrificial layers. 

 

Figure 7.4 Structure after first epitaxy, process variant V1 and V2. The dashed lines indicate the position of the 
regrowth interface, the layers above it are removed by ex-situ or in-situ etching before regrowth. 

In the first process step, WSiN markers were created on the surface by means of sputtering and lift-off 
lithography, to allow the alignment of all the subsequent steps. A photoresist mask was then defined by 
optical lithography, creating protective stripes over the sections designated to become the active part of 
the lasers; the unprotected areas between the stripes were implanted at room temperature (the 
implanter did not allow to heat the samples) using 28Si+ or 16O+. The implantation profiles were 
simulated using TRIM software, and the results were confirmed by secondary ion mass spectrometry 
(SIMS) measurements. The simulated profiles are shown in Fig. 7.5. The energy-dose combinations used 
in the experiments, along with the simulated peak concentration values and peak positions with respect 
to the QW are listed in Table 7.1. 
It must be specified that, before starting this matrix of experiments, preliminary tests were done 
fabricating with a simplified process – but with the same epitaxial structures – diodes which were 
either not-implanted (reference) or implanted on the whole contact area. Their I-V characteristics were 
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then compared, to estimate the minimum value of the implanted dose that could be used obtaining a 
significant impact on the turn-on voltage and series resistance. 
Moreover, in the case of the variant V2, laser diodes were fabricated with the complete process and 
oxygen implantation having the energy/dose combinations: 30 keV/1×1014 cm-2,120 keV/1×1014 cm-2, 
65+95 keV/1+2×1014 cm-2. These devices, which are not listed in Tab. 7.1, had extremely poor 
characteristics: very high threshold current and very low slope efficiency. Observing the emission spot 
size with and infrared camera, it was evident that the light was emitted from a width much larger than 
that of the buried current aperture W (see later Fig. 7.6), indicating that the dose was insufficient to 
obtain the desired lateral isolation. This is an important point, because it clarifies that the dose range 
contained in Tab. 7.1 could not be significantly extended to lower doses. 

sample 
# 

variant atom energy 
(keV) 

dose 
(1014 cm-2) 

d  
(nm) 

peak conc. 
(1018 cm-3) 

       
1 

V1 
Si 250 

0.8 655 3.3 
2 1.6 655 6.6 
3 10 655 41 
4 50 655 207 
5 O 250 4 495 14 
6 10 495 35 
       

7 

V2 

Si 45 0.4 185 5.6 
8 2 185 29 
9 

O 

30 

6 

175 75 
10 65+95* 75 36 
11 120 5 28 
12 240 -195 19 

 

*2.4×1014 cm-2 at 65 keV, 3.6×1014 cm-2 at 95 keV 
Table 7.1 List of samples with ion-implantation conditions, the last two columns give the simulated values of peak 
concentration and peak distance d from QW (negative values indicate peak concentration below the QW); note 
that in each variant and ion, either the dose or the energy have been varied. 

 

Figure 7.5 Simulated implantation profiles (in logarithmic scale) of the two process variants; the depth 
corresponding to the sacrificial layers, removed after implantation, is shaded in grey. 
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From the simulations it can be seen that: 

• for variant V1, both ions stop in the p-cladding and do not reach the p-waveguide; 
• for variant V2, silicon is implanted in the upper part of the waveguide and does not reach the QW, 

while oxygen is implanted at different depths: its distribution peaks above, at or below the QW. 

After the implantation, the GaAs cap and the GaInP etch-stop layers were removed with selective wet 
etchants. No passivation treatment (e.g. ammonium sulfide) was used in this case after the etching; 
within half an hour after the second etch, the wafers were loaded into the MOVPE reactor.  

In the case of variant V1, the second epitaxy did start with GaAs (subcontact, remaining part of layer 6) 
over the underlying GaAs etch-stop 2. In the case of variant V2, the etch-stop 2 was removed in-situ 
using CBr4, uncovering the underlying AlGaAs inside the reactor, in order to minimize oxygen 
contamination, at Tsp=600°C; at this temperature, the etching is not selective and a few nm of 
waveguide AlGaAs were removed. Subsequently, the growth did start with AlGaAs (p-waveguide, 
remaining part of layer 4). 

To ensure comparable (although not identical) annealing conditions, the regrowth did start in both 
cases with a high temperature (Tsp=760°C) step of similar duration. For V1, this was the growth of the 
GaAs sub-contact, which was followed by lower temperature growth of the contact layer. To grow the 
highly p-doped GaAs at 760°C it was necessary to use Zn as dopant, because intrinsic carbon 
incorporation (i.e. carbon originating from TMGa) would have been impossible, and doping with CBr4 
resulted in a very poor morphology, due to competition with strong etching. For V2, AlGaAs waveguide 
and cladding were grown at 760°C, while sub-contact and contact layers were grown at lower 
temperature. 

The regrowth duration (considering the time spent at T>400°C) was approximately 3600 s in the case 
of V1 (1700 s at 760°C) and 4900 s in the case of V2 (1550 s at 760°C). 

In this temperature range, the electrical activation of silicon can be expected to be low - estimated no 
more than 30%, even though it is difficult to make a precise prediction based on literature data. 
Moreover, with doses ≥1×1015 cm-2 and room temperature implantation, the healing of the physical 
damage can be expected to be incomplete, especially in the case of silicon. Nonetheless, it was decided 
not to try to use higher regrowth temperatures. 

After completing the layer structure, p-contact stripes were defined using evaporated Ti/Pt/Au. A 
conventional He+ insulating implantation in the contact and subcontact layers was used to create the 
current aperture in standard lasers (i.e. lasers without the buried implantation) that were fabricated on 
the same wafers along with the buried-implanted lasers for comparison. The wafer process was then 
completed by electroplating gold on the p-metal stripes, thinning and n-side metallization. Facets were 
fabricated by cleavage. The devices were measured first without any coating, then selected devices 
were coated with high-reflective (HR) and antireflective (AR) layers HR (98%)/AR (1.5%) and mounted 
p-up on CuW carriers for more extensive characterization. 

 

7.3.3 Device types 

Two main kinds of lasers were present on each wafer of either variant: lasers with lateral buried 
implantation (LBI) and standard lasers (STD) without the lateral buried implantation. The laser types 
are depicted in Fig. 7.6. 

In the case of STD lasers, the width W of the injection window corresponds to the width W1 of the p-
metal, while in the case of LBI lasers it corresponds to the aperture created by the buried implantation. 
For STD lasers, two values of W were used: 100 µm and 200 µm. For LBI lasers the current apertures W 
were 10, 30, 50, 100 and 200 µm, while the width W1 of the metal was always 400 µm. The lengths L of 
the devices were 1, 4 and 6 mm. No lateral optical confinement (as for example index-guiding trenches) 
was introduced, so the lasers were gain-guided unless the implantation itself did create some degree of 
optical confinement. 
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With respect to V1, structure V2 has the potential advantage of introducing the lateral confinement only 
in close proximity to the active cavity, which should minimize the current spreading, but has the 
disadvantage of a regrowth interface positioned in the waveguide layer, where the presence of non-
radiative recombination centers can impact the laser performance. Moreover, there might be non-
radiative recombination at the transition between implanted and not-implanted regions near the pn 
junction. Finally, part of the optical power overlaps the implanted region; the optical properties of the 
implanted material are not well known, but can be reasonably expected to be significantly different – 
especially in terms of absorption – with respect to the not-implanted. 
A further sub-variant of STD and LBI lasers had both ends completely buried-implanted: the buried 
implantation extended along the whole width of the device and from the facet inwards up to 50, 100 or 
200 µm; consequently, in these devices the current injection was prevented near the facets, creating 
two short passive sections. These devices have been used to evaluate the impact of the implantation on 
the optical absorption (section 7.5.5) and the possibility to realize NAMs simultaneously with the 
buried current aperture. 

 
Figure 7.6 Top and front views of: standard laser (left) and lasers with buried lateral implantation V1 and V2 
(right); V1 and V2 differ only in the position of the buried implantation. The dotted lines show qualitatively the 
different expected current spreads in the p-side. 

7.4 Material characterization 

7.4.1 Residual implantation damage after regrowth 

Preliminary tests were done to assess the effects of the implantation and subsequent regrowth on the 
QW and more generally on the crystal structure. After the first epitaxy, Si or O was implanted into 
wafers with epitaxial structures (corresponding to the first epitaxy of V2 but without the GaInP etch-
stop layer) using doses in the range from 1×1013 to 1×1015 cm-2, and energies in the range 30-250 keV. 
The implantation was done only into parts of the wafers, leaving the rest as a reference. High-resolution 
X-ray diffraction (HR-XRD) Omega-2Theta scans of the implanted areas show additional features not 
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present in the reference areas (Fig. 7.7a), due to compressive strain in the implanted layers. Main 
source of compressive strain are the interstitial atoms, associated with the formation of Frenkel pairs 
[136]. After the regrowth, the XRD diffractograms in the implanted and not-implanted areas became 
identical (Fig. 7.7b) except for the higher tested dose (Fig. 7.7c-d), where small differences are still 
present1. These differences can be simulated introducing a residual compressive strain in the implanted 
layers of approximately 500 ppm. The results indicate that the lattice has – at least at this level of 
resolution – largely recovered from the implantation damage although not completely for doses 
 1×1015 cm-2. 

 

Figure 7.7 XRD diffractograms of partially implanted V2 test structures (Si at 45 keV. O at 120 keV, doses as 
indicated): a) after the first epitaxy, b-c) after the second epitaxy; red lines correspond to the implanted area, the 
blue lines to the not implanted, the arrow indicates the features introduced by the implantation. It can be seen 
that the lattice distortion disappears in the regrown sample with the lower dose, but not completely in the 
samples implanted with the higher dose – especially in the case of Si implantation. 

                     
1 In the test samples of Fig.7.6 the composition of the AlGaAs cladding was slightly different in b) with respect to c) and d): this 
explains the different shape of the leftmost peak. 

a) b) 

c) d) 
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Additionally, low-temperature (80 K) cathodoluminescence (CL) spectra were taken in implanted and 
non-implanted areas as exemplarily shown in Fig. 7.8. In the case of V1 and Si implantation at 250 keV 
in the cladding (Fig. 7.8a), the cathodoluminescence intensity in the implanted region was almost 
unperturbed but for doses  41014 cm-2 the wavelength was slightly (≈ 5 nm) blue shifted. In the case 
of V1 and oxygen implantation at 250 keV in the cladding (Fig. 7.8b), the intensity was reduced and the 
blue shift was more pronounced (up to 15-20 nm). 
The blue-shift is presumably due to quantum well intermixing (QWI), caused by the diffusion of 
vacancies from the implanted volume into the QW during the second growth step. In this case, NAMs 
should be present in the lasers that had the oxygen implantation at the facets. 

 

Figure 7.8 80 K cathodoluminescence spectra of V1 structures after regrowth: not implanted region (black lines) 
and implanted region (red lines); a) silicon implanted (250 keV, dose 11015 cm-2) has 5 nm blue shift b) oxygen 
implanted (250 keV, dose 41014 cm-2) has 17 nm blue shift and intensity reduction.  

In the case of V2 and Si (implantation at 45 keV in the p-waveguide), the CL intensity of the QW was 
reduced and showed no or very small blue shift in the implanted areas. In the case of V2 and oxygen, at 
Eimp=30 keV (implantation in the p-waveguide) the QW luminescence was almost unperturbed in 
intensity and wavelength, indicating a negligible amount of damage to the QW, while with energies > 30 
keV (implantation peak in the QW or below), the QW emission in the implanted area was completely 
suppressed after regrowth. The different damage caused by low and high energy oxygen in V2 
structures is interpreted as being due to the formation of oxygen-related non-radiative recombination 
centers in the active zone when the atoms are implanted directly in the QW. Concerning QWI, since with 
Eimp>30 keV no luminescence was detected, we have no information for these cases, while the absence 
of wavelength shift for Eimp=30 keV indicates that no appreciable QWI happened at this energy. 
The lack of QWI in Si-implanted V2 samples, in spite of the implantation being more near to the QW 
with respect to V1, might be explained by a combination of factors: a comparatively low dose (≤ 21014 
cm-2) and a reduced number of vacancies per ion produced at low energy (by a factor of 4 according to 
TRIM simulation). Moreover, since the implantation is very shallow, almost one half of the damage is 
generated in the sacrificial layers which are removed before the regrowth, further reducing the number 
of vacancies available for QWI. Finally, again because of the very shallow distribution of the damage, it 
can be expected that in V1 a considerable amount of vacancies will diffuse upwards and be lost at the 
surface during the heating and the initial phase of the regrowth. 
The lack of QWI in the V2 sample implanted with O at 30 keV might be explained by similar 
considerations. 

a) b) 
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7.4.2 Electrical effects of the implantation 

The depth of the implantation was selected on the basis of the expected electrical effects of the 
implanted species after annealing, in conjunction with the preliminary tests previously mentioned. On 
the assumption that silicon would have been at least partially activated, it was always implanted in the 
p-side of the devices, to compensate the p doping and possibly to create a reverse junction (in V1 
structures) or to shift the position of the junction away from the QW (in V2 structures). Moving the 
junction away from the QW can have an isolation effect, increasing the turn-on voltage of the diode. 
Implanted and annealed O has a compensating effect in n-doped material, and in one case (sample 12, 
V2) it was implanted with energy high enough (240 keV) to have a projected range below the QW, into 
the n-side of the waveguide. 
As discussed in section 7.2.3, it is not well known from literature how effective an oxygen implantation 
in carbon-doped AlGaAs could be in creating a thermally stable isolation. The measurements done on 
test diodes with and without the implantation (section 7.3.2) did show that the current-voltage curves 
of the implanted diodes were shifted towards higher voltage values with respect to the not-implanted, 
provided a sufficiently high dose was employed. The causes of this behavior are not precisely known, it 
can be suggested that they could include three factors: neutralization of the original p-doping via 
specific O-C interactions in the AlGaAs matrix, formation of oxygen-related deep donor levels or hole 
traps, and reduction of hole mobility via scattering at lattice defects and ionized impurities. Based on 
these preliminary test results, O implantation in the p-side or in both p- and n- sides was included in the 
matrix of experiments (samples 9-11). 

 
Figure 7.9 Secondary electron SEM images of the facets of V1 lasers with W=10 µm, implanted with Si. The small 
insert is a backscattered electron image taken in the corresponding position, where the QW can be identified as a 
thin white line. In the case of Si implantation, a pnp reverse junction is formed within the top cladding layer, and 
the buried current aperture is clearly visible. In the case of O, no contrast due the implantation was visible. 

To gain a qualitative insight into the electrical effect of the implantation, the as-cleaved facets of several 
devices have been studied by scanning electron microscopy. Using secondary electrons, it is possible to 
identify the position of a pn homojunction, since the emission from the p-doped material is more 
intense than that coming from the n-doped part, due to different effective electron affinities and 
secondary electron escape depths of p- and n-doped areas [137]. 
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Samples 1-4 were all implanted with Si in the p-cladding; Fig. 7.9 shows the secondary electron image of 
a V1 laser from sample 3, implanted with dose 11015 cm-2: a dark region is visible in the cladding, 
indicating a change to n-doping. 
In this case a pnp junction is formed, acting as an effective current barrier. To cross-check this 
conclusion, capacitance-voltage measurements have been done on a simplified test structure with the 
same Si implantation, confirming the shift to weak n-doping of the implanted cladding (≈31016 cm-3) 
after analogous thermal processing. A similar reverse junction was visible even for the lower Si doses, 
but the dark n-region was thinner. This is in line with the expected n-doping effect of the implanted Si, 
but at the same time indicates that either the electrical activation is very low or that the electrically 
activated Si is compensated, either by self-compensation or by the deep traps created by the 
implantation process that have survived the annealing. 
When the ion implanted in the p-cladding of V1 lasers was oxygen (samples 5, 6), no reverse junction 
was detected with the secondary electrons, confirming that the cladding is still predominantly p, as 
could be expected based on the previous discussions. 
In the case of V2 lasers, Si implantation in the upper part of the weakly doped p-waveguide (samples 7, 
8) changes its character to n-type, and the junction moves upwards (Fig. 7.10a).  

 
Figure 7.10 Secondary electron SEM images of the facets of V2 lasers with W=10 µm: a) implanted with Si, 45 keV: 
the junction moves up in accordance to the donor character of silicon; b) implanted with O, 240 keV: the junction 
moves down, indicating acceptor character of oxygen. 

Actually, according to TRIM simulations, there should still be a thin (≈80 nm) p-doped layer embedded 
between the n-doped layers, and a reverse junction similar to the case of V1 should be present. It is not 
visible in the secondary electron images either because of depletion of the p-doped layer or because the 

a) 

b) 
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calculated Si profile is not sufficiently accurate, possibly widened by channeling and/or diffusion during 
the second growth step. 
Oxygen implantation in the p-waveguide (sample 9, Eimp=30 keV) does not impact the junction position, 
while a deeper implantation reaching the n-waveguide (samples 10-12) moves the junction 
downwards. Fig. 7.10b shows this for the case of sample 12 (Eimp=240 keV), but a similar effect was 
visible on samples 10 and 11. This indicates that O compensates the n-doping and – presumably - that 
the material becomes predominantly p-type. 

7.4.3 Surface morphology and regrowth interface 

From a morphological point of view, the surface of the samples after the second epitaxy appeared 
generally smooth, with a low but not negligible defect density and, occasionally, rough areas, especially 
near the WSiN markers; it is probable that these defects were originated by the lift-off lithography 
process used to create the markers, based on positive resist AZ5214 image reversal technique. The 
defect density did vary from sample to sample, showing some instability in the preparation of the 
surface before the regrowth; an example of “good” and “less good” morphology is shown in Fig. 7.11. 

 

Figure 7.11 DIC-microscope images taken on a V2 structure implanted with oxygen after regrowth: a) area with 
low defect density; b) area with higher defect density; in the second case, the surface is slightly rough. 

Using the optical microscope with interferometric contrast, the not-implanted stripes were visible on 
V2 structures after the regrowth, especially when high implantation doses were used; AFM 
measurements showed that these stripes were higher than the surrounding implanted areas by up to 
≈2 nm. Note that this is the opposite of what one would expect based on the fact that the implantation 
introduces new atoms into the lattice (about 1.6 monolayers for a dose of 1014 cm-2). A possible 
explanation is that the implantation damage – including the compositional change due to GaAs/AlGaAs 
intermixing - has increased the in-situ etch rate of the AlGaAs material lying just below the GaAs etch-
stop 2. 
The presence of oxygen contamination at the regrowth interface in the V1 variant was not considered 
important, given its position above the p-cladding, but in the case of V2 variant its impact could be more 
detrimental to laser performance. SIMS analysis, done on dedicated not-implanted areas of several 
processed wafers, did actually show comparatively high oxygen peaks - about 1018 cm-3 - and variable 
from sample to sample. These values are much higher than what previously obtained with in-situ 
etching/regrowth processes; this is most probably the result of three factors: the impact of the 
additional WSiN markers definition process, the lack of ammonium sulfide passivation after the wet-

a) b) 
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etching, and a higher than usual background oxygen contamination in the MOVPE chamber at the 
regrowth start. 

 

 

7.5 Characterization of as-cleaved devices 

The as-cleaved unmounted devices have been characterized acquiring the emitted optical power versus 
current (PI curves) using a current generator and pulsed linear ramps up to 2 A, with ramp time=500 
µs, repetition frequency=10 Hz. 

 

7.5.1 Comparison of 2-step and single-step growth 

STD lasers coming from the V1 and V2 samples listed in Table 7.1 were compared with similar STD 
lasers fabricated in a single growth step, indicated with STD0. Note that STD0, V1-STD and V2-STD 
vertical structures are nominally identical, and differ only for the presence and position of the regrowth 
interface. As in the previous chapter, their electro-optical parameters αi, ηi, Γg0 and j∞ (optical losses, 
internal differential efficiency, confinement factor times gain coefficient and transparency current 
density for L→∞) are extracted from the length dependence of the threshold current Ith and of the 
differential quantum efficiency ηd; the lateral leakage current per unit length at threshold (iL=IL/L) is 
extrapolated from the intercept of a plot of the threshold current per unity length ith vs W. The results 
are summarized in Table 7.2 for devices with W=200 µm. The indicated uncertainties are based only on 
the dispersion of the values measured on different devices and they are larger for the 2-step growth 
process, partially because less values of L were available and partially because of wafer-to-wafer 
process-related variability. It must be added that the process used to fabricate the STD0 devices was 
not identical to that used for the V1-STD and V2-STD, because it used a different p-metallization. 
 

device type 
W 

(µm) 

αi 

(cm-1) 

ηi 

(%) 

Γg0 

(cm-1) 

j∞ 

(A/cm2) 

IL/L 

(A/cm) 

STD0 
single step 

200 0.5±0.2 80±2 10.2±0.3 90.5±2 0.40±0.06 

V1-STD 
2-step 

200 0.6±0.2 79±3 10.3±0.6 87±3 0.38±0.06 

V2-STD 
2-step 

200 0.6±0.2 77±3 10.3±0.6 95±3 0.40±0.06 

 
Table 7.2 Electro-optical parameters of standard lasers based on structures V1 and V2: comparison of devices 
made using single step growth and 2-step growth. 

 

The threshold lateral leakage is directly evaluated by the parameter IL/L, the value is approximately the 
same in all cases, single and two-step epitaxy; it impacts significantly the threshold current (it is very 
similar to the values obtained in the standard structures of the previous chapter). 

Comparing the 2-step growth with the corresponding single step growth values, one can see that the 
threshold current leakage and the optical losses are almost the same in all cases. For variant V1, the 
efficiency is 1% lower and the transparency current is 4% lower, although these differences are 
comparable with the uncertainties. For variant V2, the differences are somewhat larger: j∞ is higher 
(5%) and ηi is smaller (4%) with respect to the single epitaxy; even these differences are comparable 
with the estimated uncertainties and must be taken with some caution, but in this case they both point 
to the same direction, i.e. worsening of laser performance. These results strongly suggest the presence 
of additional vertical current leakage caused by non-radiative carrier recombination in the p-side of V2, 
presumably due to the defects and residual oxygen contamination previously mentioned, confirming 
the necessity of improvements in the process. 
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7.5.2 PI curves of LBI and STD lasers 

V1-STD and V2-STD lasers (W=100, 200 µm) have linear optical power–current (PI) curves up to 2 A 
(an example is given in Figure 7.12, black curves); the slope efficiency η is systematically lower for 
W=100 µm, consistent with the lower internal efficiency already shown in Table 7.2 for the single-
epitaxy STD lasers. Ith is higher and η is lower in V2-STD than in VS1-STD lasers, even in this case 
consistent with the behavior of j∞  and ηd seen on single-epitaxy lasers. 

V1-LBI lasers with buried current apertures W=200, 100, 50, 30 µm, have in general linear PI curves 
and the slope is almost independent of W. The narrower stripes with W=10 µm have very irregular PI 
curves or they do not lase at all. All V1-LBI lasers have higher slope efficiency and similar or lower 
threshold current than V1-STD lasers with the same nominal current aperture (Fig. 12a), indicating a 
general improvement due to the buried implantation. 

V2-LBI devices have a much less uniform behavior across different samples. Even in the best samples, 
the PI curves are linear up to 2A only for the broader devices (100-200 µm) with the slope decreasing 
with increasing W. LBI devices with W=10 µm are mostly not lasing. On the positive side, the best 
V2-LBI samples have higher slope efficiency and slightly lower threshold current than V2-STD lasers 
with the same nominal current aperture (Fig. 12b). 
 

 
 
Figure 7.12 PI curves of STD and LBI lasers for different values W of the current aperture, L=1 mm: a) variant V1, 
b) variant V2; the indicated power is per facet. 

 

 

 

 

 

 

a) b) 
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7.5.3 Effects of implantation on Ith and leakage current 

To provide a concise comparison of the relative performance of LBI lasers with the corresponding STD 
lasers (both fabricated with the 2-step epitaxy), two dimensionless parameters are introduced:  
1) the ratio of their threshold currents r(Ith)=Ith(LBI)/Ith(STD); 
2) the ratio of their leakage currents r(IL)=IL(LBI)/IL(STD).  
Note that, in both cases, values < 1 indicates an improvement of LBI with respect to the STD. 
The parameters r(Ith) and r(IL) have been determined independently for each length L (1, 4, 6 mm) but 
to simplify the analysis only the average over the three lengths is plotted in Fig. 7.13 (for graphical 
reasons a different scale is used for the parameters r(Ith) and r(IL). 

 
Figure 7.13 Comparison of LBI lasers vs STD. Left vertical axis: ratio of threshold currents r(Ith) for W=200 µm 
(squares) and W=100 µm (diamonds); the uncertainty is ≈5%. Right vertical axis: ratio of lateral leakage currents 
r(IL) (circles); the uncertainty is ≈20%. The dotted lines are only a guide for the eye. For V1, the values are <1, 
indicating that LBI lasers have reduced threshold current and reduced leakage current with respect to STD lasers. 
For V2 this happens only for sample 10 and partially 11, 12. 

It can be seen that r(Ith) < 1 holds for all the V1 samples, indicating that LBI lasers have reduced 
threshold current with respect to the STD lasers, and that this improvement is more pronounced for 
W=100 µm than for W=200 µm. The lateral confinement has naturally a stronger impact on the lasers 
with smaller W, since there IL is a larger fraction of the total current. The leakage parameter confirms 
this interpretation: the values of r(IL) for V1 samples are all < 1, and follow a trend similar to that of 
r(Ith). 
The O-implanted samples 5, 6 have lower values of r(Ith) and r(IL) compared to the Si-implanted 
samples 1-4. The effect of the increasing dose seems to be a very small reduction of r(Ith) for both Si and 
O (but the variations are too small to be considered significant). 
In the best case (sample 6, W=100 µm) IL is reduced by ≈30% and Ith by ≈12% with respect to the value 
in STD lasers; this is true even when compared to STD lasers realized with a single-step epitaxy. 
The same comparison gives a higher diversity of results for V2 samples. The Si-implanted samples 7 
and 8 have high values of both r(Ith) and r(IL), indicating a poorer lateral current confinement than in 
STD lasers. Increasing the dose (7→8) strongly worsens the result, possibly because a buried reverse 
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junction which might be present with the lower dose is wiped out by Si diffusion with the higher dose 
(see section 7.4.2). The remaining samples 9-12 (all of them O-implanted with the same dose but 
different energies) have better values, although only sample 10 seems to be consistently better than the 
STD (5% lower threshold current). Since in the case of V1 the threshold current of STD lasers fabricated 
with 2-step epitaxy is 5% higher than that of STD lasers fabricated with the single-step epitaxy, there is 
no significant improvement with respect to the latter. 

7.5.4 Effects of implantation on the slope efficiency 

In a similar way to what has been done for the threshold current, the slope efficiency η of LBI and STD 
lasers have been compared using the ratio parameter: r(η)=η(LBI)/η(STD). Note that a value >1 
indicates now an improvement of LBI over STD. Also in this case, to simplify the analysis r(η) is 
averaged over the three cavity lengths; r(η) values are plotted in Fig. 7.14.  
In the case of V1, r(η) is always >1 and is higher for W=100 µm than for W=200 µm, confirming the 
improvements on all samples and especially on lasers with smaller W. Surprisingly, even in the case of 
V2, r(η) is >1 in almost all cases (except sample 8) indicating an improvement of η with respect to the 
STD even for samples (in particular 7 and 9) that did not show any improvement according to the 
threshold current ratio parameters examined in the previous section. In other words, the criteria for the 
evaluation of the quality of the current confinement based on Ith or η lead to different conclusions for 
some V2 samples. The highest improvement is comparable to that of V1 variant (both up to ≈10%) for 
large stripes, but is less strong for the narrower stripes (≈10% vs ≈20%). 

 

Figure 7.14 V1 and V2 variants, comparison of LBI vs STD. Ratios of slope efficiencies r(η); the uncertainty is ≈5%. 
The dotted lines are only an aid for the eye. Values >1 indicate that LBI lasers have improved slope efficiency with 
respect to STD lasers. 

A qualitative interpretation of the discrepancy between the quality of the current confinement as 
inferred from current-related and power-related parameters is that while r(Ith) and r(IL) provide an 
evaluation of the effectiveness of current confinement at threshold, r(η) provides a beyond-threshold 
evaluation. In general, only the leakage currents that do not clamp at threshold can contribute to reduce 
the slope efficiency [58, 117]. Calling IL(I) the lateral leakage current at a given total current I flowing in 
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the device, and ILth its value at threshold, the component that can impact η is: ΔIL(I)=IL(I)-ILth. Based on 
the experimental results, it appears that V2-LBI lasers have – in comparison to STD lasers – higher or 
similar ILth but lower ΔIL. Factors that cannot be simply reduced to lateral current leakage with respect 
to the current aperture width W can play a role in determining the observed trends, in particular the 
fact that at threshold the optical power is concentrated towards the center of the stripes, so that the 
carriers injected in the active region within the current aperture but near the edges will be anyway 
partially lost (not contributing to the amplification of lasing modes); the lateral electrical confinement 
can then be expected to become more important as the current increases, because the optical power 
distribution broadens towards the stripe edges, and the carriers injected near the edges can better 
contribute to light amplification. 

 

7.5.5 Effects of implantation on optical absorption 

It is also of interest to determine the impact of the lateral buried implantation on the internal optical 
losses αi due to variations in the complex refractive index n+iκ in the implanted part. The values of αi of 
LBI devices extracted from the length dependence of ηd are near 0.6 cm-1 for W=200 µm, similar to the 
STD lasers, and more variable but ≤ 1 cm-1 for narrower devices, except the LBI-V2 lasers with W=30 
µm coming from samples 10, 11, 12, that had values between 1.5 and 2 cm-1. Unfortunately, since only 3 
lengths were available, one of which was too short for the fit (see chapter 6, section 6.4.1) the 
uncertainty on αi was particularly high. 

In the following, an evaluation of the optical absorption in the implanted region based on the optical 
losses of devices with passive sections is provided. As mentioned in section 7.3.3, part of the devices 
(both STD and LBI) was implanted near the facets creating two short (max 200 µm) not electrically 
pumped passive regions. One effect of these passive sections is that a variation of the loss αip in the 
passive sections with respect to the loss αia in the active section impacts the slope efficiency, and αip has 
been evaluated from the experimental values of η of lasers with and without the implantation at facets, 
making use of an approximate model described in appendix 4. The resulting average values are given in 
Table 7.3 (STD and LBI had the same losses in the passive sections). Note that the uncertainty becomes 
comparable to the values for low optical losses.  

 
variant V1 

sample element 
energy 

(keV) 

dose 

(1014 cm-2) 

αip 

(cm-1) 

1 

Si 250 

0.8 0.5±0.5 

2 1.6 0.5±0.5 

3 10 0.5±0.5 

4 50 3±1 

5 
O 250 

4 0.5±0.5 

6 10 0.5±0.5 

variant V2 
7 

Si 45 
0.4 5±1 

8 2 5±1 

9 

O 

30 

6 

4.5±1 

10 65-95 31±6 

11 120 19.5±4 

12 240 18.5±4 

 
Table 7.3 Optical losses in the implanted passive sections, αip; in devices without passive sections, the contribution 
to the optical loss of the implantation is limited to the fraction of the optical power that propagates beyond the 
sides of the buried current aperture. 
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In the case of V1, all samples except #4 have αip ≈ αia. Given the experimental uncertainty, a possible loss 
reduction in the O-implanted samples due to the blue-shift of the QW wavelength mentioned in section 
7.4.1 can be neither confirmed nor excluded. The Si-implanted sample 4, that has significantly higher 
losses, is the one with the highest implantation dose: the increase in αip is most probably due to strong 
residual lattice damage. 

In the case of V2, αip is always significantly higher than αia, especially in the samples that were oxygen-
implanted with the higher energies (10-12). This is in line with the higher values of αi noted on the 
narrow devices from the same three samples. One explanation can be the presence of a high 
concentration of non-radiative recombination centers in the active zone. This can be understood 
considering that the QW is not removed from the passive sections and, being thus part of the laser 
cavity, it is optically pumped. The gain of a passive section in absence of electrical or optical pumping is 
strongly negative (in the order of -40 to -50 cm-1 for these structures) but it will increase with optical 
power asymptotically approaching 0 (transparency). A reduced non-radiative recombination lifetime of 
carriers will hinder the approach to transparency.  

In LBI lasers without facet implantation, the extra optical loss is limited to the sides of the active stripe; 
the impact of this lateral optical absorption on the total optical losses in BALs is relatively small, since 
most of the optical power is confined in the not-implanted region, but it becomes larger for smaller 
values of W, because the fraction of the optical power at the edges becomes higher. 

In addition to the effect on optical absorption, the presence of non-radiative centers at the edges might 
introduce a further source of lateral current leakage, similar to the lateral interface recombination 
typical of buried-mesa lasers, also in this case more relevant for smaller values of W; in other words, 
part of the lateral current spread reduction due to implantation is probably compensated by lateral 
carrier recombination, occurring near the pn junction in the transition region defined by lateral straggle 
between the not-implanted and the fully-implanted regions. It can be noted that both optical absorption 
and lateral “interface” recombination should cause an increase of the temperature at the edges of the 
injected stripe, while the reduction of lateral current spread should have the opposite effect. 

Based on the results and considerations of this and of the previous sections, we can gain a better 
understanding of the PI curves of narrow LBI lasers: it is suggested that the reason why the PI curves in 
narrow V2-LBI lasers bend more strongly than those of V1-LBI lasers, is a combination of the following 
factors: poorer lateral electrical confinement - as can be seen by the comparison of the parameters r(Ith) 
and r(IL), non-radiative carrier recombination at the regrowth interface, recombination in the lateral 
partially implanted regions in or near the QW, and - especially for the V2 samples 10-12 – significantly 
higher optical losses caused by the implantation. 
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7.6 Characterization of coated and mounted devices 

7.6.1 PI curves 

Selected LBI and STD devices, both fabricated with the 2-step epitaxy process, with L=4 mm, W=100 µm 
were coated HR (98%)/AR (1.5%) and mounted p-up on CuW carriers. Two to six lasers were taken 
from each of the samples 1, 2, 4, 5, 6 (V1) and 9, 11, 12 (V2). PVI curves, spectra, lateral near field (NF) 
and far field (FF) profiles, were then measured in CW mode at 25°C (heat sink temperature). 

Qualitatively, the relative variations in Ith and η of LBI lasers with respect to the corresponding STD 
lasers seen on the uncoated-unmounted devices are roughly confirmed on the coated-mounted devices 
measured in CW mode. Quantitatively, the reduction of Ith and the increase of η are in most cases less 
pronounced (although the differences lie mostly within the estimated uncertainty). The reason is not 
completely clear, but might be related to the fact that STD devices have a narrower p-metal stripe (Fig. 
7.6), and might be penalized by a poorer current injection when contacted only in one point – as 
happens during the measurements on unmounted devices. At any rate, the results obtained on mounted 
devices must be considered more reliable. The average values of the ratio parameters r(Ith) and r(η), 
from devices grown in two steps, are given in Table 7.4. 

The best results are those of sample 6, (V1, oxygen implanted, 250 keV, 1015 cm-2) with 12% reduction 
in the threshold current and 15% increase in the slope efficiency. 

In the case of V2 process, the STD lasers fabricated with the 2-step epitaxy do not show improvements 
in Ith (rather a worsening) but they have higher η with respect to the corresponding two-step grown 
STD lasers, especially sample 11 (oxygen implanted, 120 keV, 6×1014 cm-2). 

Since both the VSB and the STD devices fabricated with the 2-step epitaxy did suffer – especially in the 
case of V2 – of process-related penalties on threshold current and slope efficiency, the obtained 
improvements on these parameters should be considered in a relative sense. 
 

 
sample 

(atom) 
element 

energy 

(keV) 

dose 

(1014 cm-2) 

coated CW 

r(Ith) 

coated CW 

r(η) 

variant V1 
1 

Si 250 

0.8 0.96 1.12 

2 1.6 0.94 1.12 

4 50 0.93 1.11 

5 
O 250 

4 0.92 1.14 

6 10 0.88 1.15 

variant V2 
9 

O 

30 

6 

1.08 1.07 

11 120 0.99 1.16 

12 240 1.03 1.08 
 

Table 7.4 Parameters r(Ith) and r(ηd) determined with CW measures on coated and mounted LBI lasers with L=4 
mm and W=100 µm; the uncertainty is ≈5%. 
 

An “absolute” improvement evaluation can be done with respect to STD0 references fabricated with the 
same vertical structure but with a single-step epitaxy, as that reported in Tab. 7.2 for unmounted and 
uncoated devices. Moreover, the “best conventional” process solutions can be introduced (making the 
process more complex). To this purpose, single-epitaxy grown lasers, fabricated with the same vertical 
structure and dimensions (L=4 mm, W=100 µm) were HR/AR coated, mounted p-up and measured in 
CW mode; the process, more sophisticated than that used for the STD0 devices of Tab. 7.2, introduced a 
different p-metallization with large pads to get a better injection uniformity, improved thermal 
dissipation and more uniform material strain, a different and deeper He implantation scheme, which 
extended the isolation damage down to the upper half of the cladding layer 5, and double lateral 
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trenches, with inner trenches for controlling the optical confinement and external trenches for reducing 
the reflection of high-angle modes; all this did lead to improved devices (indicated as STD0+), which did 
constitute a most challenging comparison for the LBI devices. 

In the case of variant V2, and considering sample 11 which had the lowest threshold current and the 
highest slope efficiency, the results were as follows (quoted values are averages): sample 11, Ith =690 
mA, ηd =1.07 W/A; STD0+ references, Ith =680 mA, ηd =1.13 W/A. While the result on Ith confirms that of 
Tab. 7.4 (no improvement) the result on ηd is very different, and is due to the fact that STD0+ references 
are much more efficient than V2-STD references: there is no “absolute” efficiency improvement with 
respect to an optimal standard approach, but rather some worsening. 

In the case of variant V1, considering sample 6 (again the one with lowest threshold current and highest 
efficiency) the results were: Ith =580 mA, ηd =1.13 W/A; there is then an improvement in the threshold 
current, but even in this case, no “absolute” improvement of the slope efficiency2. 

 

7.6.2 Near-field and far-field 

Comparing the shape of the NF and FF profiles of STD3 and LBI lasers, a common trait is that, in the 
tested current range (up to 5A), the NF profile of LBI lasers is more top-hat shaped and with minor 
tendency to develop side lobes than that of STD lasers. Correspondingly, the FF profiles have more 
sharp edges without side lobes. The values of NF and FF widths, and the 95% BPPlat measured at 5 A for 
V1 and V2 lasers are listed in Table 7.5.  

 
sample 

(atom) 
element 

energy 

(keV) 

dose 

(1014 cm-2) 
NF (µm) FF (°) 

BPPlat 

(mmmrad) 

variant V1 
1 

Si 250 

0.8 100 6.6 2.9 

2 1.6 89 7.6 2.9 

4 50 70 9.0 2.7 

5 
O 250 

4 101 6.8 3.0 

6 10 107 7.2 3.4 

variant V2 
9 

O 

30 

6 

90 5.5 2.2 

11 120 73 7.1 2.3 

12 240 72 9.4 3.0 

 

STD - - - 106 8.3 3.8 

STD0+ - - - 79 8.7 3.0 

 

Table 7.5 NF, FF and BPPlat 95% of coated lasers (LBI lasers when not otherwise indicated) measured at 5 A. 

 

A further - and more testing - comparison is made with STD0+ lasers, which included index-guiding 
trenches as in reference [86] to improve the beam quality. The trenches have a depth of about 1.5 µm, 
ending within the p-waveguide, and they have an offset of 5 µm from the stripe edge, defining a ridge of 
width=110 µm that provides a lateral effective refractive index step Δne of approximately 110-3. 

                                                             

2 In Ref. [118, 119] an improvement on efficiency is reported, based on a comparison with less performant reference lasers 
(although realized with the same vertical structure). 

3 There was no significant difference in NF, FF and BPP values of STD lasers between V1 and V2 variants. 
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V1. The BPPlat in all cases is smaller for LBI lasers, due to reduced NF and/or FF width. It can be seen 
that in V1-LBI the near-field width shrinks with increasing Si dose while the far-field becomes larger 
and the resulting BPPlat remains roughly constant; increasing the O dose, the effect on NF and FF is less 
strong, but both slightly increase resulting in a larger BPPlat. The effect of the increasing dose can be 
tentatively related to a corresponding increase in current confinement and in optical confinement, the 
latter is due to indirect effects (thermal lensing and lateral current accumulation as discussed in the 
following) and possibly to the direct modification of the material refractive index of the implanted 
region; the impact of the (annealed) implantation on the refractive index is actually not known, but if 
the carrier density reduction in the cladding layer were the dominant effect, an increase of the 
refractive index would take place. 

An exhaustive explanation of NF and FF behavior would require a more extensive characterization, 
extended to a statistically significant number of devices and to higher currents, investigating the 
evolution of the optical modes in conjunction with the onset of new modes as the current increases; the 
results should be reproduced with a model taking into account the multiple effects introduced by the 
implantation on material optical properties (complex refractive index) electrical properties (carrier 
traps/non-radiative recombination centers) thermal properties (thermal conductivity of the implanted 
region). This was beyond the limits of the resources dedicated to the investigation, but a limited 
analysis has been done specifically on Si-implanted devices (corresponding to sample 2 but fabricated 
in a second iteration), using currents up to 12 A, and simulating the device behavior with the software 
BALaser [138]; the details can be found in C. Goerke master's thesis [139]. Some simple conclusions can 
be summarized: the lateral implantation in the cladding is effective in confining the current, with 
consequent reduction of the lateral gain outside the nominal current aperture; the clamping of the 
carrier density at threshold is particularly weak towards the stripe edges, and actually the carrier 
density increases there with increasing current more in the LBI laser than in the STD, because the onset 
of new lateral modes (which could cause lateral carrier clamping) is delayed (with respect to current 
increase) by the strong gain reduction outside the current aperture. The lateral carrier accumulation 
depresses locally the refractive index, adding-up to the thermal lens effect in increasing the lateral 
refractive index gradient and the slow-axis far-field divergence. Since the lateral current confinement 
does not extend down to the waveguide, the lateral carrier accumulation will increasingly promote the 
carrier diffusion away from the cavity with increasing current, spoiling to some extent the advantage of 
introducing the confinement above the active layer. Moreover, at high currents the gain near the edges 
will increase more rapidly than in a STD lasers, favoring the onset of lateral modes in spite of the lower 
gain outside the current aperture. The overall result is that the beam quality of the analyzed LBI laser 
was not significantly improved, especially at high current, with respect to STD lasers. 

V2. In the case of V2-LBI, increasing the energy of O implantation reduces the NF width and increases 
the FF widths. The lowest values of BPPlat are obtained in V2-LBI lasers from samples 9 (narrowest FF) 
and 11 (narrowest NF); in both cases, they are lower than the value of the STD0+ laser. The near-field 
and far-field of samples 9 and 11 at 5 A are shown in Fig. 7.16, their BPPlat as a function of current in Fig. 
7.17. The values of STD and STD0+ lasers are also shown for comparison. 

For V2 structures, the analysis is further complicated by the probable presence of significant non-
radiative recombination at the edges of the buried current aperture, which should cause a local 
temperature increase and reduce the carrier accumulation, especially in sample 11, where the 
implantation profile peaks in the QW. The non-radiative recombination will reduce the lateral gain, 
delaying the onset of lateral modes, and both the reduced lateral carrier accumulation and the lateral 
temperature increase should mitigate to some extent the growth of lateral refractive index confinement 
with increasing current. Nonetheless a non-radiative recombination can be hardly considered as a 
positive factor. Another effect contributing to reduce the BPPlat is probably the strong optical absorption 
in the lateral implanted regions, which would inhibit the lasing of high order lateral modes: in this case, 
the effect could be considered positive, provided that the impact on the optical losses is small, i.e. that 
only the “unwanted” modes are strongly impacted. This could be the case of sample 9 (compare 𝛼𝑖𝑝 in 
Tab. 7.3); the narrow FF shown in Fig. 7.16 might be an indication that a “sweet spot” to position the 
implantation has been found – at least from the optical point of view. 
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Figure 7.16 Comparison of lateral NF and FF profiles @ 5 A (CW): red/orange V2-LBI lasers, samples 11/9, blue 
STD lasers, black STD0+ with index trenches (5µm offset). All lasers have W=100 µm (indicated by the vertical 
lines). 

 
 
Figure 7.17 BPPlat at 95% power content vs. emitted optical power: V2-LBI sample 11 (triangles) and 9 
(diamonds), STD laser (black dots) and STD0+ laser with index trenches (blue squares). The lines connecting 
points are a guideline for the eye.  
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7.7 Step-stress tests 

In section 7.4.1 it has been noticed that, since the oxygen implantation in V1-LBI lasers causes a blue-
shift of the QW luminescence, the buried implantation at the facets is expected to create NAMs. To test 
this effect, V1-LBI lasers with and without facet implantation were subjected to a step-stress life-test at 
25°C, increasing the cw current in steps of 1 A/week till catastrophic failure occurred. The selected 
devices were taken from samples 1 and 2 (Si-implanted) and 5 (oxygen-implanted with dose 1014 cm-2 
at 250 keV). V1-STD devices were also tested. For a simple comparison, a mean time to failure 
normalized to I=4 A has been calculated in each case, assuming a proportionality MTTF∝ I2.3. 
The result was that the devices implanted with oxygen at the facets had a MTTF much higher than all 
the other devices (35% higher than the second best). At the same time, SEM+CL post-mortem failure 
analysis did show the presence of COMD on all the devices (an example is shown in Fig. 7.18). The 
conclusion is that oxygen implantation is effective in creating NAMs in V1 structures, although the 
residual optical absorption is still sufficient to make COMD (as opposite to “bulk” catastrophic damage) 
the main source of failures. 
  

 
 

Figure 7.18 COMD observed with CL on two V1-LBI lasers, both including 50 µm near-facet implantation: 

a) Si-implanted, b) O-implanted. The lasers are bonded with the p-side over a metal holder, the n-side metal has 

been removed and the n-side GaAs semiconductor selectively etched. 
 
 
 
 

a) 

b) 
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7.8 Chapter summary and conclusions 

A comparatively simple approach for the realization of broad area lasers has been tested, based on a 
two-step MOVPE growth process, where lateral current confinement is created by means of an 
intermediate ion implantation; the second growth step has the double role of completing the structure 
and of annealing the implantation damage. Two main variants have been tested: the first (V1) with the 
implantation in the p-cladding layer, the second (V2) with the implantation in the waveguide and in - or 
very near - the QW. In both cases, two (alternative) ions were implanted: Si+ and O+, testing different 
energies and doses. 

The performance of the devices has been compared with that of standard lasers, fabricated in the same 
2-step growth process (STD), or in a single-step growth using the same vertical structure and a more 
sophisticated design (STD0+). It has been possible to realize an effective lateral current confinement 
with both approaches V1 and V2: the best results in terms of threshold current reduction and increased 
efficiency were obtained with oxygen implantation. Silicon implantation appears to be anyhow a 
feasible alternative for the first approach, while it has given less promising results with the second. 

The first approach has given, in the best case (oxygen implanted with dose 1015 cm-2) ≈12% reduction 
of threshold current and ≈15% increase of slope efficiency with respect to STD lasers, although the 
efficiency improvement disappears when the comparison is done with STD0+ lasers. The BPPlat could be 
reduced with respect to the STD lasers, but remained comparable to the values that can be obtained by 
the more sophisticated design of STD0+ lasers. 

An interesting result is that oxygen implantation allows introducing NAMs simultaneously with the 
creation of the buried current aperture; this does not happen with silicon implantation. 

The second approach – implantation in the waveguide layer and active zone - is technologically more 
challenging, because the regrowth interface is positioned very near to the active zone and 
contamination or other interface defects lead to a reduction in the laser efficiency with respect to lasers 
realized in a single-step growth. Besides, the comparatively high implantation doses needed to obtain 
an effective lateral isolation introduce non-radiative recombination centers that cause an increase in 
optical losses - and probably in carrier losses - which becomes more severe for narrow-stripe lasers. 
With this approach, using a 120 keV oxygen implantation, where the implanted profile encompasses the 
QW, a maximum ≈15% increase of the slope efficiency and an equivalent threshold current have been 
achieved with respect to the corresponding STD lasers (which suffer from the same problems), but both 
parameters remain worse with respect to those of STD0+ lasers. 

A significant reduction in the BPPlat parameter has been demonstrated using 120 keV or 30 keV oxygen 
implantation; the second case is particularly interesting, because of the reduction of far-field 
divergence, although the current confinement obtained with 30 keV is rather poor. 

The following conclusions are drawn: 

• the first approach (implantation in the cladding) might be considered a competitive alternative to the 
current-confinement technologies currently employed for broad-area lasers, provided that the positive 
results in term of threshold current reduction can be reproduced and that the reliability is not 
negatively impacted. 
 

• the second approach (implantation in the waveguide) is problematic, having significant drawbacks in 
terms of energy conversion efficiency that make it unsuitable for high power applications; while some 
of them could be solved by process improvements, others are probably unavoidably related to the 
residual implantation damage at high doses. Nonetheless, the results suggest that a carefully 
positioned implantation in the waveguide might be exploited to introduce an optical-filtering element 
to improve the far-field of devices having otherwise a different current-confinement solution. 
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The in-situ etching with CBr4 has been investigated, and most of the results are condensed in chapter 4. 
In the case of GaAs, the etching is an activated process, the etch rate increases exponentially with 
temperature and decreases with increasing group V partial pressure; a limited investigation on GaInP 
shows a similar behavior. In the case of AlGaAs the etch rate decreases with increasing temperature, 
indicating a different mechanism: this allows selective etching based on temperature. 

The possibility to obtain a stable etching condition and a good final morphology are largely determined 
by the quality of the substrate and the surface conditions. The etching on GaAs behaves as a defect-
delineation etch, revealing the dislocations and possibly other defects present in the material. Using 
low-quality substrates, several different kinds of surface defects are formed, and occasionally a 
catastrophic roughening occurs, while using high-quality substrates a good morphology can be 
obtained after the etching and after a subsequent regrowth. Nonetheless, even on high quality 
substrates, the formation of morphological defects is observed after in-situ etch + regrowth when the 
surface has been preliminary processed by means of lithography and wet etching (chapters 5 and 7). A 
passivation treatment with ammonium sulfide appears to be beneficial for the reduction of the problem, 
and it is suggested that the defects might be related to the presence of oxide islands. 

A semi-empirical model has been used to interpret the experimental kinetic data relative to GaAs 
etching: it is proposed that the activated step in the reaction is the desorption of GaBr, for which an 
activation energy of 159 kJ/mol is estimated. It is further proposed that arsenic species inhibit the 
reaction, competing with bromine species for the same surface sites, and that the extent of arsine 
pyrolysis influences this competition; only at high temperatures the etch rate is expected to be limited 
by mass transport. 

The effect of adding TMGa or TMAl during the etching has been also investigated. While in the case of 
TMGa the results can be explained in terms of simple competition between GaAs growth and etch, in the 
case of TMAl two anomalies have been noticed: an increase in the etch rate in presence of a moderate 
quantity of TMAl and inhibition of the defect-delineation effect.  

CBr4 does not attack or de-oxidize an air-exposed Al0.5Ga0.5As surface. The effectiveness of CBr4 etch in 
removing oxygen contamination from GaAs has been evaluated analyzing etched and regrown samples 
with SIMS. The results indicate that a moderate oxygen contamination on GaAs surface can actually be 
eliminated: this opens the possibility to use a thin GaAs sacrificial cap to protect the underlying 
aluminum-containing layers during the wafer process, removing it in-situ before the regrowth. The 
optimal condition to do this appears to be an etching done at the lowest possible temperature.  

In spite of the potential interest of its effects on morphology, the addition of TMAl during the etching 
has the serious drawback of stabilizing – rather than removing – the oxygen contamination on the 
surface. 

The investigations on in-situ etching paved the way to devices based on 2-step epitaxy, combined with 
in-situ etching for surface-contamination removal. Thermally-tuned SG-DBR lasers operating around 
975 nm have been realized (chapter 5). The GaInP buried grating, embedded in a GaAs waveguide, was 
well defined and no indication of compositional perturbation was noticed within the waveguide, 
although small perturbations were present in the AlGaAs cladding at the transition between the active 
area and the passive area where the active layers have been removed. A satisfactory device 
performance, in terms of tuning characteristics, has been achieved. Nonetheless, a comparatively low 
efficiency indicates that further optimization of the vertical structure, of the process and of the general 
design is advisable, in order to reduce the sources of current leakage, non-radiative recombination and 
optical losses.  
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Electronic (current-injection) tuning would allow changing the lasing wavelength on a nanosecond 
timescale, compared to the millisecond timescale needed for thermal tuning; such devices have been 
already realized with InP-based materials (so operating at longer wavelengths, 1300-1550 nm). When 
the possibility of obtaining an electronic tuning was investigated, the results were disappointing: the 
wavelength shift resulting from the current injection in a passive section of the devices was too small 
for tunable-laser applications; increasing the tuning current leads, beyond a certain value, to the 
inversion of the wavelength shift due to the heating effect. Increments of the electronic wavelength shift 
were obtained reducing the oxygen contamination and with other process and design modification, but 
still remaining well below the desired result. Most probably, the introduction of a lateral current 
confinement, the improvement of thermal dissipation and the minimization of the residual sources of 
non-radiative recombination would allow further improvement of the results. Nonetheless, a 
comparative analysis of the properties of GaAs-based and InP-based materials indicates several 
limitations of the former, including a weaker change of the refractive index with increasing carrier 
density. It is suggested that in the case of GaAs an effective electronic tuning might be possible, but only 
at short wavelengths (≲900 nm). 

 

High-power, broad-area lasers having a buried-mesa structure have been fabricated using 2-step 
epitaxy combined with ex-situ and in-situ etching (chapter 6). The process allowed for the introduction 
of lateral current and optical confinement and non-absorbing mirrors (NAMs) at the facets. In this case, 
the in-situ etch was necessary not only to “clean” the surface, but even to remove completely the 
protective GaAs cap from the underlying AlGaAs layer without exposing this to air or other oxidizing 
agents. 

The results could be defined as encouraging, especially considering that only one process iteration was 
done. The devices show performance and reliability improvements with respect to reference standard 
devices, realized with the same 2-step epitaxy process but not including the ex-situ wet etch used to 
define the mesa and the non-absorbing mirrors. One drawback is an excessive built-in lateral optical 
confinement, which causes an increase in the far-field divergence, but this aspect could be addressed 
with an appropriate design change. A more challenging problem is that the efficiency of the buried-
mesa BALs is inferior to that of standard BALs fabricated with the same vertical structure but with a 
single epitaxy. The effect has been attributed to an increased non-radiative recombination at the 
regrowth interface. To which extent process improvements could address this problem remains an 
open question A dissatisfactory aspect that is unavoidable with this approach is the fact that the etched 
sides of the mesa, which in the used structures include AlGaAs layers (with low Al content), remain 
exposed to oxidation. An ideal process design should completely avoid this. Using the in-situ etch this is 
in principle possible (compare for example the scheme in Fig. 4.18b) but the technological feasibility 
remains to be proved. 

 

A different strategy to introduce buried current aperture in BALs has been presented in chapter 7, 
based on ion implantation (Si or O, different doses/energies) followed by a second epitaxial step. 

In a first approach, the first epitaxy includes the upper cladding, and the implantation extends in this 
layer without reaching (or barely reaching) the waveguide. Given its position, the regrowth interface 
does not introduce problems due to non-radiative recombination. When compared to reference devices 
grown in one epitaxial step followed by a deep He implantation, the lasers with the buried current 
aperture do show a significant advantage in terms of threshold current; moreover, buried oxygen 
implantation can be used to create NAMs simultaneously with the buried current aperture. 

In a second approach, the first epitaxy includes only part of AlGaAs waveguide above the QW, and 
protective sacrificial layers. The implantation is done in the waveguide and – depending on the energy 
used – across the QW. The in-situ etch is necessary to remove the protective layers before the start of 
the regrowth. This process has proved to be problematic, both because non-radiative recombination 
can occur at the regrowth interface and laterally at the transition between the implanted and not 
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implanted region and because of significant optical losses in the implanted region, attributed mostly to 
deep levels created within the QW. Nonetheless, it is interesting that a device having oxygen 
implantation in the waveguide – but not extending to the QW – has shown a sensible reduction in its 
far-field width; this effect – possibly related to filtering of high-order modes -might deserve further 
exploration. 
A scheme of the relations among process elements, to which purpose their combinations have been 
used, and the devices realized in this work is shown in Fig. 8.1 (the in-situ pattern transfer has been 
added for its potential importance but was not part of the present work and is greyed-out). 

 

Figure 8.1 Scheme of process elements combinations, resulting effects and realized devices. 

In conclusion, it is the hope of the writer that the investigations summarized above can provide usable 
information about the combination of 2-step epitaxy, in-situ etching and ion implantation for the 
realization of laser diodes: in particular, in terms of what these “technological strategies” give – or 
reasonably promise to give - and what probably requires a different approach. 



 

 

 

 



 

 

 

A1 Zincblende III-V semiconductors and related properties 

 

 

 

 

 

A1.1 Appendix content 

This chapter summarizes several characteristics of III-V Zincblende semiconductors; structural, 
electrical and optical properties, especially those that are more relevant to the realization of 
optoelectronic devices, are presented for bulk materials, layered structures and surfaces. Pertinent 
definitions and concepts of solid state physics and chemistry are outlined. 

A1.2 Composition, bonding and related properties 

III-V semiconductors are solid crystalline chemical compounds, composed by at least one element of 
group III (boron group) and at least one element of group V (nitrogen group) of the periodic table.1 

Their ideal stoichiometric composition has a 1:1 ratio between group III and group V elements, but 
small deviations (excess of group III or group V) can be present in real crystals, either unintentionally 
or deliberately introduced in order to modify the properties of the material. Similarly, small2 amounts 
of foreign atoms are always present as unwanted impurities and/or deliberately added – in the latter 
case typically as electrical dopants. 

For technological applications in the fields of electronics and optoelectronics, the most commonly 
employed constituent elements are Al, Ga, In from group III and N, P, As, Sb from group V. The 
compounds are called nitrides, phosphides, arsenides and antimonides (or stibnides). The simplest III-V 
compounds are the binaries, like GaAs and InP. Ternary compounds have two group III or two group V 
elements, as in AlxGa1-xAs and GaAsyP1-y respectively. Quaternary compounds can have 1, 2 or 3 group III 
elements and correspondingly 3, 2 or 1 group V elements. Higher order compounds are also possible, 
although less commonly used. 

A selection of III-V binary compounds properties is reported in table A1.1 and the data are plotted in 
Fig. A1.1 to better visualize the trends. Group V elements have higher electronegativity values than 
group III elements, and the III-V bonds are covalent with a partial ionic character (sometimes group V 
atoms are called anions and group III cations, even if the bonding is not properly ionic). To quantify the 
amount of ionic character, at least four different ionicity parameters have been introduced according to 
different models (Phillips, Harrison, Coulson, Pauling) [1, 140]. Pauling electronegativity differences Δχ 
and Phillips ionicity parameter values for several binary compounds are listed in columns 3 and 4. 
Phillips ionicity and Δχ both increase in the group V sequence Sb < As < P < N, but they have different 

                                                             

1 The roman numbers III and V refer to the old numbering scheme of the periodic table groups, following either 
old IUPAC or CAS convention. Since 1990, IUPAC recommends a simpler scheme with groups numbered from 1 to 
18, where the boron group is 13 and the nitrogen group is 15. Since most of the semiconductor community 
continues to use the old conventions, the old IUPAC scheme is used throughout this work. 

2 Depending on the specific material, synthesis technique and application, the amount of foreign atoms present in 
technologically useful III-V semiconductors can vary by several orders of magnitude, with unwanted impurities 
from the ppb to the ppm range and dopants usually in the ppm range; ppb-level impurities are often difficult to 
determine experimentally. 
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trends with respect to group III: Phillips ionicity – which is expected to be a more accurate 
representation of the III-V bond character – increases in the sequence Al < Ga < In. 

III-V semiconductors’ most common crystal structures are Zincblende (or Sphalerite) and Wurtzite. 
When the bonding has a significant ionic component, the Wurtzite structure is slightly more 
energetically stable than the Zincblende, because of a different long-range configuration which favors 
polar interactions [141]. The more stable structure for nitrides is Wurtzite, while it is Zincblende in the 
other cases (column 2). 

 

binary 
crystal 

Wurtzite, 
Zincblende 

Δχ V-III 
(Pauling) 

ionicity 
(Phillips) 

lattice 
param. a 

(Å) 

atom 
density 
1022      
(cm-3) 

cohesive 
energy 

(kcal/mol) 

melting 
point (K) 

band gap 
at Tamb 

(eV) 

AlN w 1.43 0.449 3.110 9.6 210 3487 6.0    d 

GaN w 1.23 0.500 3.199 8.9 203 2791 3.42 d 

InN w 1.26 0.578 3.585 6.5 175 2146 0.8 d 

AlP zb 0.58 0.307 5.4635 4.91 198 2823 2.49 i 

GaP zb 0.38 0.327 5.4508 4.94 174 1730 2.27 i 

InP zb 0.41 0.421 5.8690 3.96 159 1335 1.35 d 

AlAs zb 0.57 0.274 5.6614 4.41 179 1740 2.17 i 

GaAs zb 0.37 0.310 5.6533 4.43 155 1513 1.43 d 

InAs zb 0.4 0.357 6.0583 3.60 144 1210 0.36 d 

AlSb zb 0.44 0.250 6.1355 3.46 165 1338 1.62 i 

GaSb zb 0.24 0.261 6.0959 3.53 139 991 0.72 d 

InSb zb 0.27 0.321 6.4794 2.94 128 797 0.17 d 

Table A1.1 Selected III-V binary compounds properties, data taken from [1, 142-143]; in the last column, d = direct 
bandgap, i = indirect bandgap. The bandgap energy value of InN is still somewhat debated because of the difficulty 
in synthetizing good-quality material. 

 

In both crystal structures each atom has four nearest neighbors of the other species, arranged in a 
tetrahedron, and the bonding can be interpreted in terms of valence bond theory assuming sp3 
hybridization. In comparing the lattice parameter a (column 5) it must be considered that it is 
differently defined for Wurtzite (aw) and Zincblende (azb): while aw is the distance between two atoms 
of the same species in a tetrahedral unit, in Zincblende this distance is given by 𝑎zb √2⁄  (see below Fig. 
A1.3). In the corresponding plot of Fig.A1.1, the lattice parameter aw has been scaled accordingly to 
allow a consistent comparison, and with this scaling the binary lattice parameters increase in the 
sequence N << P < As < Sb and Al ≈ Ga < In. These trends correspond to those of the atomic covalent 
radii. The atomic density (column 6) is proportional to 1 𝑎3⁄ . 

Cohesive energy and melting point (columns 7-8) have trends similar to each other, decreasing in the 
sequence Al > Ga > In and N > P > As > Sb. This can be seen as a reflection of the corresponding polar-
covalent single-bond energy [144]. The same trend is present for similar reasons - as better explained 
in section A1.7.2 - on the bandgap (column 9), with the exception of the inversion of InN with respect to 
InP. 
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Figure A1.1 Selected V-III binary compounds properties (from table A1.1). In the case of the lattice parameter a, 
the value has been multiplied by √2 for consistency of comparison, as explained in the text. 

A1.3 Crystal structure 

A1.3.1 Zincblende and Wurtzite crystalline structures 

Zincblende is characteristic of antimonides, arsenides and phosphides, and it is usually described in the 
close-packing approach [145] (depicted in Fig. A1.2) as being composed by two interpenetrating cubic 
close packed (ccp) sub-lattices, each one with one type of atom: this can be done taking the group V 
atoms to form a first ccp lattice, and occupying the positions corresponding to one of the two equivalent 
families of tetrahedral interstitial sites (T+, T-) with the group III atoms3.  
Actually, although this construction is topologically correct, it does not give a realistic picture of the 
actual atomic sizes (based for example on covalent radii): group V atoms must be pushed apart to 
enlarge the interstitial sites enough to accommodate the group III atoms. 
It can be noted that, in Zincblende, the empty tetrahedral sites of the group V sublattice correspond to 
the octahedral sites of group III sublattice and vice-versa. 
Wurtzite is characteristic of nitrides, and it can be described in the close-packing approach as composed 
by two interpenetrating hexagonal closed-packed (hcp) lattices, each one with one type of atom. As in 
the case of Zincblende, taking group V atoms to form the main hcp lattice, the group III atoms will 
occupy the positions corresponding to one of the 2 families of tetrahedral interstitial sites. 

                     
3 Closed-packed lattices have 2 tetrahedral interstitial sites and one octahedral interstitial site for each atom. 



132 Appendix 1

 

Figure A1.2 a) the simplest closed-packed stacking sequences of closed-packed layers of spheres: ABC (cubic 
closed packed, ccp) and ABA (hexagonal closed packed, hcp); T and O are the tetrahedral and octahedral 
interstitial sites. b) close-up view of the interstitial sites. c) a second ccp (hcp) lattice of small spheres is nested in 
the T+ sites of a first ccp (hcp) lattice, resulting in Zincblende (Wurtzite) structure. 

 

Figure A1.3 Unit cells of Zincblende and Wurtzite. Black lines contour conventional unit cells, red lines contour 
Wigner-Seitz cells, black arrows indicate the basis vectors a1, a2, a3 of the unit cell; the Miller index (hkl) denotes 
the crystal planes parallel to the geometric plane which intercepts the points a1/h, a2/k, a3/l. For Zincblende, the 
(100) planes can be taken as parallel to any of the faces of the fcc conventional unit cell, and the ccp closed-packed 
atom layers are on (111) planes; one cube diagonal is drawn, showing that the group III and V sublattices are 
shifted by ¼ of its length. For Wurtzite, the hexagonal (001) planes – or (0001) in the Miller-Bravais notation - are 
parallel to the hexagonal faces of the unit cell and correspond to hcp closed-packed atomic layers. 
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While in the hcp lattice the stacking sequence of the close-packed atomic layers is ABAB... – meaning 
that the third layer is superimposed to the first - in the ccp lattice the sequence is ABCABC... 

The ccp lattice is equivalent to a face-centered cubic (fcc) Bravais lattice, with the ccp closed-packed 
layers parallel to the (111) fcc planes, and the Zincblende lattice can be seen as two interpenetrating 
group III and group V fcc sub-lattices, shifted along a body diagonal of the conventional fcc unit cell 
(shown in Fig. A1.3) by ¼ of its length. Since the basis vectors of the conventional unit cell have cubic 
symmetry, the vectors [hkl] indicating a direction in the lattice basis a1, a2, a3 are normal to the planes 
defined by the Miller indices (hkl). The unit cell is completely specified by the lattice parameter a. 

The Zincblende crystal structure is not in itself a Bravais lattice, but it can be mapped into one (fcc) 
using a lattice base [146, 2].  The conventional unit cell can be used as base, but in connection with the 
description of the electronic structure a more useful choice is that of the smallest possible (or primitive) 
cell, and in particular of the Wigner-Seitz cell, defined as the region of space that is closer to a selected 
Bravais lattice point than to any other4. While the conventional unit cell is a cube containing 8 atoms, 
the primitive Wigner-Seitz cell is a rhombic dodecahedron containing 2 atoms (Fig. A1.3). 

As already mentioned in chapter 2, Zincblende Bravais lattice belongs to a symmorphic space group 
(𝐹4̅3𝑚 Hermann-Mauguin, 𝑇𝑑

2 Schoenflies), which contains 24 point symmetry operations and does not 
include an inversion center. 

Wurtzite Bravais lattice is an hexagonal lattice: it can be generated using as base a primitive cell 
containing 4 atoms, two of each kind (III, V), its space group is the non-symmorphic 𝑃63𝑚𝑐 Hermann-
Mauguin (𝐶6𝑣

4  Schoenflies) which contains 12 point symmetry operations; as in the case of Zincblende 
there is no inversion center and, moreover, there is a net permanent polarization along the c axis. To 
completely specify the unit cell, 3 parameters are needed: the lattice parameters a, c and the internal 
parameter u (anion-cation bond length divided by c). In the ideal close-packing description only one 
parameter must be specified, because in this case c/a = 1.633 and u = 0.375 (real values can differ by 
some percent from these ideal values). 

 

A1.3.2 Zincblende crystal facets: thermodynamics and surface reconstructions 

Zincblende lowest-index crystal planes and facets have been already described in chapter 2. Here, some 
additional information is provided concerning crystal facets. 

At thermodynamic equilibrium, the ideal tridimensional crystal shape is a polyhedron, whose facets 
correspond to crystal planes, which minimizes the total Gibbs excess surface energy for the given 
volume; the excess energy is defined with respect to bulk values, and is mainly due to the missing bonds 
at the surface. The polyhedron can be derived from Wulff’s construction, which is based on the 
distribution of the surface energy per unit area γhkl over the facets: for each possible crystallographic 
direction [hkl] a vector of module γhkl is drawn from a common origin, and the plane normal to the 
vector intersecting its tip; the inner envelope of all such planes define the equilibrium crystal shape. 
Only the facets with the smaller values of γhkl do actually contribute to this shape, and according to 
available experimental data and theoretical evaluation, they correspond in Zincblende to the lowest-
index planes {100}, {110} and {111}, resulting in a polyhedron similar to those shown in Fig. 2.1 and 2.2 
of chapter 2, but with the relative size of the facets modified by the selected conditions, e.g. with (111)B 
facets much broader than (111)A facets in a group V rich environment [147, 148]. 

Constructions analogous to this thermodynamic Wulff´s plot have been used to predict - or at least to 
rationalize - the time-evolution of the crystal shape during etch or growth; in this case the empirical 
etch/growth rates on different planes take the place of the surface energy, and the problem is made 
computationally much more complex because the construction cannot be limited to a single origin, but 

                                                             

4 There is only one type of Wigner-Seitz cell for a given Bravais lattice, and it contains exactly one lattice point; 
using the WS cell, the full symmetry of the Bravais lattice underlying the crystal structure is obtained. 
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must be extended to a two or tri-dimensional starting surface [149]. It can be added that the 
assumption of etch/growth rates depending only on the crystal planes is a simplification, because the 
specific geometry can play an important role when there can be significant surface diffusion of species 
from one inert or masked area to a more reactive one. 

The surface energy is always lower than what could be expected based on the assumption that the 
crystal’s surface retains the same configuration and interatomic distances as in the bulk: bond lengths 
and angles of the external atomic layers change with respect to bulk values, (a phenomenon indicated 
as relaxation) and even changes in the bonding topology of surface atoms can occur, often - but not 
necessarily - leading to the reduction of the number of dangling bonds; such rearrangements are called 
reconstructions [147, 148, 150, 151] and have been experimentally observed with a variety of 
techniques, among which  scanning-tunneling microscopy (STM) has given the most direct information 
about the arrangement of the atoms (but still with limits in the achievable resolution). The 
reconstructed surfaces exhibit a certain degree of regularity in the bi-dimensional patterns originated 
by the atomic displacements, and are ideally described as bi-dimensional crystals. 

The theoretical prediction of the thermodynamic stability of reconstructions involves the case-by-case 
quantum-mechanical computation of their impact on the electronic structure (and in principle even the 
impact on vibrational modes should be considered). An additional complication is that in most cases of 
technological interest, reconstructions take place under conditions far from thermodynamic 
equilibrium, for example during the growth in a MBE reactor (and in a MOVPE reactor, but information 
about reconstructions is - in comparison to MBE - extremely limited). 

For tetrahedrally coordinated compound semiconductors, an “electron-counting rule” has been 
proposed. Formulated for III-V compounds, the rule states that any reconstruction must redistribute 
the electrons in bonds and dangling bonds leaving no net charge on the surface, all the residual dangling 
bonds of group III empty, and those of group V full. The rule can be justified assuming that for group V, 
dangling bonds correspond to energy levels below the Fermi energy, and that the opposite holds for 
group III; no partially filled (i.e. conductive) surface bands are expected in this model and the rule is 
sometimes formulated in the form: surfaces tend to be autocompensated. 

At least in the case of GaAs, the prevalent reconstruction of (110) facets is found in UHV experiments to 
be essentially a relaxation, with charge transfer from Ga to As: rehybridization of the involved atomic 
orbitals occurs, and As atoms shift outwards while Ga shift inwards (this kind of rearrangement is 
called “buckling”). 

The (111)Ga facets have been found  in UHV experiments to be stabilized by a reconstruction involving 
the formation of surface Ga vacancies and As dangling bonds; according to theoretical models, and to 
satisfy the electron-counting rule, 25% of Ga atoms should ideally be missing. It is interesting to note 
that without these vacancies, and considering an even distribution of the electrons in all the bonds and 
valence orbitals, the Ga dangling bonds would be fractionally filled. The reconstructions of (111)As 
facets are somewhat more debated, but have been reported to involve the presence of extra arsenic in 
the form of trimers adsorbed on the terminating As layer. 

On (100) facets, pairs of neighboring surface-atoms of the same species can use the orbitals not already 
involved in bonds with the atoms of the other species of underlying layer to form bonds between each 
other; these pairs are called dimers. Several reconstruction have been experimentally found depending 
on the experimental conditions used (e.g. temperature and ratios of As and Ga fluxes to the surface in a 
MBE reactor); the most common involve alternation of dimers with dimer vacancies – again satisfying 
the electron-counting rule. 
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A1.4 Ternary and higher order compounds 
Ternary and higher order compounds [152] can be seen as random mixtures (solid solutions) of binary 
compounds with the same crystal structure. Thermodynamically, not all the potential III-V alloys are 
stable in the entire composition range, several of them exhibiting some miscibility gap region; the 
instability is determined by the the fact that, fixed the system overall composition, its Gibbs free energy 
does not lie in a minimum when only a single phase exists. 
Gibbs free energy G is composed by an enthalpic (H) and an enthropic (S) terms: G=H-TS. When a 
multinary alloy is formed starting from two binary compounds, the values of these functions are 
modified by terms called enthalpy and entrophy of mixing. The gap region is largely due to the enthalpy 
of mixing, which in III-V compundes is always positive (unfavourable) because of the strain introduced 
by different atomic sizes within the cation and (especially) within the anion sublattices [153]. The 
entropy of mixing is viceversa always favourable.  Fig. A1.4 shows the calculated temperature-
dependent miscibility gap of the quaternary GaxIn1-xAsyP1-y. When the system composition lies within 
the gap, the decomposition of the single phase A in two phases B and C (identified by the end points of 
the isothermal tie-line passing through the system composition) is favoured because G(B+C) < G(A). 
The miscibility gap shrinks at higher temperatures, because the entropic contribution TS to the free 
energy becomes more important. When the material is grown epitaxially, metastable homogeneous 
phases within the miscibility gap can be obtained; this can happen either because the growth conditions 
are far from the thermodinamic equilibrium or because the formation of separate phases would actually 
induce locally an extra strain, and this introduces a kinetic barrier against formation of (or 
decomposition into) different phases; the latter effect, present even in bulk crystals, is enhanced in the 
case of epitaxial layers due to the stabilizing effect of the underlying substrate.  

 
Figure A1.4 a) Tridimensional representation of Gibbs energy G, in the quaternary GaxIn1-xAsyP1-y at fixed 
temperature (qualitative); b) solubility gap at different temperatures, according to [153]. The dashed line 
indicates the compositions lattice matched to GaAs, the dotted lines are examples of tie-lines at 1050 and 900 K. 

To a good approximation, the lattice parameter of multinary alloys can be obtained as the 
correspondent linear interpolation of the binary lattice parameters (Vegard’s law). Taking as example 
the ternary AlxGa1-xAs, the lattice constant 𝑎(𝑥) is expressed by: 

𝑎(𝑥) = 𝑥 ∙ 𝑎𝐴𝑙𝐴𝑠 + (1 − 𝑥) ∙ 𝑎𝐺𝑎𝐴𝑠        E A1.1 
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For a quaternary with 3 atoms of the same group as AlxGayIn1-x-yAs: 
𝑎(𝑥, 𝑦) = 𝑥 ∙ 𝑎𝐴𝑙𝐴𝑠 + 𝑦 ∙ 𝑎𝐺𝑎𝐴𝑠 + (1 − 𝑥 − 𝑦) ∙ 𝑎𝐼𝑛𝐴𝑠      E A1.2 

For a quaternary with 2 atoms of each group as GaxIn1-xAsyP1-y: 
𝑎(𝑥, 𝑦) = 𝑥 ∙ 𝑦 ∙ 𝑎𝐺𝑎𝐴𝑠 + 𝑥 ∙ (1 − 𝑦) ∙ 𝑎𝐺𝑎𝑃 + (1 − 𝑥) ∙ 𝑦 ∙ 𝑎𝐼𝑛𝐴𝑠 + (1 − 𝑥) ∙ (1 − 𝑦) ∙ 𝑎𝐼𝑛𝑃 E A1.3 

Only small deviations from this linear model must be taken into account to accurately fit the 
experimental values. It must pointed out that the interatomic distances resulting from Vegard’s law 
represent only averages, the real distances are typically more close to those of the individual binary 
compounds than to the averaged values. A similar linear interpolation approach can be successfully 
used to evaluate some other properties, in particular the elastic constant, the thermal expansion 
coefficient and the specific heat, but in general deviations from linearity are significant and more 
complex interpolation schemes are required. For example, a linear interpolation can be used as first 
approximation for the bandgap, but an accurate representation is usually obtained introducing 
quadratic terms to allow for some bowing. 
The composition dependence of the refractive index, at a wavelength λ inside the transparency region 
(which lies between the electronic interband transitions region and the vibrational transitions or 
“Reststrahlen” region), is approximately linear, provided that λ does not get too close to either limit. 
The thermal conductivity and the carrier mobility have strongly non-linear behavior, and become much 
smaller than those of the binaries for intermediate compositions. Figure A1.5 shows the dependence for 
these parameters on composition in the case of AlxGa1-xAs. 

 
Figure A1.5 Dependence on composition of selected properties in the AlxGa1-xAs system: thermal conductivity, 
direct (Γ) and indirect (X, L) bandgaps, hole and electron mobility. The step-like trend in the electron mobility is 
related to the shift from Γ to X minima of the smaller bandgap (see section A1.7.4). Lines originate from models or 
interpolations of experimental points, and are adapted from [152, 154-156]. 
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There are cases where the atomic distribution is not random: this phenomenon is called ordering. The 
driving force for ordering in III-V compounds is not expected to be the thermodynamic stability, but 
rather a dynamic effect of the growth conditions, correlating for example with the surface orientation of 
the substrate and with the presence of specific surface reconstructions. A well-known example is that of 
GaInP grown with vapor-phase epitaxy tecniques on a GaAs, (100) oriented wafer: depending on the 
growth conditions, there is a more or less pronounced formation of alternated In-rich and Ga-rich 
(111)B planes. The ordering impacts the properties of the material, for example the band gap, and is 
generally unwanted, because ordered materials tend to be inhomogeneous, with domains having 
different degrees of ordering [157]. 

A1.5 Epitaxial multilayers: mismatch, strain, relaxation 
Most cases of technological interest involve the epitaxial growth of multiple layers on crystal wafer 
substrates, each layer having the same crystal structure5 but different composition (heterostructures). 
In special cases, materials with different compositions can have the same lattice parameter, as in the 
case of GaAs and Ga0.51In 0.49P or of InP and Ga0.47In 0.53As. More in general, even when the crystal 
structure is the same, a difference in the stand-alone lattice constant (mismatch) is present, introducing 
strain in the stack and accumulation of strain energy with increasing layer thickness: beyond a certain 
critical value, the strain can be spontaneously removed by formation of linear defects called misfit 
dislocations: this effects is called relaxation. Figure A1.6 schematizes a pseudomorphic strained layer, 
and a similar layer relaxed via dislocation formation at the interface. 

 
Figure A1.6 Sections of a cubic crystal with lattice parameter b grown on a substrate with lattice parameter a. The 
layer is represented strained on the left and totally relaxed via dislocation formation on the right. 
a) a < b: in absence of relaxation, the layer is compressively strained, its lattice parameter in a plane parallel to 

the interface is reduced to match that of the substrate, while in the normal direction, due to Poisson’s effect , 
there is an elongation (b´ > b). In the relaxed layer, the lattice parameter is that of the stand-alone material. 

b) a > b: without relaxation, the layer is tensively strained, its lattice parameter in a plane parallel to the 
interface is increased, while in the normal direction it is shortened (b´ < b). 

                     
5 Which is usually the same crystal structure of the substrate, at least in the cases of interest in this thesis; 
substrates with a different crystal structure with respect to the grown layers can be used either because of 
availability/cost reasons or because they have desirable properties for specific applications. 
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Dislocations are extended one-dimensional defects; they are generally unwanted, because they are non-
radiative recombination centers, negatively impact the carrier mobility and are detrimental for the 
reliability and performance of semiconductor devices. They are present not only in multilayered 
structures but even in bulk crystals, and are described more in detail in the section A1.6.4. Several 
theoretical models for the determination of the critical layer thickness have been developed, the most 
cited being probably that of Matthews and Blakeslee [158]: an example of the model prediction is given 
in Fig. A1.7 [159]. In general the results of this and similar models provide rather guidelines than 
accurate values [160]. 

 
Figure A1.7 Critical thickness of InxGa1-xAs grown on GaAs calculated according to Matthews and Blakeslee 
model.  
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A1.6 Defects 

As already mentioned in chapter 2, defects related to the presence of foreign atoms are called extrinsic, 
while defects that represent deviations from the regular arrangement of the lattice but are not 
associated to foreign atoms are called intrinsic. The presence of intrinsic defects in a crystal can be 
expected on a thermodynamic basis: the minimum value of a crystal Gibbs free energy at any T > 0 K is 
achieved in correspondence to a finite amount of configurational entropy, which is generated by the 
creation of defects. Assuming for example that a crystal is synthesized from melt near thermodynamic 
equilibrium conditions and then cooled down to ambient temperature, the configurational entropy 
“frozen” in the crystal will be that corresponding to the solidification temperature. In practice, synthesis 
conditions can be far from the thermodynamic equilibrium, especially in the case of epitaxial growth 
techniques.  

 

A1.6.1 Point defects 

To a first approximation, point defects [4, 5] can be classified based on the anomalies in the position of 
the atoms within the lattice, considering only the possibility that either regular lattice sites or 
interstitial positions can be occupied (or left empty). Taking as example GaAs, with Si as impurity, the 
elementary point defects that can be present in III-V semiconductor crystals, along with the 
corresponding Kröger-Vink symbols, are: 

intrinsic point defects 

 vacancies: vGa = missing Ga atom, vAs = missing As atom 
 antisites: GaAs = Ga on As lattice site,  AsGa = As on Ga lattice site 
 self-interstitials: Gai, Asi = Ga, As occupying an interstitial site 

extrinsic point defects 

 substitutional: SiGa = Si on Ga site, SiAs, = Si on As site 
 interstitials: Sii = Si occupying an interstitial site6 

When the defect is electrically charged, this is indicated by a superscript: + (or ) for each elementary 
positive charge and - (or ‘) for each negative; a neutral state can be indicated with 0 (or x). 

The generation of a certain type of point defect can be associated with the simultaneous generation of a 
second type of point defect: an example is a Frenkel pair, composed of a self-interstitial plus a 
corresponding vacancy, as Gai + vGa in GaAs. This is a typical defect created by particle irradiation or ion 
implantation, when an atom is knocked out of its lattice position to an interstitial site; the interstitial 
and the vacancy are not strongly bound together; they can move apart from each other or recombine. 
More in general, elementary point defects can stably associate to form complex defects. 

 

A1.6.2 Electrical characteristics of point defects 

As discussed in chapter 2, electrically active defects are usually classified in shallow and deep according 
to the position of the energy levels that they introduce in the semiconductor bandgap; shallow levels 
can easily generate carriers in the conduction and valence bands, deep levels act rather as carrier traps. 
Some integrative information is added in this section, together with references to other related sections 
of this appendix. 

The localization of the electrons in shallow defect states is comparatively weak, their wavefunctions 
extends to several nm: when the dopant concentration becomes sufficiently high, their wavefunctions 
start to merge generating delocalized states (impurity bands) which are conducting, albeit with low 

                                                             

6 In Zincblende, there are two kinds of interstitial sites, but this aspect is not specified in the notation. 
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mobility. In parallel, with increasing carrier concentration the ionization energy of the dopants is 
reduced, because - once ionized - the defects are stabilized by electrical screening. The combination of 
these factors leads to a reduction of the activation energy for the conduction, the condition 
corresponding to zero activation energy being called Mott transition. For example, the Mott transition 
in n-doped GaAs occurs approximately at a dopant concentration of 1×1016 cm-3. 

Further increase of dopant concentration leads to significant perturbations of the band structure, 
causing narrowing of the CB-VB bandgap and broadening of the density of states profile at the band 
edges (band tailing) as better described in sections A1.7.2 and A1.9.5. 

Deep electronic levels have energies more near the center of the band gap, and a stronger localization of 
the electrons. They are responsible of introducing fast non-radiative recombination paths, and 
negatively impact the carrier mobility. Although these effects are in many cases detrimental for the 
realization of electronic or optoelectronic devices, they can be useful when there is the necessity of 
making the material semi-insulating. For example Fe is used to this purpose in InP, and defects related 
to an excess of As, in particular the antisite AsGa (EL2 defect) are used for GaAs: they behave both as 
deep acceptors, and are introduced to compensate an originally prevalently n-type conductivity. The 
effects of deep levels is further discussed in relation to interfaces, carrier transport and interband 
recombinations in sections A1.7.3, A1.8.2, A1.9.2,  

A special case of extrinsic point defects often present in III-V semiconductors is related to hydrogen 
contamination; hydrogen can passivate donor and acceptor atoms forming complexes. Since it can easily 
diffuse interstitially, in-depth passivation of a semiconductor can happen in processes where the 
material surface is exposed to hydrogen plasma (as in reactive ion etching) or to hydrogen-containing 
molecules at high temperature (as in MOVPE epitaxy). Annealing at temperatures of the order of 500°C 
(in absence of sources of atomic H) causes the decomposition of the complexes and H2 outdiffusion. 

 

A1.6.3 Structure of deep defects; an example: silicon DX center 

A point defect introduces always some degree of local perturbation in the crystal structure (i.e. in the 
local disposition and bonding of the atoms). Moreover, the ionization of the defect can be associated to a 
significant change, with formation or breaking of a bond and atom displacements. This can happen 
especially in the case of deep centers: in principle, a full description of such defects should involve the 
knowledge of their electronic states and of the corresponding nuclear configurations, but even with the 
interplay of several experimental techniques and advanced computational approaches, the microscopic 
structure models of deep defects remains often debated. 

A well-studied and prototypical example of an electrically active defect, having different possible 
nuclear configurations and which can play the different roles of shallow and deep center, is the 
substitutional silicon impurity in epitaxial AlxGa1-xAs grown on GaAs. The different geometries and the 
corresponding energies are depicted in Fig. A1.8. 

In one configuration a substitutional Si occupies the lattice site of a group III atom, maintaining the 
normal local bonding structure of the lattice (sp3 hybridization, bonds with four As atoms). In this 
configuration, the defect can be either neutral or become positively charged, promoting an electron to 
the conduction band: SiIII is a shallow donor with ionization energy ≈6 meV and is easily thermally 
ionized: 

 SiIII → SiIII
+ + e𝐶𝐵

−           R A1.1 

According to the so-called large relaxation model, the neutral defect can even capture an electron 
becoming negatively charged and changing its atomic configuration into a new one indicated with DX:  

SiIII + e𝐶𝐵
− → 𝐷𝑋−          R A1.2 

In this reaction, one of the Si-As bonds is broken and the Si atom is displaced through a (111) plane 
towards an interstitial site, maintaining its bonds to the other 3 arsenic atoms and leaving behind a 
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group III vacancy. 

 

Figure A1.8. Atomic configurations of substitutional, Si and of the associated DX center, in AlxGa1-xAs having high  
Al content (x > 0.2). The configuration coordinate refers to a single Si impurity, but the energy is referred to a 
neutral system comprising two impurities. The parabolae in q1 represent the shallow donor configuration, those 
in q2 the DX configuration, the vertical arrow in q1 indicates the ionization R A1.1, the dashed vertical arrow in q2 
the photoexcitation R A1.4, the bended dash-dotted arrow the capture R A1.2 and the bowed dotted arrow 
indicates reaction R A1.5. 

In terms of elementary point defects, the 𝐷𝑋− center could be described as a complex formed by the 
association of a negatively-charged silicon interstitial and a group III vacancy (𝐷𝑋− ≈ Sii− + vIII) 
although its structure is rather to be considered in its entirety rather than composed by two 
independent elementary defects. 
The 𝐷𝑋− configuration can relax compressive strain present in the lattice, and is stabilized with respect 
to the unrelaxed one at high pressure or high Al content (AlxGa1-xAs grown on GaAs is compressively 
strained, in proportion to the Al fraction). The activation energy is of the order of 150 meV for the 
capture reaction R A1.2, while for the inverse emission reaction it is of the order of 300 meV.  
The formation of DX centers reduces the concentration of shallow donors in Si-doped AlxGa1-xAs 
according to the overall exothermic reaction: 

 2SiIII → 𝐷𝑋− + SiIII+           R A1.3 
The concentration reduction of free electrons due to DX centers is important at low (< 200 K) 
temperatures, but becomes rather small near room temperature.  
An interesting effect associated with this defect is the low-temperature persistent photoconductivity. 
Upon illumination, the carrier concentration (and the conductivity) increases due to photoionization: 

 𝐷𝑋−
ℎ𝜈
→ 𝐷𝑋0 + e𝐶𝐵

−           R A1.4 
The neutral defect 𝐷𝑋0 has the same nuclear configuration of 𝐷𝑋− but it is metastable and reverts to 
SiIII (without an energy barrier) increasing the donor concentration: 

 𝐷𝑋0 → SiIII            R A1.5 
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When the illumination is interrupted, SiIII is kinetically stabilized (at low T) by the activation energy of 
the capture reaction R A1.2 and the conductivity remains higher than before the illumination. 

A1.6.4 Extended defects 

Three-dimensional defects [145] include all the accidental inclusions (particles), voids, precipitates and 
in general all volumes that differ in composition, structure or orientation from the rest of the crystal. In 
the case of MOVPE epitaxial growth, the inclusion of particles can occur because they detach from the 
reactor chamber, or form due to unwanted reactions in the gas phase. Precipitates can form when the 
thermodynamic solubility limit of a component is exceeded in the grown solid phase. 
Two-dimensional defects include stacking faults, twin boundaries, antiphase boundaries and - in a 
broad sense – the crystal external surfaces and the internal interfaces, as those present in multilayered 
structures. 
A stacking fault occurs when there is an alteration in the normal sequence of atomic layers: this can 
happen in particular along the direction perpendicular to the close-packed planes of ccp/fcc lattices – 
the (111) planes - perturbing the regular stacking sequence, as for example: ABCABC... → ABCABABC... 
The formation energy of stacking faults decreases with increasing ionicity of the III-V compounds [161]. 
Twin defects (also considered tridimensional defects) occur when two differently oriented regions 
(domains) join in one common plane (twin boundary), the two regions being related by a non-lattice 
point symmetry operation (as a reflection or a rotation). An example of mirror twinning in a ccp/fcc 
lattice is the closed-packed planes sequence ABCABCCBACBA, the mirror plane being parallel to a (111) 
plane. Zincblende crystals can have this mirror twinning and a rotational (180°) twinning, where the 
rotational axis is normal to a (111) plane [162]. 
Antiphase defects occurs when two equally oriented crystal regions join in one common plane 
(antiphase boundary) and the relative position of the atoms of each species in the two regions is shifted 
by a non-lattice translation: in III-V crystals this happens when the lattice positions of group III and V 
are interchanged in the two domains. 
Linear defects commonly to be found are the dislocations [163]. There are two basic types of 
dislocations: edge and screw, as depicted in Fig. A1.9. 

 
Figure A1.9: edge and screw dislocations, construction of Burgers vectors with the Burgers circuit around the 
dislocation lines. 

An edge dislocation can be visualized as the linear edge of an incomplete crystal plane, beyond which 
the neighboring planes meet again. A screw dislocation can be visualized as the line, from where two 
crystal halves slip one from the other in a plane containing the dislocation line. Dislocations are 
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associated to Burgers vectors b, which are translation vectors of the lattice and are found describing a 
lattice-point to lattice-point circuit, in such a way that it would be closed in a perfect crystal but remains 
open when a dislocation line u is included, as shown by the dotted arrows in Figure A1.9: the Burgers 
vector connects the start to the end of the circuit. Burgers vectors are perpendicular to edge 
dislocations and parallel to screw dislocations. 
Real dislocations have often a mixed edge-screw character and can be curved. A dislocation cannot end 
abruptly: it must reach the crystal surface, end at a junction with other dislocations or describe a closed 
loop. Dislocations emerging from the substrate will extend in the epitaxial layers. The dislocation 
segments that extend along the interface between two epitaxial layers (or between the substrate and an 
epitaxial layer) are called misfit dislocations, because they can relax the strain associated with interface 
misfit (while a dislocation in the bulk of a crystal always introduces extra strain). The dislocation 
segments that extend through the epitaxial layers are called threading dislocations. Provided that 
sufficient thermal or mechanical energy is supplied, dislocations can move; the movement is relatively 
easy in a plane containing the dislocation line and the Burgers vector - this is called “glide” or “slip” 
movement - while movements outside the glide plane - called “climbing” - imply the absorption or 
creation of vacancies (or interstitials) and require more energy.  
The dislocations that can potentially exist in the Zincblende lattice have been classified [164] according 
to the directions of u, b, and to the glide plane (if present). Commonly found dislocations are the 60° 
dislocations, represented in Fig. A1.10: they are mixed dislocations with a prevalent edge character, 
they slip in the (111) planes, and have a 60° angle between u and b. In a strained multilayer structure 
grown on a (100) wafer, these dislocations glide to the interfaces, where they can relax the misfit strain. 

 

Figure A1.10 Schematic of a 60° dislocation that intersects the interfaces of a strained multilayer, originating 
horizontal misfit segments. 

Dislocations can decompose into partial dislocations, which are linear defects similar to dislocations, 
but their Burgers vector are not a translation of the lattice, while the sum of their Burgers vectors is a 
translation of the lattice and corresponds to the vector of the total dislocation; an example of a 
dislocation in an fcc crystal, which splits in two partial dislocations and creates a stacking fault ribbon, 
is shown in Fig. A1.11. 
Most of the extended defects are associated with deep electronic levels, and have similar effects of deep 
point defects: reduction of the carrier density, reduction of the mobility via ionized defect formation 
and increase of non-radiative carrier recombination. 
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Fig. A1.11 In an fcc crystal, a dislocation with Burgers vector b and laying in a (111) slip plane splits into two 
partial dislocations, with Burgers vectors b1 and b2 (where b=b1+b2). The region between the two partial 
dislocation lines is a stacking fault. 
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A1.7 Electronic structure and related properties 

A1.7.1 Band structure of crystals [2, 146] 

In absence of external time-dependent perturbations, the electrons within a solid crystal can 
approximately be described by stationary multi-electron wavefunctions  which are solutions of the 
time-independent Schrödinger eigenvalue equation: Ĥ=, where Ĥ is a time-independent 
Hamiltonian operator. This approach is based on Born-Oppenheimer approximation: the full electron-
nuclear many-body wave function is expanded in terms of electronic and nuclear wave functions, the 
nuclear kinetic energy term – but not the internuclear repulsion -  is excluded from Ĥ, i.e. nuclear 
position are fixed; in this sense, the eigenfunctions  and the eigenvalues  are both parametric 
functions of the nuclear coordinates Xi. Solving the Schrödinger equation for different nuclear 
coordinates leads to the construction of a potential energy surface (Xi) for the motion of the nuclei, 
which can be used in a second step to determine the nuclear wavefunctions. 

The electron wavefunction  contains space and spin (intrinsic angular momentum) coordinates of all 
the electrons, and must be antisymmetric (change sign) with respect to electron permutations, in order 
to satisfy the indistinguishability principle and the generalized Pauli principle; moreover, Ĥ contains 
significant terms related to electron-electron coulomb interactions and to spin-orbit magnetic 
interactions: all these factors conjure to make in principle  not separable, neither in single-electron 
components nor in space and spin components.  

In practice, this is done in a further simplification called independent electron approximation, leading to 
a representation of the electronic structure where single electrons can “move” or “jump” in a partially 
quasi-continuous and partially discontinuous domain of single-electron quantum states, the electronic 
bands. Corrections can be added to take into account the terms neglected in the accumulated 
approximations without abandoning the fundamental picture of independent electrons. 

According to the independent electron approximation, each electron is described by a spatial 
wavefunction (r) which satisfies the single-electron Schrödinger equation: 

(−
ħ2

2𝑚0
∇𝒓
2 + 𝑈(𝒓))𝜑(𝒓) = 𝜀𝜑(𝒓) E A1.4 

Where r is a vector representing the electron position in space, m0 is the electron rest mass, 𝜀 is the 
single-electron energy eigenvalue and U(r) is an effective potential which contains the interactions with 
the nuclei, and the interactions with the other electrons only in an averaged way. For each (r) there 
are actually two occupation possibilities corresponding to the two possible spin states. 

On general grounds, it can be proved (Bloch’s theorem) that the solutions of the Schrödinger equation 
E A1.4 in a Bravais lattice can be selected to have the form of a “plane wave” or “envelope” term 𝑒𝑖𝒌∙𝒓 
with wavevector k multiplied by a “Bloch function” u(r) that has the periodicity of the lattice: 

𝜑𝑛,𝒌(𝒓) = 𝑒
𝑖𝒌∙𝒓𝑢𝑛,𝒌(𝒓)  E A1.5 

The quantum number n is called band index, the set of wavefunctions with a common band index are 
called bands and the set of the corresponding energies εn(k) are called energy bands. 

This form satisfies the condition that the wavefunctions are simultaneously eigenstates of the 
Hamiltonian operator and of the operators representing the translations of the Bravais lattice to itself. A 
particle that satisfies this condition is called Bloch particle. Within a band, k does not vary in a strictly 
continuous way: the density in k-space of the allowed values of k is proportional to the crystal volume. 

Because of the uncertainty principle, a Bloch electron has no well-defined velocity (the corresponding 
operator 𝑣 does not commute with the Hamiltonian). Nonetheless it has an expectation-value velocity 
〈𝒗〉, and it can be proved that 〈𝒗〉 is proportional to the k-space gradient of the band according to: 

〈𝒗〉 = ⟨φ𝑛,𝒌|𝑣|φ𝑛,𝒌⟩ ≡ ∫ φ𝑛,𝒌
∗ −𝑖ℏ

𝑚0
∇𝒓φ𝑛,𝒌𝑑𝒓

∞

−∞

=
1

ℏ
∇𝒌𝜀𝑛(𝒌) E A1.6 
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In order to define, to a certain extent, position and velocity for the electrons, it is necessary to relax the 
precision with which k is known, making use of wave-packets which are linear superposition of the 
Bloch wavefunctions in a limited k-space interval around a given k: the expectation-value velocity 
corresponds to the group velocity of the wave-packet. This approach justifies a semiclassical 
description of motion where the electrons are treated as particles. 

As for the case of velocity, the Bloch-electron momentum is not well-defined: its expectation-value is 
𝑚0〈𝒗〉. The vector k is associated to a quantity ħk called crystal momentum (or quasi-momentum), and 
only in the limit of a zero or constant potential U(r) (free electron) the crystal momentum becomes 
properly the electron momentum. Nonetheless, since k is a quantum number of the stationary states, 
for ħk a conservation law holds similar to that of a proper momentum (more in section A1.8.1). 

Due to the translational symmetry of the crystal, the energy bands can be represented as a function of k 
(dispersion relation) taking only k values within a limited portion of the k-space: this portion is called 
first Brillouin zone (BZ) and corresponds to the primitive Wigner-Seitz cell of the reciprocal lattice7. Any 
k´ outside the first BZ, is equivalent to a vector k inside the first BZ obtained through a translation given 
by a vector K of the reciprocal lattice. In the limit of very weak interaction of the electrons with the 
lattice (free-electron approximation) the band energy has a quadratic dependence on |k|. 

 

A1.7.2 Carrier statistics and semiconductors bands [2, 5, 146, 165] 

Each band is characterized by a density of states8 per unit energy and per unit real-space volume gn(ε). 
The occupancy probability of an electronic state having energy ε obeys at thermodynamic equilibrium 
the Fermi-Dirac distribution (which assumes non-interacting particles): 

𝑓(𝜀) =
1

𝑒(𝜀−𝜀𝐹)/𝑘𝐵𝑇 + 1
 E A1.7a 

where kB is the Boltzmann constant and εF is the Fermi level. The Fermi level is the energy value at 
which the occupation probability is 0.5 at the given temperature and, from a thermodynamic point of 
view, is the chemical potential of the electrons. In the case of doped semiconductors, the carriers 
originates even from localized states in the bandgap, whose occupation follows a Fermi distribution 
modified inserting a pre-exponential factor 1/γ in the denominator, to take into account their ground-
state degeneracy γ: 

𝑓(𝜀𝑑) =
1

𝛾−1𝑒(𝜀𝑑−𝜀𝐹)/𝑘𝐵𝑇 + 1
 E A1.7b 

where εd is the energy of the dopant level. 

For each band, the electron density per unit energy and per unit real-space volume dn(ε) is the product 
of the Fermi function times the density of states; the electron density per unit volume n is found 
integrating dn(ε) over energy: 

𝑛 = ∫𝑑𝑛(𝜀) ∙ 𝑑𝜀 = ∫𝑓(𝜀) ∙ 𝑔𝑛(𝜀) ∙ 𝑑𝜀 E A1.8 

For symmetry reasons, a completely filled band (and an empty one) does not contribute to the electrical 
conduction, while a partially filled one does, because the electron population can redistribute in the 
intra-band states in order to produce a net electron flow in a given direction. 

In semiconductors, the Fermi level is located in an energy gap (εgap) between the bands where there are 

                                                             

7 The reciprocal lattice is defined by the relation 𝑒𝑖𝑲∙𝑹 = 1 , where R is a vector of the direct lattice and K a vector 
of the reciprocal lattice; the reciprocal lattice is the Fourier transform of the direct lattice. 

8 Here states are the space functions n,k(r), which are taken 2 times each, because of the 2 possible electron spin 
values. 
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no states available, so that at T = 0 K, when the Fermi distribution is a 0-1 step function, the lower 
bands are completely occupied, the higher unoccupied, and the material is actually an insulator. The 
higher occupied band is called valence band, the lowest unoccupied conduction band (both names being 
somewhat misleading, as pointed in the following). 
At T > 0K some electrons are thermally promoted from the VB to the CB, allowing for non-zero 
conductivity: the conductivity is not only due to the electrons in the conduction bands, but even to those 
in the valence band – or in an equivalent representation - to the empty electronic states in the VB, which 
are called holes. The probability distribution of holes is the complement to 1 of the Fermi function. 
VB and CB can be seen as the natural extension, to a very large and periodic set of atoms, of the highest-
occupied and lowest-unoccupied molecular orbitals (HOMO-LUMO) that result from the LCAO method 
(linear combination of atomic orbitals) usually applied to molecules. In the corresponding tight binding 
method used for crystals, applied to III-V Zincblende compounds, both VB and CB of are approximately 
derived from the combination of the valence s, p atomic orbitals. Stronger bonds correspond to higher 
HOMO-LUMO splitting and similarly a higher cohesive energy corresponds to higher VB-CB separation. 
Figure A1.12 depicts qualitatively this approach. Actually, in Zincblende there are 3 similar bands that 
could qualify to some extent as “valence bands”, so the singular is to be understood as a collective term 
when no differently specified. 
The VB absolute maximum and the CB absolute minimum can be aligned in k-space as in Fig. A1.12 
(direct bandgap) or correspond to different values of k (indirect bandgap). This has very important 
implications in relation to the optical properties of the semiconductor (section A1.9). 

 

Fig. A1.12 Qualitative illustration of band formation from atomic orbitals in III-V compounds: to a first 
approximation, the CB originates from the s valence atomic orbitals, while three VBs originate from p valence 
atomic orbitals; to the right, a qualitative sketch of how the energy bands actually look like in k-space, in the case 
of direct bandgap III-V compounds. 

At thermodynamic equilibrium, the bands depend only on temperature and pressure, while more in 
general they can be modified by other factors, e.g. the application of external electric fields. Both 
pressure and temperature dependences are related to the change in the internuclear distances, but the 
temperature dependence is even significantly caused by effects not included in the Born-Oppenheimer 
approximation (vibronic or “electron-phonon” interactions) [1]. 
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Moreover, the band energies are not strictly independent from the way in which the band states are 
populated, because of the electron-electron interactions, which are contained explicitly in the multi-
electron Hamiltonian, and in an averaged way in the effective potential U(r) of the one-electron 
Hamiltonian: in particular, increasing the carrier density in the CB and VB, the bandgap shrinks, which 
can be intuitively understood as a weakening of the bonds and of the crystal cohesive energy as the 
electrons are added to antibonding states or removed from bonding states9. 

The shape of the energy bands in k-space and their density of states can be rather complex, but for 
many applications it is mainly important the knowledge of the limited k-space regions around the 
maximum of the VB (energy εVB) and the minimum of the CB (energy εCB), because in most situations 
those are the regions populated by the carriers and involved in the current conduction and light 
emission mechanisms. To a first degree of approximation, in these regions the bands εn(k) are parabolic 
functions of the components of k, and the density of states g(ε) is proportional to the square root of the 
energy difference εn(k) - εCB for the CB and εVB - εn(k) for the VB.  

The integrated electron density in the CB given by E A1.8 is conventionally expressed in a non-integral 
form as the product of the Fermi-Dirac distribution f calculated at the CB bottom times a parameter 𝑁𝐶  
called effective density of states of the CB. Similarly the hole density in the VB is the product of (1- f) - 
with f calculated at the top of the VB - times the effective density of states in the VB, 𝑁𝑉 . This 
corresponds to consider all the states as concentrated at the band edges. Moreover, the Fermi-Dirac 
distribution is approximated with a Maxwell-Boltzmann distribution referred to the band-edge energy, 
and the carrier densities are given by: 

𝑛 ≈
𝑁𝐶

𝑒(𝜀𝐶𝐵−𝜀𝐹)/𝑘𝐵𝑇 + 1
≈ 𝑁𝐶exp

𝜀𝐹 − 𝜀𝐶𝐵
𝑘𝐵𝑇

 E A1.9a 

𝑝 ≈
𝑁𝑉

𝑒(𝜀𝐹−𝜀𝑉𝐵)/𝑘𝐵𝑇 + 1
≈ 𝑁𝑉exp

𝜀𝑉𝐵 − 𝜀𝐹
𝑘𝐵𝑇

 E A1.9b 

where n is the density of electrons in the CB, p is the density of holes in the VB. In GaAs at room 
temperature 𝑁𝐶=4.7×1017 cm-3, 𝑁𝑉=9.0×1018 cm-3. 𝑁𝐶 , 𝑁𝑉  can be expressed under the parabolic 
approximation by: 

𝑁𝐶,𝑉 =
1

√2
(
𝑚𝑒,ℎ
∗ 𝑘𝐵𝑇

𝜋ℏ2
)

3 2⁄

 E A1.10 

where 𝑚𝑒,ℎ
∗  is a parameter inversely proportional to the band curvature called effective mass of the 

electrons or of the holes (better defined in section A1.8.1). It has actually the dimension of a mass, and 
for Zincblende III-V semiconductors is a fraction (in the range 0.01-0.9) of the electron rest mass m0. 
From E A1.9 is can be seen that the carrier density is strongly temperature dependent when the Fermi 
energy is far from the band edge. 

In using the equations E A1.9, it should be considered that The Boltzmann approximation of f is valid 
only for non-degenerate semiconductors, where εF is at least 3kBT away from the band edge; above this 
level it starts to overestimate the carrier density. Moreover, equations E A1.9 are not valid for 
degenerate semiconductors even without using the Boltzmann approximation, because the resulting 
carrier density saturates at 𝑁𝐶  or 𝑁𝑉  as f approaches unity, underestimating the carrier density. 
Expressions valid in the degenerate case can be found for example in Ref. [58]. 

Figure A1.13 illustrates how the distribution function and the density of states combine to determine 
the carrier density in the VB and in the CB, considering the cases of an intrinsic (not doped) and of an n-
doped semiconductor: the electrons accumulate near the bottom of the CB and the holes near the top of 
the VB (the top of the VB is the point of minimum energy for the holes). In an intrinsic semiconductor 
the carriers can be originated only by the promotion of electrons from the VB to the CB, so the electron 

                                                             

9 The effect is also called bandgap “renormalization”; in doped semiconductors, even the presence of fixed ionized 
impurities does contribute to the bandgap narrowing. 
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density in the CB and the hole density in the VB must be identical (n = p); the Fermi level lies 
approximately in the center of the band gap, slightly shifted towards the band with the lower density of 
states. In extrinsic semiconductors, n and p can differ because ionized donor and acceptor impurities 
enter the charge balance: from E A1.9 it can be immediately derived that their product is subject to the 
so-called law of mass action: 
𝑛 ∙ 𝑝 = 𝑛𝑖

2 = 𝑁𝐶𝑁𝑉𝑒
−𝜀𝑔𝑎𝑝 𝑘𝐵𝑇⁄  E A1.11 

where ni is the electron (and hole) density of the intrinsic material at the selected temperature; as 
E A1.9, E A1.11 is strictly valid in the non-degenerate case. 

 
Fig. A1.13 From left to right: valence and conduction energy bands profiles, density of states including the 
localized donor states at energy D, Fermi distribution function and carrier densities; a) intrinsic direct 
semiconductor, b) n-doped direct semiconductor. 

The intrinsic carrier density depends strongly on temperature and band gap, examples of room-
temperature values of ni are: 
1×1015 cm-3 for InAs (εgap= 0.36 eV),  
2×106 cm-3 for GaAs (εgap= 1.43 eV),  
1×103 cm-3 for Al.32Ga.68As (εgap= 1.93 eV). 
Excluding the very low bandgap compounds, these values are much smaller than the typical range of 
intentional doping (≈ from 1×1015 to 1×1020 cm-3) and even of a typical unintentional background 
doping (≈1×1014 cm-3). In a doped semiconductor at T ≈ Tamb the shallow levels are almost completely 
ionized, and assuming a donor concentration ND >> ni the hole density must become very low to satisfy 
E A1.11: the conduction is dominated by the carriers originated by the dopants (majority carriers). In 

a) 

b) 
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this case, the Fermi level will be very near the dopant level. In general, the value of F and the 
equilibrium concentrations of carriers, ionized donors and acceptors can be obtained from a system of 
equations comprising the charge balance and equations E A1.9 (one for the CB, one for the VB and one 
for each donor or acceptor type). 
Another consequence of E A1.11 is that, when donors and acceptors are simultaneously present, they 
tend to compensate each other, and when ND=NA the carrier concentrations become as low as that of the 
intrinsic material. An effect equivalent to compensation can be obtained even due to the presence of 
deep traps: taking as example a material with shallow donors and deep electron traps in concentration 
NT ≥ ND, the donors will be ionized but the electrons will be mostly trapped, the Fermi level will be 
“pinned” towards the center of the bandgap near the energy of the deep traps, and the carrier 
concentrations will be similar to those of an intrinsic material. 
Figure A1.14 shows qualitatively how the temperature impacts the Fermi level position (left) and the 
carrier density (right). At low temperature the carrier concentration is determined by the incomplete 
ionization of the shallow levels and εF is near the donor or acceptor level (which are very near to the CB 
or VB respectively), at intermediate temperature – which with the above definition of shallow levels 
includes room T - the ionization is complete and the carrier concentration coincides with the donor (or 
acceptor) concentration, while εF moves towards the center of the gap, by an extent that depends on the 
dopant concentration. At a sufficiently high temperature (depending again on the dopant 
concentration) the direct promotion of electrons from the VB to the CB dominates, and εF reaches the 
middle of the bandgap. 

 
Fig. A1.14 a) Fermi level position at different temperatures for high and low dopant concentrations; b) carrier 
concentration as a function of reciprocal temperature for an n-doped semiconductor with ND = donor 
concentration and D = donor energy level [5]. 

b) a) 
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A1.7.3 Interfaces and band offsets 

When a system is compositionally structured in real space – as in the presence of interfaces or quantum 
structures - the electronic bands approach needs to be corrected to take into account non-periodic 
perturbations of the effective potential for the electrons 𝑈(𝒓); to a first approximation, this impacts 
primarily the envelope part of the electronic wavefunctions. A local perturbation can lead to the 
presence of localized or partially localized wavefunctions, as in the case of quantum-well structures. In 
most descriptions, the focus is concentrated only on the band energies, and in particular on the band 
energies edges, which are treated as well-defined real-space functions, although what is properly a real-
space function is 𝑈(𝒓), since any band energy is associated to delocalized wavefunctions. In other 
words, CB and VB edge band energies are qualitatively described as if they were the potential energy 
for the carriers (electrons or holes), but this is only partially correct (see section A1.8). Nonetheless, in 
the following this simplified descriptive approach is followed. 

An important characteristic for semiconductor devices fabrication is how the bands of two different 
semiconductors align when they are joined in a heterostructure. 

When the difference between the two parts of a junction lies only in the doping type and concentration 
(homojunction), the band alignment is controlled by the position of the Fermi level relative to VB and 
CB on each side of the junction: the carriers redistribute across the interface creating an electrical 
potential difference (built-in potential, Vbi) that compensates the chemical potential difference. The 
extent of the transition region where the carrier density differs from the bulk value depends on the 
doping concentration, and is larger for smaller doping; in the case of pn junctions, the transition region 
is depleted from carriers with respect to bulk values. Taking the case of an abrupt pn junction in GaAs at 
room T, the depletion region would extend by 1.7 µm when n = p =1×1015 cm-3, and only by 0.02 µm 
when n = p =1×1019 cm-3. 

When the compositions of the two materials are not the same with regards to the main constituent 
atoms (heterojunction) a complication arises from the abrupt change in the effective potential for the 
electrons of E A1.4 at the interface, which induces a similarly abrupt change in the bands. Focusing on 
the minimum of the CB and the maximum of the VB, the problem is to determine how they align with 
each other at the interface. A simplistic model that gives nonetheless qualitatively correct results, is to 
assume that the band energies of the separate materials can be determined with respect to a common 
reference, and that the offset between the corresponding bands is retained at the interface of the joined 
materials, while the bulk values adjust in order to equalize the Fermi level as in the homojunction case. 
Based on this picture, a transitivity of the interface offsets is expected, which is approximately 
confirmed by experiments. More accurate models of heterostructure band alignment must take into 
account the specific characteristic of the interface and the presence of strain.  

Figure A1.15 depicts the different types of band alignment that can occur in a heterojunction (straddled, 
staggered and broken) and four examples of junctions: a pn homojunction and three straddled 
heterojunctions with different doping types. 

For the heterojunctions, the vacuum level ε0 is taken as common energy reference, the difference 
between this level and the bottom of the CB is the electron affinity εEA. In the three heterojunctions, a 
spike is formed in the CB or in the VB, because of the abruptness of the change in εEA. This kind of 
feature, which introduces a well followed by a barrier for the carriers, is in many cases unwanted, and 
can be avoided when it is possible to realize compositionally graded heterojunctions, a typical example 
being the system GaAs-AlxGa1-xAs where the x value is varied continuously, distributing the variation of 
εEA over the appropriate length, typically tens on nanometers. 
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Figure A1.15 a) types of band alignment in heterojunctions; b) homojunction; c-e) type I heterojunctions; Vbi is 
the built-in potential, ε0 the vacuum potential and εEA the electron affinity. 

a) 

b) 

c) 

d) 

e) 
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A1.7.4 Band structure of III-V Zincblende semiconductors 

The energy bands have as domain the first BZ in the k-space and would need four dimensions to be 
represented, but for practical reasons they are normally drawn taking cuts along certain high-symmetry 
lines in the first BZ. In general, the center of the first BZ is called Γ, and other Greek letters are used to 
indicate lines inside the BZ, while roman letters are used for points and lines on the surface of the BZ. 
For the face centered cubic direct lattice (to which corresponds a body centered cubic reciprocal lattice) 
the points and lines are indicated in Fig. A1.16a. The directions10 correspond to those of the lattice 
according to: 

 <100>  line Γ-X (Δ)  <110>  line Γ-K (Σ)  <111>  line Γ-L (Λ)  

Figure A1.16b is a representation of the energy band structure of GaAs [166], where only the four bands 
adjacent or very near the band gap are drawn. These bands can be approximately considered as derived 
from the s and p valence atomic orbitals, as described in the previous section. There is a single 
conduction band with 3 relative minima in L, Γ and X, of which Γ is the absolute minimum, and two 
valence bands, degenerate in their single maximum, corresponding again to Γ. Based on the effective 
mass (inversely related to the curvature of the band) the VBs are called heavy hole (HH) and light hole 
(LH) bands. The density of states is proportional to the effective mass: that of the HH band is 
significantly higher than that of the LH band (e.g. 0.55m0 vs 0.083m0 in GaAs), which implies that, even 
near the degeneration point Γ, the HH band has a much higher carrier population. It should be added 
that, when the material is strained, the HH-LH degeneration is removed: a compressive strain shifts the 
HH maximum above the LH maximum and vice-versa a tensile strain shifts the LH maximum above the 
HH maximum. The correspondence of CB minimum and VB maximum in Γ makes of GaAs a direct band 
gap semiconductor. 

The fourth band, called split-off band (SO), is similar in shape to the HH and LH bands, but has lower 
energy and is not so easily populated by holes as the others. The SO band would be degenerate with HH 
and LH in Γ in absence of spin-orbit interaction11: this interaction is stronger for compounds with heavy 
atoms, so for example the separation in Γ is 0.09 eV for GaP, 0.34 eV for GaAs and 0.87 eV for InSb.  

The CB and the SO bands have spherical symmetry in Γ, while the LH and especially the HH bands are 
anisotropic, as can be seen comparing the <111> and <100> profiles. Moreover, it can be seen that the Γ 
point is unique, while there are 8 L and 6 X points in the BZ. 

The other III-V compounds with Zincblende structure (binaries and higher order compounds) have 
band structures qualitatively very similar to that of GaAs (shifted of course to different energy values). 
An important difference that can arise is related to the relative energy of X, Γ and L valleys in the CB. In 
some compounds, including the binaries AlP, GaP, AlAs and AlSb, the X valley becomes the absolute 
minimum. More rarely, this can happen for the L valley. The maximum of the VB is in all cases fixed in Γ, 
and the compounds with CB absolute minima in X or L are indirect band gap semiconductors. 

The effect of increasing the pressure is to increase the bandgap, approximately by 0.01-0.02 meV bar-1 
for all the III-V Zincblende compounds [1]: this effect is due to the reduction in the lattice parameter.  

The effect of an increase in temperature is to reduce the bandgap, approximately 0.3-0.5 meV K-1 (near 
room temperature) for all the III-V Zincblende compounds: this is partially due to the increase in the 
lattice parameter caused by thermal expansion, and partially to electron-phonon interactions [1]. 

The effect of doping is to reduce the bandgap; for GaAs, the narrowing is approximately given by [5]: 

∆𝜀𝑔𝑎𝑝 = −6.6 × 10
−5 ∙ √𝑁𝐷

3  (for n-doping)  ∆𝜀𝑔𝑎𝑝 = −2.4 × 10
−5 ∙ √𝑁𝐴

3  (for p doping) 

where the bandgap variation is in meV, and the doping concentration in cm-3. 

                                                             

10 In a cubic lattice the direction of direct and reciprocal lattice are the same. 

11 HH, LH and SO bands are generated from the p atomic orbitals, which have non-zero angular momentum. 
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Figure A1.16 a) first Brillouin zone of fcc lattice with indication of lattice directions and symmetry points and 
lines; b) energy band structure of GaAs represented along high-symmetry lines, the area around direct bandgap is 
zoomed-in to the right. 

Figure A1.16 a) first Brillouin zone of fcc lattice with indication of lattice directions and symmetry points and 

a) 

b) 
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Figure A1.17 represents the bandgap energy and the lattice parameter of several III-V compounds. The 
position of the binary compounds is indicated by points, while the lines connecting the binary points 
represent the ternary compounds (the composition of a ternary is univocally determined by its lattice 
parameter from Eq. E A1.1). The ternary lines are continuous for direct bandgap and dashed for indirect 
bandgap semiconductors. For example, the shift from direct to indirect along the line connecting GaAs 
with AlAs corresponds to the variation of the relative position of Γ and X valleys, which has been 
already shown in Fig. A1.5. Quaternary compounds are not explicitly represented; their possible 
positions in the diagram span the area defined by the corresponding three or four ternary lines. The 
lattice constant corresponding to a specific composition can be easily evaluated from linear 
interpolation of the binary values (section A1.4) while the bandgap requires quadratic terms in the 
interpolation and comparison of X, Γ and L values. 
In order to avoid the detrimental effects of lattice relaxation, Zincblende multilayer epitaxial structures 
for optoelectronics applications are usually realized using compounds having lattice constants not too 
far from that of the substrate12. Available commercial substrates are – for technological reasons – 
limited to the six binary compounds of In and Ga, and the fabricated devices are often divided 
accordingly into groups, e.g. InP-based, GaAs-based etc. Nonetheless, use of multinary alloys leaves 
considerable space for “engineering” the bandgap and other properties of the materials maintaining an 
acceptable lattice mismatch with the substrate. 

 
Figure A1.17. Room-temperature bandgap energy of Zincblende III-V semiconductors plotted vs lattice constant. 
Empty circles indicate the binaries, full circles indicate selected ternaries (lattice-matched with GaAs or InP). 
Lines indicate ternary compounds, continuous lines are used for direct bandgap and dashed for indirect. Data 
from [167, 168]. 

                     
12 This is not the case for nitride (Wurtzite) compounds, where high dislocation densities are comparatively less 
detrimental to the optoelectronic properties and lattice-matched substrate not easily available. 
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Band alignment parameters are less well known than bandgap values: approximate values based on the 
assumption of transitivity and not taking into account the effect of strain are plotted in Fig. A1.18. 

 
Figure A1.18 Room-temperature conduction-band edge energy (circles) and valence-band edge energy (squares) 
plotted vs the lattice constant: the energy values are aligned based on the transitivity property, and are evaluated 
for unstrained materials. Lines indicate ternary compounds, and in the CB are continuous for Γ and dashed for X 
or L valleys; data combined from [168, 169]. 
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A1.8 Carrier transport [2, 146, 165] 

A1.8.1 Semiclassical equations of motion – effective mass 

Within the framework of the semiclassical model of electron dynamics, electrons and holes are 
described as wave-packets, behaving as classical particles having “momentum” ħk and moving within a 
band under externally applied electric and magnetic fields13 according to the equations: 

�̇� =
1

ℏ
∇𝒌𝜀𝑛(𝒌)  E A1.12a 

ℏ�̇� = −𝑒[𝑬(𝒓, 𝑡) + �̇� × 𝑩(𝒓, 𝑡)] E A1.12b 

where E is the electric field, B the magnetic field and k is limited to the first Brillouin zone. 

Equations E A1.12 correspond to classical Hamilton equations of motion, εn being the sum of kinetic and 
potential energy of the electron in the band n. The k-gradient of the energy (or the slope in one 
dimension) gives the particle real-space velocity, and the crystal momentum evolves in time under the 
external forces as a classical momentum. There are the following remarkable differences from the 
classical case: 

 the classical relation between velocity and momentum (velocity proportional to momentum 
through a constant mass value) does not hold for crystal momentum; 

 E A1.12b holds for the positive “particles” (holes) without change in the sign: the unoccupied 
states evolve in time as occupied states; 

 when the external forces bring the crystal momentum beyond the edge of the BZ, the crystal 
momentum re-enters the BZ from the opposite side (Umklapp process) while the corresponding 
difference is transferred as real momentum to the crystal. 

As long as the bands have an approximately parabolic shape in k-space, the CB with positive curvature 
and the VB with negative curvature, electrons in the CB and holes in the VB behave as classical particles. 
Qualitatively, this can be understood considering that for values of k near the center of the BZ the 
plane-wave part of the Bloch wavefunction is far from diffraction conditions, while when k approaches 
the BZ edge, the interaction becomes stronger because the BZ terminates on Bragg planes. 

 

Requiring that – in analogy to a classical free particle – the force equals the product of a “mass” times 
acceleration, a quantity called effective mass is introduced from the equations of motion: this is not a 
scalar constant like the classical mass, but a function of n and k and in general a tensor M defined by: 

[𝑴−1]𝑖𝑗 =
1

ℏ2
∙
𝜕2𝜀𝑛(𝑘)

𝜕𝑘𝑖𝑘𝑗
 E A1.13a 

In the special case of spherical symmetry of the energy band in k-space, which can occur near a band 
minimum or maximum (e.g. in Γ for the CB), the effective mass is reduced to a simple scalar quantity: 

𝑚∗ = ℏ2 (
𝜕2𝜀𝑛(𝑘)

𝜕𝑘2
)

−1

 E A1.13b 

Equations E A1.13 show that the effective mass is proportional to band curvature; conventionally, the 
effective mass is expressed as a positive value, changing its sign in case of negative curvature of the 
band. Although introduced to describe dynamic properties, the effective mass can be put in relation 
with the density of states through the relation between density of states and energy as in E A1.10. 

                                                             

13 To allow a description in terms of wave-packets, the wavelength of the applied field must be much larger than 
the lattice parameter; moreover, since the model does not include interband transitions, any applied 
electromagnetic field frequency ν must be such that hν < εgap, and the amplitude of the applied fields cannot be too 
large [146]. 
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The effective mass is actually used in connection with the calculation of several physical quantities, 
especially near some band relative minimum or maximum; when it is a scalar, the form of the related 
expressions becomes particularly simple. In the case of anisotropic maxima or minima this wouldn’t be 
possible, but “purpose-built” scalar effective masses can be introduced, defining them ad-hoc in order to 
preserve this formal simplicity (actually transferring the complexity inside the mass definition). This 
leads to the definition of different types of effective mass: an example is the density of states effective 
mass, as that used to calculate the density of states in E A1.10, another is the mobility effective mass, 
(used later in equations E A1.18). 

 

A1.8.2 Intraband scattering and relaxation time 

The actual description of carrier dynamics requires taking into account the fact that they are subject to 
elastic and inelastic scattering, due to defects and imperfections of the lattice, and to interaction with 
lattice vibrations (or “phonons”). 

In a quantum-mechanic description, lattice vibrations are described in terms of phonons: these are the 
elementary quanta of the normal vibrational modes of the crystal, characterized by a wavevector k 
belonging to the first BZ and an angular frequency ωs(k), with the branch index s playing a role similar 
to the electron band index n; similarly to the case of the electrons, they possess a well-defined energy 
(ħω) and a crystal momentum ħk, but they are bosons (not subject to Pauli principle) and multiple 
phonons can coexist with the same k and ω. Their energies are comparatively small, ranging for 
example from ≈0 to 36 meV in GaAs. When the atoms of the Bravais lattice base oscillate in phase they 
are called acoustic phonons, otherwise they are called optical phonons. They are further classified as 
transverse or longitudinal, based on their relative polarization and propagation directions. 

Between two scattering events the carriers move according to equations E A1.12, while a scattering 
event changes their momentum, according to its own proper mechanism. A scattering process can be 
described as a transition of the carrier from an initially occupied state to an initially unoccupied state: 
in general, a scattering event can be associated to an intraband or an interband transition, but the 
semiclassical model of electron dynamics deals only with the first case. When only Bloch particles 
(electrons, phonons) are involved in a scattering process, their total crystal momentum must be 
conserved. 

The semiclassical approach to combine scattering and equations of motion is to make use of 
Boltzmann’s transport equation E A1.14 (below), which describes the evolution of a non-equilibrium 
carrier distribution function f(r,k,t) in the r-k phase-space. It can be understood in the following way: 
instead of a particle, the equation describes a fluid parcel, i.e. an infinitesimal volume element drdk of 
the phase-space identifiable throughout its dynamic history, which contains f(r,k,t)drdk carriers at the 
time t; the  parcel moves according to the equations of motion, but its content is not constant and can 
increase or decrease as consequence of the scattering process. 

𝑑𝑓

𝑑𝑡
=
𝜕𝑓

𝜕𝑡
+ �̇� ∙ ∇𝒓𝑓 + 𝑭 ∙ ∇𝒌𝑓 = (

𝜕𝑓

𝜕𝑡
)
𝑠𝑐𝑎𝑡𝑡

 E A1.14 

Here F represents the external electrical and magnetic forces as in E A1.12b. The equation describes the 
effects of a concentration gradient of the carriers through the diffusion term: �̇� ∙ ∇𝒓𝑓. 

To make the scattering term explicit, several level of approximation are possible, the simplest being the 
assumption that a given scattering process has the effect of restoring locally the thermodynamic 
equilibrium, and that the scattering probability per unit time (or scattering frequency) is 1/τ; the 
parameter τ is called relaxation time and the simplified model relaxation-time approximation. The 
scattering term in E A1.14 becomes then: 

(
𝜕𝑓

𝜕𝑡
)
𝑠𝑐𝑎𝑡𝑡

=
𝑓𝑒𝑞(𝒌) − 𝑓(𝒓, 𝒌, 𝑡)

𝜏
 E A1.15 
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where the equilibrium distribution feq is the Fermi distribution expressed as a function of k and the 
non-equilibrium distribution f is obtained as solution of E A1.14. Within the model, the scattering 
process is completely defined by its relaxation time. Typical values of the relaxation time are in the 
picosecond range. In case of several independent scattering mechanisms, the total relaxation time is 
given by Matthiessen’s rule: 

1

𝜏𝑡𝑜𝑡
=∑

1

𝜏𝑖
 

E A1.16 

 

Based on the Boltzmann equation and the relaxation-time approximation, in absence of applied 
magnetic fields, the current densities for holes and electrons are described by the drift-diffusion 
equations (given here in one dimension): 

𝑗𝑒 = −𝑒 (−𝜇𝑒𝑛𝐸 − 𝐷𝑒
𝑑𝑛

𝑑𝑥
) for electrons; 𝑗ℎ = 𝑒 (𝜇ℎ𝑝𝐸 − 𝐷ℎ

𝑑𝑝

𝑑𝑥
) for holes E A1.17 

where e is the elementary charge, E is the electric field amplitude, 𝜇𝑒,ℎ the mobility and 𝐷𝑒,ℎ  the 
diffusion coefficient for electrons or holes; the product µE is the drift velocity (average velocity of the 
carrier under an applied electric field). 

 

Assuming a scalar value for the effective mass, μ and D are related to the relaxation time by: 

𝜇𝑒,ℎ =
𝜏𝑒

𝑚𝑒,ℎ
∗  E A1.18a 

𝐷𝑒,ℎ =
𝜏𝑘𝐵𝑇

𝑚𝑒,ℎ
∗  E A1.18b 

Note that the effective mass is here the mobility effective mass. Both mobility and diffusion coefficient 
are directly proportional to the relaxation time and inversely proportional to the effective mass. 
Matthiessen’s rule can be transferred to mobility or diffusion coefficient values. 

 

The phonon scattering relaxation is usually divided in three separate contributions according to the 
specific electron-phonon interaction, which in turn is related to the kind of lattice perturbation caused 
by phonons: deformation potential interaction (due to both acoustic and optical phonons), piezoelectric 
interaction (due to acoustic phonons) and polar - or Fröhlich - interaction (due to optical phonons) [2]. 
The deformation potential contribution is present in any crystal structure, the piezoelectric 
contribution is present only in non-centrosymmetric crystals and the polar contribution is present only 
in crystals with polar bonds (all conditions are satisfied in III-V semiconductors). The corresponding 
relaxation times are strongly temperature-dependent and decrease with increasing temperature.  

Conversely, the relaxation time of impurity scattering increases with increasing temperature. As it can 
be expected, it decreases with increasing impurity concentration; moreover, ionized impurities are 
much more effective than neutral impurities as scattering centers because of the longer-range 
interactions. 

The overall result is that ionized impurity scattering dominates up to a certain temperature - dependent 
on the impurity concentration - beyond which phonon scattering prevails. The case of GaAs, for 
different temperatures and impurity concentrations, is shown in Fig. A1.18 in terms of mobility. 
Estimate of the corresponding electron relaxation time at 300K from the mobility values through 
E A1.18a gives τ ≈ 0.3 ps for high-purity GaAs and τ ≈ 0.04 ps at high n-doping. For holes, the τ values 
are approximately reduced by a factor of 4; the ratio of electron and hole mobility is larger than 4 
because of the different effective masses. 
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The influence of the random perturbation of the lattice due to the compresence of different species in 
each sublattice (alloy scattering) has already been shown in Fig. A1.5 for the case of AlGaAs: 
intermediate compositions cause more scattering and correspond to lower mobility values. Besides, at 
high Al content the CB minimum shifts from the Γ point to the X point of the first BZ (section A1.7.2) 
with the consequence that the CB electrons populate the region around the X minimum, which has a 
higher effective mass value, leading to a lower mobility. 

 

Fig. A1.18 a) Calculated contributions to electron mobility and combined values for low-doped (5×1013 cm-3) n-
GaAs at different temperatures; b) the same at 300K and for different doping concentration; c) experimental 
electron mobility of n-GaAs at 300K; d) experimental hole mobility of p-GaAs at 300K. Values from [170-172] 

b) b)a) 

c) d) 
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A1.9 Interband transitions 

A1.9.1 Carrier populations away from equilibrium 

Transition of electrons from the VB to the CB with generation of an electron-hole pair and the inverse 
recombination process can occur with different mechanisms. The generation process requires the 
absorption of an energy corresponding at least to the bandgap energy, which can be supplied for 
example by a photon (radiative transition), by phonons, or by other carriers; the recombination process 
requires the emission of energy by the same means. Along with the conservation of total energy, the 
total momentum must be conserved. 

Although these processes can happen at thermodynamic equilibrium, most cases of interest are those 
when the system is subject to an external perturbation, and the population distribution of the carriers 
in the bands differs from the equilibrium values by an excess density of carriers Δp, Δn. The external 
perturbation can supply the energy for the pair generation, or consist in a direct injection of electrons 
and holes. In general the excess carrier densities can be functions of position and time, and their local 
values at a given position r and time t can be different, i.e. Δp(r,t) ≠ Δn(r,t). 

When the intraband relaxation is fast in comparison to the interband recombination, and when the 
system can be considered in steady-state with respect to the external perturbation14, it is possible to 
assume that the carriers are in thermodynamic equilibrium within each band, and describe separately 
the populations of the VB and CB with Fermi-Dirac distribution functions, substituting the Fermi level εF 
(E A1.7-A1.9) with an appropriate quasi-Fermi level εFV for the VB and εFC for the CB. The quasi-Fermi 
levels are determined by the steady-state non-equilibrium carrier density distributions in the bands, 
which in turn are determined by the generation, injection and recombination rates. 

Under steady-state, non-equilibrium conditions, the law of mass action, E A1.11 is not more valid; the 
product of n and p (in the non-degenerate case) becomes: 

𝑛 ∙ 𝑝 = 𝑛𝑖
2 ∙ 𝑒(𝜀𝐹𝐶−𝜀𝐹𝑉) 𝑘𝐵𝑇⁄  E A1.19 

Analogous to the relaxation time used to describe intraband transitions from local non-equilibrium to 
local equilibrium in the carrier distribution, a lifetime τ is used to describe the kinetic of interband 
electron-hole recombination. In this contest, τ can be defined in different non-equivalent ways [173], in 
particular:  

 as the ratio of the excess carrier density to the net recombination rate 𝑅𝑛𝑒𝑡15, expressed for electrons 
by: 

𝜏 = −Δ𝑛 (𝑑Δ𝑛 𝑑𝑡⁄ )⁄ = Δ𝑛 𝑅𝑛𝑒𝑡⁄          E A1.20a 

 as the ratio of the carrier density to the recombination rate R, expressed for electrons by: 

 𝜏 = −𝑛 (𝑑𝑛 𝑑𝑡⁄ )⁄ = 𝑛/𝑅         E A1.20b 

The first definition is most commonly applied in relation to the experimental determination of lifetime 
based on population decay, and implies the reversibility of the process. The second, which is applicable 
even to irreversible decays, corresponds to the average time a carrier spends in the CB, before being 
captured by a trap or recombining, and is sometimes referred to as capture lifetime. 

Independently of definition used, since the carrier recombination processes are never properly 
monomolecular, τ must be generally concentration-dependent, and consequently time-dependent in 
non-steady state condition. 

                                                             

14 In other words, the carrier populations must adjust to variations of the external perturbation on a timescale 
shorter than the timescale of the effects one wants to describe in terms of local equilibrium within each band; 
another common assumption is that carriers and lattice are in thermal equilibrium and a unique temperature can 
be defined. 

15 The net (or excess) recombination rate is the recombination rate minus the equilibrium recombination rate. 
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The lifetime can be measured with pump-and-probe techniques, using a level of excitation that brings 
both the hole and electron densities far beyond their equilibrium values, so that n ≈ Δn, p ≈ Δp (high-
level excitation): in this case, once the excitation source is switched off, the two above definitions of 
lifetime become practically equivalent (until the population approaches the equilibrium values).  

Similarly, in the case of a doped semiconductor, if the excitation brings the minority carrier density far 
beyond the equilibrium value but still well below the equilibrium majority carrier density (low-level 
excitation), the two definitions become equivalent for the minority carrier.  

The latter condition is more favorable to execute a lifetime measure, because the minority carrier 
population is expected to follow a simple exponential decay, as in a really monomolecular process, and 
the corresponding lifetime is called minority carrier lifetime (although the excess electron and hole 
populations decay always in the same way). Nonetheless, the recombination rates at high excitation 
levels can be more important for the operation of optoelectronic devices, in particular with regard to 
the active zone of laser diodes. 

 

A1.9.2 Non-radiative recombination at deep centers (SRH) 

Interband non-radiative recombination with emission of multiple phonons can satisfy energy and 
crystal momentum conservation; the reverse mechanism is the thermal generation of electron-hole 
pairs. Nonetheless, theoretical considerations lead to the conclusion that, when only Bloch particles are 
involved in a single event (electron, hole and phonons), the transition probability decreases with the 
number of phonons: the probability of multiphonon transitions is very low. While for intraband 
electron-phonon scattering it is sufficient that only one phonon is involved, for interband transitions 
tens of phonons would be required (e.g. at least 40 phonons are needed to reach the bandgap energy of 
GaAs). Experimentally, it is known that lattice defects associated with deep levels can efficiently capture 
the carriers and strongly promote the non-radiative recombination. The reasons behind this behavior 
are still object of active theoretical study. A partial explanation is simply that the number of phonons 
involved in the carrier capture at the defect is smaller than that necessary for the band-to-band 
transition. Another is that, compared to a recombination process involving only Bloch particles, where 
crystal momentum conservation is required, the involvement of a deep trap relaxes this constraint 
because momentum can be exchanged with the defect. According to the multi-phonon emission model 
[174], a local vibrational relaxation (atomic displacement) occurring on a picosecond scale as the 
carrier is captured, should be responsible of dramatically increasing the probability of multi-phonon 
emission. Another hypothesis, the possible existence of a “ladder” of closely-spaced electronic excited 
states associated to the deep defects allowing capture via cascade of single-phonon emissions, was once 
considered another viable explanation but has not found experimental or theoretical confirmation. 

 

In the Shockley-Read-Hall (SRH) model [175] the recombination is described as a sequence of an 
electron (hole) capture by a deep trap, followed by a hole (electron) capture. The traps are supposed to 
have only two possible occupation states, differing by 1 elementary charge. According to the model, 
under steady-state conditions (carrier and trapped populations are described by three quasi-Fermi 
levels and the net rates of capture are identical for electrons and holes) the net recombination rate in 
presence of trap levels at the energy t within the bandgap is given by: 

𝑅𝑆𝑅𝐻 =
𝑝 ∙ 𝑛 − 𝑛𝑖

2

𝜏𝑝0(𝑛 + 𝑛1) + 𝜏𝑛0(𝑝 + 𝑝1)
 E A1.21a 

where n1, p1 are the electron density and hole densities, as can be calculated from E A1.9, substituting 
the Fermi level F with the trap energy level t, and τn0, τp0 are the electron and hole SRH minority 
carrier lifetimes16. The equation assumes non-degenerate doping. An interesting point is that, if the trap 

                                                             

16 Meaning that they are the minority carrier lifetimes in absence of any other recombination mechanism. 
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level is close to either band edge, then either n1 or p1 will become large, reducing the recombination 
rate: in other words, deep traps are expected to be more efficient than shallow traps in promoting the 
recombination. 

The SRH minority carrier lifetimes can be expressed as: 

 𝜏𝑛0
−1 = 𝑁𝑡𝜎𝑛𝑣𝑛 and 𝜏𝑝0

−1 = 𝑁𝑡𝜎𝑝𝑣𝑝      E A1.21b 

where 𝜎𝑝,𝑛 is the carrier capture cross-section, 𝑣𝑝,𝑛 = √3𝑘𝐵𝑇/𝑚ℎ,𝑒
∗  is the root mean square thermal 

velocity of the carrier and 𝑁𝑡 the trap concentration. The SRH model itself includes no prescription to 
calculate the capture cross-sections; experimentally, what can usually be measured are the lifetimes 
(although the compresence of radiative and Auger recombination makes the evaluation of the SRH 
lifetimes rather difficult).  

In the limit of low-level excitation, equation E A1.21a can be simplified into: 

𝑅𝑆𝑅𝐻 =
Δ𝑛

𝜏𝑛0
 for p-type doping; 𝑅𝑆𝑅𝐻 =

Δp

𝜏𝑝0
 for n-type doping E A1.21c 

One can see that at low-level excitation, the rate is dominated by the minority carrier lifetime.  

In the limit of high excitation: n >> ni, n1; p>>pi, p1; n ≈ p and equation E A1.21a can be simplified into: 

𝑅𝑆𝑅𝐻 =
𝑛

𝜏𝑝0 + 𝜏𝑛0
=

𝑛

𝜏ℎ𝑖𝑔ℎ
= 𝐴𝑛 E A1.21d 

Equation E A1.21d indicates that at high-level excitation the SRH recombination rate must be smaller 
than at low-level excitation, and if τn0 and τp0 are very different, than the longest lifetime will prevail. 
For a given trap, the minority lifetimes can actually be very different, in particular because of the impact 
on capture cross section of the charge state [176]. Considering for example a neutral trap that captures 
a hole (cross-section p) becoming positively charged, and subsequently captures an electron (cross-
section n): one can expect n >> p and consequently τn0 << τp0; while at low-level excitation the 
lifetime would be the short τn0, at high-level excitation the lifetime would become the large τp0. 

When several trap defects are simultaneously present, the recombination rate can be taken as the sum 
of the individual rates, and the lifetime follows Matthiessen’s rule (and the shortest lifetime prevails). 

To provide a quantitative example: values of the SRH recombination lifetimes for a MOVPE-grown Zn-
doped GaAs (at different Zn-doping concentrations) have been evaluated in ref. [177]: al low-level 
excitation, τn0 was in the range 5-10 ns, while at high-level excitation 1/A = τp0+ τn0 was in the range 
500-1000 ns. In GaAs, the carrier thermal velocity at room T is ≈ 107 cm/s, the deep-level capture cross 
sections can be as large as 10-14 cm2 for ionized traps and orders of magnitude smaller for neutral traps. 
Hypothesizing a deep-traps concentration of 1015 cm-3 with cross-section 10-14 cm2 for the minority 
carriers and 10-16 cm2 for the majority carriers, the SRH minority carrier lifetime would be 10 ns and 
the high-level excitation lifetime 1000 ns, in line with the experimental results. 

Note that the lifetimes in E A1.21b depend on T because both the carrier velocity and the capture cross-
sections are functions of T; empirical power laws are often used to describe this dependence, of the 
form τ∝Tm with m≈-2.5. 

Finally, it must be specified that the SRH model assumes that the relaxation time of the deep traps is 
negligible: at high excitation this hypothesis might become weak, and trap-saturation effect might 
become significant, increasing the lifetime. 

 

A1.9.3 Surface and interface recombination 

At the semiconductor surface, and to some extent at the interface between two layers of different 
composition, there is usually a comparatively high concentration of deep levels, which cause non-
radiative recombination. The non-radiative recombination rate in a thin slab near the surface can be 
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described in terms of the SRH model using equations E A1.21a and E A1.21b, where the carrier density 
values n, p and the energy differences t - CB, VB - t (contained in n1, p1) are all taken in a thin slab near 
the surface [178, 179]. It is though more convenient to formulate a rate expression independent from 
the choice of slab thickness, and make use of a surface net recombination rate USRH (which has the 
dimensions of a flux, cm-2s-1) substituting the trap concentration 𝑁𝑡 with a trap area-concentration 𝑁𝑡𝑎 
(dimensions cm-2): 

𝑈𝑆𝑅𝐻 =
𝑝𝑠 ∙ 𝑛𝑠 − 𝑛𝑖

2

𝑆𝑝0
−1(𝑛𝑠 + 𝑛1) + 𝑆𝑛0

−1(𝑝𝑠 + 𝑝1)
 E A1.22a 

where ns, ps are the carrier densities at the surface and Sp0, Sn0 are the minority carrier surface 
recombination velocities:  

𝑆𝑛0 = 𝑁𝑡𝑎𝜎𝑛𝑣𝑛  and 𝑆𝑝0 = 𝑁𝑡𝑎𝜎𝑝𝑣𝑝        E A1.22b 
Figure A1.19 shows simulated values of carrier profiles near the surface of a p-doped semiconductor 
under steady-state low-level and high-level excitation [167] using values that are approximately 
representative of GaAs. Some simplified assumptions have been used: the excitation produces a 
spatially uniform carrier generation, there are only diffusion currents (no drift) and local charge 
neutrality is maintained. The effect of increasing the surface recombination velocity (dashed vs 
continuous lines) is to make the carrier density gradient near the surface steeper, while decreasing the 
bulk lifetime at constant excitation rate (dotted vs continuous lines) shifts downwards the carrier 
populations; the longest bulk lifetime is estimated assuming only radiative recombination, while the 
shortest assumes an the compresence of an equivalent SRH recombination process. 
While the effect of surface recombination rate is negligible in the bulk, it can become extremely 
important near the surface/interface and of course in the case of thin layers. 

 

Figure A1.19 Simulated carrier concentration profiles for a p-doped semiconductor (Np=5×1017 cm-3) within 5 µm 
from the surface in x=0: a) under low-level excitation; b) under high-level excitation. The dotted lines represent 
the effect of a reduction of the bulk lifetime, and the dashed lines the effect of an increase of the surface 
recombination rate, the red lines represent the hole density and the blue lines the electron density. 

The values of surface recombination velocity at a cleaved or etched semiconductor surface can be quite 
high, as those used in the above simulation, up to 1×107 cm/s at room T. On the facets of laser devices - 
where high non-radiative recombination is highly unwanted for reliability reasons - they are reduced 
by order of magnitudes with appropriate “passivating” coatings. At the heterostructure interfaces, the 
surface recombination velocities are usually much smaller, rather in the 10-103 cm/s range, unless high 
contamination or significant lattice misfit are present. 

a) b) 
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A1.9.4 Auger [58] 

A second fundamental non-radiative recombination mechanism is the Auger, where the excess energy 
stemming from the electron-hole recombination is released exciting a second electron to a high-energy 
state within the CB (eeh), or a second hole to a high-energy state within the VB (hhe). The carrier can 
even be excited in another band of the same type: in the case of III-V semiconductors there could be 
several possibilities for this, but it turns out in the analysis that only two are significant, the scattering 
from HH to SO, and that from HH to LH.  
With a slight change of perspective, the Auger recombination can be seen as a collision between two 
electrons in the CB that scatters one of them to a higher energy in the same band and the other to a 
lower energy in the VB; a similar definition can be used for hole-hole collisions in the HH band, with 
scattering of one hole in the valence bands and one in the CB. 
The above Auger mechanism is called “direct” or “purely collisional”. The reverse mechanism – 
generation of electron-hole pair by a highly excited carrier - is sometimes called impact ionization, 
especially when high electric fields are applied to generate the high-energy carriers. 
In direct Auger, energy and crystal momentum conservation are required. The shapes, the separation of 
the bands, and the fact that only the regions near the bandgap are populated by carriers, limit strongly 
the possibilities of satisfying these constraints, and only three types of transitions are relevant in III-V 
Zincblende semiconductors: they are indicated as CCCH, CHHL and CHHS and are illustrated in Fig. 
A1.20a; the letters in the acronyms refer to CB, HH, LH and SO bands. It can be seen that the electron-
hole recombination cannot be vertical (in k-space) because crystal momentum conservation would not 
be possible: consequently, the recombination energy rec must always be higher than the bandgap 
energy gap. 

 
Figure A1.20 Auger recombination: a) the 3 possible direct recombinations in III-V Zincblende semiconductors; b) 
example of phonon-assisted Auger recombination. Shaded areas indicate the part of the bands occupied by 
carriers, arrows indicate electron displacements in (, k) space, the high-energy states involved in each transition 
are indicated by empty green circles. 

For a transition allowed by energy and momentum conservation, the transition probability is 
proportional to the probability Pi→f that the four involved states have simultaneously the correct 

a) b) a)
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occupation. At room temperature, the high-energy state can be considered always empty, which 
reduces the problem to three states. Expressing Pi→f in terms of the carrier distribution functions in the 
non-degenerate case approximation (E A1.9 with quasi-Fermi levels), Pi→f results proportional to n2p 
for the eeh process and to p2n for hhe processes.  

In the same approximation, it can be proved that Pi→f is proportional to exp(gap-high)/kBT, with high 
being the energy of the high-energy state relative to the band edge (indicated in Fig. A1.20a for the 
CCHL transition). Since high ≥ rec > gap, the argument of the exponential is always negative and the 
transition probability Pi→f increases exponentially with increasing T. The dependence of Pi→f on gap 
depends on the shape of the bands: in the parabolic approximation it decreases exponentially with 
increasing gap. 

For large bandgaps, the Auger recombination does not simply disappear, because an otherwise less 
favorable 4-particles phonon-assisted Auger mechanism (Fig. A1.20b) becomes dominant [180]. The 
absorption or emission of a phonon provides an extra degree of freedom for crystal momentum 
conservation and makes the task of finding appropriate states in the bands much easier. 

Based on the previous considerations17, the net Auger recombination rate is usually expressed as: 

𝑅𝐴𝑢𝑔𝑒𝑟 = 𝐶𝑝(𝑛𝑝
2 − 𝑛0𝑝0

2) + 𝐶𝑛(𝑛
2𝑝 − 𝑛0

2𝑝0) E A1.23a 

where n0, p0 are the equilibrium carrier densities and Cp, Cn recombination coefficients for the hhe and 
eeh processes respectively. 

 

In the limit of high excitation p ≈ n >> n0, p0, and E A1.23a simplifies into: 

𝑅𝐴𝑢𝑔𝑒𝑟 = (𝐶𝑝 + 𝐶𝑛)𝑛
3 = 𝐶𝑛3 E A1.23b 

 

In Zincblende III-V semiconductors at room temperature, the values of the coefficient C are in the range 
10-25-10-31 cm6s-1, for example [58, 181-183]:  

InSb (εgap = 0.17eV) C ≈ 7×10-26 cm6s-1 

InGaAsP (εgap = 0.8eV) C ≈ 8×10-29 cm6s-1 

GaAs (εgap = 1.43eV) C ≈ 7×10-30 cm6s-1 

GaP (εgap = 2.27eV) C ≈ 1×10-30 cm6s-1 

By comparison of SRH and Auger recombinations, it can be seen that the former can be expected to be 
the dominant non-radiative recombination process at low injection levels, and the latter at high 
injection levels – a condition that as already remarked is particularly relevant in the case of the active 
zone of laser devices.  

 

 

 

 

 

                                                             

17 More exhaustive treatments of Auger recombination make use of the time-dependent perturbation theory, to 
the first order for direct and to the second order for phonon–assisted processes, and more realistic assumptions 
concerning the carrier population distribution and the shape of the bands [180, 184]. 
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A1.9.5 Interband radiative transitions 

Absorption of a photon of energy hν ≥ εgap can promote an electron from a state in the VB to an 
unoccupied state in the CB - or in terms of carriers, absorption of a photon can create an electron-hole 
pair. The inverse process, electron transition from the CB to an empty state in the CB (or electron-hole 
recombination) can happen according to two different mechanisms: spontaneous emission or 
stimulated emission. In the first case the photon is emitted with random phase, polarization and 
direction, while in the second case the emitted photon has the same phase, polarization, direction and 
frequency of the stimulating radiation. 
Interband transitions between the VB and the CB involve photons with energy hν comparable to the 
bandgap energy (in the eV range), and momentum conservation implies that only vertical transitions 
are allowed, i.e. between states with (almost) the same value of k (k-selection rule). The reason is that 
the photon momentum ħkp is very small in comparison to the range of possible values of crystal 
momentum ħk: the vacuum photon momentum module is |ħkp|=hν/c=h/λ, and assuming λ ≈ 1 µm, |kp| 
is of the order of 0.01 nm-1, to be compared with a value of |k| on the first BZ surface of the order of 
10 nm-1. Non-vertical interband transitions involving phonon absorption or emission (indirect 
transitions) are also possible, but with much lower probability: they become important in the case of 
indirect semiconductors, where vertical transitions at energies near the bandgap energy are not 
possible. Figure A1.21 illustrates photon absorption and emission processes in direct and indirect 
semiconductors. 

 
Figure A1.21 Scheme of photon absorption and emission processes, the arrows indicate the movement in ε,k 
space of the electron: a) direct semiconductor, absorption with transition of an electron from the VB to the CB and 
emission with transition of an electron from the CB to the VB; b) the same for an indirect bandgap semiconductor, 
in this case the transitions near εgap must involve either absorption or emission of a phonon. 

The CB is almost completely occupied and the VB unoccupied, consequently the absorption beyond the 
fundamental edge (hν = εgap) is not limited by the occupation of the electronic states (except in close 
proximity of εgap), and the dependence of the absorption coefficient α on energy is primarily related to 
the density of states in the two bands: the shape of α(hν) around εgap is, for direct bandgap 
semiconductors, a very steep shoulder, while for indirect bandgap semiconductors α increases with hν 
more gradually, according to the onset of successive indirect transitions involving absorption or 
emission of phonons. In the case of highly populated bands (due to degenerate doping, high carrier 
excitation or high injection) the absorption edge can shift slightly towards higher energies, because the 
band states near the CB minimum are filled and/or the states near the VB maximum are empty. The 
apparent increase of the bandgap is called Moss-Burstein effect, and is expected to be stronger for n-
doping, because of the lower density of states of the CB with respect to the VB. Since at the same time 
high doping and/or high carrier concentration cause a real narrowing of the bandgap 
(renormalization), there are two opposite effects on the absorption edge. Figure A1.22a shows the 
measured absorption coefficient of GaAs with different doping types: with respect to the low-doped 

a) b
) 
b
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sample, the high-doped profiles are shifted: in the case of n-doping, the Moss-Burstein effect prevails 
(blue-shift of the absorption edge) while in the case of p-doping the bandgap narrowing prevails (red-
shift). 

 
Figure A1.22 a) GaAs absorption coefficient at 297K for different doping types; data from [185]; b) GaAs 
luminescence at room T for different doping types (qualitative). 

It can even be seen that that, in the highly-doped samples, the absorption profile is rather broadened. In 
general, the low-energy region immediately below the bandgap (till ≈ 0.2 eV below gap for GaAs) is not 
entirely transparent, but an exponential decay of the absorption coefficient is present (Urbach tail). This 
is explained by several (and to some extent interconnected) effects including:  

 phonon-assisted interband absorption (with phonon absorption); 
 spatial fluctuations in the material composition, perturbing the states near the band edges and 

causing their energy to spread around the ideal band edge (impurities disorder and – in 
multinary compounds – alloy disorder); 

 at high doping, formation of impurity bands; 
 at high doping or high injection, bandgap narrowing due to carrier-carrier and carrier-ionized 

impurity interactions. 
 at low temperature below-bandgap transitions involving defects and excitons18 become visible; 

exciton-related transitions can be strong even at room temperature in quantum-confined 
structures. 

At even lower energies (ε < gap–0.2 eV for GaAs) phonon-assisted intraband transitions become the 
prevalent source of absorption. This effect, called free-carrier absorption, is expected to be proportional 
to the carrier density and to a power of the wavelength λm, with m in the range 1.5 to 3.5 depending on 
the scattering mechanism involved: 1.5 for acoustic phonons, 2.5 for optical phonons, 3 to 3.5 for 
ionized impurity scattering [167]. 
Spontaneous and stimulated emissions involve primarily the states near the band edges: this is due to 
the fact that intraband relaxation is normally faster (ps range) than interband recombination (ns 
range); the excited carriers relax towards their intra-band minima, and the populations reach 
equilibrium condition within the bands as discussed in section A1.9.1. Consequently, the range of 
emitted photon energies is limited on the lower side by the bandgap energy and on the higher side by 
the carrier distribution profiles: the spontaneous emission (luminescence) intensity as a function of 

                     
18 Excitons are electron-hole electrostatically bounded pairs. 

a) b) 
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energy is a broad peak, as qualitatively depicted in Fig. A1.22b. The spontaneous emission is slightly 
broadened towards energies < gap due to the same reasons listed above for absorption (not including 
the free-carrier absorption). In the case of indirect semiconductors, the rate of radiative recombination 
is low and non-radiative mechanisms are dominant, making the luminescence extremely weak. 

Approximating the spontaneous emission process with a transition between CB minimum and VB 
maximum and assuming a non-degenerate carrier distribution, it can be proved that the net 
recombination rate is proportional to the product of electron and hole densities through a bimolecular 
recombination coefficient B19: 

𝑅𝑠𝑝 = 𝐵(𝑛𝑝 − 𝑛𝑖
2) E A1.24a 

 

In the limit of high excitation p = n >> ni, and eq. E A1.24a simplifies into: 

𝑅𝑠𝑝 = 𝐵𝑛
2 E A1.24b 

 

B is in the range 10-9-10-11 cm3s-1 for direct semiconductors (and 10-13-10-15 cm3s-1 for indirect 
semiconductors, where the transition is phonon-assisted). It is ≈2×10-10 cm3s-1 for GaAs at 300K and is 
approximately ∝ T-1.5 (for bulk GaAs) [186]. The temperature dependence is related to the probability of 
finding an occupied state in the CB and an empty state in the VB with the same value of k, which is 
maximized at low temperature because the carriers accumulate towards their energy minima in Γ. 

The theoretical description of interband radiative transitions rates can be done at several levels of 
complexity; a commonly used approach relies on a classical representation of the electromagnetic field 
combined with a quantum-mechanic perturbative treatment of the electronic states, although the 
spontaneous emission specifically requires introducing the electromagnetic field quantization [2, 58]. A 
noteworthy conclusion of the theory, known as Fermi’s Golden Rule, is that the transition probabilities 
for absorption, stimulated emission and spontaneous emission are intimately connected, being in all 
three cases proportional to the joint density of states (density of CB and VB states with the same k) and 
to an integral of the form |⟨𝜑𝑛2,𝒌2|�̂�

´|𝜑𝑛1,𝒌1⟩|
2

 which represents the superposition of the stationary 
state 2 with the stationary state 1, the latter perturbed by the electromagnetic field through the 
associated operator �̂�´. 

 

 

 

 

 

 

 

 

 

 

 

 

                                                             

19 Proportionality to concentrations is strictly valid only for non-degenerate conditions. 
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A1.10 Optical properties in the transparency region 
The macroscopic description of light propagation in a lossy, optically isotropic medium, makes use of 
the complex refractive index �̃�=n+iκ. The real part n is the ratio of the speed of light in vacuum and the 
phase velocity in the medium, while the extinction coefficient κ indicates the attenuation and is related 
to the medium absorption coefficient α by α =4πκ/λ0, where λ0 is the vacuum wavelength. Using the 
complex refractive index, the electric field of a plane wave propagating in a medium can be written: 
𝑬(𝑥, 𝑡) = 𝑅𝑒[𝑬0𝑒

𝑖(�̃�𝑥−𝜔𝑡)] E A1.25 
where the complex wavenumber is: �̃� = 2𝜋(𝑛 + 𝑖𝜅)/𝜆0 
An alternative description involves the complex relative dielectric function (or complex relative 
permittivity) 𝜀̃ = 𝜀1 + 𝑖𝜀2. For non-magnetic materials �̃�2 = 𝜀̃, from which 𝜀1 = 𝑛2 − 𝜅2 and 𝜀2 = 2𝑛𝜅. 
When the complex dielectric function describes a linear response of the medium to the electric field, the 
real and imaginary parts of 𝜀̃ are linked by a Kramers-Kronig transform, which expresses 𝜀𝑖(𝜔) as an 
integral function of 𝜀𝑗(𝜔) having 0,∞ as integration limits [1, 2]; a similar relation links the real and 
imaginary parts of �̃�. This means that, for weak-enough electromagnetic waves, it is sufficient to 
determine the response of the medium in phase with the field (e.g. the extinction coefficient) to 
determine the out-of-phase response (e.g. the refractive index) or vice-versa. Moreover, it indicates that 
an effect that modifies the absorption, as the introduction of dopants, carrier injection or temperature 
change, will necessarily impact at the same time the refractive index. 
To a first approximation, the relation between the above parameters can be interpreted classically, 
modelling the interaction of the electromagnetic radiation with matter using charged-oscillator models: 
the oscillators respond to the electric field introducing a polarization in the material, with a phase lag 
that causes the slow-down of the phase velocity; the energy dissipation is represented by a damping 
term. The electric polarization P can be calculated based on the oscillator model, and the relative 
permittivity 𝜀̃ is obtained from the defining equation of the electrical displacement field D=ε0E+P 
(where ε0 is the vacuum permittivity) and assuming D=ε0𝜀̃E (applicable to linear, homogeneous, 
isotropic materials). The dependence of 𝜀̃ and �̃� from frequency that can be obtained using a Lorentz 
damped oscillator model is qualitatively shown in Fig. A1.23. 

 
Fig. A1.23 Relative complex permittivity and complex refractive index according to Lorentz’s oscillator model near 
the oscillator resonance frequency ωres. 

The experimental values of n and κ as a function of the wavelength of InP are plotted in logarithmic 
scale in Fig. A1.24a, in a very broad wavelength interval, encompassing the highly absorbing region 
where the photon energy is >εgap, the “Reststrahlen” region were the photon energy is comparable with 
the phonon energy, and the intermediate transparency region. This region can be seen as a transition 
between two resonances due to two different kinds of oscillators (the atoms or ions at long wavelength 
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and the electrons in the bands at short wavelength). The trends are similar for the other zincblende 
III-V semiconductors, in particular for GaAs. 

 

Figure A1.24 a) Refractive index and extinction coefficient of InP; b) effect of n-doping on the refractive index in 
the transparency region; data from [187, 188]. 

The effect of doping on the refractive index n in the transparency region is exemplified in Fig. A1.24b; it 
decreases with increasing doping, partially in relation to the band-filling [187] that shifts the 
fundamental absorption edge to lower wavelengths and partially in relation to the increase of free-
carrier absorption at high wavelengths.  
The effect of a temperature variation on the refractive index in the transparency region has been 
related principally to the bandgap shrinkage [1]; the effect is an increase of n with increasing 
temperature, with thermal coefficient dn/dT in the transparency region increasing as the wavelength 
approaches the bandgap value. For example, for GaAs at ≈22°C, dn/dT is 3.2×10-4 K-1 at λ=1 µm and 
2.2×10-4 K-1 at λ=2µm; for InP the values are slightly lower. 

a) b) 





 

 

A2 Some general aspects of III-V MOVPE 

 

 

 

 

 

A2.1 Different III-V epitaxy techniques [6, 189] 

Among the several existing epitaxial techniques, the most widespread for the realization of III-V 
semiconductor heterostructures are the liquid phase epitaxy (LPE), the molecular beam epitaxy (MBE) 
and the metalorganic vapor phase epitaxy (MOVPE). 

In LPE the crystal is grown from a nutrient liquid phase, (e.g. an arsenic solution in liquid gallium at 
≈800°C for the growth of GaAs), with conditions kept near those of thermodynamic equilibrium. High 
growth rates can be achieved (in the order of 1 µm/min) and high crystal perfection; drawbacks are 
lack of flexibility and difficulty in controlling layer thickness, alloy compositions, doping and interface 
smoothness; for the production of quantum-well and strained-layer structures, MOVPE and MBE 
techniques are generally preferred. 

In MBE, the substrate is positioned on a heated rotating holder, in an ultra-high-vacuum chamber 
(≈10-9 mbar), the reagents are atoms or highly reactive molecular species, which enter the deposition 
chamber in the form of beams (no gas-phase interaction). For example, GaAs can be grown from Ga 
atoms and As2 molecules, using a substrate temperature in the range 580°C-650°C. The reactive species 
are generated in external cells by thermal sublimation of solid elements, evaporation of liquid elements, 
or by pre-cracking of gases – as in the case for AsH3 and PH3, which are cracked to generate 
preferentially As2 and P2. The overall process cannot be described in terms of thermodynamic 
equilibrium (although a partial equilibrium between the solid and the gas phase near the surface has 
been assumed in certain models of MBE growth). The growth rate can reach approximately 1µm/h. 
MBE is much more flexible than LPE in terms of the material compositions that can be grown (including 
the possibility of growing thermodynamically unstable materials) and is particularly well suited for the 
realization of low-dimensional structures, since it is possible to control the grown thickness at sub-
monolayer level; moreover, the ultra-high-vacuum allows the use of advanced in-situ diagnostic: mass 
spectroscopy can be used to analyze the gas-phase composition, reflection high energy electron 
diffraction (RHEED) is used to monitor the growth with monolayer resolution, and several surface 
analytic tools can be integrated, possibly using auxiliary UHV chambers. The nature of the impinging 
atoms or molecules is well known, and this simplifies the task of developing models of the growth 
mechanism. High defect density, radial disuniformity, cumbersome substrate preparation, low 
throughput and long maintenance downtime have been historically the main drawbacks of MBE, but 
these issues have largely been addressed in modern configurations. 

MOVPE technique is comparable to MBE in terms of flexibility and only slightly worse in terms of 
control of interface abruptness (an example of MOVPE-grown MQW is shown in Fig. A2.1). The reagents 
are introduced in the reactor chamber at atmospheric or moderately low pressure, normally ≥ 50 mbar; 
gas-phase reactions and gas-phase transport phenomena play an important part in the overall growth 
process. Partial thermodynamic equilibrium conditions are established at the regrowth interface, a 
factor that can help to obtain a low defect density. The possibilities of in-situ diagnostic are more 
limited than in the case of MBE, the overall physical (fluid dynamical) and chemical process underlying 
the growth is more complicated and less accessible to direct investigation. 
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Figure A2.1 Annular-Dark-Field (Z-contrast) STEM images of an AlGaInAs MQW, grown with a MOVPE reactor. 
The atoms are clearly resolved, the well has higher In/Ga and In/Al ratios than the barrier and appears more 
bright. The interfaces are defined approximately within 2 monolayers. 

 

 

A2.2 General considerations about MOVPE reactors 

In section A2.2.1, growth chamber characteristics will be discussed, briefly introducing some different 
existing types of MOVPE tools besides of the planetary reactors already described in chapter 3; 
moreover, an elementary description of the overall MOVPE process, including transport,  is provided. 

Section A2.2.2 contains additional details on the gas-mixing system, complementing the information 
provided in chapter 3. 

 

A2.2.1 MOVPE reactor chamber and overall process: a simplified description [6, 190] 

The design of MOVPE reactors has evolved in time, starting from the first prototypes in the 1960', in an 
effort to reach higher performance in terms of layers thickness control, composition control, achievable 
interface abruptness, uniformity, reproducibility, efficient use of the (expensive) reagents and in 
general economic efficiency. Many of earlier home-made and commercial reactors used a quartz 
deposition chamber1 in a horizontal linear configuration (Fig. A2.2); normally only 1 to 3 wafers at a 
time could be loaded. 
 

                                                             

1 The deposition chamber is the “defining” part of the MOVPE tool, and is often called for short “the reactor”. 
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Figure A2.2 left: scheme of the growth chamber of a horizontal MOVPE reactor; right: the susceptor of an AIX-200 
horizontal reactor is extracted from the growth chamber for wafer loading. 

Most of the currently produced commercial reactors are larger, and can accommodate tens of wafers at 
a time, a solution that is cost-effective for mass production but makes research and development more 
expensive. On the other hand, the sophistication reached by MOVPE construction technology makes the 
realization of home-made reactors problematic and is anyway less attractive when a transfer from R&D 
to manufacturing applications is foreseen. At the time of writing, three of the most diffuse commercial 
reactor configurations are the Planetary Reactor®, the Close Coupled Showerhead® (both from Aixtron 
SE) and the “rotating disk reactor” (from several companies, including Veeco Instruments Inc. under the 
name TurboDisc®). 
They have in common the use of a cylindrical chamber, the wafers are positioned in shallow recesses 
over the surface of a circular rotating susceptor, normally made of graphite, which is heated from 
underneath by either resistors or inductors. Chamber walls and ceiling are water and/or gas cooled to 
minimize surface reactions and consequent parasitic material deposition. The carrier gas and the 
reagents enter the chamber from an injector (of different shape and position in the three cases) located 
above the susceptor, and are extracted laterally all around the susceptor perimeter; the gas flow in the 
chamber - under ideal operative conditions - is laminar, and is sustained by a small pressure gradient 
across the chamber (forced convection). 
The case of a large top injector, characteristic of rotating disk and showerhead reactors, is shown in Fig. 
A2.3. The gas carrier streamlines bend outwards as they approach the susceptor surface, so that the 
flow velocity becomes always horizontal in proximity of the susceptor and the vertical velocity goes to 
zero; only in one central point both vertical and horizontal velocity are zero (stagnation point). 
A fluid-dynamics phenomenon common to all reactors is that, due to the friction at the gas-solid 
interface and within the gas phase, momentum is transmitted from the gas to the susceptor, with the 
consequence that the radial flow velocity decreases to zero at the susceptor surface; this process can be 
formally described as momentum diffusion, using as diffusion coefficient (units cm2/s) the kinematic 
viscosity: 𝜈 = 𝜇/𝜌, where 𝜇 is the gas viscosity (g∙cm-1s-1) and 𝜌 the gas density (g/cm3). The region of 
decreasing velocity - conventionally below 99% of the “free-stream” velocity 𝑢∞ - is called velocity 
boundary layer2; in the case of laminar flow over a flat surface with no upper bounds, its thickness 𝛿𝑢(𝑥) 
is: 

𝛿𝑢(𝑥) = 4.91 ∙ √𝜈𝑥 𝑢∞⁄  E A2.1 

In the velocity boundary layer, transport of reagents by convection becomes increasingly less important 
with decreasing distance from the surface, and diffusion becomes dominant: this fact, combined with 
the circumstance that the ratio of momentum diffusivity 𝜈 and mass diffusivity 𝐷 (called Schmidt 
number, 𝜈/𝐷) is roughly constant and ≈1,  leads to the result that, if a species is consumed at the surface 
by a chemical reaction, a vertical concentration gradient of that species is established in a region whose 

                     
2 The concept of “free-stream” is strictly meaningful only in the case of flow over a surface with no upper bounds. 
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spatial distribution approximately coincides with that of the velocity boundary layer. This region of 
reagent depletion is called concentration boundary layer and its thickness 𝛿𝐷(𝑥) is proportional to 
𝛿𝑢(𝑥); in Ref. [191] Ghandhi and Field suggest that in a linear reactor the concentration boundary layer 
thickness can be expressed for short distances 𝑥 < ℎ2𝑢/𝜋𝐷 (with h=reactor height, u= flow velocity) as: 

𝛿𝐷(𝑥) ∝ √𝐷𝑥 𝑢⁄           E A2.2 
where the diffusion coefficient and the boundary layer thickness are referred to a specific species.  

 

Figure A2.3: a) qualitative representation of flow lines and velocity boundary layer in the growth chamber of a 
vertical MOVPE reactor with stagnation-point flow; b) possible formation of recirculation cells due to gas 
buoyancy over the heated susceptor. 

Heat transport is due to thermal convection, conduction and radiation; ignoring the latter contribution, 
a temperature boundary layer can be defined similarly to the case of the velocity boundary layer. In 
particular, thermal conduction can be formally described as heat diffusion, using as diffusion coefficient 
the thermal diffusivity: 𝛼𝑇 = 𝜅𝑇/𝜌𝐶𝑝, where 𝜅𝑇 is the gas thermal conductivity (Wcm-1K-1) and 𝐶𝑝 is the 
gas specific heat (Jg-1K-1); the values of momentum diffusivity and thermal diffusivities are very similar 
(Prandtl number 𝜈/𝛼𝑇≈1). 
In a zeroth-order approximation (boundary layer model), the mass transport is described as due to 
pure convection above - and pure diffusion within - a stagnant boundary layer, although neither a sharp 
transition, nor a completely stagnant boundary layer do really exist. Moreover, the height of the velocity 
boundary layer, when defined with the 99% of free-stream velocity condition, becomes in many cases 
larger than the height of the MOVPE chamber: moment and mass diffusion occur to some extent in the 
whole chamber volume, both in the vertical and in the horizontal directions. The model can nonetheless 
be useful, at least as a heuristic tool and to predict rule-of-thumb trends. Within the boundary layer 
model, the (net) flux to the surface of the species i, 𝐽𝑖(𝑥), is given by: 
𝐽𝑖(𝑥) = −𝐷𝑖∆𝐶𝑖/𝛿𝐷𝑖(𝑥) =  −𝐷𝑖∆𝑝𝑖 (𝑅𝑇𝛿𝐷𝑖(𝑥))⁄  E A2.3 
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where ∆𝐶𝑖 is the difference between the free-stream (or input) concentration and near-surface 
concentration of the species i, re-formulated in the rightmost term using the partial pressures 
difference. The growth rate 𝐺 must be proportional to the net flux of group III - or equivalently group V 
- atoms to the surface: 
𝐺(𝑥) ∝  𝐽𝐼𝐼𝐼(𝑥) =  𝐽𝑉(𝑥) E A2.4 
From E A2.3 and E A2.4, it can be seen that the growth rate is inversely proportional to the boundary 
layer thickness; combining these equations with an explicit expression of 𝛿𝐷(𝑥) as the equation E A2.2, 
it would be possible to predict (rather estimate) the behavior of the growth rate as a function of 
temperature, pressure and position. 

A schematic of MOVPE overall processes is depicted in Fig. A2.4, assuming a horizontal configuration 
(which applies even to planetary reactors) and making use of the boundary layer approximated 
description. 

 

Figure A2.4: schematic representation of MOVPE transport and reactions (horizontal configuration reactor); to the 
left, the gas-phase concentration profiles of reagents in the boundary layer approximation. 

The precursors, diluted in the carrier gas, are injected separately from the right and move towards the 
left under forced convection, while they intermix via diffusion. There is a vertical gradient of the 
horizontal flow velocity, and near the susceptor the flow velocity is reduced to zero. Because of the 
vertical temperature gradient, the molecules in the boundary layer are on average more energized than 
those in the free stream above; the high temperature promote gas-phase reactions, in particular 
precursor pyrolysis. When the precursors and the smaller fragments reach the hot surface of the 
substrate – or of the susceptor – heterogeneous reactions take place, including further pyrolysis and 
deposition of solid material; the volatile products of these reactions diffuse back in the gas phase, 
possibly further participating in gas-phase reactions.  
Under usual operative conditions, once the species containing group III atoms reach the substrate, they 
react almost to completeness, and the group III atoms are incorporated in the crystal; simultaneously, 
to maintain the 1:1 stoichiometry, the same amount of group V atoms is incorporated. For both groups, 
a precursor concentration gradient is established in the boundary layer (qualitatively shown to the left), 
but since group V precursors are always introduced in excess with respect to group III, the group V 
species concentration does not change much – in relative terms – from the input value. Dopants can be 
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introduced either with group III or group V, depending on the chemical compatibility; the molar flows 
are much smaller than those of both group V and III; their incorporation efficiency is not bound to 
stoichiometry and can be high or low, depending on the specific dopant, material and growth 
conditions. The diffusion of cracked precursors towards the ceiling leads to some amount of deposition 
of polycrystalline or amorphous material; an effect of this parasitic deposition is to increase ceiling 
reflectivity, which impacts the radiative energy transport: a small drift in the growth rate with 
increasing ceiling coating is typically observed. 

For all the previously mentioned reactor types, the rotation contributes to average out any angular 
disuniformity in reagents flow and susceptor heating. The geometry and the operative condition range 
have been optimized in order to avoid disruptions of the laminar flow that would be detrimental for 
growth rate uniformity and for the possibility of obtaining abrupt interfaces. These disruptions can be 
regions of turbulence (chaotic behavior) - which can arise at very high gas velocity - and recirculation 
cells - which can arise especially because of the buoyancy effect (or “natural convection”) of the gas 
heated by the hot susceptor, as exemplified in Fig. A2.3b. As rough guideline [192], turbulence is 
avoided when the Reynolds number (Re) is small (< 100); Re is defined as: 

𝑅𝑒 = (𝜌𝑢𝐿) 𝜇⁄  E A2.5 

where 𝐿 a characteristic length of the system (e.g. the distance between susceptor and ceiling). It can be 
seen that the use of a light carrier gas is beneficial to reduce Reynolds number, because of the linear 
dependence on density. Re can be reduced even lowering the pressure, the flow speed and the ceiling 
height, although it must be considered that in practice these parameters are to some extent 
interdependent: for example, at a given flow rate, reducing the pressure increases the flow speed. 

Buoyancy effects can be roughly related to the thermal Rayleigh number (Ra) defined by: 

𝑅𝑎 = (𝛽𝑔𝐶𝑝𝜌
2𝐿3∆𝑇) (𝜇𝜅)⁄  E A2.6 

where 𝛽 is the gas thermal expansion coefficient (for an ideal gas 𝛽 = 1/𝑇), 𝑔 is the gravitational 
acceleration and ∆𝑇 is the temperature difference between susceptor and ceiling. Large values of 
Rayleigh number (> 1700) are associated with the onset of natural convection. It can be seen that the 
use of a light carrier gas is highly beneficial to reduce Rayleigh number, because of the quadratic 
dependence on density. Moreover, there is a cubic dependency on the chamber height: a small distance 
between susceptor and ceiling is highly effective in reducing Ra. 

The distinctive characteristic of the rotating disk reactor [6, 193] is that the rotation speed is quite 
high, in the range 500-2000 rpm (1-2 orders of magnitude higher than in the other models) and the 
viscous drag acts as a centrifugal pump, producing a pressure gradient that forces the gas radially 
outward and vertically downward: tuning of the rotation speed according to the other operative 
conditions (pressure gas flow, radial temperature profile) is used to obtain a streamline flow, a radially 
uniform reagent transport and a uniform deposition rate. 

In the close coupled showerhead reactor [6, 194], the gas is injected uniformly over the whole 
susceptor surface through thousands of tightly spaced small tubes, welded inside a water-cooled 
showerhead which is positioned very close (10-20 mm) to the surface of the susceptor; group III and 
group V precursors are injected by different and interleaved families of tubes. In this configuration, the 
radial and vertical flow velocities are approximately decoupled; the radial velocity increases linearly 
with the distance x from center and the vertical velocity is independent from x: the resulting reagent 
supply and boundary layer thickness are uniform, which translates in a uniform diffusion rate towards 
the susceptor surface. A fine tuning of radial uniformity can be done controlling the radial temperature 
profile using separate concentric resistors. 

Planetary reactors look very much alike vertical reactors, but are better described - in terms of flow 
configuration - as radially-isotropic horizontal reactors; they have already been described in chapter 3. 
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A2.2.2 Control of reagent flows [6] 

In chapter 3 it has been stated that metalorganics and other liquid and solid precursors (as CBr4) are 
contained in bubblers through which a bubbling gas flows and that (ideally) the bubbling gas saturates 
in the bubbler with the precursor vapor; the resulting net MO flow 𝑓𝑀𝑂 is given by: 

𝑓𝑀𝑂 = 𝑓𝑏
𝑃𝑀𝑂

𝑃𝑡𝑜𝑡 − 𝑃𝑀𝑂
 

E A2.7 

where 𝑓𝑏 is the flow through the bubbler, 𝑃𝑡𝑜𝑡  is the bubbler pressure and 𝑃𝑀𝑂 is the partial pressure of 
the metalorganic. If the flows are expressed – as it is usual – in sccm (standard cubic cm per minute), 
the molar flow is found dividing 𝑓𝑀𝑂 by the gas molar volume at standard temperature and pressure.3  

Ideally, the partial pressure is equal to the equilibrium vapor pressure of the MO, which in turn is a 
function of temperature; a commonly used approximate expression for this dependence, loosely related 
to the integrated form of Clausius-Clapeyron equation, is: 

log (𝑃𝑀𝑂) = 𝐴 − 𝐵 𝑇⁄  E A2.8 

where A and B are empirical parameters – normally provided by the MO source supplier. Control of the 
MO flow requires a tight stabilization of the temperature and the pressure in the bubbler: taking for 
example a TMGa bubbler kept at -5°C and 500 mbar (the conditions actually used in FBH reactors), a 
1% variation of 𝑓𝑀𝑂 can be caused by a variation of either 0.15°C or 5 mbar. 

The behavior of a bubbler can deviate from the ideal behavior, with the bubbler gas not reaching full 
saturation; this happens at high flow rates and/or when the bubbler content is low. Undersaturation 
can be especially significant with solid sources, as TMIn (trimethylindium), because of the formation of 
channels in the MO material, although in the newest bubbler models the problem has been strongly 
reduced. Other sources of non-ideality are the heat exchange with the carrier and the heat extraction 
due to the enthalpy of vaporization, resulting is a temperature difference between the precursor inside 
the bubbler and the thermal bath. It is possible to monitor the actual MO concentration in the exiting 
gas with a sensor, the standard solution being an ultrasonic cell that measures the sound velocity of the 
gas mixture (commercial name EPISON), but such sensors were not installed in the tools used in this 
work. 

A gradual change in composition is obtained changing the precursor flow towards the manifold by 
means either of one MFC (standard configuration) or of three MFCs (diluted configuration); the two 
configurations are represented in Fig. A2.5. 

For the hydrides, the standard configuration makes use of a source MFC, which determines the reagent 
flow, and of a pushing MFC, which is used to add an extra amount of carrier gas downstream of the 
source. This allows keeping fixed the total gas flow that reaches the manifold from this specific line, 
independently of the source flow, which is important in order to avoid pressure fluctuations that could 
ultimately introduce fluctuations in precursors supply to the growth chamber. 

For MOs, in the standard configuration the source MFC is before the bubbler, the pushing MFC is after 
the bubbler and a subsequent PC is installed to regulate the bubbler pressure. In this case the pushing 
flow is beneficial even because of the dilution effect, which reduces the risk of precursor condensation 
along the line. 

Standard mass flow controllers are characterized by a dynamic range (ratio of maximum flow to 
minimum controllable flow) of about 50.  This means that a standard MFC should not be operated 
below ≈3% of its range (although some last generation MFCs should allow flow control down to 0.2% of 
the full scale, according to manufacturer’s data). When it is necessary to control the precursor flows in a 
larger dynamic range, the diluted configuration can be used. In the case of hydrides, the reagent flow, 

                                                             

3 According to the newest IUPAC convention, standard conditions (STP) are: 1 bar and 0°C, the ideal gas molar 
volume is 22711 cm3, while the older STP convention was 1 atm, giving a molar volume of 22414 cm3. The MFC 
must be calibrated for the specific gas, otherwise an appropriate correction factor should be applied. 
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exiting from the source MFC (used well within its dynamic range) is first diluted with carrier gas by a 
dilution MFC, then a fraction of the flow is extracted by an injection MFC, while the excess flow is 
discarded (sent to the vent line) typically through a PC. The injection flow is combined with a pushing 
flow as in the standard configuration and sent to the manifold. The resulting net hydride flow towards 
the reactor 𝑓𝑜𝑢𝑡 is given by: 

𝑓𝑜𝑢𝑡 = 𝑐ℎ𝑦𝑑 ×
𝑓𝑠𝑟𝑐

𝑓𝑠𝑟𝑐 + 𝑓𝑑𝑖𝑙
× 𝑓𝑖𝑛𝑗 

E A2.9 

where 𝑐ℎ𝑦𝑑 is the original hydride concentration in the cylinder, 𝑓𝑠𝑟𝑐 , 𝑓𝑑𝑖𝑙  and 𝑓𝑖𝑛𝑗 are the source, 
dilution and injection flows. The diluted configuration for MOs is conceptually similar to that for 
hydrides. 
Using the diluted configuration, with MFCs dilution and injection dynamic range much larger than that 
of source MFC, the overall dynamic range can be extended by several orders of magnitude, at the price 
of wasting most of the precursor. 

 

Figure A2.5: representation of standard and diluted lines of hydrides and metalorganics. 
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A2.3 Precursors for the growth of arsenides and phosphides 

A2.3.1 General precursors requirements 

Precursors for MOVPE growth must satisfy several requirements, in particular: 
 high purity in terms of total metal, organic and oxygen-containing impurities, ideally at levels 

below parts per billion; 
 in the case of liquid or solid precursors, suitable vapor pressure in the temperature range 

controllable with a thermostatic bath; 
 sufficient stability to avoid decomposition during storage or in the gas mixing system before 

entering the growth chamber, approximately up to 150°C; 
 they should not give premature or undesirable reactions with other reagents in the growth 

chamber (as formation of solid particulate in the gas phase); 
 they should not be excessively stable, and react heterogeneously with the wafer surface at the 

process temperature, which is typically above 550°C, incorporating the desired elements in the 
solid and releasing their substituents in the gas phase as volatile species. 

The last two requirements depend to some extent to the overall precursor selection, and not only on the 
individual chemical compounds. 

A2.3.2 Molecular structure of  the precursors and gas-phase diffusivity 

The precursor compounds used in this work are listed Table 3.1 in chapter 3, their molecular structures 
are represented in Fig. A2.6. These precursors are more volatile and have higher temperature stability 
with respect to available alternatives which larger substituents, as for example tert-butyl-arsine 
(CH3)3CAsH2 in comparison to AsH3 and triethylgallium Ga(C2H5)3 in comparison to Ga(CH3)3. Arsine 
and phosphine sources are cylinders of undiluted liquefied gas; disilane is already highly diluted in 
hydrogen because of the small flows required for doping. The liquid and solid compounds sources are 
bubblers, kept in thermostatic baths at appropriate temperatures, based on their vapor pressures 
(TMGa and DMZn at -5°C, the other sources at 17°C). 
TMIn and TMGa have a trigonal planar structure, TMAl is a dimer at room temperature; consequently a 
factor of 2 must be introduced when calculating the molar flows with E A2.7; at T > 200°C it is 
completely dissociated in the monomer, which has the same structure as TMGa and TMIn. 

 

Figure A2.6 Ball & stick representation of the precursor molecules of Table 3.1. 
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From Tab. 3.1, it can be noted that the precursor molecular weight 𝑀𝑝 is spread in a large interval (34-
332 g/mol); 𝑀𝑝 is always much larger than carrier (hydrogen) molecular weight 𝑀𝑐, and this has an 
impact in equalizing the precursors gas-phase diffusion coefficients, which at low pressure and high 
dilution can be expressed according to Chapman-Enskog model [195] by: 

𝐷𝑝,𝑐 = 𝐴𝑝,𝑐(𝑇) ∙ 𝑇
3/2 ∙ 𝑃−1 ∙ (𝑀𝑝

−1 +𝑀𝑐
−1)

1/2
 
𝑀𝑐≪𝑀𝑝
→     𝐷𝑝,𝑐 ∝ 𝑀𝑐

−1/2
 E A2.10 

where 𝐷𝑝,𝑐 is the diffusion coefficient of the precursor, 𝐴𝑝,𝑐(𝑇) is a function related to the range and 
strength of intermolecular forces, weakly dependent on T (approximately ∝ T0.2 to T0.4). As indicated, 
the sum in parenthesis is dominated by the light hydrogen molecule: for example, the calculated 
diffusion coefficients for PH3 and AsH3 differ by 6% in hydrogen and by 18% in nitrogen. 

 

A2.3.3 Pyrolysis of the precursors 

Before reacting heterogeneously on the wafer surface incorporating new atoms in the crystal, the 
precursors undergo dissociation into smaller fragments (pyrolysis) already in the gas phase. If 
equilibrium conditions were reached within the gas phase, the concentrations of the species formed 
starting from the considered precursors, would be predictable based on their thermodynamic 
properties, solving a system containing mass-balance equations and chemical-equilibrium equations. 
The necessary input data are the standard enthalpy and entropy of formation and the heat capacity at 
constant pressure for each species that can (reasonably) form in the gas phase. According to 
calculations reported in Refs. [196, 197], in the temperature and pressure range of MOVPE growth, 
mixtures of arsine, phosphine and group III precursors are expected to form prevalently tetramers As4, 
P4, dimers As2, P2, methane, atomic indium, GaCH3, GaH2, AlCH3 and AlH3. 

The actual degree of pyrolysis is in practice largely controlled by kinetic factors. The dissociation 
energies listed in Table 3.1 might be considered as a first indication of the relative kinetic stability of the 
corresponding molecules, and to the extent to which they should undergo thermal cracking at a given 
temperature, but this assumption is only partially true; there are at least four factors that make 
pyrolysis’ kinetic difficult to predict: the role of energy transport, the existence of multiple 
monomolecular reaction paths, the presence of radical or other polymolecular reactions and the 
heterogeneous pyrolysis. 

The simplest assumption is that precursors'̓ pyrolysis occurs via unimolecular gas-phase reactions, 
whose rate can be expressed by the first order kinetic equation: 

−
𝑑[𝑋𝑌]

𝑑𝑡
= 𝑘[𝑋𝑌]

(𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑖𝑛𝑔)
→          [𝑋𝑌] = [𝑋𝑌]0𝑒

−𝑘𝑡 
E A2.11 

The rate constant 𝑘 - for any kinetic order - is usually phenomenologically expressed by the Arrhenius 
equation: 

𝑘 = 𝐴 ∙ 𝑒−𝐸𝑎/𝑅𝑇 E A2.12 

where 𝑅 is the gas constant, 𝐸𝑎 is called activation energy and 𝐴 is called pre-exponential factor (or 
frequency factor for unimolecular reactions). A more general, differential definition of 𝐸𝑎 that does not 
assume a temperature-independent A in E A2.12 is: 

𝑑𝑙𝑛(𝑘)

𝑑𝑇
=
𝐸𝑎
𝑅𝑇2

 
E A2.13 

Unimolecular dissociation reactions [198, 199] require significant activation energies and can be 
considered as a sequence of energization and dissociation steps: 

𝑋𝑌
𝑒𝑛𝑒𝑟𝑔𝑦
→     𝑋𝑌∗

    𝑋𝑌‡     
→     𝑋 + 𝑌 R A2.1 
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In R A2.1 the energized molecule 𝑋𝑌∗ has sufficient internal energy to form the products 𝑋 + 𝑌 via the 
intermediate, metastable configuration 𝑋𝑌‡, called transition state, which corresponds to the maximum 
value of Gibbs free energy that must be necessarily overcome along the reaction path. The overall 
reaction rate depends on:  

 energy transport and 𝑋𝑌 excitation mechanisms - which determine the rate of the first step; 
 the structures of the energized molecule 𝑋𝑌∗ and of the transition state XY‡ - which determine 

the rate of the second step. 

Energy transport in the gas phase occurs primarily via intermolecular collisions (neglecting the 
radiative contribution), and is actually a bimolecular process; lowering the pressure reduces the 
energization rate, while it has no influence on the following unimolecular dissociation. Below a certain 
pressure value, the first step of R A2.1 becomes rate-determining (the slowest of the two) and the 
overall rate starts to drop with decreasing pressure; the corresponding pressure range is called “fall-off 
region”. Vice-versa, when the energy transport is fast compared to the dissociation, the overall rate is 
controlled by the latter step; this condition is referred to as the “high pressure limit”. The faster the 
dissociation of 𝑋𝑌∗, the higher the pressure at which the transition between the two regimes occurs: 
larger molecules as TMGa can store energy in several internal modes besides of those possibly leading 
to the dissociation and consequently- once excited - are slower in dissociating, and enter the fall-off 
region only at very low pressures (below those used in MOVPE), while smaller molecules as AsH3 enter 
the fall-off region already above atmospheric pressure [200]. 

In the high-pressure limit, the concentration of the energized molecules can be considered in thermal 
equilibrium, and the kinetic is well described by Eyring's transition-state theory (TST), according to 
which the rate constant – for any kinetic order - is given by: 

𝑘 =
𝑘𝐵𝑇

ℎ
∙ 𝑒−

∆𝐺‡

𝑅𝑇 =
𝑘𝐵𝑇

ℎ
∙ 𝑒∆𝑆

‡ 𝑅⁄ ∙ 𝑒−
∆𝐻‡

𝑅𝑇 =
𝑘𝐵𝑇

ℎ
∙ 𝑒∆𝑆

‡ 𝑅⁄ ∙ 𝑒−
𝑃∆𝑉‡

𝑅𝑇 ∙ 𝑒−
∆𝐸‡

𝑅𝑇  
E A2.14 

where ∆𝐺‡, ∆𝑆‡, ∆𝐻‡, ∆𝐸‡ and ∆𝑉‡ are the Gibb’s energy, entropy, enthalpy, internal energy and 
occupied volume differences between XY‡ and the reagents. 

By differentiation of E A2.14 and comparison with E A2.13 the activation energy results: 

𝐸𝑎 = ∆𝐸
‡ + 𝑅𝑇 E A2.15 

Considering reactions where the volume change is primarily due to a change ∆𝑛‡ in the number of gas-
phase molecules (again between XY‡ and reagents) and assuming ideal gases, the pre-exponential term 
in E A2.12 becomes: 

𝐴 = 𝑒1+∆𝑛
‡
∙
𝑘𝐵𝑇

ℎ
∙ 𝑒∆𝑆

‡ 𝑅⁄  
E A2.16 

In the case of a simple bond dissociation as in R A2.1, 𝐸𝑎 is equal to the dissociation energy. The 
frequency factor 𝐴 can be theoretically derived from the molecular partition functions of XY‡ and XY 
and has typically values in the range 1015-1017 s-1 for the first bond dissociation in simple molecules4. 

In some cases, unimolecular pyrolysis mechanisms with lower activation energies with respect to 
simple bond breaking are also possible: in the case of disilane, the prevailing mechanism is probably the 
dissociation into SiH4 and SiH2 with simultaneous transfer of one H atom between the Si atoms; the 
corresponding activation energy has been estimated 218 kJ/mol, much lower than the bond 
dissociation energies of Tab. 3.1 [201]. For AsH3 and PH3, as an alternative to dissociation into XH2 + H 
(X=As or P), which has a high activation energy, dissociation into XH + H2 has been proposed [200]; the 
contribution of this reaction path is uncertain. 

                                                             

4 In the fall-off region, unimolecular reactions rates are rather described by the Rice-Ramsperger-Kassel-Marcus - 
or RRKM – theory, which might be considered an extension of transition-state theory that drops the hypothesis of 
thermal equilibrium for the energized species. 
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Unimolecular mechanisms can be expected to prevail over the polymolecular when the precursors are 
extremely diluted, the temperature is high and the carrier gas is inert; in the case of MOVPE, under 
normal operative conditions, bimolecular mechanisms, especially chain radical reactions, play an 
important role along with unimolecular dissociation. Radical reactions can involve a very high number 
of individual bimolecular (plus some unimolecular and trimolecular) steps, and unstable intermediate 
species whose properties are often not well known; as a consequence, the kinetic modeling suffers from 
considerable uncertainty. As prototypical example, the case of GaAs growth is presented in the 
following. 

In Ref. [202] Mountziaris and Jensen have proposed a scheme of the gas phase process leading to the 
decomposition of TMGa and AsH3 in hydrogen carrier, involving 17 reactions; the scheme was part of a 
broader model of MOVPE growth which included heterogeneous reaction and transport. It must be said 
that this model was never intended as definitive or complete, and a modified version [203] was 
proposed which intended to better capture the experimental results relative to carbon incorporation. 
According to the model, the main products of gas-phase processes are undissociated AsH3 plus a small 
amount of the radical AsH2, the GaCH3 radical, methane and a small amount of C2H6. It can be noted that, 
in this analysis, several of the species that would form under equilibrium conditions, as As4, As2 and 
GaH2, are absent; this can be justified as a consequence of kinetic restrictions related to the short 
residence time in the MOVPE chamber: only the species that are supposed to form in this timescale are 
included. The most important reactions for GaAs growth are listed and commented below (neglecting 
those related to carbon incorporation). In the formulas, dots are used to indicate the valence electrons 
not involved in bonding, A and Ea are the pre-exponential factor and the activation energy in the 
Arrhenius expression of the kinetic constant k of each step (several values are only estimates). 

 

Unimolecular initiation steps (M=molecule providing energy for dissociation) 

𝐺𝑎(𝐶𝐻3)3 → 𝐺�̇�(𝐶𝐻3)2 + �̇�𝐻3 A≈1015 s-1 Ea≈250 kJ/mol R A2.2a 

𝐺�̇�(𝐶𝐻3)2 → 𝐺�̈�𝐶𝐻3 + �̇�𝐻3 A≈108 s-1 Ea≈150 kJ/mol R A2.2b 

𝐴𝑠𝐻3 +𝑀 → 𝐴𝑠𝐻2 + �̇� +𝑀 A≈1017 mol-1cm3s-1 Ea≈310 kJ/mol  R A2.2c 

 

Unimolecular decomposition of GaCH3 is not included, because of the expected high Ea (bond 
dissociation energy ≈ 340 kJ/mol). AsH3 dissociation was included only in [203], and is written as a 
bimolecular process because AsH3 cannot store the dissociation energy. The anomalous low value of A 
in R A2.2b is experimental and has been explained assuming a highly ordered transition state (large and 
negative ∆𝑆‡) [204]. 

 

Propagation steps 

𝐴𝑠𝐻3 + �̇�𝐻3⟶ 𝐴�̇�𝐻2 + 𝐶𝐻4 A≈1010 mol-1cm3s-1 Ea≈10 kJ/mol R A2.2d 

𝐴𝑠𝐻3 + �̇� ⟶ 𝐴�̇�𝐻2 +𝐻2 A≈1013 mol-1cm3s-1 Ea≈10 kJ/mol R A2.2e 

�̇�𝐻3 +𝐻2 → 𝐶𝐻4 + �̇� A≈1012 mol-1cm3s-1 Ea≈35 kJ/mol R A2.2f 

𝐺𝑎(𝐶𝐻3)3 + �̇� → 𝐺�̇�(𝐶𝐻3)2 + 𝐶𝐻4 A≈1013 mol-1cm3s-1 Ea≈40 kJ/mol R A2.2g 

𝐺�̇�(𝐶𝐻3)2 + �̇� → 𝐺�̈�𝐶𝐻3 + 𝐶𝐻4 A≈1013 mol-1cm3s-1 Ea≈40 kJ/mol R A2.2h 

 

The reaction of arsine with the hydrogen radical to form AsH2 and H2 R A2.2e is strongly exothermic as 
the reaction between arsine and methyl radical R A2.2d, but it was initially not considered, based on 
experimental evidence reported in Ref. [205], where cracking of AsH3 in D2 did show no measurable 
production of HD molecules; it was nonetheless added in the revised version. 
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Termination steps (M=molecule absorbing part of the recombination energy) 

�̇�𝐻3 + �̇�𝐻3⟶ 𝐶2𝐻6 A≈1013 mol-1cm3s-1 Ea≈0 R A2.2i 

�̇�𝐻3 + �̇� +𝑀 ⟶ 𝐶𝐻4 +𝑀 A≈1019 mol-2∙cm6s-1 Ea≈0 R A2.2j 

�̇� + �̇� + 𝑀 ⟶ 𝐻2 +𝑀 A≈1016 mol-2∙cm6s-1 Ea≈0 R A2.2k 

𝐴�̇�𝐻2 + �̇�𝐻3⟶𝐻2𝐴𝑠𝐶𝐻3 A≈1013 mol-1cm3s-1 Ea≈0 R A2.2l 

 

It can be seen from this example that gas-phase reactions have probably a very complex kinetic, even 
when the number of original species involved is limited and not all the possibility are taken into 
account. To thoroughly test a specific reaction model against experimental evidence is difficult, because 
the detection of the intermediates is often not feasible. It is not uncommon to find “apparent” first order 
overall precursor decomposition kinetic constants reported in literature, based on data relative to the 
few species whose concentration can be measured, possibly fitted with the Arrhenius equation when 
the plot of 𝑙𝑛(𝑘) vs 1/𝑇 is approximately linear. 

 

Part of the pyrolysis occurs heterogeneously on the wafer surface and on the susceptor. Heterogeneous 
reactions can be unimolecular (dissociative absorption, dissociation of adsorbed molecules) or 
polymolecular (reaction between two absorbed molecules or between one adsorbed molecule and one 
gas molecule). Typically they have comparatively lower apparent activation energies but at the same 
time lower apparent frequency factors than the competitive gas-phase unimolecular dissociations, and 
become increasingly important at low temperature, when the activation energy for gas-phase 
mechanisms is high with respect to the thermal energy of the molecules. Low pressure and low 
residence times are other factors that reduce the relative importance of gas-phase pyrolysis with 
respect to heterogeneous. 

Experimentally, it is difficult to clearly discriminate between gas-phase and heterogeneous pyrolysis, 
especially using experimental conditions that correspond closely to those of MOVPE growth. Moreover, 
for heterogeneous reactions the difference between pyrolysis and growth can become blurred, since a 
precursor might simultaneously release its substituents and incorporate an atom in the crystal lattice. 

To summarize, the variety and complexity of reaction mechanisms, and the limited possibility of 
determining the concentration of gas-phase and adsorbed species during the MOVPE process, make the 
precise determination of the individual kinetic steps very difficult. Some guidelines are as follows: 

 when group III and group V are simultaneously present, the interdependent nature of the 
radical chemical reactions reduces the temperatures required for precursors decomposition, 
the effect being stronger on the hydrides AsH3 and PH3; 

 the presence of wafer substrates has a similar effect, promoting heterogeneous pyrolysis; the 
importance of heterogeneous pyrolysis is expected to increase at lower values of T, P and tr; 

 use of H2 as carrier gas increases the decomposition rates of MOs with respect to more inert 
carriers as N2, He or Ar, presumably because of participation in radical reactions propagating 
steps; 

 PH3 is, among the listed reagents, the one most difficult to pyrolize, requiring a temperature 
significantly higher than that required for AsH3; in turn, the other precursors listed in Tab. 3.1 
pyrolize more easily than AsH3. 

 

Assuming that the apparent rate constant is known, the amount of dissociation of a precursor in the 
reactor chamber can be evaluated as a function of residence time and process temperature. The rate 
constants that can be found in literature are unfortunately widely spread, since they are strongly 
dependent on the specific experimental conditions. As a semi-quantitative indication of what can be 
expected, the degree of gas-phase pyrolysis of each precursor in hydrogen (disappearance of the 
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original molecule) based on averaged literature values, has been plotted in Fig. A2.7. A ×10 longer 
residence time would shift the curves by 40-60°C towards lower T, and the compresence of 
metalorganics and hydrides would have similar or stronger effects. 

Heterogeneous pyrolysis occurs at significantly lower temperatures, and this is a further reason why 
the total degree of pyrolysis can be expected to be always higher than what shown in Fig. A2.7. This is 
exemplified in the case of TMGa by the dashed line in Fig. A2.7, which represents the thermal 
decomposition of the precursor adsorbed on GaAs, as evaluated in ultrahigh vacuum experiments. The 
contribution of this low-temperature reaction path to the overall pyrolysis depends on the rate at which 
the precursor molecules reach the surface (gas-phase transport, volume to surface ratio) and on 
precursor’s adsorption and desorption rates; the dashed line can be considered an upper bound to the 
amount of heterogeneous pyrolysis when referred to the total precursor concentration. Actually, the 
heterogeneous pyrolysis of Ga-containing species during growth involves most probably even surface 
reactions with adsorbed arsenic-containing species, as detailed in section A2.4.2. 

 

 

 

Figure A2.7 Degree of gas-phase pyrolysis in hydrogen carrier of the precursors listed in Table 3.1, based on 
apparent kinetic constants from Ref. [48, 200, 201, 206-212, 34ch4]; the residence time has been fixed in all cases 
to 1s, hydrogen values are multiplied by 10. The dashed line represents the surface pyrolysis of adsorbed TMGa, 
apparent kinetic constant according to Ref. [213]. 
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A2.4 Surface processes 

A2.4.1 Growth modes 

Surface processes are, if possible, even more complex and less well-known than those in the gas-phase. 
They depend on the nature of the molecular species involved and on the composition and structure of 
the solid surface on which they occur (crystal planes, terraces, reconstructions). Moreover, to 
accurately predict the characteristics of the grown material, not only the surface chemistry but even the 
surface transport mechanisms should be known: unfortunately, it is experimentally difficult to access 
such information, especially in the case of MOVPE; more extensive information is available in the case of 
MBE, but this cannot be in general directly applied to MOVPE conditions, although some similarities can 
be expected to exist. 
It is generally assumed that, when the lattice mismatch between substrate and grown material is not 
too high, and the strength of the bonding among the atoms in the layer is not much higher that the 
strength of the bonding between the atoms of the layer and those of the substrate, the growth occurs 
with a layer-by-layer (or Frank – Van der Merve) mechanism. This mechanism consists in the 
nucleation over the surface of two-dimensional islands, which then expand till a new layer is completed, 
as illustrated in Fig. A2.8a. 
The assumption is based on various experimental evidence, including the fact that almost atomically flat 
interfaces can be obtained, and is justified considering that the number of bonds that an added atom 
(adatom) can form at the edge of an island is higher than the number of bonds that it can form when it 
attaches to a flat surface: this can be heuristically explained using as model a Kossel crystal [147], 
represented in Fig. 2.9, where the atoms are cubes that bond to each other at the facets with their 6 
nearest neighbors, along the <100> directions; the total bonding energy of an adatom is higher at kink 
sites, intermediate at step sites and lower at surface sites. 

 

Figure A2.8 Schematic of three possible epitaxial growth modes. 

The model can be refined including the 12 second neighbor and 8 third neighbor bonding interactions, 
respectively along the <110> and <111> directions. In the case of III-V compounds, the situation is 
actually more complex because of the existence of two different kinds of atoms, X and Y, which form 
only four X-Y bonds along the directions defined by their tetrahedral hybridization; moreover, the high-
density atomic planes are the {111} and not the {100} as in a Kossel crystal. Nonetheless, if - instead of 
the single atoms - a cubic unit cell is considered as basis for the construction of the III-V crystal, the 
parallel with Kossel model becomes apparent. 

a) b) c) 
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Figure A2.9 Kossel crystal, composed of cubic atoms; three adatoms (blue) are attached to a surface site (1 first 
neighbor), to a step site (2 first neighbors) and to a kink site (3 first neighbors). To the right: to directly apply the 
model to Zincblende structure, cubic atoms can be replaced with a cubic cell containing 8 atoms. 

Thermodynamically, the driving force for layer-by-layer growth is the minimization of surface excess 
Gibbs free energy. In order to satisfy this condition, the adatoms (or the adsorbed precursor species) 
must be able, before being irreversibly incorporated, to move over the surface for a sufficiently long 
distance to reach an energetically favorable position at a step; would this not happen, they would be 
incorporated randomly on the surface, which would become increasingly rough during the growth. The 
mechanisms of surface transport in MOVPE are not well known, but they are expected to be a 
combination of short-range surface diffusion (the adsorbed species move on the surface without 
detaching) and long-range near-surface vapor-phase diffusion (species adsorbed on unfavorable sites 
desorb, diffuse in the stagnant layer close to the surface and are again adsorbed). Being an activated 
process, surface transport is reduced at low temperature. Under this aspect, when the temperature is 
high enough to ensure a long diffusion length of the adsorbed precursors/adatoms, the MOVPE can be 
considered thermodynamically controlled. 
A variant of the layer-by-layer growth is the step-flow growth: in this case, starting from a surface that 
already contains steps, for example because of a slight misalignment with respect to a low-index plane, 
the nucleation of islands is not required to provide step and kink sites; this type of growth is well 
observable in the case of MBE. 
Opposite to the layer-by-layer case, when the strength of the bonding among the atoms in the layer is 
much higher that the strength of the bonding between the atoms of the layer and those of the substrate, 
the growth proceed in the Volmer-Weber mode, with formation of separate tri-dimensional islands, as 
shown in Fig. A2.8b; this condition is similar to that of a fluid whose cohesive forces exceed the 
adhesive forces to a surface, resulting in high contact angle. The Volmer-Weber mode is expected to 
occur under thermodynamically controlled conditions in order to minimize the excess surface energy, 
but islands growth might result even at low temperature for kinetic reasons (low surface transport). 
While a moderate mismatch is elastically accommodated, until the layer thickness reaches the critical 
value for dislocations to develop, a strong mismatch can lead to the Stranski-Krastanow growth mode, 
where at first, a Frank Van-der-Merwe continuous, highly strained “wetting” layer is grown, and then 
tri-dimensional islands develop, as illustrated in Fig. A2.8c. Stranski-Krastanow growth mode has found 
a useful application in the realization of quantum dots structures. 
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A2.4.2 Surface chemistry and growth rate 

The case of GaAs growth is one of the most investigated and is proposed here as prototypical example, 
combining in the discussion some models and “classical” experimental results from literature. 

In the afore-mentioned MOVPE model of Mountziaris and Jensen (M-J) [202], the growth of GaAs from 
TMGa and AsH3 in H2 carrier has been simulated considering, along with the gas-phase reactions, 
further 28 reactions at the heterointerface; surface transport or the effect of surface reconstruction 
were not included explicitly, but the different reactivity of (100), (110) and (111) crystal planes was 
taken into account, based on the different number of dangling bonds exposed on the surface and at the 
step edges in each case. Some salient features and results of the model are summarized in the following. 

Surface reactions: they are divided into: 

 adsorption or dissociative adsorption of the gaseous species on specific crystal sites (As or Ga 
atoms of the crystal) 

 reactions between adsorbed species 
 reactions between adsorbed and gas phase species 

In the following, MX, where X=As or Ga, indicates that the species M is absorbed on an As sublattice site 
or on a Ga sublattice site, forming bonds with one or more unsaturated atoms of the other sublattice, 
belonging to the underlying atomic plane, and even to the next at a step edge; a Ga (As) atom is 
considered incorporated once it forms an additional bond with an As (Ga) atom on the growing layer; 
note that in this way, atoms that are already strongly bonded to the surface, for example an As atom on 
(100) bonded with 2 underlying Ga atoms, are formally indicated as “adsorbed”. 

Non-competitive adsorption of all arsenic and gallium species is assumed. 

TMGa is cracked significantly already in the gas phase; the Ga(CH3)x species adsorb dissociatively on As 
atoms, to give in all cases GaCH3

Ga and releasing CH3(g); GaCH3
Ga can desorb, but with a comparatively 

high activation energy, estimated to be ≈190 kJ/mol on (100) planes. 

Most of AsH3 dissociation occurs heterogeneously; AsHx species adsorb dissociatively on Ga atoms, 
giving in all cases AsHAs and releasing H2(g) or H(g). AsHAs desorption is difficult, requiring a high 
activation energy, but two AsHAs can react producing As2(g) and H2(g). 

Methyl and hydrogen radicals can adsorb on both sites; these adsorbed radicals can react with each 
other or with gaseous methyl and hydrogen radicals producing the volatile species H2(g), CH4(g) and 
C2H6(g). Methyl and hydrogen radicals can cause the reversion of the dissociative absorption processes, 
and the reaction of methyl radical with AsHAs leads to the formation of AsAs adatoms and methane. The 
formation of Ga adatoms was considered negligible, based on experimental evidence quoted in Ref. 
[203]. 

The species responsible for GaAs(s) formation are then assumed to be the adsorbed species GaCH3
Ga, 

AsHAs and AsAs according to the reactions: 

𝐺𝑎𝐶𝐻3
𝐺𝑎 + 𝐴𝑠𝐻𝐴𝑠 → 𝐺𝑎𝐴𝑠(𝑠) + 𝐶𝐻4(𝑔) A≈5×1017 mol-1cm2s-1 Ea≈102 kJ/mol R A2.3a 

𝐺𝑎𝐶𝐻3
𝐺𝑎 + 𝐴𝑠𝐴𝑠 → 𝐺𝑎𝐴𝑠(𝑠) + �̇�𝐻3(𝑔) A≈5×1017 mol-1cm2s-1 Ea≈84 kJ/mol R A2.3b 

The kinetic values are referred to (100) planes and are different for (110) and (111) planes. 

Gallium carbene species as 𝐺�̇� = 𝐶𝐻2, are supposed to form in small amounts either in the gas phase 
[202] or heterogeneously [203], play a special role in the model: they adsorb and dissociate on 
neighboring Ga and As atoms of the crystal, incorporating C in the arsenic sublattice, where it behaves 
as a p dopant. Experimentally, a significant amount of carbon is actually incorporated during GaAs 
growth, especially at low temperature; experiments with isotopes have shown that the carbon atoms 
originate from the methyl ligands of TMGa, and the effect is called in MOVPE jargon intrinsic carbon 
doping. Carbon incorporates preferentially in the As sublattice, and its amount increases as AsH3 partial 
pressure is reduced. The model interprets these trends, because the carbene molecule mechanism 
“helps” C to preferentially bond to a Ga atom, because the H-As bond is slightly stronger than the H-Ga 
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bond. The arsine effect is explained assuming a competition between carbene incorporation and re-
protonation reactions of the adsorbed carbene due to arsenic species (H is originated mostly by AsH3 
decomposition) and moreover because of competition for the same sites of the arsenic species and the 
carbon atom.; actually, similar arsine effects could be expected even if the molecule responsible of C 
incorporation was simply a CHx radical, and the carbene hypothesis is somewhat dubious; it would be 
redundant in the case of AlGaAs, given the much stronger Al-C bond, and experimentally AlGaAs 
incorporates much higher amounts of (p-doping) carbon with respect to GaAs. 
Growth rate: it is predicted in the model simulating the overall process: gas-phase transport, gas-phase 
reactions and heterogeneous reactions. The predictions have been be compared with the experimental 
results, obtained over a large range of temperatures, reported by Reep and Ghandhi in Ref. [214], 
partially reproduced in Fig. A2.10. 

 
Figure A2.10 Experimental dependence of GaAs growth rate in an atmospheric-pressure MOVPE. a) Rate vs. T and 
GaAs substrate orientation; b) rate vs. TMGa and AsH3 partial pressures, (100) orientation. Interpolated data 
adapted from Ref. [214]. 

Three temperature regions can be identified in relation to the growth rate: desorption limited, diffusion 
limited and kinetic limited. 
Desorption-limited region 

At high temperature (T>850°C) the experimental growth rate decreases with increasing T, increases 
linearly with TMGa partial pressure and is independent of AsH3 partial pressure.  
The behavior with T is qualitatively consistent with M-J model prediction of a rate limited by the 
competition between the growth reactions R A2.3 and precursors desorption, the latter becoming more 
strong with increasing temperature; the simulated effects of TMGa and AsH3 partial pressures changes 
in this temperature range are not provided by the authors, and is not possible to tell precisely how well 
the model performs in that respect, but the predicted growth rates values are shown and they are  
largely underestimated with respect to the experimental values, up to an order of magnitude at 950°C.  
The fact that the rate is “limited” by the surface processes should not be intended to exclude the 
simultaneous dependence on mass transport, except for the extreme case when the growth rate 
becomes so small that the concentration of group III at the surface equals the input value. Actually, 
simplified treatment of mass and heat transport conditions are the factors indicated by the authors to 
explain the discrepancy with the experimental data in this region. 

a) b) 
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Kinetic-limited region 

At low temperature (T<550°C) the experimental growth rate strongly increases with increasing T; with 
increasing TMGa and AsH3 partial pressures it increases first linearly, then sub-linearly and finally 
saturates. All these aspects are comparatively well described by M-J model: the temperature 
dependence is explained by the exponential Arrhenius form of the rates of the activated surface and 
gas-phase reactions (pyrolysis and growth), and the saturation effects are explained by the saturation 
of the adsorption sites at high partial pressures of the precursors. Even in this case the rate can be 
expected to depend not only on surface processes, but - simultaneously - on mass transport, except 
when the growth rate becomes very small and reagent depletion near the surface is negligible. 

Saturation effects in the desorption-limited and kinetic-limited regions 

Reep and Ghandhi suggest two simple “classical” mechanisms to explain sublinear growth rates and 
saturation effects at low and high temperature: Langmuir-Hinshelwood and Eley-Rideal. The Langmuir-
Hinshelwood mechanism assumes a reaction between As and Ga adsorbed molecular species, whose 
nature is left open (they could be AsH and CH3Ga or other pyrolysis products of AsH3 and TMGa). The 
Eley-Rideal assumes a reaction between As adsorbed molecular species and Ga gas-phase species. The 
adsorption is assumed to be non-competitive, and is described as an equilibrium by Langmuir’s 
isotherm: 

𝜃𝑖 =
𝐾𝑖𝑝𝑖

1 + 𝐾𝑖𝑝𝑖
 

            E A2.17 

where 𝜃𝑖 is the fraction of adsorption sites occupied by the ith species having partial pressure 𝑝𝑖  and 
adsorption equilibrium constant 𝐾𝑖; 𝜃𝑖 increases linearly with 𝑝𝑖  and then saturates to 1 at high 𝑝𝑖  
values. The Eley-Rideal mechanism would explain the trends at high T, provided that the surface 
coverage of As molecules is very high (in the saturation region of the isotherm). The Langmuir-
Hinshelwood would explain the observed sublinear trends at low T, provided that the surface coverage 
of arsenic and gallium molecules becomes very high, so that both enter the non-linear part of 
Langmuir’s isotherm; it could even explain the behavior at high T, provided that in this case the surface 
coverage of arsenic molecules is still very high while that of gallium molecules becomes low, in the 
linear region of the isotherm. It has been observed [11] that the assumed values of surface coverage are 
too high to be realistic, and that even the idea of relating the growth rate to the average surface 
coverage is not realistic; the mechanism should be probably be amended taking into account that the 
growth occurs preferentially at step sites, and that the adsorbed species can diffuse over the surface 
towards the step edges, where they encounter a perturbation in the potential energy for surface 
diffusion which can cause their local accumulation. The rate saturation effects might then occur even at 
low values of surface coverage, requiring only the filling of the step sites. 

Diffusion limited region 

In the intermediate temperature region, the experimental growth rate increases only weakly with T, 
increases linearly with TMGa partial pressure and is independent of AsH3 partial pressure. This is 
explained by the fact that in this region the surface growth reactions are very fast in comparison to the 
supply rate of precursors from the gas phase, so that gas-phase transport becomes the slowest, rate 
determining step. The partial pressure of Ga precursors should become negligibly small near the 
surface, and its precise value irrelevant for the determination of the gas-phase transport rate. 

The experimental moderate increase of the growth rate with increasing T is not present in M-J 
simulation, which predicts a temperature-independent regime; it is possibly due to the dependence on 
temperature of mass transport, in particular through the diffusion coefficients D (approximately D ∝ 
T1.7, compare E A2.10). A similar trend has been observed on FBH G3 reactor at 100 mbar, while the 
growth rate is almost temperature-independent in the range 575-750°C on reactor G4 at 50 mbar. 

Effects of pressure and flow velocity [11, 215] 

The main impact of increasing the flow velocity or of reducing the total pressure P, keeping the partial 
pressures of the precursors constant, is to increase the mass transport. Using the boundary-layer model 
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(E  A2.2-A2.4) and the dependence of the diffusion coefficient on P (E A2.10) for a simple estimate, the 
diffusion-limited growth rate is related to flow velocity and pressures by: 

𝐺 ∝ 𝑝𝐼𝐼𝐼𝑢
1/2𝑃−1/2 diffusion-limited (boundary layer approximation) E A2.18 

When 𝑢 is increased at constant pressure (increasing all the flows in the same proportion), even the 
rate should increase in proportion to 𝑢1/2. If the pressure is increased at constant total flow (reducing 
the reagent to carrier flow ratio to keep the reagents partial pressures constant), being in this case the 
flow velocity 𝑢 proportional to 𝑃−1 the rate should decrease in proportion to 𝑃−1. The diffusion-limited 
region of Fig. A2.10 is expected to shrink when the flow velocity is increased or the total pressure is 
decreased, with the kinetic region extending towards higher T and the desorption region towards lower 
T; this expectation is in accord with the experimental results of Heinecke et al. in Ref. [215]. 

Crystal plane effects 

The experimental growth rate is different on different crystal planes, especially at high and low 
temperature; this point is in line with what predicted by M-J model, according to which the impact of 
crystal planes differences should be minimal when the growth rate is not under mass-transport control. 
On the other hand, the growth rate order predicted by the model does not correspond exactly to the 
experimental one. 

Experiment vs models: usefulness and limits 

In the discussion above, it has been shown how both simplistic models (as the boundary-layer 
approximation or the Langmuir.Hinshelwood mechanism) and complex models (Mountziaris-Jensen) 
can provide some guidelines in interpreting the MOVPE process. Although it is impossible to verify all 
its assumptions, the M-J model offers at least an approximate plausible picture of the process chemistry, 
providing a rationalization of the observed results, and in particular of the three growth-rate regions of 
Fig. A2.10. At the same time, the proposed reaction scheme is probably not completely capturing all the 
aspects of the real process, and it is dependent on many chemical kinetic parameters that are only 
roughly estimated, a problem that –to the knowledge of the writer - is common to all efforts to simulate 
from first principles (i.e. without adjustable parameters) the MOVPE process. While the description of 
the MOVPE fluid-dynamic has benefited from the availability of increasingly powerful computational 
tools [9], the underlying chemistry is poorly understood, the kinetic and thermochemical data being 
scarce and uncertain; quantum-mechanical simulations, typically based on density functional theory 
(DFT), have been used to simulate MOVPE-related chemical reactions, an approach that is potentially 
very promising [216]; unfortunately these studies typically involve large clusters of heavy atoms, and 
the computing time and memory required scales approximately as the third power of the electron 
number; possibly as a consequence of this, published DFT investigations are comparatively rare (and 
mostly devoted to III-N and II-VI chemistry). 

Selection of the growth-rate regime 

In general, the growth conditions can be selected to fall in any of the three above regions, but the 
diffusion limited is usually preferred, not only because of the more efficient use of the reagents, but 
even because it often allows an overall better control on material composition, thickness and quality. In 
the kinetic-limited region, the effects of small temperature and surface conditions variations are 
stronger; moreover, the surface diffusion is low, and the morphology of the material can become poor. 
In the desorption-limited region, the composition of multinary alloys, especially those with different 
group III atoms, becomes more dependent on surface reactions and is more difficult to control. On the 
other hand, the temperature selection is dictated in each specific case by several considerations, 
including for example the control over incorporation of dopants and unwanted impurities, preservation 
of the shape of patterned structures on pre-processed substrates, avoidance of solid-phase inter-
diffusion or dopant diffusion, avoidance of ordering effects, realization of thermodynamically unstable 
compositions. 
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A2.5 Stoichiometry, composition and impurity control in MOVPE 

A2.5.1 V/III ratio, condensation phenomena and stoichiometry 

The common use of an excess of group V in MOVPE is fundamentally motivated by the different 
equilibrium vapor pressures of the corresponding species. At the growth temperature, the III-V 
compounds would decompose if they were not “protected” by an overpressure of the gaseous 
components; experimentally, when the V/III gas-phase ratio is kept below 1, severe surface 
morphological problems occur, related to the presence of group III condensed phase formation, while 
for V/III ratios above 1, no group V condensed phase formation occurs (with the possible exception of 
antimony). The explanation is illustrated for the case of GaAs in Fig. A2.11, based on the simplified 
assumption of a system composed only of Ga and As at thermodynamic equilibrium. 

 
Figure A2.11 a) temperature-composition phase diagram of GaAs; sv=solvus, sd=solidus, liq=liquidus, mp = 
melting points; b) partial pressures-temperature phase diagram of the main gaseous species, the values 
correspond to the liquidus1/solvus1 (light blue) and liquidus2/solvus2 (red) curves of the first diagram. Dotted 
lines indicate the T interval 550-850°C, dash-dotted lines the pressure interval 1-200 Pa. Data from [11, 217] 

The temperature-composition diagram shows only the condensed phases, but the gas phase is 
simultaneously present: a complete phase diagram would include the equilibrium partial pressures, and 
the total pressure as independent parameter; the shown condensed-phases diagram can be considered 
a section at fixed total pressure P≈Patm, but is approximately invariant for a moderate variation of P. In 
the indicated temperature range characteristic of MOVPE, 550-850°C, there are two possible condensed 
phases: for Ga-rich total composition, solid GaAs and a Ga-rich liquid phase (liquidus1); for As-rich total 
composition, solid GaAs and an As-rich liquid phase (liquidus2) or solid As (solvus2). The gas-phase 
equilibrium compositions are shown in the partial pressures-temperature diagram, taking the values 
along the above-mentioned liquidus and solvus lines; in this second diagram, a reasonable interval of Ga 
or As partial pressures (1-200 Pa) consistent with the input precursors' partial pressures applied 
during MOVPE growth is also indicated. For completeness, it must be added that the partial pressures of 
the elements near the surface during the growth will always be lower than what can be calculated based 
on the input flows and the total pressure, because of the depletion due to the incorporation in the 
crystal. 
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In the Ga-rich region, condensation of the liquid phase can actually occur, because the equilibrium 
partial pressures of arsenic and gallium species (blu lines) are below the input values, while in the As-
rich region the arsenic species, especially As4, are above the input values and condensation of a liquid 
phase or of solid arsenic cannot take place (although arsenic condensation would take place at lower 
temperatures, and can be expected on the cooler parts of the reactor chamber). Reagents depletion 
shifts the actual gas-phase pressures near the surface downwards, reducing to some extent the 
probability of condensation. 

 

Another effect of the selection of the V/III ratio is a small variation in the crystal stoichiometry. In Fig. 
A2.11a, the GaAs solid phase is represented as a line, but it is actually a region of small width [218]: the 
stoichiometry corresponding to the left edge (sv3, sd1) is slightly more Ga-rich than the stoichiometry 
corresponding to the right edge (sv4, sd2). The ideal equilibrium values are not precisely known, but 
the difference from the 1:1 ratio is expected to be of the order of parts per million at temperatures far 
from the melting point, and to become larger, in the order of parts per thousand, as the temperature 
approaches the melting point (important for melt-growth but not a typical MOVPE condition). The 
excess of one element – arsenic in all practical growth conditions - is expected to correspond to the 
formation of vacancies (vGa) interstitials (Asi) and antisites (AsGa) at the growth temperature and/or 
during the cooling, and possibly to the formation of arsenic precipitates. 

According to the temperature-composition diagram of Fig. A2.11a, the solid stoichiometry at fixed T, P 
can have only two values, either on the solidus1 side or on the solidus2 side, depending on the total As 
fraction being either above or below 0.5; with growth conditions far from thermodynamic equilibrium 
as in MOVPE, the incorporation will be partially controlled by kinetic factors and the stoichiometry 
might vary with the V/III ratio at the surface in a continuous way.  

 

A2.5.2 Composition control of multinary alloys 

The presence of thermodynamic miscibility gaps in multinary alloys and their origin has been described 
in appendix 1. In this section, only the relation between the input MOVPE parameters and the resulting 
solid composition will be discussed, considering the cases of a ternary with two group III atoms and a 
ternary with two group V atoms. 

For a generic ternary compound AxB1-xC, a distribution coefficient for the A species (Θ𝐴) is defined as 
the ratio of the fraction of A in the solid (𝑥𝑠

𝐴) and the input fraction of A in the vapor (𝑥𝑣
𝐴) phases: 

Θ𝐴 =
𝑥𝑠
𝐴

𝑥𝑣
𝐴 =

𝑥𝑠
𝐴

𝑝𝐴/(𝑝𝐴 + 𝑝𝐵)
 E A2.19 

where pA, pB are the input partial pressures of the precursors corresponding to atoms A and B 
(assuming that each precursor molecule contains only one A or B atom). 

The distribution coefficient is experimentally a function of the growth conditions, especially the 
temperature and the input partial pressures. A simplified model to predict Θ𝐴 based on a 
thermodynamic approach has been proposed, in particular by Stringfellow [11, 219] and by Seki and 
Koukitu [220]. The underlying idea is that – at least in the diffusion-limited growth regime5 – chemical 
equilibrium is established between gaseous species and the solid crystal, and that the precursor 
molecules pyrolize completely, producing group III atoms, and that group V molecules are at their 
thermodynamic equilibrium concentrations (from AsH3 mostly As4 and from PH3 mostly P4). These 
hypothesis allow calculating the solid composition using a limited number of thermodynamic data, 
which are either experimentally accessible or can be calculated. The results are illustrated in Fig. A2.12, 
using the III-V-V ternaries AlAsP, InAsP, and the III-III-V ternary AlGaAs as examples. 

                                                             

5 Actually, if an equilibrium model is valid for the diffusion-limited regime, it should be valid even for the 
desorption-limited regime, unless in the latter case enhanced parasitic pre-reactions become dominant. 
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Figure A2.12 Calculated solid ternary composition vs gas-phase compositions of ternaries: a) AlAsP and InAsP at 
fixed T and different V/III ratios; b) AlGaAs at fixed T and different V/III ratios, InAsP at fixed V/III ratio and two 
different temperatures. The numbers indicate V/III ratios when not otherwise specified. Data from [220]. 

In the case of AlAsP (Fig. A2.12a) the relative amount of of As and P incorporated in the solid depends 
on the following parallel reactions: 

𝐴𝑙(𝑔) +
1

4
𝐴𝑠4(𝑔) ⇄ 𝐴𝑙𝐴𝑠𝐴𝑙𝐴𝑠𝑃(𝑠) 

R A2.4a 

𝐴𝑙(𝑔) +
1

4
𝑃4(𝑔) ⇄ 𝐴𝑙𝑃𝐴𝑙𝐴𝑠𝑃(𝑠) 

R A2.4b 

The corresponding equilibrium equations are: 
𝐾1 = 𝑎𝐴𝑙𝐴𝑠/𝑝𝐴𝑙𝑝𝐴𝑠4

1/4 E A2.20a 

𝐾2 = 𝑎𝐴𝑙𝑃/𝑝𝐴𝑙𝑝𝑃4
1/4 E A2.20b 

Where 𝑎𝐴𝑙𝐴𝑠 and 𝑎𝐴𝑙𝑃 are the activities of the binary compounds within the ternary. These activities are 
calculated from the regular solution model, which takes approximately into account both the entropy 
and the enthalpy of mixing. 
Observing the plot, it can be seen that, when the V/III ratio is >>1 the solid-phase composition is very 
different from the gas-phase composition; reducing the V/III ratio, the difference is reduced, and the 
distribution coefficient becomes Θ𝑃 = Θ𝐴𝑠 = 1 for V/III ≤1. This behavior is due to the fact that the 
equilibrium constants 𝐾1 and 𝐾2 are both very high and the equilibrium positions for reactions R A2.4 is 
strongly on the products side. The P/As ratio in the solid is given approximately by the activities ratio: 
[𝐴𝑙𝑃]

[𝐴𝑙𝐴𝑠]
≈
𝑎𝐴𝑙𝑃
𝑎𝐴𝑙𝐴𝑠

= (𝐾2/𝐾1)(𝑝𝑃4 𝑝𝐴𝑠4⁄ )
1/4 E A2.20c 

When the gas-phase V/III ratio is >>1, the group III reacts completely, and P is preferentially 
incorporated because of a favorable enthalpy contribution (AlP having a much higher cohesive energy 
than AlAs) so that 𝐾2 > 𝐾1; reducing the V/III ratio to values near to 1, the gas-phase partial pressures 
become significantly reduced with respect to the input values, especially that of P4, and this mitigates 
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the thermodynamic advantage of phosphorus incorporation. At V/III ratio ≤1, group V reacts 
completely and the P/As ratio in the solid corresponds to the gas-phase input ratio. 

The case of InAsP is explained similarly, but in this case, at high V/III ratio, As and not P is preferentially 
incorporated, going against the cohesive energies order InAs < InP: this time, it is the higher stability of 
the reactant P4 over As4 to prevail. From this, it can be already seen one critical point of the model: the 
selection of gaseous species that are supposed to be in equilibrium with the solid is fundamental in 
determining the overall result. 

In Fig. A2.12b, the effect of a temperature variation on InAsP composition is shown: it can be seen that a 
higher T enhances the incorporation of phosphorus, consistently with the prevalence of reactant 
stability in determining the competition of the two parallel reactions. 

In the case of the III-III-V ternary AlGaAs (Fig. A2.12b), at V/III ratio ≥1 (normal growth conditions) the 
distribution coefficients is fixed at Θ𝐴𝑙 = Θ𝐺𝑎 = 1, while at V/III ratio <1 (a condition not used in 
practice) Al is expected to be preferentially incorporated because of the much higher cohesive energy of 
AlAs compared to GaAs, and Θ𝐴𝑙 > 1. 

In spite of its high level of idealization, the thermodynamic model captures the general trends, offering 
a simple rationalization of experimental results. Unfortunately, it does not always provide very accurate 
results. 

Even assuming that the hypothesis of a chemical equilibrium near the surface is correct, the specific 
assumption that the species involved are the group III atoms and group V tetramers (or even with the 
possible inclusion of the dimers As2 and P2) is not consistent with the kinetic picture of the surface 
chemistry as described in section A2.4.2. In particular, the assumption that the group V species reach 
the equilibrium in the gas phase is definitely not correct in the case of PH3 (unless very high 
temperatures are used) and this probably explains large errors ascertained in the evaluation of the 
As/P ratio in III-As-P compounds like GaAsP [221, 222]. 

A semi-empirical kinetic model for the determination of the dependence of the distribution coefficient 
from the input gas-phase composition is described in the following. It is assumed that the growth rate 
GABC of the ternary AxB1-xC is composed by the sum of mutually independent binary growth rates GAC and 
GBC, each one of them proportional to the input partial pressures of the corresponding precursors: 
𝐺𝐴𝐶 = 𝑘𝐴𝐶𝑝𝐴𝑝𝐶  and 𝐺𝐵𝐶 = 𝑘𝐵𝐶𝑝𝐵𝑝𝐶. The kinetic constants 𝑘𝐴𝐶 , 𝑘𝐵𝐶  are unknown functions of the 
growth conditions and depend on transport, gas-phase reactions and surface reactions, but are 
assumed independent from the input ratio of A and B species. Defining 𝐿 = 𝑘𝐴𝐶/𝑘𝐵𝐶, the fraction 𝑥𝑠

𝐴 of A 
atoms in the solid corresponding to the A input fraction 𝑥𝑣

𝐴 is given by: 

𝑥𝑠
𝐴 =

𝐺𝐴𝐶
𝐺𝐴𝐶 + 𝐺𝐵𝐶

=
𝐿𝑥𝑣

𝐴

𝐿𝑥𝑣
𝐴 − 𝑥𝑣

𝐴 + 1
 

E A2.21 

and the distribution coefficient for A becomes: 

Θ𝐴 =
𝐿

𝐿𝑥𝑣
𝐴 − 𝑥𝑣

𝐴 + 1
 

E A2.22 

The kinetic constants' ratio L is an adjustable parameter extracted from the fit of the experimental data. 

In Fig. A2.13 are reported experimental values of solid vs input gas-phase compositions of AlxGa1-xAs , 
InxGa1-xAs, and GaAsxP1-x; all these ternaries have been grown with FBH G4 reactor on GaAs (100) 
substrates, from the precursors of Tab. 3.1 at P=50 mbar, using input V/III ratios >>1 (approximately 
constant for each material). It can be seen from these examples that the form of E A2.21 does 
reasonably interpolate the data; since the assumption of a constant L in the whole 𝑥𝑣 range cannot be 
strictly valid, some deviations are to be expected. Note that AlGaAs has Θ𝐺𝑎 < 1, and InGaAs has 
Θ𝐺𝑎 > 1: this opposite behavior correlates with the cohesive energy trend of the binaries 
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(AlAs>GaAs>InAs)6. The lower indium distribution coefficient at 770°C with respect to 600°C can be 
explained by assuming that indium desorption rate increases with temperature more rapidly than 
gallium desorption rate, and the desorption-limited regime is reached earlier for indium incorporation. 
At very low temperature, approximately in the range 400-500°C, a completely different situation might 
be expected: the pyrolysis of TMIn should be still complete, but not the pyrolysis of TMGa, and the 
growth should enter the kinetic-limited regime for gallium incorporation but not for indium 
incorporation: consequently, a distribution coefficient Θ𝐺𝑎 < 1 is expected for InGaAs. This is in line 
with the lower than one values of Θ𝐺𝑎 obtained at very low temperature (425-440°C) in Ref. [223]. 

 
Figure A2.13 Experimental solid ternary compositions vs gas-phase compositions: a) AlGaAs and InGaP; b) GaAsP. 
The dashed lines are interpolations based on Eq. E A2.21, the dashed-dotted line is the prediction of the 
thermodynamic model of Ref. [220]. 

From Fig. A2.13b, it can be seen that the distribution coefficient for As in GaAsP is always >1 in the 
tested temperature range, and decreases with increasing temperature: the effect is most probably 
mainly related to the relative group V precursors stability, i.e. to the relative extent of AsH3 and PH3 
pyrolysis. The dash-dotted line shows the prediction of the thermodynamic model of Seki and Koukitu 
at 750°C in similar conditions (V/III ratio, partial pressures and total pressure); the discrepancy with 
the experiment is in this case quite evident. 

                     
6 As a cautionary remark, it must be said that small deviation of xs/xv from 1 can even be caused by a systematic 
error in the evaluation of the input flows: for example, the bowing of AlGaAs can be reproduced assuming a 28% 
overestimation of TMAl flow. 
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A2.5.3 Dopant and impurities incorporation 

 

Intrinsic carbon, hydrogen and oxygen 

Carbon and hydrogen are normally contained in the precursors' molecules and are always incorporated 
to some extent in the grown layers. 

Carbon – which is tetravalent, is amphoteric in III-V compounds, and can be incorporated either in the 
cation or in the anion sublattice; in GaAs is incorporated preferentially in the arsenic sublattice, where 
it behaves as a p-dopant, and a possible kinetic mechanism involving intermediate carbene species has 
been briefly mentioned in section A2.4.2. Experimentally, the highest carbon concentrations are found 
in materials containing aluminum, as AlGaAs, where again it behaves as p-dopant as in GaAs. The same 
happens for InGaAs, but in InP carbon behaves prevalently as a n-dopant. Independently of the possible 
kinetic incorporation mechanisms, these results can be qualitatively rationalized considering the 
relative electronegativity and the relative strength of the bonds between carbon and the III-V 
constituent elements. To provide a consistent set of values, in Table A2.1 the average dissociation 
enthalpies of C-X bonds in X(CH3)3 molecules are reported; although these values cannot correspond 
exactly to those in the III-V lattice (for example because of the effect of the strain induced by the 
substitutional dopant), the trends should be roughly similar. The electronegativity differences are also 
reported in the same table. 

Carbon has a comparatively high electronegativity, and – to a first approximation - it can be expected to 
be preferentially incorporated in the anion sublattice; this general forecast needs to be refined 
considering the relative bond strengths: it can be seen that in Al-containing compounds, the 
energetically more favorable situation is the formation of Al-C bonds, and consequently the 
incorporation in the group V sublattice. In GaAs and InGaAs the strongest bond is Ga-C, but in InP it is 
by far the P-C bond: the latter circumstance justifies the incorporation in the group III sublattice and the 
resulting n-doping. In compounds with more than one group III element, C can be expected to bond to 
them preferably in the order Al>Ga>In. 

As already mentioned, intrinsic carbon doping can be controlled varying the group V partial pressure, 
probably because it competes for the same sites and because it reacts with hydrogen, which is released 
from the hydrides, forming methane and other volatile CHx molecules; when p-doping is unwanted, it 
can be minimized using a high V/III ratio, but in compounds with high Al content it cannot be 
completely avoided. It is even very sensitive to the growth temperature: in GaAs the highest doping 
concentration is obtained at low T, probably indicating that carbon species desorption limits the 
incorporation. The lowest concentration has not been obtained at very high T but rather at intermediate 
values; the reason for its increased incorporation at high T is not well understood [224, 225]. 

 

element X Al Ga In P As 

X-C bond enthalpy (kJ/mol) 283 251 157 273 215 

χC- χX (Pauling) 0.94 0.74 0.77 0.36 0.37 

 

Table A2.1 Carbon-X bond dissociation enthalpies in molecules with formula X(CH3)3, and electronegativity 
relative to the X elements; the uncertainty on enthalpy values is about 10%. Data from [196, 226, 227]. 

 

Hydrogen can form comparatively strong bonds with all the constituent elements of III-V compounds, 
especially with the group V, but at the same time, since it is monovalent, its substitutional incorporation 
would leave three dangling bonds in the lattice, an energetically highly unfavorable condition. Being 
very small, it can easily occupy interstitial positions and diffuse rapidly in the crystal; it is known to 
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passivate the dopants, forming with them complexes from interstitial positions [228], but the electrical 
activity can be restored by a thermal annealing at temperatures around 500°C, in absence of sources of 
atomic hydrogen (for example an annealing under H2 but without AsH3 or PH3). 

Intentional oxygen incorporation in MOVPE is very rare, although possible. Oxygen is present in small 
amounts as contaminant in the precursors and on the wafer surface, and can enter the reactor when the 
chamber lid is open – since the nitrogen atmosphere in the glove-box might still contain traces of O2 and 
H2O. Moreover, it can be absorbed in periodically-changed components as for example the chamber 
ceiling. Similarly to the case of carbon, its incorporation is difficult to avoid in aluminum-rich materials. 
Opposite to other group VI elements as S, Se and Te, it never behaves as an n-dopant, and rather 
introduces deep levels in the bandgap. As a guideline to predict in which sublattice it is most probably 
incorporated, the electronegativity values and the relative strength of the bonds between oxygen and 
the other elements can be examined. The electronegativity differences between O and the element X, 
and the average dissociation enthalpies of O-X bonds in X2O3 oxides are listed Tab. A2.2. 

 

element X Al Ga In P As 

X-O bond enthalpy (kJ/mol) 514 397 360 367 345 

χO- χX (Pauling) 1.83 1.63 1.66 1.25 1.26 

 

Table A2.2 Oxygen-X bond dissociation enthalpies in compounds with formula X2O3 (from enthalpies of formation, 
assuming 6 bonds/unit), and electronegativity relative to the X elements; the uncertainty on enthalpy values is 
about 10%. Data from [229-231]. 

 

With respect to the constituent elements, oxygen is strongly electronegative, and it might be expected 
to reside on the anion sublattice; moreover, the bond energies with group III atoms are stronger or at 
least not less strong than those with the group V, reinforcing the conclusion. In compounds with more 
than one group III element, O can be expected to bond to them preferably in the order Al>Ga>In. 

Oxygen has six valence electrons and no empty atomic orbitals easily accessible: consequently, rather 
than forming four bonds with its neighbors – which would imply a net transfer of electron density to 
them, it can be expected to form only two - highly polar - bonds, preferably with the more 
electropositive element (group III), keeping four valence electrons in localized non-bonding orbitals; 
this explains why, oxygen is not a donor. The heavier elements of group VI (S, Se, Te) behave as donors 
because they are less electronegative and because they can access low-energy empty atomic orbitals 
which can be employed to form the regular tetrahedral 4-bonds structure, while – assuming that they 
reside in the group V sublattice – the sixth electron can be allocated in a localized, non-bonding but 
comparatively shallow level. 

As in the case of intrinsic carbon, oxygen incorporation can be minimized using high V/III ratios, 
probably because of the same reasons. In AlGaAs, the oxygen content is higher at low growth 
temperature, but it does not decrease monotonically with increasing T – again similarly to the case of 
carbon. 
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Doping from precursors; CBr4, DMZn and Si2H6 

As mentioned in chapter 3, the achievable p-doping in GaAs using CBr4 can exceed 1020 cm-3 [13]. 
Bromine is not appreciably incorporated, but has rather an etching effect. 

Zn behaves as a p dopant in all III-V Zincblende semiconductors. Based on its low electronegativity – 
similar or slightly smaller than that of group III elements - and the fact that it has only two valence 
electrons, Zn can actually be expected to reside in the group III sublattice; the easily accessible 4p 
atomic orbitals allow for the formation of the tetrahedral 4-bonds structure, and the electron missing to 
fill the bonds can be captured from the valence band, generating a hole. A consistent set of Zn-X bond 
energy data similar to those shown for carbon and oxygen is unfortunately not available. The achievable 
doping using DMZn is generally high, ≈1020 cm-3 in GaAs; it is lower in phosphide compounds, for 
example only ≈4×1018 cm-3 in InP vs ≈4×1019 cm-3 in InGaAs lattice-matched to InP [232-234], probably 
in relation to the small size of Zn in oxidation state II, which – within the crystal lattice - should favor 
the bonding with the larger As atoms over that with P atoms. A drawback of Zn is that at high 
temperature it can significantly diffuse in the solid material, making the doping profile more difficult to 
control. 

Silicon – like carbon – is amphoteric in III-V compounds, but is preferentially incorporated in the cation 
sublattice where it behaves as n-dopant; this is compatible with an electronegativity intermediate 
between those of group III and group V elements, and it might be fully explained by Si-V bonds 
significantly stronger than Si-III bonds. Unfortunately, similar to Zn case, a consistent set of Si-X bond 
energies is not available. The achievable doping from disilane is comparable for arsenides and 
phosphides, the highest reported values being ≈1019 cm-3 in GaAs and in InGaP lattice-matched with 
GaAs [235, 236]. 

The incorporation behavior with respect to temperature and partial pressures is different for the three 
precursors (CBr4, DMZn and Si2H6) and is summarized in Tab. A2.3 for the case of GaAs doping. 

 

dopant effect of dopant 
partial pressures 

effect of TMGa partial 
pressures 

effect of AsH3 partial 
pressure 

effect of increasing 
temperature 

C from CBr4 ∝ pCBr4 ≈ independent ∝ 1/pAsH3  decreases strongly 

Zn from DMZn ∝ pCDMZn ≈ independent ∝ pAsH3 decreases strongly 

Si from Si2H6 ∝ pSi2H6 ∝ 1/pTMGa ≈ independent increases weakly 

 

Table A2.3 Effects of precursors partial pressures and of temperature on doping concentrations in GaAs. The 
indicated trends are referred to doping levels below saturation, the growth temperature approximately in the 
range 550°C-750°C and V/III ratio >>1. 

 

In Ref. [11] Stringfellow suggests a general interpretation for the trends of dopant incorporation based 
on several approximations including: boundary-layer approximation, diffusion-controlled growth rate 
regime and thermodynamic equilibrium between the solid and the gas-phase near the surface.  In the 
following, a similar approach is outlined. The gas-phase molecules involved in the equilibrium are 
supposed to contain only one dopant or one constituent atom each, but for the rest their precise 
identity is left unspecified. 

Considering either the case of a dopant d residing on group III sublattice (Zn, Si), or on the group V 
sublattice (C), the fraction of dopant atoms in the solid phase corresponds to the ratio of d and III (or V) 
species net fluxes to the surface. These fluxes are proportional to the concentration gradients via the 
corresponding diffusion coefficients; the concentration gradients are proportional to the difference 
between the “free-stream” or input partial pressures and the partial pressures near the surface, and the 
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diffusion coefficients are approximately equal for all the species. In the case of group III, the partial 
pressure near the surface is much smaller than the input value, because the incorporation reaction goes 
almost to completeness, while in the case of group V the partial pressure near the surface is almost 
equal to the input value, because it is assumed a large excess of input group V. It is even assumed that – 
as is always the case - the molar fraction of the dopant in the solid is much smaller than 1. This implies 
that the net fluxes of group III and V to the wafer surface must be almost identical, because – neglecting 
the small contribution of the dopant – the two atoms are incorporated at the same rate to maintain the 
stoichiometry. Considering the solid phase as a solution of binary compounds III-V and d-V or III-d, the 
above hypothesis lead to the following formulae: 

𝑥𝑠
𝑑𝑉 =

𝐽𝑑
𝐽𝐼𝐼𝐼
=
𝐷𝑑(𝑝𝑑 − 𝑝𝑑

𝑠𝑓
)

𝐷𝐼𝐼𝐼(𝑝𝐼𝐼𝐼 − 𝑝𝐼𝐼𝐼
𝑠𝑓
)
≈
𝑝𝑑 − 𝑝𝑑

𝑠𝑓

𝑝𝐼𝐼𝐼
 

d on III sublattice E A2.23a 

𝑥𝑠
𝐼𝐼𝐼𝑑 =

𝐽𝑑
𝐽𝑉
=
𝐷𝑑(𝑝𝑑 − 𝑝𝑑

𝑠𝑓
)

𝐷𝑉(𝑝𝑉 − 𝑝𝑉
𝑠𝑓
)
≈
𝐷𝑑(𝑝𝑑 − 𝑝𝑑

𝑠𝑓
)

𝐷𝐼𝐼𝐼(𝑝𝐼𝐼𝐼 − 𝑝𝐼𝐼𝐼
𝑠𝑓
)
≈
𝑝𝑑 − 𝑝𝑑

𝑠𝑓

𝑝𝐼𝐼𝐼
 

d on V sublattice E A2.23b 

 

The near-surface equilibrium conditions can be expressed as: 

𝐾𝑑𝑉 =
𝑎𝑠
𝑑𝑉

𝑝𝑑
𝑠𝑓
∙ 𝑝𝑉
𝑠𝑓
=
𝑥𝑠
𝑑𝑉 ∙ 𝛾𝑑𝑉

𝑝𝑑
𝑠𝑓
∙ 𝑝𝑉
𝑠𝑓
≈
𝑥𝑠
𝑑𝑉 ∙ 𝛾𝑑𝑉

𝑝𝑑
𝑠𝑓
∙ 𝑝𝑉

 
d on III sublattice E A2.24a 

𝐾𝐼𝐼𝐼𝑑 =
𝑎𝑠
𝐼𝐼𝐼𝑑

𝑝𝐼𝐼𝐼
𝑠𝑓
∙ 𝑝𝑑
𝑠𝑓
=
𝑥𝑠
𝐼𝐼𝐼𝑑 ∙ 𝛾𝐼𝐼𝐼𝑑

𝑝𝐼𝐼𝐼
𝑠𝑓
∙ 𝑝𝑑
𝑠𝑓

 
d on V sublattice E A2.24b 

𝐾𝐼𝐼𝐼𝑉 =
𝑎𝑠
𝐼𝐼𝐼𝑉

𝑝𝐼𝐼𝐼
𝑠𝑓
∙ 𝑝𝑉
𝑠𝑓
=
𝑥𝑠
𝐼𝐼𝐼𝑉 ∙ 𝛾𝐼𝐼𝐼𝑉

𝑝𝐼𝐼𝐼
𝑠𝑓
∙ 𝑝𝑉
𝑠𝑓

≈
𝑥𝑠
𝐼𝐼𝐼𝑉 ∙ 𝛾𝐼𝐼𝐼𝑉

𝑝𝐼𝐼𝐼
𝑠𝑓
∙ 𝑝𝑉

 
for the constituent elements E A2.25 

 

where the activity coefficients of the III-V, d-V and III-d binaries within the ternary III-d-V compound 
have been expressed in terms of molar fractions using the activity coefficients 𝛾. 

 

Substituting 𝑝𝑑
𝑠𝑓

 obtained from E A.24a in E A2.23a and extracting 𝑥𝑠
𝑑𝑉: 

 

𝑥𝑠
𝑑𝑉 ≈

𝐾𝑑𝑉 ∙ 𝑝𝑑 ∙ 𝑝𝑉
𝐾𝑑𝑉 ∙ 𝑝𝐼𝐼𝐼 ∙ 𝑝𝑉 + 𝛾𝑑𝑉

 
d on III sublattice E A2.26 

 

Substituting first 𝑝𝐼𝐼𝐼
𝑠𝑓

 obtained from E A2.25 in E A2.24b and with the approximation 𝑥𝑠
𝐼𝐼𝐼𝑉 ≈ 1, 𝑝𝑑

𝑠𝑓
 can 

be expressed as: 

𝑝𝑑
𝑠𝑓
≈
𝐾𝐼𝐼𝐼𝑉 ∙ 𝑥𝑠

𝐼𝐼𝐼𝑑 ∙ 𝛾𝐼𝐼𝐼𝑑 ∙ 𝑝𝑉
𝐾𝐼𝐼𝐼𝑑 ∙ 𝛾𝐼𝐼𝐼𝑉

 
d on V sublattice E A2.27 

Substituting 𝑝𝑑
𝑠𝑓

 obtained from E3.27 in E3.23b and extracting 𝑥𝑠
𝐼𝐼𝐼𝑑: 

 

𝑥𝑠
𝐼𝐼𝐼𝑑 ≈

𝐾𝐼𝐼𝐼𝑑 ∙ 𝛾𝐼𝐼𝐼𝑉 ∙ 𝑝𝑑
𝐾𝐼𝐼𝐼𝑑 ∙ 𝛾𝐼𝐼𝐼𝑉 ∙ 𝑝𝐼𝐼𝐼 + 𝐾𝐼𝐼𝐼𝑉 ∙ 𝛾𝐼𝐼𝐼𝑑 ∙ 𝑝𝑉

 
d on V sublattice E A2.28 
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In the case of a dopant on III sublattice, two extreme cases are possible:  

when  𝐾𝑑𝑉 ∙ 𝑝𝐼𝐼𝐼 ∙ 𝑝𝑉 ≫ 𝛾𝑑𝑉  

then  𝑥𝑠
𝑑𝑉 ≈ 𝑝𝑑 𝑝𝐼𝐼𝐼⁄       →type 1 

when  𝐾𝑑𝑉 ∙ 𝑝𝐼𝐼𝐼 ∙ 𝑝𝑉 ≪ 𝛾𝑑𝑉  

then  𝑥𝑠
𝑑𝑉 ≈ (𝐾𝑑𝑉/𝛾𝑑𝑉) ∙ 𝑝𝑑 ∙ 𝑝𝑉     →type 2 

Type 1 corresponds to a dopant that behaves like a group III element, reacting almost to completion 
once it reaches the surface; this situation occurs at high values of 𝐾𝑑𝑉 and is promoted by high group V 
and III partial pressures. The incorporation is temperature-independent and equal to the d/III input 
ratio. Experimentally, the behavior of silicon originating from Si2H6 approximates the type 1 in GaAs, 
although 𝑥𝑠

𝑑𝑉 is always smaller than 𝑝𝑑 𝑝𝐼𝐼𝐼⁄ , the highest value obtained on G3 reactor being for example 
0.3 ∙ 𝑝𝑑 𝑝𝐼𝐼𝐼⁄  at 760°C. The values of 𝑥𝑠

𝑑𝑉 become slightly smaller at low temperature, possibly because of 
incomplete disilane pyrolysis. 

Type 2 corresponds to a dopant whose incorporation is minimal, so that its concentration in the gas-
phase near the surface is similar to the input value; this situation occurs at low values of 𝐾𝑑𝑉 and is 
promoted by low group V and III partial pressures. The incorporation is proportional to the product of 
the input partial pressures of dopant and group V. The temperature dependence is mostly contained in 
the equilibrium constant 𝐾𝑑𝑉 = 𝑒𝑥𝑝(−∆𝑟𝐺 𝑅𝑇⁄ ): when ∆𝑟𝐺 > 0 (low d-V binary cohesion energy 
and/or highly volatile gas-phase dopant species) the incorporation decreases exponentially with 
increasing T. The behavior of zinc originated from DMZn approximates type 2 in GaAs. 

 

Even in the case of a dopant on V sublattice two extreme cases are possible:  

when  𝐾𝐼𝐼𝐼𝑑 ∙ 𝛾𝐼𝐼𝐼𝑉 ∙ 𝑝𝐼𝐼𝐼 ≫ 𝐾𝐼𝐼𝐼𝑉 ∙ 𝛾𝐼𝐼𝐼𝑑 ∙ 𝑝𝑉   

then  𝑥𝑠
𝐼𝐼𝐼𝑑 ≈ 𝑝𝑑/𝑝𝐼𝐼𝐼     →type 3 

when  𝐾𝐼𝐼𝐼𝑑 ∙ 𝛾𝐼𝐼𝐼𝑉 ∙ 𝑝𝐼𝐼𝐼 ≪ 𝐾𝐼𝐼𝐼𝑉 ∙ 𝛾𝐼𝐼𝐼𝑑 ∙ 𝑝𝑉   

then  𝑥𝑠
𝐼𝐼𝐼𝑑 ≈ [𝐾𝐼𝐼𝐼𝑑 ∙ 𝛾𝐼𝐼𝐼𝑉/(𝐾𝐼𝐼𝐼𝑉 ∙ 𝛾𝐼𝐼𝐼𝑑)] ∙ 𝑝𝑑 𝑝𝑉⁄   →type 4 

 

Type 3 corresponds to the case of a dopant with ∆𝑟𝐺 much more favorable (more negative) than the 
constituent group V element (because per hypothesis 𝑝𝐼𝐼𝐼 ≪ 𝑝𝑉); this is not a situation typical for a 
dopant, but it might be represented for example by oxygen in AlAs or AlGaAs: in this case, increasing the 
temperature or the growth rate (> 𝑝𝐼𝐼𝐼) should reduce oxygen incorporation (the latter only if O is 
originated by an independent source and is not contained as an impurity in the precursors). 

Type 4 corresponds to a dopant with ∆𝑟𝐺 much less favorable than the constituent group V element, or 
even similar/moderately more negative, provided that the V/III ratio is sufficiently high. The dopant 
incorporation is proportional to the 𝑝𝑑 𝑝𝑉⁄  ratio and decreases or increases exponentially with the 
temperature, depending on the difference ∆𝑟𝐺(𝐼𝐼𝐼𝑑) − ∆𝑟𝐺(𝐼𝐼𝐼𝑉) being negative or positive 
respectively. The behavior of carbon originated from CBr4 approximates type 4 in GaAs, with 
incorporation decreasing as the temperature is raised, which (according to the model) implies 
∆𝑟𝐺(𝐺𝑎𝐶) < ∆𝑟𝐺(𝐺𝑎𝐴𝑠). Lowering the V/III ratio and the temperature might shift the behavior 
towards type 3, but at very low V/III ratio carbon originating from the methyl groups of TMGa is 
simultaneously incorporated, an effect not included in the above equations. Another important point is 
that the hydrogen atoms generated by AsH3 can react with CBr4 and with C atoms adsorbed on the 
surface, forming CBrxHy and CHx species; this effect – rather than the competition for the same sites - is 
often indicated as the main cause of the reduction of carbon doping with increasing arsine partial 
pressure [237]. 
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As for the case of the equilibrium model used in section A2.5.2 in relation to the composition of ternary 
alloys, the kinetic stability of the gas-phase species involved in the assumed near-surface equilibrium is 
critical: if a dopant precursor is kinetically stable on the scale of the residence-time, an equilibrium-
based model will unavoidably lead to partially wrong predictions. For example, this kind of model 
works better for disilane than for the (more stable) silane [11]. Moreover, a realistic description of 
near-surface processes should involve all the possible chemical reaction specific of a certain 
combination of reactants, as exemplified by the case of the hydrogenation of CBr4 from AsH3 species.  

To summarize, the model offers a comparatively simple rationalization of the observed experimental 
trends, and can be seen as a first guide in guessing, for each dopant precursor, how the doping might 
reasonably correlate to the growth parameters, but it cannot be used as a precise predictive tool. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 





 

 

A3 Justification of the equations used in modeling the CBr4+TMAl etch 

 

 

Justification of E4.5 

Given an arbitrary time dt, in absence of CBr4, the thickness of the grown AlAs layer would be: 

𝑑𝑥 = 𝐺𝐴𝑙𝐴𝑠(𝑝𝐴𝑙) ∙ 𝑑𝑡 E A3.1 

 

This thickness could be etched back by CBr4 in the time: 

𝑑𝑡´ = 𝑑𝑥/𝐸𝐴𝑙𝐴𝑠(0) E A3.2 

 

Combining the last two equations: 

𝑑𝑡´ = 𝑑𝑡 ∙ 𝐺𝐴𝑙𝐴𝑠(𝑝𝐴𝑙)/𝐸
𝐴𝑙𝐴𝑠(0) E A3.3 

 

Growth and etch are assumed to be non-interacting processes. For low values of 𝑝𝑇𝑀𝐴𝑙 l, 𝑑𝑡´ < 𝑑𝑡 is 
fulfilled and under these conditions 𝑑𝑡 − 𝑑𝑡´ is the part of the time dt during which GaAs is actually 
etched, at the rate 𝐸𝐺𝑎𝐴𝑠(0).  

The etched GaAs thickness will then be: 

𝑑𝑥´ = 𝐸𝐺𝑎𝐴𝑠(0) ∙ (𝑑𝑡 − 𝑑𝑡´) E A3.4 

  

this, together with the E A3.3 leads to: 

𝑑𝑥´ 𝑑𝑡⁄ = 𝐸𝐺𝑎𝐴𝑠(0) ∙ (1 − 𝐺𝐴𝑙𝐴𝑠(𝑝𝐴𝑙) 𝐸𝐴𝑙𝐴𝑠(0)⁄ ) =E4.5 

 

Justification of E4.7 and E4.8 

It is assumed that during steady-state etching of GaAs in presence of TMAl, a fraction of the surface is 
covered with a partially-complete monolayer of AlAs, and that growth and etching of AlAs are non-
interacting processes. In terms of the fraction 𝜃 of group III sites on the surface that are occupied by Al, 
the chemisorption rate of Al is assumed to be proportional to TMAl partial pressure times the fraction of 
free sites, and the desorption rate (more properly: the etching rate at fixed 𝑝𝐶𝐵𝑟4) is assumed to be 
proportional to the fraction of occupied sites, resulting in the differential equation: 

 

𝑑𝜃 𝑑𝑡⁄ = 𝑘𝐺 ∙ 𝑝𝑇𝑀𝐴𝑙 ∙ (1 − 𝜃) − 𝑘𝐸 ∙ 𝜃  E A3.5 

 

Under stationary conditions 𝑑𝜃 𝑑𝑡⁄ = 0, and 𝜃 is given by: 

𝜃 = 𝑘𝐺 ∙ 𝑝𝑇𝑀𝐴𝑙 (𝑘𝐸 + 𝑘𝐺 ∙ 𝑝𝑇𝑀𝐴𝑙)⁄  E A3.6 

 

defining 𝐾 ≡ 𝑘𝐺 𝑘𝐸⁄  E A3.6 can be rewritten: 

𝜃 = 𝐾 ∙ 𝑝𝑇𝑀𝐴𝑙 (1 + 𝐾 ∙ 𝑝𝑇𝑀𝐴𝑙)⁄   =E4.7 
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Note that here 𝐾 is the ratio of two kinetic constants relative to different reactions under steady-state 
conditions, not to the same reaction proceeding in opposite directions: the chemisorption of Al is due to 
TMAl decomposition, the desorption to a reaction with CBr4. Consequently 𝐾 is not an equilibrium 
constant. 

 

𝐾 must now be related to the growth rate and etch rate of AlAs: 𝐺𝐴𝑙𝐴𝑠(𝑝𝐴𝑙), and 𝐸𝐴𝑙𝐴𝑠(0). 

The right side of E A3.5 contains a positive term associated to chemisorption and a negative term 
associated to desorption; when 𝜃 = 0 we are left only with the first term, which can be related to the 
growth rate through a proportionality constant d, which is the AlAs monolayer thickness:  

𝐺𝐴𝑙𝐴𝑠(𝑝𝐴𝑙) = 𝑑 ∙ 𝑑𝜃 𝑑𝑡⁄ = 𝑘𝐺 ∙ 𝑝𝑇𝑀𝐴𝑙  E A3.7 

 

When 𝜃 = 1 the right side of E A3.5 is reduced to the negative desorption term, that can be related to 
the etch rate using again d: 

𝐸𝐴𝑙𝐴𝑠 = −𝑑 ∙ 𝑑𝜃 𝑑𝑡⁄ = 𝑘𝐸  E A3.8 

 

From the last two equations it follows that: 

𝐾 ≡ 𝑘𝐺 𝑘𝐸⁄ = 𝐺𝐴𝑙𝐴𝑠(𝑝𝐴𝑙) (𝑝𝑇𝑀𝐴𝑙 ∙ 𝐸
𝐴𝑙𝐴𝑠(0))⁄   =E4.8 

 

Justification of E4.10 

Equation E4.6 assumes that the surface is entirely covered by at least one complete monolayer of AlAs, 
which means that 𝜃 = 1 and 𝐸𝐺𝑎(𝐴𝑙)𝐴𝑠(𝑝𝐴𝑙) ≤ 0 (growth prevails). 

To extend its validity to the range of 𝑝𝑇𝑀𝐴𝑙  where 𝐸𝐺𝑎(𝐴𝑙)𝐴𝑠(𝑝𝐴𝑙) > 0 we can write: 

𝐸𝐺𝑎(𝐴𝑙)𝐴𝑠(𝑝𝐴𝑙) ≈ 𝐸𝐺𝑎𝐴𝑠(𝑝𝐴𝑙) + 𝐸𝐴𝑙𝐴𝑠(0) ∙ 𝜃 − 𝐺𝐴𝑙𝐴𝑠(𝑝𝐴𝑙) E A3.9 

 

It has been assumed that AlAs grows with the same rate on AlAs as on GaAs, since in the considered 
temperature range there is no desorption of Al and there is also no indication in literature that the 
decomposition of the Al precursor is significantly affected by the slightly different bonding energies to 
these two surfaces. 

Introducing E4.9 into E A3.9 gives E4.10. 

 

Note that the fraction of the surface 𝜃 covered by AlAs is estimated with a Langmuir equation through 
E4.7 and E4.8, but this estimate cannot be correct when the (net) etch rate 𝐸𝐺𝑎(𝐴𝑙)𝐴𝑠(𝑝𝐴𝑙)  approaches 0 
or becomes negative (growth regime): in the Langmuir equation the condition 𝜃=1 is fulfilled only for 
𝑝𝑇𝑀𝐴𝑙 → ∞, therefore E4.9 predicts that the etching of GaAs will go to 0 only for 𝑝𝑇𝑀𝐴𝑙 → ∞. The result 
is that there is a small spurious GaAs etching term that persists even when the GaAs is completely 
buried by the growing AlAs. In the equation E4.10 there is a second term that depends on  𝜃 and that 
represents the etching of AlAs: this term is slightly underestimated when 𝐸𝐺𝑎(𝐴𝑙)𝐴𝑠(𝑝𝐴𝑙)  is near 0 or 
becomes negative, for the same reason. This introduces two errors of opposite sign, which almost 
eliminate each other. 

 



 

 

A4 Model for the calculation of αip in the implanted sections 

 

For the derivation of an explicit expression for αip the same approach described in the appendix 5 of 
[58] is followed; while there it is derived for the case of a laser with a single passive section at one end, 
here it is extended to the case of two identical passive sections of length Lp, each one at one end of the 
laser cavity. 

The differential quantum efficiency ηd for a laser 1 without passive sections can be expressed as: 

η𝑑1 =
η𝑖𝛼𝑚
Γ𝑧〈𝑔〉𝑥𝑦

 E A4.1 

where αm are the mirror losses, Γz is the confinement factor along the longitudinal direction and 〈𝑔〉𝑥𝑦 is 
the transverse modal gain. E4.1 can be reformulated in terms of absorption, reflection and geometric 
parameters using the relation 𝛼𝑚 = 𝐿−1𝑙𝑛(ℛ−1), where ℛ is the facet power reflectivity, and the 
threshold condition for steady-state gain and loss: Γ𝑧〈𝑔〉𝑥𝑦 = 𝛼𝑖 + 𝛼𝑚. Substituting in E4.1: 

η𝑑1 =
η𝑖𝛼𝑚

𝛼𝑖 + 𝛼𝑚
=

𝜂𝑖𝐿
−1𝑙𝑛(𝑅−1)

𝛼𝑖 + 𝐿−1𝑙𝑛(𝑅−1)
= η𝑖𝐹1 

E A4.2 

For a laser 2 identical to the first one in all aspects except for the presence of passive sections at the 
facets, the differential quantum efficiency can be similarly written: 

η𝑑2 =
η𝑖𝛼𝑚1

Γ𝑧1〈𝑔〉𝑥𝑦1
= η𝑖𝐹2 E A4.3 

It has been assumed here that ηi is the same for both lasers: this assumption implies that there is no 
significant current leakage in the passive sections and that the length of the passive section Lp is small 
with respect to the active length La, so that the carrier density at threshold does not change much from 
the case where Lp=0. 

To express F2 in terms of absorption, reflection and geometric parameters, the simple approach used in 
the case of F1 cannot be used, and the more sophisticated approach of [58] has been used, giving: 

𝐹2 =
2𝛼𝑖𝑝𝐿𝑝 − 𝑙𝑛(𝑅)

α𝑖𝑎𝐿𝑎 + 2α𝑖𝑝𝐿𝑝 − 𝑙𝑛(𝑅)
∙

(1 − 𝑅) √𝑅⁄

(1 − 𝑅𝑒−2α𝑖𝑝𝐿𝑝) (√𝑅𝑒−α𝑖𝑝𝐿𝑝)⁄
 

E A4.4 

αi in E4.2 is the same as αia in E4.4, and can be experimentally evaluated in a standard way using lasers 
of different lengths without passive sections. In the ratio of the slope efficiencies of the two devices, ηi 
cancels out, and we remain with a function F2/F1 of αip and known parameters: 

η2 η1⁄ = η𝑑2 η𝑑1⁄ = F2 F1⁄  E A4.5 

αip can be used as a fitting parameter to interpolate the experimental values of η through Eq. E4.5. An 
example of the fitting is given in Fig. A.1. 
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Figure A.1 Interpolation of experimental values of η for facet-implanted LBI and STD devices from sample 11, L=4 
mm W=100 µm. 



 

 

Glossary 

 

 

Symbol or 

abbreviation 

 

most common uses, meaning 

∇𝒓 , ∇𝒌 Nabla operator (grad) on real space (r) or reciprocal space (k) coordinates 

∇𝒓
2 Laplacian operator (div∙grad) in real space 

α - optical absorption coefficient; for lasers: αi = internal losses; αm = mirror losses; 
αp = passive section losses 

- αT = thermal diffusivity 

β thermal expansion coefficient 

Γ - confinement coefficient (of optical modes in the active zone of a laser) 
- origin of the reciprocal lattice 

γ - ground-state degeneracy 
- activity coefficient  
- Gibbs excess surface energy 

δ boundary layer thickness 

ε energy (electron eigenvalue energies – band-edge energies) 

ε0 vacuum permittivity 

εF Fermi level 

ε̃ complex dielectric permittivity (𝜀̃ = 𝜀1 + 𝑖𝜀2) 

η - specific growth or etch rate (as defined in chapter 4) 
- for lasers: η = slope efficiency; ηd = differential quantum eff.; ηi = internal diff. 

quantum eff.; ηE = energy conversion eff. 

θ fraction of occupied surface sites 

Θ - distribution coefficient 
- for lasers: far-field angle 

κ extinction coefficient 

κg grating coupling coefficient 

κ𝑇 thermal conductivity 

λ wavelength 

Λ𝐵 Bragg grating period 

μ - mobility 
- gas viscosity 

ν - frequency 
- kinematic viscosity 

ρ density 

σ carrier capture cross-section 
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τ relaxation time (intraband), lifetime (interband) 

φ single electron wavefunction 

χ electronegativity 

ψ multi-electron wavefunction 

ω angular frequency ω = 2πν 

a lattice parameter (also the letters b, c, u are used) 

A - Shockley-Read-Hall recombination coefficient (high excitation) 
- pre-exponential factor in the Arrhenius equation 

AFM atomic force microscopy 

AR anti-reflection (optical coating) 

ASE amplified spontaneous emission 

B radiative spontaneous recombination coefficient (high excitation) 

BAL broad-area laser 

BM buried-mesa (laser, chapter 6) 

BPP beam parameter product 

BZ Brillouin Zone 

C Auger recombination coefficient (high excitation) 

CB conduction band 

ccp cubic close-packed (lattice) 

CL cathodoluminescence 

COD catastrophic optical damage 

COMD catastrophic optical mirror damage 

CW continuous-wave current (electrical current with constant value) 

d thickness 

D diffusion coefficient 

DBR distributed Bragg reflector (laser) 

dc duty cycle (of a Bragg grating, chapter 5) 

DFB distributed feedback (laser) 

DFT density-functional theory (quantum mechanics) 

DIC differential interference contrast 

DMZn dimethylzinc, C2H6Zn 

DOP degree of polarization (of an optical beam) 

e - elementary charge (electron in reaction equations) 
- Eulerʼs number 

E etch rate 

Ea , Ep activation energy (chemical kinetics) 

EDX energy-dispersive X-ray analysis 
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EPD etch pit density 

f - distribution function 
- gas flow 

FBH Ferdinand-Braun-Institut 

fcc face-centered cubic (Bravais lattice) 

FF far-field (of an optical beam) 

FWHM full width at half maximum 

g gravitational acceleration 

gth gain per unit length; also g0 = gain parameter 

gn(ε) density of states in the band of index n 

G - Gibbs energy (thermodynamics)  
- growth rate (kinetics) 

G3, G4 MOVPE reactors AIX2400G3 and AIX2800G4 used in this work 

GRIN graded-index (epitaxial layer) 

h - Planck constant; also: ħ = h/2π 
- reactor chamber’s height 

H enthalpy 

Ĥ Hamiltonian operator 

HR - high-reflection (optical coating) 
- high resolution in HR-XRD 

hcp hexagonal close-packed (lattice) 

i - current per unit cavity length 
- imaginary unit 

I current 

j current density 

JA gas-phase flux of the species A 

k kinetic constant 

K equilibrium constant 

kB Boltzmann constant 

k reciprocal-space vector, wavevector 

K reciprocal-lattice vector 

LBI lateral buried implantation (laser, chapter 7) 

LIV light-current-voltage (plot) same as PIV 

LPE liquid-phase epitaxy 

m0 electron rest mass 

m* effective mass (of electrons or holes) 

M2 beam quality parameter 

MBE molecular-beam epitaxy 
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MFC mass-flow controller 

MO metalorganic 

MOCVD metalorganic chemical vapor deposition 

MOPA master-oscillator power-amplifier 

MOVPE metalorganic vapor-phase epitaxy 

MTTF mean time to failure 

L laser cavity length 

n - refractive index; ne = effective index, ng = group effective index 
- electron density in the CB; ni = intrinsic carrier density 

�̃� complex refractive index (�̃� = 𝑛 + 𝑖𝜅) 

n- negative (doping, carrier type) 

NAM non-absorbing mirror 

N densities in real space: 

N(x) = ion implantation density vertical profile 

NC (NV) = effective density of states in the conduction (valence) band 

NA, ND, NT = acceptor, donor, trap densities 

NF near-field (of an optical beam) 

NIM not-injected mirror 

OM optical microscopy 

p - partial pressure  
- hole density in the VB 

P - pressure  
- for lasers: optical power 

p- positive (doping, carrier type) 

PC pressure controller 

pin, pn, pnp positive-intrinsic-negative (junction) etc. 

PIV power-current-voltage (plot) same as LIV 

PL photoluminescence 

Q ion dose 

QW quantum well (SQW, DQW, MQW = single, double, multi QW) 

QWI quantum well intermixing 

ℛ power reflection coefficient (reflectance) 

R gas constant 

rate (e.g. Rsp = spontaneous emission rate) 

Rp projected range of ion implantation; also ΔRp = straggle 

r real-space vector 

R direct-lattice vector 
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RBS Rutherford backscattering (analysis) 

RIE reactive-ion etching 

r(Ith), r(IL), r(η) ratios of: threshold currents, leakage currents and slope efficiencies (LBI/STD 
lasers, chapter 7) 

RTA rapid thermal annealing 

S - entropy 
- surface recombination rate 

SEM scanning electron microscopy 

SG-DBR sampled-grating distributed Bragg reflector 

SIMS secondary-ion mass spectrometry 

SMSR side mode suppression ration 

SRH Shockley-Read-Hall (non-radiative recombination mechanism) 

STD standard (laser) 

STM scanning tunneling microscopy 

TE transverse-electric (electromagnetic field polarization) 

TEM transmission electron microscopy 

TM transverse-magnetic (electromagnetic field polarization) 

TMAl trimethylaluminum, C3H9Al 

TMGa trimethylgallium, C3H9Ga 

TMIn trimethylindium, C3H9In 

Tsp set-point temperature 

Tw wafer-temperature 

u flow velocity (in appendix 2) 

U - internal energy (thermodynamics)  
- potential energy for the electrons (quantum mechanics) 
- surface recombination rate 

𝑢𝑛,𝒌(𝒓) Bloch function 

UHV ultra-high vacuum 

VB valence band 

V1, V2 variants of the lasers with buried implantation (chapter 7) 

VS0, VS2 laser vertical structures with 0 and with 2 etch-stop layers (chapter 6) 

W, w width 

XRD X-ray diffraction 

Z0, Z1 grating burst and sampling period in SG-DBR mirrors 

zR Rayleigh distance (in a Gaussian beam) 
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