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ABSTRACT

A step-change in efficiency of gas turbine technology and, subsequently, an emissions

reduction from this technology requires conceptual changes. Substituting conventional

combustion chambers with pressure gain combustion in the form of pulsed detonation

combustion (PDC) is one of the promising methods that can reduce gas turbine emis-

sions significantly. Nevertheless, the component matching for the respective systems and

specifically that of turbine expanders working with the exhaust flow of PDC tubes is still

not solved. The unsteady nature of PDC exhaust flow makes 3D-CFD simulations too

expensive to be applied in optimization loops in early design stages. To address this ques-

tion, the present paper introduces a new cost-effective but reliable methodology for turbine

analysis and optimization, based on the unsteady exhaust flow of pulsed detonation com-

bustors. The methodology unitizes a robust unsteady one-dimensional solver, a meanline

performance analysis, and an adaptive surrogate optimization algorithm. A two-stage axial
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turbine is optimized considering all unsteady flow features of a hydrogen-air PDC config-

uration with five PDC tubes. A three-dimensional URANS simulation is performed for the

optimized geometry and the baseline to evaluate the methodology. The results showed that

the optimized turbine produces 16% lower entropy than the original one. Additionally, the

turbine output power is increased by 14% by the optimized design. Based on the results, it

is concluded that the approach is fast and reliable enough to be applied in optimizing any

turbine working with unsteady flows, more specifically in PDC applications.

NOMENCLATURE

A Cross sectional area.

E Internal energy.

F Force.

Fe Endwall force.

f Frequency.

H Total enthalpy.

h Specific enthalpy.

ṁ Mass flow rate.

NB Number of blade.

n Number of sample points.

P Pressure, static pressure.

Pr Pressure ratio.

rpm Round per minute.

S Non-dimensional entropy.

S Time averaged non-dimensional entropy.

T Temperature.

t Time.

tr,max/c Thickness to chord ratio for the first rotor blade.

V Flow velocity.
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W Work.

X Sample point in a design space.

Y Mass fraction.

y+ Dimensionless wall distance.

β Blade outlet angle.

ρ Density.

γ Heat capacity ratio.

ω Total pressure loss coefficient.

Abbreviations

CSM Complex Shape Method.

E3 Energy Efficient Engine.

GCI Grid Convergence Index.

LHD Latin Hypercube Design.

PDC Pulsed Detonation Combustion.

PGC Pressure Gain Combustion.

RDC Rotating Detonation Combustion.

SBO Surrogate Based Optimization.

URANS Unsteady Reynolds-Averaged Navier Stocks.

Subscript

b Best sample point.

bl Bleed flow.

Cont Contraction.

Exp Expansion.

o Sample point that is neither the best nor the worst.

R Rotor number 1.

Ref Reflection.

ref Reference value.

s Geometric center of the complex shape.

GTP-22-1330 3 Asli



Journal of Engineering for Gas Turbines and Power

sp Species.

t Total quantity.

V Nozzle number 1.

w Worst sample point.

x Axial direction.

Superscript

(j) Complex shape jth.

INTRODUCTION

The power generation and transport sectors have been responsible for most of the global

growth of greenhouse gas emissions for the last decade. They also accounted for over two-

thirds of emissions in 2019 [1]. This is only a piece of statistics indicating that achieving net-zero

economies by 2050 very much depends on measures in areas other than the energy sector. Gas

turbines can be considered the heart of energy and aviation sectors that need to be modified for

this purpose.

Among the solutions for significantly cutting gas turbine emissions, using pressure gain com-

bustion (PGC) instead of constant pressure combustion has shown its potential [2]. Despite the

higher thermal efficiency of PGC-driven gas turbine cycles, which have been proven theoreti-

cally [3, 4], almost all practical PGC processes include unsteady physical phenomena. The as-

sociated unsteady exhausting flow results in an operation of turbomachinery components under

fluctuating off-design conditions. In turn, this causes a reduction in their performance and can

counteract all benefits from the introduction of PGC. In order to make the PGC-gas turbine con-

cept practical, efficient turbomachinery components capable of working in a wide range of oper-

ating conditions are required. Several researchers have focused on integrating turbines into the

PGC concepts of pulsed detonation combustion (PDC) and rotating detonation combustion (RDC).

In most experimental studies, existing turbines are placed downstream of PGCs to evaluate their

performance. Glaser et al. [5] quantified a turbine’s performance connected to a circular array

of six PDC tubes by measuring the turbine power. They showed a comparable turbine efficiency
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between PDC-driven and steady operating turbines across the tested pressure ratios. They also

concluded that an increase in fill fraction leads to a reduction in turbine efficiency. Rasheed et

al. [6] connected six PDC tubes to a single-stage axial turbine and measured the work extraction

and peak pressure attenuation through the blade rows. They also concluded the necessity of de-

sign optimization for a turbine working with PDCs [7]. Anand et al. [8] measured a higher thermal

efficiency for the PDC cycle than the theoretical Brayton cycle, despite a substantial reduction in

turbine efficiency. Fernelius and Gorrell [9] utilized a rotating ball valve to generate a sinusoidal

pressure pulse to mitigate PDC exhaust flow for a combustion-free turbine test rig. They observed

a decrease in turbine efficiency and pressure ratio and concluded that the cause is the pressure

pulse amplitude, not the frequency.

While the highly unsteady exhaust flow of PDC and the compact geometry bring measurement

challenges, numerical methods can provide more details, specifically where it is not possible to

observe experimentally. A three-dimensional simulation of a PDC tube connected to an aircraft

engine axial turbine stage was done by Van Zante et al. [10] to evaluate the pressure attenuation

through the turbine stage. They measured a very low turbine efficiency of 26.7% since it operated

for a significant part of the PDC cycle at off-design conditions. Xisto et al. [11] performed a

two-dimensional URANS simulation of a coupled PDC-turbine system to study the different loss

sources in turbines. They observed that the mismatch between the rotor speed and time-varying

exhaust flow of PDC tubes is responsible for large incidence angle variation and, consequently,

flow separation and significant losses. Their numerical simulation has shown that the turbine

operates more efficiently under purge conditions for the particular turbine design. Cuciumita and

Paschereit [12] compared the performance of a supersonic turbine stage under steady inlet and

unsteady flow of PDC tubes using a two-dimensional RANS solver. They computed a pressure

loss that was 50% smaller in the case of PDC operated turbine, which was mainly due to the

turbine being exposed to the shock waves for less time.

Despite the accuracy of unsteady two and three-dimensional CFD methods in capturing de-

tailed flow physics, their computational price does not allow these methods to be utilized in opti-

mization loops, where many simulations have to be performed. Instead, low fidelity methods are
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required to carry out design and optimization simulations fast and reliably. Within the scope of

turbine and PDC optimization, Fernelius and Gorrell [13] utilized a two-dimensional steady RANS

solver to calculate the objective function and optimize the rotor blades of a turbine stage. To

simplify the optimization problem, they assumed a sinusoidal pressure pulse as the turbine inlet

boundary condition. They performed steady simulations, one at a maximum and one at a mini-

mum of the pressure pulse in each objective function call. However, the unsteady features of the

PDC exhaust flow field were ignored for the sake of reducing computational time. While the mean

line methods in turbomachinery are steady solvers, one-dimensional methods can be used in un-

steady cases [14–16]. Chiong et al. [17] proposed integration of a 1D-Euler solver with a meanline

analysis for a mixed-flow turbocharger turbine. They used the meanline method for every discrete

point on the inflow pulse to calculate the tangential velocity to the rotor. Recently, the authors have

developed a 1D-Euler methodology for simulating turbines working under PDC exhaust flows [18].

We have shown the approach’s applicability with an acceptable level of accuracy.

According to the literature, no systematic procedure has been introduced providing a turbine

optimization method that considers the PDC unsteady flow features inside the optimization loops.

The present paper aims to fill this gap by presenting an optimization procedure based on a surro-

gate model using a time-dependent one-dimensional Euler solver to evaluate the objective func-

tion. The solver uses mean line performance analysis to provide source terms in the governing

equations. A PDC model provides the unsteady turbine simulations with the inlet boundary condi-

tions. The test case is a two-stage high-pressure turbine connected to a five-tube PDC array and

a plenum in between. To evaluate the methodology, three-dimensional URANS simulations will be

utilized to compare the optimum design against the baseline.

METHODS

The paper focuses on introducing of an optimization procedure in the initial design procedure

of a turbine for PDC. This includes methodologies to calculate the objective function and its pre-

requisites, optimization algorithm, and verification method. In this section, firstly, the test case is

described. This is followed by the discussion of a coupled combustion model for calculating PDC
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exhaust flow condition, a 1D-Euler solver for evaluating the objective function, and the optimization

algorithm. Finally, the unsteady 3D-CFD simulation will be explained and applied for the optimized

and baseline geometries under the same boundary conditions.

Turbine Model

The baseline design for the current work is the high-pressure turbine of the Energy Efficient

Engine project reported by NASA [19]. The turbine has two stages of moderate loading, which

have been tested in a full-scale test rig. The turbine’s performance was mapped over a wide range

of operating conditions to prove its off-design capabilities, which cover the range of operating

conditions of the current research. This model is selected because the details of its geometry

and performance parameters are available in the open literature, and it can be used as a bench-

marking test case. In short, the turbine at its design point has a pressure ratio of 5.01, an efficiency

of 92.5%, a reduced speed of 316.9 rpm/
√
K and a reduced mass flow of 0.892 kg

√
K/s/kPa.

1D-Euler Turbine simulation tool

To evaluate the transient behavior of the turbine, a tool has been developed to solve the equa-

tions of mass, momentum, and energy conservation as the one dimensional compressible Euler

equations described in Eqn. 1. The code has been initially developed for shockless explosion

combustion [20] and further developed by the authors [18] for unsteady turbine simulations. The

presence of turbine blades and their effect on the flow are included in the governing equations by

source terms on the right side of the equations. The bleed mass flow rate that can be inserted

into the turbine for cooling purposes closes the mass continuity equation. The momentum con-

servation equation is equipped with the blade force acting on a control volume around the blade.

A schematic of a turbine rotor blade, the related control volume, and the force balance equations

are shown in Fig.1. According to the second law of motion, the sum of the forces acting on the

control volume can be computed as the momentum difference between the inlet and the outlet.

Therefore, the blade force representing the turbine blade’s presence in the momentum continuity

equation is calculated (see the equations in Fig.1). The computed blade force is distributed in a

concave down parabola shape from the blade inlet station to the outlet to have a more realistic
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Fig. 1: A meridional view of a typical turbine rotor blade and the force balance on a control volume
around the blade.

representation of the blade into the equation. If it is assumed that the blade row is adiabatic, the

shaft work to close the energy continuity equation is computed by the enthalpy balance around

the blade based on the first law of thermodynamics, i.e., W = (ṁht)out − (ṁht)in. If a bleed mass

flow is injected into the turbine, the related energy terms represented by its enthalpy are added to

the right side of the energy equation too.

Mass :
∂(ρA)

∂t
+

∂(ρVxA)

∂x
=

∂ṁbl

∂x

Momentum :
∂(ρVxA)

∂t
+

∂(ρV 2
x A+ PA)

∂x
=

∂(Fx + PA)

∂x

Energy :
∂(ρEA)

∂t
+

∂(VxA(ρE + P ))

∂x
=

∂(W + ṁblht,bl)

∂x

(1)

The mentioned force and work source terms are computed by a meanline analysis method. An

in-house developed code has been prepared and validated against the experimental results of

E3 high-pressure turbine previously [18]. The meanline program receives the turbine geometry,

including the number of blades, blade inlet and outlet angles, and overall dimensions to calculate

aerothermodynamic parameters between the blade rows. Since the accuracy of meanline meth-

ods depends basically on the used correlations, all the loss correlations have been fine-tuned for

the test case in question based on the recommendations in open literature [21]. The source terms,

which are calculated for a range of the turbine operating conditions, are provided to the 1D-Euler

solver in the form of lookup tables. The solver reads the source terms from the tables based on the
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blade upstream and downstream pressure magnitudes. On account of stability issues, average

pressure values of five to seven neighboring cells are taken. Based on a grid size dependency

analysis, each cell has a length of 0.5 mm in a domain of 470 mm length. The inlet boundary

condition is computed by the PDC model that is described in the following section. Based on

the experimental data, the outlet boundary condition is supplied to the solver as a constant static

pressure of 3.63 bar. The constant pressure is applied since the turbine showed that it is capa-

ble of damping all the pressure fluctuations coming from the PDC configuration of this research

throughout its four blade rows [18]. The details of the boundary conditions will be discussed in the

course of the paper.

Pulsed Detonation Combustor Model

The 1D-Euler solver used for simulating the turbine mentioned above has been also modified

to model the phenomena and the exhaust flow conditions on each PDC tube. Since the PDC tubes

are assumed as straight ducts, the area term is omitted from the governing equations of Eqn.1.

Also, all the mass and force source terms are set equal to zero. Considering the combustion

process occurring inside the tubes, the chemical composition continuously changes in time and

space. Therefore, a conservation equation for each species mass fraction is required to be solved

together with the Euler equations, presented in Eqn.2. The right side of the equation represents the

changes in composition resulting from chemical reactions (Ẏsp,chem) with the underlying reaction

equations provided by the multi-step H2–air mechanism described by Burke et al. [22].

∂(ρYsp)

∂t
+

∂(ρVxYsp)

∂x
= ρẎsp,chem (2)

Typical pulsed detonation combustion of H2–air mixture takes place in each PDC tube, which has

been explained in detail in our previous work [18]. In the current research, five tubes comprise

the PDC-array configuration. Each PDC tube has a length of 1 m, and they are fired sequentially.

The firing frequency of each tube is set equal to 20 Hz, resulting in a frequency for the PDC-

array of 100 Hz. Following our compressor-PDC modeling [23], the PDC tubes are connected
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V1

R1

V2

R2

Fig. 2: An illustration of the computational domain at midspan surface.

to an upstream plenum fed by NASA-E3 compressor. The flow inside the upstream plenum is

assumed to have a zero velocity, a pressure of 21.75 bar, and a temperature of 691.15 K. Once

the pressure inside the tubes drops below that of the upstream plenum, air flows into the tubes.

A similar plenum as at the inlet is considered at the outlet of the PDC tubes. Having the specific

axial kinetic energy preserved, tube pressure is expanded to the downstream plenum pressure

through an instant isentropic process. With the assumption of a zero-dimensional plenum, only

mass, energy, and species fractions are considered in the conservation equations, while velocity

is assumed to be always zero. The mass flow from the tubes going into the plenum is considered

as mass and energy source terms within the plenum’s balancing equations.

3D-CFD Method

As an expensive computational tool, the unsteady 3D-CFD analysis is utilized twice in this

paper for the base turbine geometry, which is the original E3 high-pressure turbine, and the opti-

mized geometry for the aforementioned PDC-array. The ANSYS CFX solver is employed to solve

the unsteady Reynolds Averaged Navier-Stocks (RANS) equations in a three-dimensional compu-

tational domain. The domain consists of four blade rows, and the inlet and outlet planes placed

one chord length upstream of the first blade row and four chord lengths downstream of the last

blade row, respectively. A blade-to-bade view of the domain at midspan surface is shown in Fig.2.

Since the PDC exhaust flow as the turbine inlet boundary is circumferentially symmetrical, one

blade passage of each blade row has been modeled. A periodic boundary condition is assigned

to the adjacent blade passages. In addition, the stage mixing plane is considered as the interface

between the blade rows because fluctuations in the PDC exhaust flow are mainly in the axial direc-

tion. Therefore, the averaging in circumferential direction done in the stage mixing plane approach
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Fig. 3: Turbine pressure ratio variation with mesh size.

is applicable here. The Shear Stress Transport model developed by Menter [24] is utilized for tur-

bulence modeling, which has been used in similar flow problems [25,26]. The approach combines

the benefits of k − ϵ and k − ω models, which can model the turbulence well in near and far wall

regions. The mesh discretizing the computational domain is a combination of O-H grids, depicted

in Fig.2. To keep y+ close to unity and consequently not lose the boundary layer effects, the mesh

refinement is performed several times. Additionally, a mesh sensitivity study has been done with

grids ranging from 122 k to 3000 k nodes. The CFD simulations have been done with these grids,

and the resulting pressure ratios are compared in Fig.3. According to the results, the pressure

ratio approaches the design value of 5.01 by increasing the number of grid nodes. However, more

refinement from 1132 k nodes does not change the pressure ratio significantly as the relative error

((Pri+1 − Pri)/Prmean) becomes less than 0.1%. The Grid Convergence Index (GCI) as a metric

for the mesh quality is also calculated based on the formulation by Celik et al. [27]. The GCI values

corresponding to the computational domain having 1132 k grids are 0.15% and 0.2% for pressure

ratio and mass flow rate, respectively, which show that further grid refinement would not have any

considerable effect on the results. In the current work, a domain with 1132 k nodes is thus selected

for the CFD analysis. The time step for the time-dependent simulations is a key parameter that

should be specified carefully. Again, a time step dependency analysis is done for different time

step sizes ranging from 20µs to 1µs. Having an inlet boundary condition time period of 0.01 s, the

mentioned time step range corresponds to 1/500 to 1/2000 of the inlet fluctuation period. Fig.4 in-

dicates the results of three unsteady simulations with different time step sizes in terms of pressure

ratio and efficiency. The comparison of the results shows that the appropriate time step is 10µs

and any further reduction leads to a negligible change in the results of the transient simulation at a
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Fig. 4: Effect of time step size on performance parameters.

substantial computational cost. Each unsteady 3D-CFD simulation in this research takes around

36 computational hours to converge using a computer cluster with 64 Intel® Xeon® CPUs at 3.8

GHz.

Adaptive Surrogate Model-Based Optimization

Surrogate model-based optimization (SBO) methods effectively solve implicit, complex, and

time-consuming optimization problems that need several calls to the objective function. These

methods are widely used in engineering-related problems, specifically in aerospace engineer-

ing [28]. In general, an SBO includes a process of sampling, evaluating high fidelity objective

functions, creating a surrogate model, and finding the optimum design. The computational cost

of an optimization problem depends mainly on the number of objective function calls. There-

fore, creating a surrogate model will reduce this number by quickly and intelligently selecting the

optimum design points. An adaptive sampling-based surrogate model can provide a high accu-

racy by employing infilling strategies to use auxiliary points for modifying the surrogate model. A

proper searching approach to find the sampling infill criteria would guide the solution and increase

the effectiveness of the optimization procedure. An adaptive surrogate model-based optimization

framework is applied in this paper, which is shown in Fig.5. The process starts by selecting initial

samples from the whole design space, which includes the optimization variables. The accuracy of

the surrogate model itself is a function of sample numbers, and their spatial distribution [29]. In this

paper, the initial samples from the design space, which will be elaborated later, are selected by a

Latin Hypercube Design (LHD). An LHD provides the samples having a suitable spatial uniformity

and consequently can reflect the information of the design problem sufficiently [30]. High fidelity
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objective values are found for all of these sample points. According to the type of optimization

problems, the initial sample set is divided into two or more sample subsets. In this paper, there

are five variables in the optimization problem in question, and the total number of initial samples

is 50, which have been selected by the LHD method. The variable selection procedure will be

discussed later. The subsets are selected randomly again by LHD, and five sets of 10 samples

are created. Each of the subsets is used to generate a complex shape problem. For each com-

plex shape, a surrogate model is constructed. Then the Complex Shape Method (CSM), which is

a direct search algorithm, is utilized to find a proper new infill point by doing some operations of

reflection, expansion, contraction, and compression expressed in Eqn.3.

Sample points : Xi, i = 1, 2, ..., n

Objective function value : f(Xi)

f(Xw) = maximum (f(Xi)) , i = 1, 2, ..., n

f(Xb) = minimum (f(Xi)) , i = 1, 2, ..., n

Xs =
1

n− 1

n∑
i=1

Xi, i ̸= w

Reflection : XRef = Xs + ζ(Xs −Xw), ζ > 1

Expansion : XExp = XRef + κ(XRef −Xs), κ > 0

Contraction : XCont = Xs + ϑ(Xs −Xw), ϑ < 0

Compression : Xi,new = Xb − 0.5(Xb −Xi), i = 1, 2, ..., n & i ̸= b

(3)

Xw is the worst sample point among the current sample point subset, which corresponds to the

maximum objective function value. By creating the complex shape and doing the reflection op-

eration (with a recommended reflection factor of ζ = 1.3), the new sample point is generated. If

the objective function value of the new sample point is lower than the lowest function value in the

current complex shape, the expansion operation is done. The expansion factor is initially selected

greater than 1. Provided that the expansion operation fails to generate a better sample point, the

expansion factor is reduced by a factor of 0.5 until κ = 10−5. If the objective function value of

the reflected sample point is greater than the worst sample point, the contraction operation is run

to move away from the worst point. Presuming that none of the mentioned operations leads to

an objective function value better than the worst one, n − 1 new sample points will be generated
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using the compression operation. This operation compresses the sample points toward Xb as

the best sample among the sample point subset to form a new complex shape together with it.

Then the calculation starts anew. The existing criteria must be checked within all of the opera-

tions, and the sample points must be inside the range. Using these operations, the new sample

point by which the worst point is replaced is constantly approaching the optimum solution while

continuously improving the surrogate model’s local precision.

A sample process of complex shape creation in a two-dimensional design space with three

initial sample points is shown in Fig.6. In this example, the searching process uses reflection or

expansion operation in each iteration to create a new complex shape and finally reaches point

8, which is the optimum solution (minimum objective function value). Dashed lines represent the

operations to find the new sample points passing through the geometric center of the complex

shape, excluding the worst point. For design spaces with higher dimensions and more initial

sample point numbers, the complex shape is no longer presented by a triangle and becomes more

intricate. The basics of CSM have been elaborated and applied for some engineering applications

by Xu et al. [31]. Once the new infill point is getting close enough to the previous one and the

convergence criteria, i.e., ∆Xi,i+1/(Xmax−Xmin) < 10−4, is satisfied, the operation ends, and the

optimum design out of the complex shape is found. Otherwise, the infill sample point is substituted
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for the worst sample point in the initial sample subset, and the surrogate model is updated. The

Kriging method, a popular spatial interpolation model based on the Gaussian process, is utilized

to construct the surrogate model. Since the Kriging method provides nonlinear functions with

satisfactory approximation abilities by using a unique error estimation function, it is widely used in

similar applications [32–34]. The final optimum design, which is the best optimum one out of all the

complex shapes, will be simulated using a 3D-CFD analysis and compared to the original design.

If the optimum design does not satisfy the expectations, the whole procedure will be restarted by

a new initial sample set. Since the construction process of the surrogate model is closely merged

with the optimization process, the mentioned optimization method has the advantages of having a

simple modeling process, a small sample size, and high optimization efficiency. CSM combines the

process of finding the infill points and the optimization process into one loop. In this method, the

surrogate model is continuously updated and directed to the optimal solution. Therefore, unlike the

other optimization approaches, the accuracy of the surrogate model does not need to be verified

in the iterative process outside the searching process. Although the efficiency of the optimization

algorithm depends on the nature of the problem, CSM proves its superior efficiency over the

other approaches in benchmark function problems having multiple local minimums, e.g., the well-

known test functions of Sasena, Goldstein price, three-dimensional Hartman, and six-dimensional

Hartman [31]. As a direct searching algorithm, CSM uses fewer sample points, and hence fewer

objective function calls than the expected improvement algorithm [35], candidate point approaches

[36] and maximized response surface method [37], in solving each of the mentioned test functions.

In general, if multiple extremums exist in the objective function, increasing the number of complex

shapes can prevent the algorithm from getting stuck in a local optimum solution. Nevertheless,

because different complex shapes may search in the same direction, too much increasing the

number of complex shapes brings unnecessary sample points to the calculation and subsequently

increases the computational cost and reduces the algorithm efficiency. Therefore, a fair number

of complex shapes can help the search efficiency of the optimization algorithm. Depending on

the optimization problem, an initial number of complex shapes should be selected. Then, based

on the searching directions and the optimums found out of the complex shapes, one can decide
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Fig. 6: A sample CSM iteration process in a two dimensional design space.

whether more complex shapes are required. If a majority of the complex shapes are converged

to an optimum which is the best, it can be ensured that the algorithm has reached the global

optimum.

RESULTS AND DISCUSSION

In this section, firstly, the variable selection and the objective function for the optimization

purpose are explained. After that, the boundary conditions for the objective function calculations

are defined. Consequently, the optimization results will be elaborated, including the convergence

trend and the optimum values. Finally, the unsteady 3D-CFD simulation results for the optimum

design will be compared against the original one to evaluate the process. The comparisons are

made mainly in the scope of turbine performance parameters of entropy generation, total pressure

loss, and turbine power.

Objective Function and Variables

The goal of the optimization process in this paper is to find an optimum turbine design having

the highest efficiency while working under PDC exhaust flow. The efficiency term includes both

pressure ratio and work output. In this regard, entropy generation quantifies the losses and directly

affects efficiency. For this reason, it is used to visualize and identify losses in the current work.
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The non-dimensional entropy, defined in Eqn.4, is used as the objective to be minimized. The

temperature and pressure reference values are set to 1K and 1 pa, respectively. Non-dimensional

entropy generation is computed by subtracting the non-dimensional entropy at the turbine outlet

from the inlet. It should be noted that, in the course of this paper, the entropy term refers to as

non-dimensional entropy, defined in Eqn.4.

S = (T/Tref )
γ

γ−1 (P/Pref )
−1 (4)

There are many parameters that can be involved in a turbine optimization process which include

geometrical parameters, thermodynamic parameters, or basic turbine design parameters [21].

According to the scope of this paper and the available test case geometry, the optimization focuses

on the geometrical parameters to evaluate the optimization methodology. To have the highest

possible involvement of the 1D-Euler methodology as the objective function evaluation method,

the focus is set on the turbine geometrical variables that affect loss. Therefore, it is assumed that

the overall annulus geometry of the original turbine is fixed. Besides, previous studies [18, 25,

38] showed that almost half of the unsteadiness is damped through the first blade row, meaning

that the first turbine stage experiences most of the PDC exhaust flow unsteadiness. Hence, the

emphasis is put on the first stage geometrical variables. According to the loss correlations for

turbine blades used in the meanline method, blade inlet and outlet metal angles, blade thickness,

and solidity play significant roles in loss generation. Solidity is defined as the ratio of chord length

to blade spacing. If the chord length is assumed to be fixed, the solidity will be a function of the

blade number. Since the turbine inlet is connected to a plenum with the assumption of axially

fluctuating flow entering the turbine, the first blade inlet metal angle could be fixed since it already

has a zero incidence angle. Consequently, based on the profile loss correlation [21], the effect

of the maximum thickness of the first blade row on loss generation is canceled. To decouple

the relatedness of the upstream blade outlet angle from the downstream blade inlet angle, only

the blade outlet angle is considered as a variable. As a result, the design space includes five

optimization variables of two solidities, two blade outlet angles, and a maximum thickness to chord
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Table 1: Optimization variables and their bounds.

Variable NBV NBR βV βR tr,max/c

Base value 46 76 16 24 0.258

Bounds 29-116 54-198 20-50 20-50 0.15-0.30

ratio.

According to the available loss correlations reported by Aungier [21], the blade solidity can

vary from 0.8 to 5. If the chord lengths are assumed to be fixed, the number of blades for each

blade row can vary in a space not exceeding the solidity range. According to the blade thickness,

some high values of solidity can not be chosen due to the space limitation between the adjacent

blades, which is a design space constraint. Blade outlet angle ranges are also provided in the loss

correlation between 20 and 50 degrees. It is generally recommended that a maximum thickness

to chord ratio of 0.2 is a proper choice for the turbine blades. Nevertheless, a range is assigned

to the thickness to chord ratio of the rotor blade, which is from 0.15 to 0.30. The optimization

variables, the original values, and the ranges are tabulated in Tab.1.

Boundary Conditions

The optimization process is done using the unsteady 1D-Euler simulation of the turbine as the

objective function evaluation tool. The unsteadiness comes from the upstream boundary condition,

where a five PDC tube configuration is operating. The PDC model, presented in the methods sec-

tion, computes the total pressure and the total temperature at the turbine inlet. Figure 7 indicates

the computed turbine inlet boundary condition. The pressure and temperature fluctuations has an

relative amplitude of 9.7% and 7.2%, respectively, which is defined as ((ϕmax − ϕmin)/2ϕmean).

The simulation has been repeated several times by trying different distances from the last blade

row to the outlet plane, and the intermediate results were checked downstream of the turbine.

It was observed that the turbine could dampen all the levels of fluctuations existing in the inlet

boundary condition. For this reason, the turbine outlet boundary condition is set to have a fixed

static pressure of 3.63 bar. The same boundary condition is applied for the 3D-CFD simulations in
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this research.

Optimization Results

Following the optimization procedure described in the method section, the optimization is run,

and five designs were generated out of the created complex shapes. Each of the complex shapes

was iterated less than 20 times to reach its optimum objective function value satisfying the conver-

gence criteria. Figure 8 depict the convergence trend for each design, starting from their randomly

selected initial sample points. It is observed that three out of five designs based on complex

shapes converge to the same minimum objective function of ∆S = 8034, which shows global opti-

mum design. The optimum design parameters are listed in Tab.2 with an illustration of the related

blade shape modifications in Fig.9.

The optimization procedure suggests a decrease in the number of blades from 46 to 40 which

corresponds to a reduction in solidity from 1.30 to 1.13 and an 8 degree increase in blade outlet

angle for nozzle blades. For rotor blades, the number of blades is increased from 76 to 84, meaning

an increase in solidity from 1.26 to 1.40. As is suggested for nozzle blades, the rotor outlet angle
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Table 2: Optimization results.

∆S NBV NBR βV βR tr,max/c

Base 9595 46 76 16.0 24 0.258

Optimized 8034 40 84 24.1 31.5 0.259

-60

-50

-40

-30

-20

-10

0

10

20

30

-10 10 30 50 70

Base
Optimized

R1

V1

Rotation axis

𝛽𝑉

𝛽𝑅

Fig. 9: Blade angle modifications at midspan surface.

is increased by 5.5 degrees. Rotor thickness to chord ratio almost remains unchanged for the

optimum design. Based on these changes in the first turbine stage blade rows, the overall entropy

generation, averaged over a pulse of the PDC, is reduced by 16%.

Entropy Generation

To evaluate the optimized geometry and compare the consequence of the modifications to

the blades more precisely, transient 3D-CFD simulations have been performed for both base and

optimized cases. Mass-averaged entropy values at inlet and outlet turbine planes have been com-

puted once the periodic convergence has been achieved. Figure 10 illustrates the instantaneous

entropy over a pulse period for the base and optimum designs. The overall trend in entropy in the

outlet plane is the same as in the inlet plane with a right shift in time which is related to the flow

passing time through the domain. In general, a downshift in the outlet entropy can be seen for the

optimized case compared to the base design.

To better visualize how the blades reduce the entropy generation in the optimized design, the

entropy contour around the first stage rows is plotted in Fig.11 at the instant of peak entropy
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at the outlet. Red circles show the start of increment in entropy on the suction surfaces of the

blades. According to the circles’ locations moving toward the trailing edges, both blade rows

perform better in terms of entropy generation, while the share of rotor blades is more pronounced.

In the optimized geometry, the divergent section of the blade passages becomes smoother so that

the flow tends to be more attached and produce less entropy. A lower entropy region downstream

of the rotor blades can be seen in the optimum design contour as well. The higher entropy regions

on the suction surface of the blades in the base case can be explained by their greater uncovered

turning angles. The lower uncovered turning downstream of the blade throat in the optimized

design, which results from the blade outlet angle increment, make the flow follow the trailing edge

and preserve the pressure gradient so that the boundary layer remains attached. In some cases

where the uncovered turning is too large, the flow deviates from the trailing edge, affecting flow

turning and the work output adversely [13,39].

Each of the blade rows has a different contribution to the overall entropy generation. Figure

12 shows the time-averaged entropy calculated at upstream and downstream planes of the blade
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Fig. 12: Averaged entropy distribution throughout the turbine.

rows for both cases. The blade rows in the meridional view are schematically depicted inside

the figure just as an axial location reference and do not represent the actual view. Comparing

the entropy generation by the first stationary row in the optimum design against the base design

shows a reduction from 17% to 12% of the whole amount of entropy generated in the turbine. The

same comparison for the first rotor row indicates that the optimum design has 5% lower entropy

generation than the base case. It can be seen that the share of entropy generation by the first

stage is reduced from 50% in baseline to 40% in the optimum design. This shows the second

stage has a higher entropy generation contribution than the first stage in the optimum design.

Having a qualitative look at the interstage entropy results in Fig.12, the entropy difference between

the two designs is increasing from the inlet up to the upstream of the last blade row. In contrast, the

difference from there to the outlet plane does not follow the same trend. This discrepancy, together

with the fact that in the optimized design, the share of the first stage in the overall turbine entropy

generation is lower than that of the second stage (40% versus 60%), indicates that the optimization

process was successful in modifying the first stage toward lowering entropy generation even to a

level even lower than the second stage which is less affected by the unsteadiness.

Total Pressure Loss

Total pressure loss is a second reference parameter measuring the performance of a blade,

specifically in cascade flow analysis from which loss correlations are developed. Table 3 lists the

total pressure loss coefficients of the first stage rows, defined here as ω = ∆Pt/Pt,inlet. According

to the table, it is apparent that the first stator could perform better in the optimized version and

GTP-22-1330 22 Asli



Journal of Engineering for Gas Turbines and Power

Table 3: Total pressure loss coefficient.

Stator 1 Rotor 1 Overall

Base 0.0336 0.0292 0.0870

Optimized 0.0241 0.0258 0.0801

Change
(%)

-28.2 -11.6 -7.9

generate 28.2% lower total pressure loss. The associated total pressure loss for the first rotor

blades is also reduced by 11.6%. Since the modifications to the blades affect the profile shape

and the blade’s solidity and the fact that no shock wave was captured during the turbine operation,

the reduction of pressure loss is, to a large extent, due to the profile loss reduction. According to

the general profile loss formulation by Ainley-Mathieson [40], both changes are toward lowering

the pressure loss coefficient within the stator row. In contrast, the solidity increment is against

lowering the profile loss within the rotor row, although the optimized rotor blade achieves an overall

lower total pressure loss. The overall turbine pressure loss is reduced by 7.9% as an optimization

achievement.

Turbine Power

Since the turbine blade geometries are modified in the optimized design, the new turbine per-

formance metrics change. Although the optimization process has achieved the goal of minimizing

entropy generation through the turbine, the turbine output work as an important performance pa-

rameter must be checked in parallel. Ideally, it is desired to increase or maintain the turbine work

as is in the base design. The total enthalpy change, namely work per unit mass, together with

the averaged entropy change for each rotor row is plotted in Fig.13 for both base and optimized

designs. The values are time-averaged over a pulse which are mass-averaged on the planes up-

stream and downstream the rows. It is seen that the optimization process reduces the first rotor

work 15.7% respecting the base design while the entropy is decreased favorably by 27.5%. This

enthalpy reduction can be explained by the Euler turbine equation, i.e. ∆H = U∆Vθ, where U is

rotational velocity at a reference radius and Vθ represents tangential flow velocity. The outlet angle
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of the first rotor blades is increased in the optimized version from the base design. While the inlet

angle is kept constant, the blade curvature is decreased so that the blade role in turning the incom-

ing flow is reduced (see Fig.9). The averaged flow turning by the first rotor blade is calculated over

a pulse, and the corresponding values are 92 degree and 78 degree for the base and optimized

cases, respectively. Thus, less enthalpy change is anticipated in the optimized case. Contrary to

the first rotor row, the second rotor row exhibits a reverse change in work extraction and entropy

generation. It has 20.5% higher work per unit mass than the base design in the optimized turbine

configuration. The second rotor generates higher entropy in the optimized configuration than the

baseline. Since the blade geometry of the second rotor row is identical in both cases, the reason

can be found in axial velocity magnitude and the first stationary vane modifications made in the

optimized design. The outlet blade angle of the first vane is increased similar to the first rotor

blades, and also the number of blades is decreased. While the rotational speed is fixed, these

changes, together with the resulting increase in the inlet flow area of the first stationary vanes,

lead to an increase in the overall mass flow rate. Since the number of the rotor blades is increased

in the optimized case, a higher axial velocity inside the rotor blade passages has resulted than

the base case. The time-averaged mass flow rates are 53.1 kg/s and 61.4 kg/s for base and op-

timized designs respectively. Therefore, according to the velocity triangle, higher work output is

expected from the second rotor row. In the case of the first rotor row, the effect of change in blade

turning angle on the output work is more dominant than that of the related change in axial velocity

magnitude. The overall work per unit mass for the whole turbine is also calculated, showing a

1% reduction in the optimized design compared to the base case. As reported before, the over-

all entropy is reduced in the optimum design by 16%. To compare the output turbine power, the

time-dependent power over a pulse is depicted in Fig.14. While the overall trends of the instan-

taneous power are identical for both designs, the optimized case produces more power over the

entire pulse. The highest power is achieved at around 0.6 of time period where the entropy is the

lowest (see Fig.10). The higher power is mainly due to the higher mass flow rate in the optimized

design than its counterpart. The time-averaged power is 24.7MW and 28.2MW for the base and

optimized cases, respectively. This difference indicates a 14.2% higher power that obtained by the
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optimization process.

Steady-State operation

To evaluate how the optimized geometry performs in steady-state conditions, the inlet pulse

is divided into three discrete points of trough, mean and peak of the pulse (see Fig.7). Steady

3D-CFD simulations are performed by applying each of these conditions as the inlet boundary.

The mass-averaged entropy generation for the first stage is calculated and depicted in Fig.15.

The results show that the optimized stage, which is optimized based on the unsteady operation

over the entire inlet pulse, has a lower entropy generation in steady operations as well. The

differences between the entropy generation by the two geometries, displayed with a dash-dot

curve in Fig.15, are 20.2%, 21.3%, and 22% at trough, mean, and peak points, respectively.

Although the optimized stage has a little better performance at the peak point than at the other

points, it is concluded that the optimization process brings a geometry that can work almost the
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Fig. 15: Entropy generation of the first stage in steady-state operation at the inlet boundaries equal
to trough, mean, and peak of the PDC pulse.

same under different steady-state conditions over a pulse. In contrast, an optimization based on

the steady operations at trough and peak points by Fernelius et al. [13] for an unsteady turbine,

working under a sinusoidal boundary condition, showed that the entropy generation improvement

by the geometries optimized at these points can be very different (a difference around 50%).

CONCLUSION

In this paper, a fast approach for a PDC-operated turbine performance optimization is pre-

sented and evaluated. A method has been introduced to evaluate the objective function as the

main part of the optimization, which integrates an unsteady 1D-Euler turbine simulation, a mean-

line steady-state analysis, and a PDC numerical model. The latter two provide the 1D-Euler sim-

ulation with the turbomachinery source terms and the time-dependent PDC boundary conditions,

respectively. The optimization was performed using an adaptive surrogate model-based frame-

work that utilizes the complex shape method as a searching algorithm. The approach was run for

a two-stage turbine to minimize the entropy generation by modifying some geometrical parame-

ters in the first stage, which experiences the highest unsteadiness from PDC exhaust flow. The

optimized design was compared to the base design using the unsteady 3D-CFD simulations to

evaluate the accuracy of the optimization approach and validate the new design.

The optimization results showed that the new design has a lower solidity in the first stationary

vanes but higher in rotor blades than the base case. The blade outlet angles were recommended

to open slightly so that the blade turnings were reduced while the maximum thickness to chord ratio

of the first rotor blades was almost unchanged. The optimum design showed a 16% reduction in
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entropy generation and a 14.2% gain in the overall turbine power. The unsteady 3D-CFD results

indicated that the lower entropy generation is due to the shortening of the flow wake region on the

suction surface of the blades in the optimized geometries, and the higher output power is mainly

because of the higher mass flow rate in the new design. Additionally, the rotor blades showed a

more noticeable role in lowering the entropy generation than the stationary vanes.

All in all, the optimization methodology, coupled with a fast unsteady turbine simulation tool,

was proven to be effective in unsteady turbine optimization problems. The main advantage of the

proposed algorithm lies in the objective function evaluation procedure that considers unsteadiness

within the optimization loops. Although the unsteady effects in turbomachinery make any 3D-CFD

method highly expensive and almost impossible to be integrated into the related optimization prob-

lems, the proposed approach showed its robustness and applicability. Therefore, the methodology

enables the designers to perform optimizations over a wide range of variables within a reasonable

time. It should be noted that since it is the meanline analysis that provides the source terms to

the unsteady 1D-Euler simulation tool, considering the nature of this method, there might be a

limitation in selecting the optimization variables. Suppose the desired optimization variables can-

not be included directly in the meanline analysis, e.g., specific modifications to the blade profile

or any hub or shroud contouring, for which there is no correlation available. In that case, one can

replace the meanline method with the steady-state CFD simulation, which does not impose much

computational cost.
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