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Die Messunsicherheit bei der Realisierung der hagonalen Temperaturskala (ITS-90)
nimmt oberhalb der Kupfererstarrungstemperaturd@sv,62 °C stetig zu, da die Skala
hier Gber eine Extrapolation basierend auf demdRisechen Strahlungsgesetz und
ausgehend von den Temperaturen des erstarrendben, &lold oder Kupfers definiert ist.
Alternativ dazu erlaubt die absolute radiometrisStrahlungsmessung eine direkte
Temperaturbestimmung ruckgefuhrt auf ein kryogestektrisches
Substitutionsradiometer als primares Detektornorias diesem Grund wurde ein neuer
auf einem Monochromator und einem Ulbrichtkugeldeabasierender
Vergleichsmessplatz entwickelt, der es erlaubsgektrale Empfindlichkeit von
Hochtemperatur-Strahlungsthermometern mit einativeln Standardunsicherheit im
sichtbaren Wellenlangenbereich von unter 0,1k%1X) zu kalibrieren. An einem
lasergestitzten Messplatz konnte eine relativedaraininsicherheit der spektralen
Empfindlichkeit von unter 0,14 % & 1) erreicht werden. Die daraus resultierendengeri
Messunsicherheit der Temperaturbestimmung vonK,ddd 0,16 K konnte an einem
Goldfixpunkt (1337,33 K) bestatigt werden. Mit daimsolut kalibrierten
Strahlungsthermometer wurden die thermodynamisblaséhibergangstemperaturen der
eutektischen Fixpunkte Co{@597 K), Pt-C (2012 K) und Re-C (2748 K) mit einer
Messunsicherheik(= 1) von maximal 0,7 K direkt bestimmt.

Schlagworte: Internationale Temperaturskala, Thermodynamigaraperatur,
Strahlungsthermometer, Detektorradiometrie, Hocpenaturfixpunkte






According to the International Temperature Scal@380 (ITS-90), the temperaturg)
above the copper freezing temperature (1084 °@ailkzed using Planck’s law and one of
the silver, gold or copper fixed-point as the refere source. Due to this extrapolation
method the realization uncertainty at high tempeestis much higher than at lower
temperatures. An alternative to the disseminatiderperature based upon the ITS-90 is
the direct realization of thermodynamic tempera{f¢ by means of absolute spectral
radiometry with high accuracy radiation thermom&tarhose spectral radiance
responsivity is traceable to the optical power mead by the PTB primary cryogenic
radiometer.

In this work, for the first time a new monochronraitategrating sphere based spectral
comparator facility was developed and fully invgated to calibrate radiation
thermometers of the type LP3 in terms of absolpeesal radiance responsivity in the
wavelength range from 370 nm to 1100 nm. The abso&sponsivity calibration was
performed by using a 75 W Xenon lamp with a reflectmirror and imaging optics to
achieve a relative measurement uncertainty lowaar h17 %K= 1). The absolute
calibration of the same radiation thermometer Wes jperformed at a tuneable laser-based
facility with a relative measurement uncertaintyddf4 % k = 1) in order to compare the
performance and accuracy of both facilities. Wit &bsolutely calibrated radiation
thermometer, a thermodynamic temperature unceytaird.14 K and 0.16 K can be
achieved at 1337.33 K with the calibration resattthe laser-based facility and the new
monochromator based facility, respectively.

To verify the calibration accuracy, the absoluiediibrated radiation thermometer was
used to measure the thermodynamic freezing tempesadf the PTB primary gold-and
copper fixed-point blackbodies, resultingTi¥Tgy values for the gold and copper fixed-
point temperatures. Applying the same radiationntioeneter, the thermodynamic
temperatures of the melting points of Co-C, Pt-@ Re-C eutectic fixed-point cells in
WP4 of the CCT-WG5 high-temperature fixed-poineaash plan were directly
determined in radiance mode with standard unceisifk = 1) below 0.7 K at 2748 K.
Finally measurement results are presented for eetérial and compared with previous
determinations of other national metrology inségjtwhich could be useful for a revision
of the International Temperature Scale above 13@0tKe near future.

Keyword: International Temperature Scale of 1990, thermadyic temperature, radiation
thermometer, detector-based radiometry, high-teatpes fixed-points
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1 Introduction

The major challenges for mankind in the®2dentury are climate change and rapidly
increasing energy prices. As far as global warmsgoncerned, a solution can only be
found in the reduction of greenhouse gas emissiangyy decreasing the consumption of
fossil fuels and the introduction of renewable ggesources. To achieve this aim, the
energy efficiency for a wide variety of processes o be improved. These processes
range from private households, to industrial sitied scientific applications. A key area are
energy intensive high-temperature processes, wdreloften run ineffectively due to heat
loss combined with imprecise temperature measurear@hcontrol as these processes are
found in harsh industrial environments and arerofiéficult to access. In particular, this is
valid for the measurement and control of tempeestabove 1000 °C. The technologies in
this temperature regime require a lot of energyhimsting, thus a precise high-temperature
measurement is essential for an increase of eneffigiency and a reduction of the
environmental impact. Such high-temperature presesath a need for a more accurate
measurement of temperature can be found in divedsestrial areas such as steel making,
ceramics, semiconductors, aerospace, novel nuglearer generation and lighting
industry. An outstanding example are tungsten-fdatm lamps, whose filament
temperature (~2800 °C) affects their efficiency, &lgo their life time.

Besides the importance of energy efficiency in ¢hé@sdustries, an improved high-
temperature measurement has a fundamental impamtrdknowledge of the earth’s most
important energy source, the sun, a hot thermatcsoof about 5500 °C. The solar
irradiance fluctuates with the 11-year-solar-cyatehe level of 0.1 % and as such has a
significantly influence on the global radiation Igedl and the earth’s surface temperature.
It is believed that in time intervals of decreassugar irradiance, the anthropogenic effects
for the increasing surface temperature will be censated [1]. In the laboratory, a typical
high-temperature blackbody furnace can reach amaxi temperature of around 3000 °C.
At this temperature and for a wavelength of 555 @mQ.1 % variation in irradiance
corresponds to a temperature change of 0.4 K.

In spite of the technological importance in thisnperature range, the temperature
measurement is principally limited with the curredéfinition of the International

Temperature Scale. Presently the temperature abale 961.78 °C is realized by relative
radiation thermometry i.e. by comparison with resge one of the freezing temperatures
of silver (961.78 °C), gold (1064.18 °C) and copgé084.62 °C) according to the

International Temperature Scale of 1990 (ITS-90) @nfortunately, the uncertainty

associated with the method ascribed in the ITS+@paygates drastically towards higher
temperatures with the square of the ratio of thesueed temperature to the reference
fixed-point temperature. Moreover, the ITS-90 sdalalso non-unique due to the choice
of any one of the three fixed-points as the basigte scale. For improving the accuracy
of the temperature measurement at high temperatomee fixed-points at temperatures
above the freezing temperature of Cu are requueedlize a high-temperature scale via
an interpolating procedure. Therefore, high-temijpeeafixed points are the topic of recent



scientific projects and the developed solution sw s based on the successful
implementation of metal-carbon (M-C) eutectic aflogs the fixed-point material [3].

However, before implementing these novel high-terajpee fixed-points into the

International Temperature Scale, the thermodyndemerature of their phase-transition
must be assigned with the lowest possible measunteorecertainty to yield a reduced
uncertainty in practical thermometry and radiomeffhis can only be achieved using
thermodynamic temperature measurement results bgnsnef absolute radiometry
performed at national metrology institutes (NMIsjuand the world.

An alternative to the ITS-90 at high temperatusea direct realization of thermodynamic
temperature by means of absolute radiometry. At Bysikalisch-Technische
Bundesanstalt (PTB), such a direct measuremetieathiermodynamic temperature is well
established using filter radiometers (FRS) in ii@ade mode. With its low measurement
uncertainty this method can be used to test the9I $or systematic discrepancies with
respect to the thermodynamic temperature [4]. H@mewthese non-imaging filter
radiometers require a thermal source with a lafggEnimg, as precision apertures are used
to define the optical geometry and an increasirffjadtion occurs with smaller aperture
size. Typically, a furnace aperture of about 20 mmdiameter is used. In contrast to this,
high-temperature fixed-points have typically an mpg of about 3 mm in diameter [5].
Such a small diameter opening is necessary, a®ubgrll cell dimensions should be
adequate to use these fixed-points in existing-teghmperature furnaces and the diameter
to length ratio of the fixed-point cavity, which faees its emissivity, should be kept
smaller than 1/10. For larger apertures, a longeity and thus a fixed-point cell with
larger dimensions is required to meet this criteribherefore, as advancement from the
non-imaging filter radiometer technique — which radarge field-of-view — a more
practical measurement of the thermodynamic temperashould be based on a
measurement of spectral radiance. This can bezegbWith optical imaging systems, such
as a radiation thermometer equipped with a lera,alows to sense radiation from a small
target area such as the small opening fixed-paivity

For this purpose, a novel experimental scheme éas developed and realized within this
work that allows the calibration of an imagingdiltradiometer or radiation thermometer
with respect to absolute spectral radiance respitysraceable to the primary cryogenic
radiometer of PTB. Based on the experience in #iibrations of the filter radiometers
with respect to absolute irradiance responsivifygddd the limited applicability of laser
radiation when narrow-band interference filter enaracterized (as it is the case for most
radiation thermometers in the high temperature egnthe new set-up is based on a
monochromator system and a broadband light soyr@pplying an integrating sphere as
a homogeneous-lambertian source. A Si trap deteadtows the determination of the
optical flux from an integrating sphere, in whidtetspectrally resolved radiation by the
monochromator is coupled. Both, the monochromatat the light source had to be
optimized to achieve the high optical output powecessary for this experimental scheme.
A thorough characterization and optimization of thiegrating sphere is essential, as the
field of view for trap detector and radiation themmeter differs considerably.



At PTB, high accuracy radiation thermometers okety®3 have been commonly used to
measure the temperature of blackbodies, espeéumallfyxed-point blackbodies, because of
their small target size and low influence due tgecbsize, i.e. low size-of-source effect.
For an application in high temperature measuremari$0 nm interference filter has been
selected for these radiation thermometers. Thezdfw LP3 radiation thermometer will be
carefully investigated and calibrated absolutelthwiis filter at the newly developed set-
up. The scope of this work is not to develop anaratterize the M-C eutectic blackbody
cells, but to determine the thermodynamic tempeeatwf existent M-C fixed-point
blackbodies using an absolutely calibrated radieti@rmometer.

The present work is organized in the following memirirst, the principles of temperature
measurement are presented in Chapter 2, and tleeobijectives for this new way of
dissemination of temperature using an absolutelipreded radiation thermometer are
formulated (Chapter 3). Chapter 4 deals with theettgoment of the absolute calibration
set-up for radiation thermometers. Calibration fssfor a radiation thermometer at the
developed set-up are described in Chapter 5. Msttiod thermodynamic temperature
determination of Au and Cu fixed-point blackbodi®sthe absolutely calibrated radiation
thermometer are the topic of Chapter 6. Finallye tetermined thermodynamic
temperatures of the novel M-C high-temperaturedigeints are presented in Chapter 7.






2 Theory

In this chapter, the theory and the fundamentatepts for this work will be described.

2.1 Temperatureand its measur ement

Temperature is one of the most important physiasntjties, which affects our
everyday life from the weather to industrial prasms Excepting from time, temperature
seems to be the most frequently measured physicahtiy. For industrial processes,
temperature plays an important role as an indicatdhe condition of a product, both in
manufacturing and in quality control. That is aatartemperature measurements can
significantly increase the value, effectiveness quadlity of a product. For this reason, the
International Temperature Scale has been establlisinee 1927 to harmonize the world
wide practical temperature measurement.

2.1.1 Thermodynamic temperature

Thermodynamic temperature, symb®d| is a fundamental physical quantity
indicating the average translational kinetic energgsociated with the disordered
microscopic motion of atoms and molecules. Accaydio the so called zeroth law of
thermodynamics, a system ol Zan not be realized by joining two systemsTofi.e.
temperature is an intensive quantity, not an exterguantity like mass or length.

Based on the second law of thermodynamics, it i# kvewn that the lowest possible
thermodynamic temperature is limited, yielding #iesolute zero temperature of 0 K. In
1854, William Thomson, later known as Lord Kelviptoposed a new concept for
realization a temperature scale from that zero &atpre to one fixed-point temperature.
This concept has been used about 100 years latgefboe the unit of thermodynamic
temperature in 1954 by the l@eneral Conference on Weights and Measures (CGPM),
which selected the triple point of water as a fundatal fixed point with an assigned
temperature value of exactly 273.16.

The unit of thermodynamic temperature is the kehdymbol K, defined by the {3
CGPM (1967/1968) as follows

The kelvin, unit of thermodynamic temperature, is the fraction 1/273.16 of the
thermodynamic temper ature of the triple point of water.

This definition can be realized by the use of watgte point cells, yielding an agreement
on temperature within 50 puK for good cells but possible to > 2QKX for poor cells.

Because this definition is based on the propertya (fubstance, it is well known that
differences on temperature between individual agfalt from the isotropic composition
of the water. In 2005, the International Committee Weights and Measures (CIPM)



clarified the definition of the triple point of waxtby specifying the isotopic composition of
the water to be that of Vienna Standard Mean Otater (V-SMOW) [6].

It is well known to express temperature, but netitiodynamic temperature, in terms of
its difference from the ice point temperatlipe= 273.15 K. This difference is the so called
Celsius temperature, symkodefined by

t/°C =T/K — 273.15.

The unit of the Celsius temperature is the degrelsi@s, symbol °C, which is by this
definition equal in magnitude to the unit kelvirhel' degree Celsius is probably preferred
to use in everyday life and industrial, more than the temperature metrology
communities.

In near future, a new definition of the kelvin wilb longer be based on any artefact or
materials property, but linked to a fundamentalstant, similar to the second or the metre.
Since the temperature is related to the thermaiggneith the Boltzmann constant &,

the kelvin will be defined by adopting the bestgibke value of the Boltzmann constant as
the basis of the unit of temperature in the neturéu For example: 1) The kelvin is the
change of thermodynamic temperature that resuls amange of thermal energy by
exactly 1380 650 5 x 17 J, or 2) The kelvin, unit of thermodynamic tempera, is such
that the Boltzmann constant is exactl$80 650 5 x 1T7°J / K [7].

It is worth noting that the assigned thermodynateioperature at the water triple point
was approximately defined by means of temperatueaserement via fundamental
relations and physical constants, known as prirttagymometry [2]. In addition, the triple
point of water cell alone is not a sufficient carah to allow other temperatures to be
measured, it is also necessary to have a pradésalription for temperature measurement.
Therefore it is worth to provide the basis of thenary thermometry and also the practical
temperature scale in the next sections.

2.1.2 Primary thermometry

For measuring the thermodynamic temperature, aigdlysystem whose equation
of state is accurately known, must be chosen amddhables of state as the temperature is
changed, are measured. For exampMs= nRT, whenn andV are controlled parameters
andR is the gas constant, then the measured varialhe ipressur®, which changes by
varying the temperaturd. This is the concept of the most popular versidngas
thermometry, the constant volume gas thermometwQT), which is used to measure the
thermodynamic temperature both, in low temperatargges down to 4.2 K [8] and the
middle temperature range up to 904 K [9]. In additi CVGT is also a prescribed
interpolation method of the current Internationaimiperature Scale at low temperatures.
However the accuracy of this method is limited oy heed of the mole number of the used
gas, and also gas sorption and thermal expansiuiglatemperatures.



Other gas thermometry methods are acoustic gamtimetry (AGT), which detects the
speed of sound as a function of temperature, appligemperature ranges from 4 K to
552 K [10, 11], and dielectric constant gas therramyn(DCGT) determining the dielectric
constant as a function of temperature, used edperniathe very low temperature range
from 4.2 K to 24.6 K [12]. Since both, AGT and DCGAre based on the variation of
temperature of an intensive properties of the gpedd of sound and dielectric constant), it
is possible to obtain an accuracy in the orderaofsoper million.

At high temperatures, as the accuracy obtained haget gas thermometry methods
decreases, other types of primary methods, indeperaf the gas law, have been used,
e.g. Johnson noise thermometry and radiation theminy. Measurements by means of
noise thermometry have been used over the temperatnge from the Zn point
(419.527 °C) [13] to the Cu point (1084.62 °C) awen higher [14]. However, long time
measurements are required to achieve the highestaay.

Radiation thermometry is a general concept, wheh lge realised in different schemes,
depending on the part of the emitted thermal ramhatised for the actual measurement.
Total radiation thermometry, which uses nearlywhmle spectrum of the emitted thermal
radiation, was originally used to determine thef&@tdBoltzmann constant with high
accuracy [15] although not as successfully as dednwith respect to the accuracy and
therefore is not routinely practiced for the pumpas practical temperature measurement
[16], because it depends on a lot of parametergsativbrefore too difficult and extremely
time- consuming.

In contrast to the method above, the spectral tiadidhermometry based on Planck’s law
of thermal radiation, which uses only a small sygggiart of the emitted thermal radiation,
has been successfully applied over a wide temperaamge from 730 K up to over 3,200
K[5, 17, 18].

An overview over the fundamental physical lawstfogse primary thermometers is given
in Table 2.1.



Table 2.1 Summary of the different methods of primary themmatry: u, is the zero-frequency
zero-pressure limitM is the molar mass of the gd’js the gas constanyg is the ratio of the heat
capacity;k the Boltzmann constang, the dielectric constant in vacuuny, is the static electric
dipole polarizability;V is the mean square electrical noise voltage a@ossistoR in a frequency
bandAf; L is the total radiance; is the speed of light in vacuuimjs the Planck constant

Primary method Physical law
Acoustic gas thermometer U, = 1{% (21
. . _ £-&
Dielectric constant gas thermometer p=KkT . (2.2
0
. . . (n2 _1)‘90
Quasi-spherical cavity-resonator thermometer p= kTa— ............. (2.3
0
Noise thermometer V2 = 4KTRAF ............ (2.4)
M _ 2m°k?
Total radiation thermometer L=—=—5— T . (2.5)
m  15;h

The purpose of most of the primary thermometry meshis to assign the best
thermodynamic temperature value to the practicadipoints for improving the accuracy
of the current International Temperature Scale, @gigrmining the Boltzmann constant
with the lowest possible uncertainty, as well adefming the Kelvin in theMise en
pratique guideline [19] Two recent reviews on the status of the primagyrttometry can
be found in Rusby et al. [20] and Fischer et gl. [7

2.1.3 Practical temperature scale: the International Temperature Scale of 1990

Since the primary thermometry methods are time wmisg and costly, a series of
reproducible fixed-points, whose thermodynamic terafures were determined by
primary thermometry, are used to realize the prattemperature scale for the day-to-day
work, the so-called International Temperature Sclhe International Temperature Scale
is revised regularly by taking account of advanéesscience and technology to
approximate the measured temperatures of these-figmts closest to the corresponding
thermodynamic temperatures. Currently, the Intéwnat Temperature Scale of 1990
(ITS-90), adopted by the CIPM in 1989, and the Riomal Low Temperature Scale
(PLTS-2000), adopted by the CIPM in 2000 are useidh@ortant parts of the International
System of Units to support science and industry.

For the ITS-90, these defining temperatures athentemperature range from the vapour
pressure point of helium (0.65 K) up to the copfpeezing point (1377.33 K). Between
these fixed-point temperatures, a variety of steshdlaermometers are used to interpolate



the temperature scale for a particular sub-randeroperature by the following techniques
defined in ITS-90 documents [2] as illustratedFiy. 2.1. The measured temperatures
obtained by means of the ITS-90 are the so-cdllgar tgy values, because they are only,
even though the best possible, approximations ® ttlermodynamic temperatures.
However, the kelvin and the degree Celsius arethlsanits of the ITS-90.

too /T A Tgo /K

Freezing point of Cu 4 135777 Radiation thermometer
Freezing point of Au —1 1337.33
Freezing point of Ag 961.78 _{  1234.93 A
Freezing point of Al 660.323 _]
Freezing point of Zn 419527 |
Freezing point of Sn 231.928 _|
Platinum resistance

Freezing point of In 156.59085 _ | thermometer

Triple point of H,O 0.01 1 27316

Triple point of Ar —1 83.8058
Triple point of Ne _1 245561
Triple point of e-H» ] 13.8033 v

— 5
- 3
1 o065 Vapour pressure thermometer

Figure 2.1 lllustration of the fixed-points and the interptihg instruments assigned in the ITS-90.

Briefly, in the range from 3 K to 24.5561 K, theSB0 can be realized by means of a
helium gas thermometer. The interpolating instrumernthe most important range from
13.8033 K (triple point of hydrogen) to 961.78 f¢ézing point of silver) is the platinum
resistance thermometer. Above the silver freezimigtptemperatures are determined with
radiation thermometers using Planck’s law and specadiance ratios to one of the Ag-,
Au- or Cu freezing temperature blackbodies.

The PLTS-2000 provides an extension to the ITS¥®Mf0.902 mK up to 1 K using the
melt pressure ofHe to define thélxg0e With closer approximation to the thermodynamic
temperature than using the ITS-90 in the overlgprebetween 0.65 K and 1 K.



2.2 Blackbody radiation

Above the absolute zero temperature all objects amamount of energy via thermal
radiation, depending on their temperature and theelength. Therefore, a measurement
of thermal radiation can be applied to determireedhject temperature in case the relation
between the temperature and the thermal radiadipneicisely known. In 1899, the spectral
distribution of the blackbody radiation was studied experiments performed at the
Physikalisch-Technische Reichsanstalt (PTR) lyynmer and Pringsheim [21], and
explained byMax Planck in 1900 [22], using Planck’s law of thermal radat For an

ideal blackbody, the spectral radiantgs — the radiant power per unit area per unit solid

angle per unit wavelength interval - at any thergmaginic temperatur& and wavelength
A, can be described by Planck’s law of thermal rtaahiaas follows

2hc? 1
Laam =2 . 29)

whereh is Planck’s constank is the Boltzmann constamt;s the speed of light in vacuum
andn is the refractive index of the medium in the ogitigath. This relation is based on the
assumption that an oscillation of atoms or molecwfich generates the thermal energy
can not emit energy continuously but only in disem@nergy steps.

Using a Taylor expansion, Planck’s equation canabperoximated by the classical
thermodynamic theory based Wien's formula in cagehigh temperatures and short
wavelengthsHc/AT >>KT) by [23]

2hc’[ 1
L/"S(/"T):W[W}’ (27)

and also in the opposite region of long wavelendiio51T << kT) by the Rayleigh-Jeans
formula [24]

2ckT
L/"S(/],T) :W' (28)

According to these equations, it is evident that ttrermodynamic temperature is directly
related to the spectral radiance. Applying Pland&is, the spectral radiances for several
temperatures are shown in Fig. 2.2.

10



1.E+06
o LE+04 | ___ 298K
= g

E 1.E+02 | B

+ -+

o ' g 1000 K
c g

= I 2000 K
=~ 1.E+00 |

o ——3000K
S

. - —5763K
S 1E02 ¢

1.E-04 ‘
100 1000 10000 100000

Al nm

Figure 2.2 Spectral radiance emitted from a blackbody at stamgeratures by using Planck’s
Law

According to Wien’s approximation, the relation weéen the peak wavelength of the
blackbody spectrum and the radiation wavelength lmardescribed by Wien's law of
displacement as

AT =28977686 (um K). (2.9)

It can be seen that a blackbody at temperature 580 K peaks in the visible range and
emits significant radiation over a wide wavelengthge from 200 nm to 3000 nm.

By integration over all wavelengths, the total power unit area emitted by the ideal
blackbody in all directiong, is given by Stefan-Boltzmann law as follows [26] 2

E=n’0T", (2.10)

wheregis the Stefan-Boltzmann constant and assumed to be wavelength independent.
However, it is a wider practice to determine théiaace of the blackbody within a small
solid angle and use this equation in radiance faeml,. = E/2T1T

Consequently, the blackbody temperature can bermdeted by a radiometric
measurement of the spectral radiance based onkAaagv or total radiation based on
Stefan-Boltzmann’ law. However, the total radiattbermometry still has errors due to the
difficulty in determining of some factors, limitingts accuracy in temperature
measurement.
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Based on Wien’s approximation formula, the derwatof the spectral radiance of the
blackbody radiation with respect to temperature bbanused to calculate the change of
temperature with respect to the relative chandgberspectral radiance by

2
ar =T (2.11)
c, L

wherec; is the second radiation constant, givendy= hc/k. A meaning of the above
equation in the field of metrology is that an umaerty of the temperature measurement
based on Planck’s radiation law, depends on aivelancertainty of the spectral radiance
measurement and the quadrate of temperature asishéwg. 2.3.

0.8

= == :dL/L=01%
dL/L=0.2 %

AT/ K

0.0 ‘ ‘
1000 1500 2000 2500 3000
T/K

Figure 2.3 Change of temperature as a function of temper&burdifferent uncertainties of the
measured spectral radiance at a wavelength of 850 n

In a similar way but based on the derivative of spectral radiance of the blackbody
radiation with respect to the wavelength, the redathange of the spectral radiance with
wavelength is found according

o _ . G, g4
T-( 5+/]T)ad)T (2.12)

With (2.12) the accuracy of the spectral radianeasarement depends on the accuracy of
the wavelength measurement.

For real objects, the amount of emitted thermalatamh depends on the emissivity of the
object surface, which usually depends on wavelengthperature and angle of view as

L,(AT.0) =£AT,O)L, (AT) . (2.13)
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From the above equation, it is evident that thessimity of any real surface can be
measured by comparing the spectral radiance frarstinface to that from a nearly ideal
blackbody.

Based on Kirchhoff's law, a perfect absorber isoas perfect thermal emitter, an

approximate blackbody can be technically realizgdneans of a cavity radiator with

small opening to achieve an emissivity close tayu simple model for calculating the

emissivity of a cavity radiator with an inner wakhissivity &4, lengthl and radius was

given by [27] as

gcavity :1_1 gwall :QL 25 "
£ 1+(1°/r7)

wall

(2.14)

This model shows that the cavity emissivity canibereased by increasing the wall
emissivity and the cavity length, and reducingadaeity radius.

In reality, the temperature of any blackbody is petfectly uniform, especially in the high

temperature range. The best temperature uniforrraty be achieved by selecting a
blackbody material with high thermal conductivitpdaheat capacity, as well using a
relative small opening of the blackbody. Howevems applications i.e. remote sensing,
need a large area blackbody radiator. In such casge complex simulations based on
sophisticated Monte-Carlo methods are requiredtesicler the non-isothermal behaviour
of the blackbody [28, 29, 30, 31]. The non-isoth&rrbehaviour of the large aperture
blackbody is due to the heat losses to the ambianthe opening and affects the spectral
radiance as follows

C
LA T-AT)=¢g|1-—2
/1( ) |: ATZ

AT}LM(/},T) . (2.15)

Thus, in order to calculate the emissivity of tlmnsothermal blackbody, the temperature
profile both, across the length and the apertusaequired.
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2.3 Radiation thermometry

In radiometry, a blackbody source with known emviggican be used as a radiance
standard by measuring its temperatUig, traceable to the ITS-90 or directly determining
its thermodynamic temperatur€, by means of detector-based absolute radiometngus
FRs, with the spectral responsivity traceable te #iectrical SI unit Ampere. For
application in radiation thermometry, the blackbodgurce with accurately known
temperature can be also used to calibrate radiaghermometers. With detector-based
radiometric standards achieving very small unceties within 0.01%, several NMIs now
measure the thermodynamic temperature by radioeneteans, rather than using an
ITS-90 derived source-based radiance temperatuate 482]. However,the spectral
responsivity of filter radiometers can drift, agedaundergo step changes, which force
these filter radiometers to be checked reguladguiring expensive and time-consuming
re-calibration.

In radiation thermometry, some reliable blackbodyrses can be assigned to be reference
sources, if the blackbody temperature is preciketwn and highly reproducible, i.e. yield
the same temperature at any time used. In practioel) reference blackbodies can be
realized by means of fixed-point blackbodies, basedohase-transition temperatures of
materials and a cavity radiator immersed in theemtstored in a crucible. At the fixed-
point temperature, such as melting or freezing tgpithe temperature remains stable
within a very small temperature range, because fitted-point material requires the
additional amount of energy to melt completelydoefit can be used to further increase its
internal energy. Only fixed-point blackbodies witigh reproducibility can be used as
reference sources for source-based radiation thagtryg.

2.3.11TS90 fixed-point blackbody

Some fixed-point temperatures in the ITS-90, intipalar the high-temperature
fixed-points Ag, Au and Cu can be also establislied radiation thermometry by
implementing them into a blackbody, a so-called-8l&fixed-point blackbody. In fact, the
lowest temperature of practical ITS-90 fixed-pdatdckbodies used is currently down to
the In point (156.5985 °C) due to long wavelengtiithtion of the radiation thermometers
used as transfer thermometers. The highest tenuperaif the ITS-90 fixed-point
blackbodies is currently limited at the Cu freezpmnt (1084.62 °C), the highest fixed-
point of the current ITS. Due to the contaminataingraphite to fixed-point material at
high temperatures, no higher temperature fixedtpare available in the current ITS.

Below the Cu freezing point, a radiance temperasgade approximating the ITS-90 can
be realized by calibrating a radiation thermometgainst at least three different fixed-
point blackbodies, and an interpolation using @& lanck version of Sakuma-Hattori,
resp. Jung-Verch equation as
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S(Tep) =C = : (2.16)

C2
expt———-)-1
I:)(ATFF, + B)

whereYTgp) is the signal of the radiation thermometer at argd-point temperaturégp,

c; is the second Planck radiation constant, An& and C are the parameters for fitting.
With the determined coefficients, an interpolatethperature scale can be disseminated
over the whole temperature range of the used fpadts. Using this multiple fixed-point
method, the best measurement uncertainty is be@®niK.

Above the Ag freezing point (971.78 °C), one of &gz Au or Cu fixed-point blackbody
can be used as a reference source and a transiatioa thermometer is required to
extrapolate the temperature scale according thbadgtrescribed in the ITS-90 using the
Planck’s law and the spectral radiance ratio

Lis(Teo) _ expe, / ATg(X) -1
LA,s(Tgo(X)) EXp(Cz //]Tgo) -1

, (2.17)

wherex refers to any one of the silver, the gold or tbhpper fixed-point temperature and
La (Teo) andL , (Teo (X)) are the spectral concentrations of the radiarice blackbody at
the wavelengthl at Tgp and atTgg (X) respectivelyFig. 2.4 shows the temperature scales
obtained by the radiation thermometry.

Realization of ITS-90
by extrapolation

Approximating ITS-90 < >

by interpolation
S e >

t[C]
l l l l l | >
| | | | | |
In Sn Zn Al Ag Cu
[156.5985] [231.928] [419.527] [660.323] [961.78] |[1084.62]
Au
[1064.18]

Figure 2.4 Radiance temperature scales obtained by the i@difiermometry
according to the ITS-90 and approximating the IS-9

For temperatures above the fixed-point temperatbheetemperature uncertainty according
to the ITS-90 is theoretically limited by the temgteire uncertainty of the reference fixed-
points U(Tgeo(X)) and increases as the square of the temperaatre due to the
extrapolation equation by
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U(Ty) = (TT—9(°X))2 U (T (X)) (2.18)

When the uncertainty contribution due to the transfdiation thermometer is considered,
the total uncertainty is still further increased.

Fig. 2.5 illustrates the temperature uncertainty adogrdo the method prescribed in the
ITS-90 calculated with Eq. 2.18. Even the best refereiixed-points with an expanded
uncertainty in thermodynamic temperature of 100 foKAu and a high accuracy transfer
radiation thermometer with the relative expandedeutainty of 0.2 % and an effective
wavelength of 650 mm, the temperature uncertaistgtill more than 1 K at 3200 K.

Therefore the uncertainty of the ITS-90 in the highnperature range has its main origin in
the uncertainty of the radiation thermometer andtha thermodynamic temperature
uncertainty of the reference fixed-point.

1.2

Theoretical limit

104 ------. Theoretical limit with radiation thermometer

0.8 -

U/ K

0.6
0.4

02 .

00 T T T T
1200 1600 2000 2400 2800 3200
Tg /K

Figure 2.5 Theoretical approach to show tegpandedincertainty according to the ITS-90 at high
temperatures

To reduce the temperature uncertainty above the&azihg point, it would be desirable to
have an interpolation scale for a new temperatwales rather than the current
extrapolation method used in the ITS-90. Furthermtite temperature scale realized by
the ITS-90 technique is non-unique, because differeference fixed-point blackbodies
are allowed. Therefore, additional high-temperatiixed-point blackbodies with high
reproducibility are highly desirable to be implertezhin a future temperature scale.

16



2.3.2 High- temperatur e fixed-point blackbody

Due to the use of graphite as crucible materialthef blackbody source, the
contamination of graphite to the pure metal in¢hecible may occur in particular at high
temperatures, affecting the fixed-point temperatdtéthough some type of ceramics may
be used for the construction of the crucibles ug@00 °C, they suffer from high fragility
and low emissivity for temperatures above 1500F@. this reason any pure metal fixed-
point blackbody with a temperature higher than ¢bpper point were not applied in the
ITS-90 due to its poor reproducibility. However, eady in 1996, the Consultative
Committee for Thermometry (CCT) recommended that deghperature fixed-points
yielding a reproducibility of 100 mK at temperatsirgbove 2300 K are highly desirable
[33]. Since Yamada proved that the new type of tieghperature fixed-points based on
metal carbon and metal carbide-carbon (M(C)-C)yatlan be used as possible fixed-point
materials in 1999 [3], it is now possible to acldugh-temperature fixed-point cells with
high reproducibility, satisfying the requirementglee CCT/CCPR recommendation [33].

The fixed-point temperature of such alloy is dughe phase equilibrium of metal and
graphite, the well-known eutectic point. As longilas graphite of the crucible is as pure as
the graphite of the eutectic, contamination dugrephite from the crucible will have no
effect to the fixed-point temperature anymore, esplgite is also one component of the
fixed-point material. A schematic of the phase daag for a M-C and its freezing curve
are shown irFig. 2.6.

) Liquidus curve
Solution X+Y

T Solution X+Y T
Solution X+Y + Solid Y
+ Solid X Freeze
Solidus curve | |7 i
Eutectic
point Solid X+Y
X % fraction Y Time

Figure 2.6 Typical schematic phase diagram and the freezimgecof a M-C eutectic point.

In brief, when the liquid mixture of metal and cambwith a carbon concentration above
the eutectic composition is slowly cooled down urgaching the liquidus curve, then the
carbon starts to freeze, increasing the metal abimtethe melt. When the system is cooled
further, the liquid composition will move along thiguidus curve until reaching the

eutectic point. At the eutectic point — similar ttte freezing of one-component fixed-
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points, although the liquid mixture is cooled dowhe freezing liquid still stays at a
constant temperature until the freezing is finished

In case of the melting point, a typical meltingwaiillustrated inFig. 2.7 can be described

in the following. When the solid mixture is slowhgeated up until reaching the solidus
curve, the system will shift laterally along thdidas curve to the eutectic point since the
carbon begins to melt, increasing the componennetal in the freeze. At the eutectic
point, both metal and carbon continues to melth@ same time, yielding the melting

plateau with a very small temperature range. Whemtelt is completed, the system will
leave the eutectic point and move along the ligsiidurve until reaching the point at the
starting fraction.

It is worth noting that the M-C mixture with a carbconcentration of slight below the

eutectic composition can also yield the eutectimtpby taking some part of carbon from
the crucible, but it may generate the risk to brimekcell crucible.

Liquidus curve
Solution X+Y /

T Solution X+Y
. + Solid Y T
Solution X+Y
+ Solid X Melt
/" Solidus curve
Eutectic )
point Solid X+Y
X % fraction Y Time

Figure 2.7 Typical schematic phase diagram and the meltimgecaf a M-C eutectic point.

A variety of metal-carbon alloys has been studiedas as possible fixed-point materials
for high-temperature blackbodies. Their approximateperatures are shown in Table 2.2.
In practice, the inflection point of the meltingrea is used as the reference point because
of its higher reproducible and independence on ttlemal history of the blackbody
compared to the freezing curve.
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Table 2.2 Metal-carbon eutectic alloys and their approxinedasition temperature

Eutectic alloy Approximate temperature, K
Fe-C 1426
Co-C 1597
Ni-C 1602
Pd-C 1765
Rh-C 1930
Pt-C 2011
Ru-C 2227
Ir-C 2564
Re-C 2747

A fundamental requirement for M—C fixed-points te bised as reference sources in
radiation thermometry is the high reproducibilitiytbe transition temperature. Extensive
experiments reveal that only Co-C, Pt-C and Re-#&Kkilodies have the reproducibility
and repeatability of better than 100 mK [5]. Howewther materials can at least be used
as secondary fixed-points to calibrate radiatioeriiometers and thermocouples. There
are commonly two basic designs for M-C fixed-poclls: a small cell design for
application in radiance mode and a large cell ae$ig applications in irradiance mode.
Both designs are shown Fig. 2.8.
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Figure 2.8 Basic designs for radiance and irradiance eutéggd-point cells [34].

In near future, the high temperature fixed-poinackbodies with small opening will
possibly play an important role in radiation themmry. Also in radiometry and
photometry, it is possible that these high-temgdppoints with the large opening design
could replace FEL lamps in case they have a highodaicibility with accurately known
thermodynamic temperatures [35].
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2.4 Detector-based absolute radiometry

Radiometry is one of the fundamental areas of ragyo relating to the measurements
of radiation as physical quantity. The most impdrtapplication of radiometry in the
optical range is photometry by taking into accotd effect on human eyes usiNl).
This means that radiometry has a fundamental impoetan the lighting industry.
Presently absolute radiometry plays an importalg bmth in high accuracy temperature
measurements and solar radiation observations ttalyisg the climate change. This
chapter provides basic quantities and basic coaaeggtd in radiometric measurements.

2.4.1 Radiometry terms and concepts

Radiant flux,®, is the total radiant power or the total ene@yper unit time radiated by a
source in all directions, expressed as

_dQ
=5 (2.19)

The unit of radiant flux is W (J%.

IrradianceE, is the flux incident on a surfaée, defined by the radiant flux per unit area

- d¢

2.20
i, (2.20)

with unit W nmi®.

RadianceL is the radiant flux emitted from a surface of seufg in a given direction
through a particular solid ang{e;, defined as the radiant flux per unit solid anggbe unit
area in a specified direction deviated from theppedicular to the surface.

2
- de (2.21)
dQ,dA cosé,

Radiance has the unit Wasr?.

Table 2.3 Summary of the definition and unit of radiometjicantity.

Symbol Quantity Definition Unit
@ Radiant flux @= %—? W or (J &)
E Irradi _de 2
rradiance an, wm
d’p 2 1
L Radiance L=
dQ,dA, cosb, Wm sr
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In order to measure these radiometric quantitipgcal detectors are required to obtain the
output quantity from the detector for a given inmuantity. Therefore an important

quantity in radiometry is the ratio between theuinguantity and the output quantity which

depends on the wavelength of the incident radiatibe so-called spectral responsivity.
Consequently any traceable detectors are calibmtielms of their spectral responsivity.

2.4.2 Calibration chain in Radiometry

Since the spectral responsivity of most of the hagburacy optical detectors are
commonly traceable to the primary detectors, thisma@ry method is so called detector-
based absolute radiometry. Currently, the highesuracy primary detectors are well
known as cryogenic radiometers, which can measweower of optical radiation by the
electrical substitution method with an uncertaiofyd.01 % in the visible spectral region.
In practical use, an accuracy of the primary detes transferred to the instrument via
transfer detectors in terms of absolute spectralepaesponsivitys(A) as shown irFig. 2.9
[36].

Cryogenic radiometer
Radiant Power @ [W]

l

14 discrete laser lines

|

Si Trap Detector
A= 400 nm - 1015 nm
Spectral Responsivitys(A) [A/W]

|

Si Filter Radiometer

A= 476 nm, 676 nm, 800 nm, 900 nm
Spectral Responsivity s(A) [A/W]

Figure 2.9 Calibration scheme in detector-based radiometry

2.4.3 Primary cryogenic radiometer, PCR

In order to measure the incident radiant power Witfhest accuracy, the electrical
substitution method has to be applied for the prymadiometer. In brief, a cavity is
heated by an electrical heater and controlled @irstant temperature. When the incident
radiation hits the temperature-controlled cavibe heating power will be lower due to the
absorbed radiant power. Therefore, the absorbedatranli power can be directly
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determined via the change of the electrical hegbimger. In order to obtain the optimum
condition for highest accuracy, the copper cavitycooled down to temperatures below
6 K by using liquid helium. As a result, this typeprimary detector is so called primary
cryogenic radiometer (PCR). Furthermore, the cagitgperated in vacuum to reduce the
influences from the ambient air (convection losaed absorption). The principle of the
measurements applied in the cryogenic radiometgnasvn inFig. 2.10. Due to its highest

accuracy and high grade of independency on wavttetigs type of radiometer is
worldwide used as primary detector in many NMls.

<«— Heat Sink

R—h-

Heat resistor

abs

<— Thermometer

<«— Electrical heater

Cavity absorber
el

Figure 2.10 Schematic diagram of the Cryogenic primary radi@mg37]

The measurement of the spectral radiant poy@) of the incident monochromatic
radiation can be described by the following equatio

QR = g(ﬂ/‘) + qaoack) + Pelec ’ (222)
where Q. s the heat exchange between the cavity and beatwoir which is kept
constant
£ Is the effective emissivity of the blackbody dgvi

@ack IS the background radiation due to thermal té@liacoming to the cavity.
Peiec IS the change of electrical power.
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244 Transfer standard detector

In order to disseminate the accurate radiant poneasurement at the PCR in the
common radiometry and thermometry laboratory, adfier detector is required since the
PCR can measure only the radiant power of the emtidadiation and requires a clean
room environment. The transfer standard can yielthicephotocurrents at various spectral
radiant powers and the ratio between the measuretbqurrent and the obtained spectral
radiant power is the so-called spectral responsitesently, Si photodiodes are used in
the wavelength range from 400 nm— 1100 nm, whig@alAs photodiodes are applied from
1100 nm to 2100 nm. In the UV region, Si photodpoa@ee also used but they are not
considered to be stable enough due to the UV expg38].

For highest accuracy, so-called trap detectorsistimg of 3 or more windowless single Si
photodiodes in a trap configuration are used. Tbisfiguration eliminates the specular
radiation losses from the single silicon photodidééctor and also to increases its spatial
uniformity with respect to the responsivity [39]. #chematic arrangement of silicon
photodiodes for a trap detector is showikig.2.6. Since the incident radiation is reflected
by the photodiode surfaces five times, an effecteiectivity of the trap detector is a
multiple of five reflectance coefficients. Therefdaree reflectivity of the trap detector is
close to zero.

Diode?2

Diode

Diode3

Radiation

Figure 2.10 Optical arrangement of a 3 Si photodiodes trapalet [40].

In order to measure the spectral responsivity eftthp detector at the PCR, a variety of
lasers were used and the spectral responsivityhat discrete laser lines can be
experimentally obtained by [41, 42]

s(A) =M. (2.23)

PCR

Since the trap detector is based on a semiconducaterial, its spectral responsivity
depends on the detected radiation wavelength. Baseda physical model for Si
photodiodes, the spectral responsivity can be Bxdetermined in the VIS and near IR by
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interpolation between the laser wavelengths fronues obtained experimentally at
discrete laser wavelengths using [41].

) = L= PN () 2 (2.2)

where nyir  isthe refractive index in air at wavelength
ni(A) isthe internal quantum efficiency of the detector
e isthe electron charge
p(A)  isthe reflectance of the detector for wavelength

1,60

1,40 4 ideal speciral responsivity

1,20 A

1,00 +

0,80 1 / InGaAs photodicds \]
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0.40 4 Si trapdetector |

spectral responsivity / (A/W)
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200 400 500 800 1000 1200 1400 16800 1800

wavelength / nm

Figure 2.11 Typical spectral responsivity of a single Si plutale, a Si trap detector and an
InGaAs photodiode

2.4.5 Spectral radiometer

In many applications of optical radiation measuretnéhe optical radiation in a
wavelength band is required, which can be achiewsidg spectral radiometers. An
example of a spectral radiometer is a photometkigiwresponses to the radiation only in
the visible region matching th¥(A) function of the human eye. Presently, spectral
radiometers are widely used in the application dkrmodynamic temperature
measurement due to higher accuracy than broadlaamhmeters. In principle, the spectral
radiometers consist of two main components: a tiateand a spectrally selective filter.
With this combination, the emitted spectral radipotver from a thermal source can be
measured. According to Planck’s law, measuring tspecadiance requires an optical
component, such as apertures and lenses, to deérgeometry factor.
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Generally measuring the spectral radiance can biead by means of two methods: the
radiance method and the irradiance method.

1) Radiance method Using a number of lenses, the spectral radiancanyf
radiation source can be directly measured. By fioguan image of the source onto a
precision aperture at a certain position in froftao interference filter, the spectral
radiance can be directly measured using the foligwquation

= w/‘ 2 = E/‘Z 1 (225)
A Lrsin® @  msin® @

L,

where @is the half angle of the field of view behind tle@s. An example of the spectral
radiometer based on this method in the applicabbriemperature measurement is a
radiation thermometer.

An advantage of this method is the ability to measugh signals even with small sources,
because the large throughput due to the imagingo@bince the measured spot can be
smaller than 1 mm, radiation thermometers can bed u® measure the radiance
temperature of small blackbody sources. Howevee, theasurement error may be
dependent on the diameter of the radiation sourceomparison to the diameter of the
source the radiation thermometer has been calibxaith. This effect is the so-called size
of source effect, however the effect is less th&T for high accuracy radiation
thermometers.

Blackbody radiator Radiation thermometer

|i []

Figure 2.12 Schematic diagram of radiance measurements bysmwdanlens-based imaging
radiometer

As can be seen ilig. 2.12, the radiance method yields the radiancetiagi from a single
point over a small area within a solid angle.
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2) Irradiance method Spectral radiance can be determined via spectealiance
measurement at an aperture in front of the specichbmeter. With the geometry of the
measurement, the spectral radiance can be caldudgtproximately by Equation 2.26.
Spectral radiometers based on this principle araBed filter radiometers, FRs.

L, =@ ad - E, D(i (2.26)
AA, A

whereA; andA; are the aperture areas in front of the radiataurce and the detector, and
d is the distance between the two apertures.

Blackbody radiator Filter radiometer

Figure 2.13 Schematic diagram of radiance measurements byswédawo apertures.

As can be seen iRig. 2.13, the irradiance method yields the mean radiacross the
source aperture from a large field of view throtigé bottom of the cavity.

More accurate details on calculation of the measare geometric factor can be described
in the following. The radiant flud® 1_,, ) from one area elemed#\ of the aperturé; to
an area elemei?; of the aperturd\, is

dg..., =L, FACOA CACOL: @27

whered’ is the distance between the two area elements,anére the angles between the
normal vectors of the area elements. The total tiadi&ransport between source and
detector can then be expressed as

cog, [ cov
T R (2.28)

For the experimental set-up used here an analyatation is given by
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. .
r?+r;+d? +\/(r12 +r7+d?)? —ar’r?

@B ., =L (2.29)

From (2.29) follows for the spectral irradiancete detector aperture by the equation 2.20
as

2}

E, =L
A Ao 2 2 2, .2 2N2 _ a0 2,2
ro+r, +d°+4(r°+r, +d%)" —4rr,

= LG, (2.30)

whereG is the geometric factor of the measurement usiagwo apertures.

A sophisticated application requiring absolute oattry with ultimate low uncertainties is
to measure the thermodynamic temperature of a béabk In principle, at any source of
thermal radiation, the absolutely calibrated raditars can be used to measure directly an
absolute value of radiance over a narrow or brgaectsal band of wavelengths and
convert the signal to temperature by Planck’s taahalaw or Stefan-Boltzmann’'s law.
The temperature determined by means of absoluteomadiy is a so-called
thermodynamic temperature, because it is direathernined from an equation of state
without referring to the defined temperature of fi8- 90.

In case of the spectral band radiometer based otogiodes, the photocurrel, varies
with temperature and spectral responsig{tl) by

| n(T) = €qs st()l) [L(A, Ty )dA, (2.31)

where &g is the emissivity of the blackbody
G is the geometric factor of the measurementipet
S(A) is the spectral responsivity of the spectral aubter.

At PTB, the FRs have been used to determinate tiaymamic temperatures of a thermal
blackbody source in the temperature range from°@@ 3000 °C [43, 44] . However,
this method requires a large aperture radiationcgoto avoid large diffraction errors.
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3 Objectives

According to the definition in the Internationalrmperature Scale ITS-90, the temperature
scale above 961.78 °C has two fundamental limitatimamely large uncertainties at high
temperatures due to the extrapolation of the samatEnon-unique of the scale due to the
choice of the freezing temperature of silver, gaold copper [45]. To improve the
temperature scale at high temperatures, absoldetrap radiometry can be used as a
solution by a direct realization of the thermodymartemperature via Planck’s law of
thermal radiation.

At PTB, filter radiometers (FRs) are used to meaghermodynamic temperatures of a
blackbody in irradiance mode [4], which requirethermal source with a large opening to
achieve a temperature uncertainty comparable tdTi8e90. Therefore, a more practical
realization of thermodynamic temperature requim@sging filter radiometers, such as
radiation thermometers. Presently, many nationatratogy institutes have attempted to
realize a thermodynamic temperature scale by usirgdiation thermometer [46, 47, 48,
49 and 50]. For that purpose, such a radiationntbareter is calibrated in terms of
absolute spectral radiance responsivity at a tueeddser-based facility using an
integrating sphere as a lambertian source. Howeligg, to the interference fringes in
spectral radiance responsivity, this method isesmly time consuming for a complete
measurement over the whole bandpass of the ingeder filter within the radiation
thermometer. Moreover a number of tuneable lasdis avfferent wavelength range are
also required to cover the desired wavelength rémgguch measurements.

Therefore, a source producing a monochromatic tiadiavith an optimal bandwidth is
required for the absolute calibration of radiattbermometers. At the beginning of this
work, a conventional halogen lamp based monochrmédcility was applied for
illuminating an integrating sphere to provide mamaenatic-lambertian radiation in the
spectral range between 400 nm to 1100 nm [51]. &ivantage of this attempt is that an
optimal spectral bandwidth can be selected in otdesvoid any interference fringes in
spectral radiance responsivity. However, the outpgdwer obtained from the
monochromator using such lamp is not sufficienttfoe absolute calibration of radiation
thermometers.

For this reason, a monochromator-based set-up beillnewly developed to calibrate
radiation thermometers in terms of absolute specithance responsivity for realizing the
thermodynamic temperature above 1377.33 K, indegr@nttom the ITS-90. Since an
integrating sphere will be used as a lambertiancggua high spectral output power from
the monochromator is required to achieve enouglttsgleradiance for the set-up.
Therefore, various types of broadband radiatiomeasuwill be tested and optimized at the
new set-up to provide an optimal calibration ligbtirce. For the absolute calibration, a Si
trap detector, traceable to the primary cryogeadiameter of PTB, will be used as the
transfer detector. The integrating sphere andrdpedetector must be fully characterized to

29



ensure reliable and validated calibration resulise expected calibration uncertainty
should be at the same level or better than the rtaioty obtained at the laser-based
facility.

In this work, a radiation thermometer of type LB3selected to be calibrated at this new
set-up. For the LP3-type radiation thermometer, thrgeted calibration uncertainty is
expected to be less than the calibration unceytdiased on ITS-90 i.e. 0.12 % with the
coverage factok=1, equivalent to about 400 mK at 2800 K using 8 B8 interference
filter. In order to check the accuracy of the absokalibration at the developed set-up, the
LP3 will also be absolutely calibrated at a tunedaser facility (TULIP) of PTB.

In the next step, the thermodynamic temperaturethefgold and copper freezing point
blackbodies of PTB will be measured for verifyinget accuracy of the absolute
radiometric thermometry in comparison to the assigmalues in the ITS-90. Resulting
estimated values far-Tyo are important secondary objectives of this work.

Finally, the absolutely calibrated radiation themster will be applied to measure the
thermodynamic melting temperatures of a set ofcsetesmall aperture high-temperature
fixed-point blackbodies, namely Co-C, Pt-C and RéFe results will be compared with

results obtained by means of indirect measuremesitsy filter radiometers for confirming

an agreement between the already established appoddTB and the newly developed
approach in this work.
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4 Development of the monochromator-based absolute
calibration set-up

4.1 Introduction

Most national metrology laboratories have recenibed tuneable lasers or fixed-
wavelength lasers as radiation sources for speasgonsivity calibrations of detectors,
because these lasers supply high output power ecutaie and stable wavelengths [46,
48, 50, 52, 53]. For calibration in radiance motleg laser output is coupled into an
integrating sphere to generate a uniform lamberaaiance at a desired radiance level. To
cover a wide wavelength range from the near UVhortear IR, the laser-based method
requires a series of tuneable lasers to measumsw@ute radiance responsivity directly or
a laser providing single wavelengths around theteremvavelength of the spectral
bandwidth of the radiation thermometer in combimativith a relative calibration from the
conventional monochromator based method using kaltamps [50 However, due to the
high coherence, multiple reflections of the lasahation in the optical system of radiation
thermometers occur, resulting in interference &mgespecially around the wavelength of
the bandpass of the radiation thermometers [54,16%his case, complete measurements
with small wavelength steps well below the peribédhe interference fringes are necessary
to follow the interference pattern continuouslyatthieve high accuracy results. However,
measurements over the whole bandpass with sucH sraatlength steps are extremely
time consuming and not practical in every cases,tAuesulting incomplete averaging may
introduce significantly large uncertainties duethe interference effect. In addition, a
measurement with single wavelength lasers in coatiwn with a relative calibration
probably may give a significant error due to annown amplitude of the interference
effect at the laser wavelength [50].

Therefore, a monochromator-integrating sphere-béasatity has been developed at PTB
within this work, because the spectral bandwidtlthef monochromator can be adjusted to
avoid any interference fringes in the spectralaade responsivity. In this case, spectrally
broadband light sources have to be applied fomtbaochromator. However the spectral
power dynamic range of a traditional quartz tunggtalogen lamp (< tW/nm) is lower
than that of a laser (mW/nm up toW/nm) by more tBamrders of magnitude, which limits
the standard uncertainty of the measurements ffage the calibration uncertainty due to
noise decreases with increasing radiant powerstdradard uncertainty of the calibration at
the monochromator-based facility can be in prireciptduced by increasing the input
radiant power of the monochromator. For this reasovariety of broadband light sources
have been evaluated during this work to find thiénopm source for this set-up.

The ultimate goal of this study is to develop a oewomator based facility for absolute
radiance calibration of radiation thermometers witlle measurement uncertainty
comparable to that of the laser-based facilitied #rat for the irradiance calibration of
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usual non-imaging filter radiometers. Descriptiofishe developed set-up are presented in
the following sections and all parameters affectimguncertainty are described.

4.2 Monochromator-based absolute radiance calibration set-up

For the purpose of temperature scale realizati@nymational metrology laboratories
have used a monochromator system based on lampesdiar measure the relative spectral
responsivity of their radiation thermometers. Hoam\n this case, one of the standard
reference fixed-point blackbodies is still requitedealize the temperature scale in such as
scheme as

S(T) =af L, ,(AT)R(A)dA, (4.1)

whenS(T) being the signal from the radiation thermometex blackbody temperatuiie a

is the constant obtained from the measured sighdhe fixed-point andR(A) is the
measured relative spectral responsivity. This aggtas a method to realize the current
temperature scale in the ITS-90, because the absehluea for the spectral responsivity
results from the ITS-90 temperature of the useeregice fixed-point.

In this work, | aimed at developing a monochromatgstem to measure the absolute
spectral responsivity of any radiation thermomdtar realizing the temperature scale
without a standard fixed-point blackbody, i.e. ipdedent from the ITS-90, enabling a
thermodynamic temperature determination. Thereforere care had to be taken at the
new set-up to meet the requirements. The concépitssoset-up for absolute calibration of
radiation thermometer are

1) to obtain spectral radiation with adjustablecté bandwidth in the wavelength
range from 400 nm to 1000 nm.

2) to produce a quasi and uniform lambertian sowitk highest possible radiating
power for any radiance measurements.

3) the ability to calculate the geometric factortioé absolute radiance measurement
using a standard detector in irradiance mode.

4) to perform an absolute calibration of a radmattbermometer by means of direct
substitution method i.e. placing the reference aetein the place of the radiation
thermometer under test.

A schematic diagram of the conceptual design f& thonochromator-based facility is
shown inFig. 4.1. Basically, the system consists of a lamp@with a condensing lens
unit, a single monochromator and an integratingesphin brief, the lamp radiation is
imaged onto the entrance slit of the monochromaithr matchingf number using a pair of
achromatic lenses. An appropriate filter is requiit@ suppress higher orders of the spectral
radiation. Although the stray light is slightly ¢gr than 10 when using a single
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monochromator, it can be neglected for measuremeititsan uncertainty of larger than
103, but is considered as a source of uncertainty.

In contrast to measurements in irradiance modewHich require a collimated beam, the
radiation behind the exit slit is focused onto #rrance port of an integrating sphere
using a mirror system to produce a lambertian temhiasource at another port of the
sphere. Since many reflections occur inside thergpltthe output light is unpolarized. A
precision aperture is used at the sphere openiagdorately define the radiating opening
for the absolute measurement. A monitor diode 8 ahstalled to correct for short term
variations of the lamp source output during the sneaments. A reference detector is
placed on two orthogonal axial precise translatgiages in front of the radiation
thermometer in a light tight box. One directiorused in the comparison process and the
other one is used for setting the distance betwbensphere and the reference trap
detector. An interferometer is used to determire distance between the trap detector
aperture and integrating sphere aperture accurat@yminimize the effect of diffuse
radiation, a baffle is installed between the spharal the detectors during any
measurements.

Single
Monochromator
Light tight Enclosure
LT
FD( o
Lamp / Translation
Filter Stage
Wheel Monitor
Diode Radiation
$ Thermometer
] o
| S
: 10
T Baffle || T
! |
Integrating Reference
Sphere Detector

Figure4.1 Schematic diagram of the monochromator-basedradilin facility

Based upon long term experiences of PTB, a Zeissominonochromator model SPM2
was selected due to its high performance and d@atgsperating convenience [56]. Using
the excellent imaging qualities of an off-axis foigc mirror, the resulting image on the
slit is free from chroma and astigmatism. Using tmonochromator, several gratings can
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be interchanged to select the desired wavelendtierefore, high precision diffraction
gratings with groove density of 650 lines/mm, 1882s/mm and 2400 lines/mm were
tested at the monochromator with respect to theirmaxm output power at the desired
wavelength. In principle, the diffraction gratingtivthe maximum groove density should
transmit the maximum spectral output due to theekiweciprocal dispersion (1 nm/mm).
Unfortunately, the blazed wavelength of the 24@th/ grating does not match the desired
wavelength in the VIS region due to its originafgase for application in the UV region.
For this reason, the selection of spectral radmatg performed by using the precision
diffraction grating with 1302 lines/mm (reciproddipersion of about 2 nm/mm) and the
blaze wavelength of 575 nm nearest to the centrth@fdesired wavelength range, and
driven by a stepping motor. For this grating, otep f the stepping motor changes the
output wavelength by 13 pm. The wavelength calibrais performed at 50 spectral lines
of different spectral lamps in the wavelength rarfgem 370 nm to 720 nm. The
calibration result is fitted by a ninth order pabynial equation to be used as a calibration
curve for wavelength selection with a standard taggy of 26 pm in the visible region.
The reproducibility of the wavelength is betternthE8 pm, due to excellent temperature
stability of the monochromator and careful wavetangitialization with a mercury lamp
at 546.075 nm prior to every measurement.

4.3 Evaluation of radiation sour ces

Since the purpose of the new set-up is to applyntegrating sphere for producing
lambertian radiation, the output power from the owmomator should be as high as
possible, especially for a calibration over the lghaavelength range. For this reason
various types of commercially available broadbagttlisources were investigated at this
set-up by coupling the radiation of these lampe the entrance port and measuring their
output power at the exit port of the monochromasrwell as their output stability.
However, the coupling for each lamp is quite défardepending on their radiating areas
and field of views.

In principle, the input power is limited by 2 facdpthe slit width and thEnumber of the
monochromator. The slit width can be adjusted tiobthe required spectral bandwidth
depending on the spectral dispersion of the graisegl in the monochromator. In case of
the output power, if the width of the input andmutslit is doubled then the output power
is increased quadratically. Thus, an important ipatar to select a radiation source is the
spectral radiance of the lamps and their stability.

1) Halogen lamp At the beginning, a 400 W halogen lamp model HLX6&3 from
OSRAM was tested at the set-up. The dimension @flaimp filament is approximately
10 mm in height and 5 mm in width. For such an eaé& light source, an image at the
entrance slit of the monochromator must be coupkgtl the magnification of 1:1 to
achieve the best efficiency. As theumber of the monochromator should be larger than
a spherical mirror with f = 60 mm and a plane mimeere used as given Fig. 4.2. To
obtain the optimal position of the lamp, the outmadiation at the exit slit was monitored
by a Si photodiode.
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Figure 4.2 Photograph of the coupling of the halogen lampgisi mirror system. The lamp placed
inside the lamp housing was driven by a power supjith the current of 10.6 A.

After the lamp coupling onto the entrance slit, thenochromator output radiation was
focused onto a high accuracy photodiode to medhkerspectral output power and also the
stability of the lamp. The maximum spectral outpatver obtained from the halogen lamp
at this set-up is 0.8W/nm around the wavelength of 600 nm as showfign4.3.

1

0.1

P/ [pW/nm]

—%%

0.01 +

370 420 470 520 570 620 670 720

A/ nm

Figure 4.3 Output spectral power from the monochromator oleigiby the halogen lamp
with an entrance and exit slit width of 0.5 mm
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The standard deviation of the output radiation d@rminutes without cooling is better
than 0.02 % as shown kig. 4.4.

Relative signal
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Figure 4.4 Stability of the output power from the halogen faat this set-up

with the standard deviation of less than 0.02 %.

2) Xenon lamp and Xe-Hg lamp As the output power from the monochromator
depends on the setting of the slit widths of thenaatwromator, such a discharge plasma
lamp would yield more output power than the halolgenp due to its small radiating area.
As a result, a 75 W xenon lamp model XBO from OSRisE tested at this set-up due to
its small arc size (0.25 mm 0.5 mm) and high radiance level compared to oxlieeon
lamp models. Since the entrance slit width is@&.5 mm for the output radiation with the
spectral bandwidth of 1 nm, the magnification afiduld be optimal for this light source.
However, due to thé number of the monochromator, the magnificatioralbbut 3 was
obtained by using a lens system. The light radigfiom the xenon lamp’s housing with
the f number of 3 was imaged at the entrance slit withf number of 9 as illustrated in

Fig. 4.5.
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Figure 4.5 Photograph of the coupling of the xenon lamp withdensor unit.

In order to obtain the maximum output monitoredly photodiode, the lamp was moved
to or away from the lens unit placed at the fixedipon. Since the lamp housing provides
a rear reflector to increase the total emittedatain, the reflective radiation must be also
focused at the entrance slit.

For a lamp driven current of 5.4 A, the spectrabatipower obtained at the exit slit was
measured by the same Si-photodiode and found tdidpeer than JuW/nm in the
wavelength range from 500 nm to 670 nm as showfign4.6. The output power stability
after 30 minutes is shown Kig. 4.7 for an averaging time of 5 s.
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Figure 4.6 Output spectral power from the monochromator olethiby the xenon lamp
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Figure 4.7 Stability of the output power for the xenon lamp,
standard deviation of less than 0.04 %.
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As can be seen iRig. 4.7, there are rapid fluctuations of the outputiatoin with the
maximum amplitude of 0.1 %. This effect can be dbsd by the positional stability of
the arc, which rapidly changes. However, the l@rgitstability of the xenon lamp is still
acceptable mainly due to the convective coolintheflamp housing.

Additionally, a high pressure Xe-Hg lamp was alswestigated at this set-up. The
resulting spectral output power was found to behéigthan JuW/nm only around the
peaks of the mercury lines as showrkig. 4.8, while its stability fluctuations were found
to be larger than 0.1 % in 30 minutes because thaseno cooling system.
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Figure 4.8 Output spectral power from the monochromator oletiby the Xe-Hg lamp

3) P-VIP lamp is a type of high pressure mercury light sourgainaized for high
luminance and manufactured by OSRAM. From the neagtufer data, this lamp type can
yield a luminance above 200 kCdfrtherefore it is reasonable to investigate thispaat
this set-up. In this work, a P-VIP model 230/1.@B2with an elliptical reflector was used.

A photograph and the dimensions of this light seware given irFig. 4.9.
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Figure 4.9 The photograph and the dimensions of the P-VIf kgurce.

In the same way as the Xe lamp and Xe-Hg lamp,na lenit was used to collect the
radiation at the focal point of the lamp (~30 mm).this stage, thé number of 2 was
found to be optimal for the P-VIP lamp with the gatans unit. Then the spectral output
power was measured.

For the measurement of the spectral output powseems the second order of the lamp is

extremely significant to the output power, althowghappropriate glass filter was already
used. Thus an additional bandpass filter with divaavater cooling was applied to avoid

the second order radiation for achieving the acépaktral power from the lamp. With the
appropriate glass filters, the spectral output powas found to be higher thanu¥v/nm
up to 10uW/nm around the peaks of mercury lines as shoviign4.10.
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Figure 4.10 Output spectral power from the monochromator oletiby the P-VIP lamp
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Although this light source yields maximum radiantyer in the UV and VIS region, it also
produces a maximum of thermal radiation. Thereforeactive air cooling is required for
this lamp to control the temperature of all lampeasblies. However it is obviously that
the stability fluctuations of the output power ob&al from this lamp are larger than 1 %
over a period of 30 minutes as can be sed¢fign4.11.
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Figure 4.11 Output power stability from the P-VIP lamp conteallby
an automatic polarity change function of the postguply.

For every 3 minutes, rapidly changes of signal vadrgerved by the photodiode due to the
automatic polarity change of the lamp electrodesitrolled by the lamp power supply.
Although this function of the power supply can mtshed off, the output power stability
fluctuations for this lamp are still larger thardb @ in 3 minutes. More efficient thermal
management of the light source is required if it e further used.

4) Laser Driven Light Source, LDLS™ Finally an advanced discharge light
source driven by laser, LDLS model EQ 1500 wasetesor a short term period. This
novel light source is developed to enable extreigé brightness over a broad spectral
range from UV to near IR with relatively smooth sfpem. Not using electrodes within the
lamp increases its lifetime, compared to traditicera lamps [57]. With the arc size of
about 0.2 mm, a magnification of 2.5 can be in@ple used to illuminate the entrance slit
of the monochromator, however ttienumber of the monochromator still limits the
magnification of the image. For optimized couplittte plasma arc of the light source was
collected with théd number of 2 and imaged onto the entrance slit #igf number of 10
and the spot size of only 1 mm. A photograph o tamp with the lens unit is shown in
Fig. 4.12.
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Figure 4.12 Photograph of the LDLS model EQ1500 with the len.

The spectral output power obtained from this soarwkits output power stability after
30 minutes are illustrated Fig. 4.13 and~ig. 4.14, respectively.
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Figure 4.13 Output spectral power from the monochromator olethiby
the LDLS model EQ 1500.
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Figure 4.14 Stability of the output power from the LDLS mod&D1500
with the standard deviation of less than 0.07 %.

In the same way as other high brightness lamps, LBILS requires an active water
cooling to control its output power stability. Do@ a short term test of this source, an
excellent cooling was not applied, thus the exogeltutput stability was not achieved at
this stage. Optimized cooling might additionallypirave the output stability.

To compare the performance of all lamps, the obthioutput spectral power from the
monochromator illuminated by these different langpsummarized ifrig. 4.15.
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Figure 4.15 Output spectral power obtained by various lampmfthe monochromator with an
entrance and exit slit width of 0.5 mm

Although the output power is mostly the highestha visible range for the P-VIP lamp,
its stability is relatively poor, being larger thdn% and its spectrum is not smooth
compared to the other lamps. For the desired wagtie (around 650 nm), the test laser
driven light source yields the maximum output pawadditionally, it seems that the arc
spot is well suitable for the monochromator, beeahe arc size is relatively small and the
arc position does not change during the operafisra result, it produces at least a 5 times
higher spectral power than the Xe lamp and itsilgtals well within 0.1 %.

However, further investigation of this light souriseneeded to gain more experience for
optimizing its application at this monochromatouedto the late availability of this light
source within the present work, these studies meayhk topic of a subsequent work at
PTB. For the present work the Xe lamp is found ¢othee optimum regarding the output
power and the stability, thus it was further usethis set-up.

For the absolute calibration in radiance mode, rargrating sphere must be used to
produce the lambertian radiation. Using an integgasphere with one inch in radius and
two 6 mm diameter ports, the spectral radiance lerks from (1 to 8) mW/(ABmsr) in
the wavelength range from 380 nm to 720 nm.
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4.4 Characterization of theintegrating sphere

The integrating sphere used for this set-up haser diameter of about 50 mm and
two perpendicular openings with diameters of 6 nmithout a baffle between them.
Although an imaging system with a magnificationabbut 3 has been obtained by the use
of a mirror system, the spectral radiation from thenochromator can be completely
focused into the input port as can be sedfign4.16.

Figure 4.16 Photograph of the integrating sphere illuminatétth the output radiation
from the monochromator at 650 nm with a spectrabiadth of 9 nm.

In this case, any liquid light guide or opticalribto improve the uniformity of the sphere
[46] is not useful because the incoming radiatioough the fibre can reach the output
opening, affecting to the uniformity of the outpradiation. However, the emitting
radiation from the output port must be investigatedrder to characterize the integrating
sphere as follows:

1) Cos'@dependencefor lambertian source

Before applying the integrating sphere for absot#kbrations, a characterization

of the integrating sphere has to be performed dogrwhether the sphere is indeed
a lambertian source or not. Any ideal lambertiamrese has an out-of-plane

dependence for the irradiance of

E(r) = E,(d)cos' &, (4.2)

where E(r) is the out of plane irradiance at a distance
Eo(d) is the in plane irradiance at a distadce
7] is the angle of the out of plane position.
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Therefore, a measurement was performed by movingrasiance detector in the
horizontal plane at the certain distartten front of the test integrating sphere as
shown inFig. 4.17.

Irradiance
detector

Integrating
sphere

Figure4.17 Schematic diagram for Ct# dependence measurement

The experimental result for the test integratinigesp in terms of relative irradiance
compared to the theoretically expected valuesatea inFig. 4.18.
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Figure 4.18 Cosine dependence for the used integrating sphere

It was obviously found that the output radiatioriadbed by this integrating sphere
is lambertian only over a measured angle @flegree and the relative differences
from the theory in Eq. 4.2 are found to be withih®% in this range. However,
the obtained half angle is large enough in comparts a typical half angle of the
field of views of a radiation thermometer, whiclually does not exceed 3 degree.
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2) Sphere radiance unifor mity

Since this set-up will be applied to compare aaade detector to an irradiance
reference detector, the sphere uniformity contabugignificantly to the uncertainty
due to the different field of views (FOV) of thedwdetector types. Therefore, the
spatial uniformity of the radiance across the irdégg sphere opening was
measured using a radiance detector with a spoted@anof approximately 1 mm.

The result of this measurement is showfiiq 4.19.
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Figure 4.19 Spatial uniformity of the radiance across theatidg openingf the
integrating sphere at 650 nm with a spectral badthaf 9 nm and
a measuring spot diameter of 1 mm

As can be seen, the radiance uniformity acros$ timen opening for the integrating
sphere in this set-up is better thaf.2 %. However it seems that the uniformity
depends on the quality of the supplied beam arwl itdsincident position. In this
measurement, the optical set-up behind the monowar is arranged in the way
to focus the spectral beam into the position as aggossible to the output port in
order to avoid the first reflectance pass throughdutput port, affecting the sphere
uniformity [46].

In addition, the spatial uniformity was also invgated by the use of a luminance
camera LMK model 98-4 [58] in order to eliminateetshort term signal drift
during the scan using the radiance detector. Dubkedow signal obtained by this
camera, the noise level seems to be more than ¥é6 the sphere opening.
Therefore, applying this method, a spatial unifaynoif the sphere better than 1 %
cannot be detected by the camera.
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However, an advantage of this camera is its higblugion, as it can detect small
blinding spots on the inner surface of the intagcatsphere, which can not be
detected by the “one spot” radiance detector. Acgiduminance image with two
scans in vertical and horizontal across the spbpeaing and their plots of relative
signals are illustrated iRig. 4.20. At least 3 blind spots can be observeché t

vertical scan.
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Figure4.20 lllustration of the luminance image for the ragtigtopeningof
the integrating sphere using a LMK camera moded 98-

The results above suggest that this investigatimulsl be performed at the time
receiving the integrating sphere to evaluate thaliguof coating on the inner
surface, which probably affects the sphere unifoynidue to the late availability of
this camera, its application will be further perf@d for new integrating spheres in
the future work at PTB.
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4.5 Characterization of thetrap detector

In order to perform the calibration of a radiatibbermometer, a reference detector is
required to measure the input quantity of the tamhathermometer absolutely, i.e. the
integrated radiance over the narrow spectral banhthe filter. For highest accuracy
measurements in the VIS and near IR wavelengtlomegi Si-trap detector, whose spectral
power responsivity is traceable to the watt redligethe primary cryogenic radiometer of
PTB, has been used as a reference detector irs¢tigp [38-41]. The spectral power
responsivity of the trap detector used, calibraaédhe spectral comparator facility [4]
against a trap detector transfer standard is platteFig. 4.21 along with the relative
measurement uncertainty.
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Figure 4.21 The spectral responsivity of the Si trap dete€®®09 used as a transfer-standard
calibrated at the spectral comparator facilitycéable to the cryogenic radiometer of PTB.

For the purpose of this work, the trap detector weed to measure the spectral radiance
across the sphere opening by means of the twouspennethod as mentioned in Section
2.4.5. Using the trap detector with a precisionrape, the spectral irradiance at a certain
distance can be measured. With a second precigieriuse at the sphere opening, the
radiance of the sphere opening can be calculated fine measured irradiance. The optical
set-up for the sphere radiance measurement usengai detector is shown kng. 4.22.

It should be noted that each aperture was mountednoindividual adaptor, of which a
front side circular plate was coated with a lowlgetance paint to reduce the inter-
reflections between the apertures. Additionallyuher minimize the inter-reflections, a
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blackened variable aperture was used as a ba#teglat the middle position between the
two apertures [59].

Integrating Blackened Trap
sphere baffle detector
______ Ad I Ao
I‘ d L}

Figure 4.22 Optical set-up for the radiance measurement ubiedrap detector
in combination with two precision apertures

For calculation of the radiance via the irradiameeasurement, the geometric fac®r
must be calculated according to Eq. 2.20 in Se@idtb as follows

2m;

G(d) = 2, .2 2 2, .2 2N2 _ pn2.2
r°+r, +d +\/(r1 +r, +d)" -4,

(4.3)

wherer; andr, are the radii of the apertures in front of theiaidn source and the
detector, andl is the distance between these apertures. Therefbselute areas of both
apertures and the distance between them must beasely known.

The diameter of the two apertures can be accuratelysured via an absolute calibration
using a non-contact laser method described in [B@§. nominal value of both apertures is
5 mm in diameter with an absolute uncertainty dfion.

For the distance measurement, a combination of l@ive measurement using an
interferometer and an absolute zero is required¢daBse of the limitation of the radiant
power obtained from the monochromator, the traaet has to be placed at a distance
shorter than 200 mm in front of the sphere apetimm@btain sufficient power (S/N ratio >
10%. Therefore, an interferometer-based measurenfethieodistance with an uncertainty
of 1 um has to be performed to yield a sufficiently loalative distance measurement
uncertainty. For an interferometer-based relatigadce measurement, an absolute zero
must be known in order to known an absolute digtdretween two apertures. In this set-
up, a linear stage is used in combination withratle gauge with a display (resolution of
5um). At first the trap detector and the sphere niogstligned to the same optical axis.
Then the absolute position can be found by movirgttap detector to the integrating
sphere until defined positions at their housings iarthe same plane. Finally, using two
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precisely determined distances between their deéfpwsitions at their housings and the
limiting aperture surfaces, the absolute apertustadce can be calculated within an
uncertainty smaller than 50n.

In order to use the trap detector for absolutearack measurements, some effects have to
be evaluated both in experiment and theory asviallo

1) Distance dependence of irradiance-radiancefeans

The used trap detector is constructed using thrpd@&@odiodes whereas the length
of the optical path from the opening to the ladtemion of the photodiodes is
80 mm and the photodiode size is 12.7 in diamefemecessary criteria to
measure the optical power using a trap detectthraisthe incoming radiation must
under-fill all of the photodiodes. Using the geompebf the measurements
performed here, the shortest distance by thisigdimited to 104 mm, where the
12.6 mm diameter photodiode is still completely emdilled by the incoming
beam. However, since the trap detector was cadiirat a spectral comparator
using a collimated spectral radiation of 6 mm iardeter, the distance dependence
on radiance measurement due to possible straydigghtreflection effects must be
investigated by measuring the irradiance at anyadce from the sphere and
converted to the radiance by using the geometadtofan Eqg. 4.3. The resulting
ratio between the measured radiance at any distamtéhe maximum radiance is
considered as the distance effect on irradiancixmad transfer as shown Hg.
4.23.
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Figure 4.23 Distance effect on irradiance-radiance transfethieytrap detector
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It was found that the distance effect on the rachas not significant for distances
longer than 180 mm. Although this effect can notbbserved at a distance longer
than 400 mm due to limit of the optical power, louk at Fig. 4.23, it can be
assumed that the distance effect can be also nedlatlonger distances.

2) Diffraction error

Since the sphere emits radiation through the twallsapertures until reaching the
first photodiode in the trap detector, diffractieffiects occur at these apertures. The
diffraction might affect the measured radiatiorxflTherefore, a correction due to
this diffraction effect has to be considered fois teet-up. In general for small
diffraction corrections, the correction can be apby calculating the diffraction
effect eoccurring at every aperture separately and cothectmeasured radiation
flux g@is with respect to the non-diffracted flgx by the following equation:

p=Q1+Eq. (4.4)

In this case the diffraction effect at both apestuis independently considered and
can be linearly combined for the complete correctio

According to the diffraction theory in [61, 62],ehdiffraction correction at any
aperture can be approximately calculated usingntleasurement geometry and
desired wavelengths. For an application to calibrdte 650 nm narrow band
radiation thermometer, the diffraction correcticaa® simply calculated only at
650 nm and shown iRig. 4.24.
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Figure 4.24 Approximate diffraction errors at 2 apertures %@ &m for various distances
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From the calculations, it was found that the tatarection is 0.09 % at a distance
of 200 mm up to 0.07 % at a distance of 700 mmresponding to the measuring
distance of a radiation thermometer. These apprata@raorrections will be used as
a component of uncertainty in the next chapter.

4.6 Discussion

After the full investigation and optimization ofishset-up, the spectral power obtained
from the monochromator is currently higher thamV/nm covering the wavelength range
from 500 nm to 700 nm using the Xe lamp. The P-VdRp could be a better radiation
source for this set-up in case its stability isngigantly improved. The laser driven light
source is probably the source of choice for thisupe however the coupling of the lamp
into the monochromator must be optimized and a gbednal management is required for
this source. Another solution to increase the gitpweel of the set-up could be the possible
application of a supercontinuum lasers as inputrceodor the monochromator. The
continuous spectrum laser sources are currentlyade with a spectral power of up to
5 mW/nm and a beam diameter of approximately 1 miie visible region and 2 mm in
the near infrared region. As the same grating withlinear dispersion of 2 nm/mm is still
used, an output spectral power from the monochromatt at least 1 mW/nm would be
achieved. However, their instabilities of the swgpetinuum source due to noise are
wavelength dependent by varying from 0.4 % to 2d¥tlie averaging time of 30 second
[63].

In case the power problem is solved, an integragptgere with larger diameter should be
applied to improve its radiance uniformity acrole bpening to be well within 0.1%. In

addition, if the new sphere has a baffle betwesgrogening ports, the sphere uniformity
may be further improved by the use of a visibleiliglight guide, due to its large radiating
solid angle [46]. With the core diameter of 3 mnBtoam, the spectral radiation from the
monochromator exit port could be completely couphed the light guide [64].

In the next chapter, the absolute calibration dia#on thermometers in radiance mode
with the developed set-up will be described in tleta
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5 Absolute spectral responsivity calibration of radiation
thermometers

In this work, for its absolute radiometric caliboat, a radiation thermometer has been
calibrated in terms of its spectral radiance respaty by comparison to an absolutely
calibrated Si trap detector, traceable to the piynecayogenic radiometer of PTB in terms
of electrical current per radiant power at severalelengths [65]. Therefore, the spectral
radiance responsivity of a test radiation thermamean be defined by

L — I ph,RT
SRT (A) ) LSphere(/]) , (5.1)

wherelphrt are the output photocurrents obtained from thergégsation thermometer and

LspheréA) is the input measured quantity of test radiation tlemeter e.g. absolute spectral
radiance radiating from an integrating sphere.

The trap detector is employed to determine thelatessepectral radiance by measuring the
spectral irradiancBqra(A) in combination with two precision apertures amgel by

Errap(A) = Lspnerd ) [G(ry, 15, d). (5.2)

With known effective areas of the apertures asseditors, ro, and the distance between
these two apertured, the geometric factoG of the radiance measurement can be
calculated as shown in Eqg. 4.3.

From the definition of the spectral power respoitgiin Eq. 2.23, the absolute spectral
irradiance responsivity of the trap detector camlse written as [65]

|
sk, (1) =T 5.3
" T E ) (5:3)

where Iphtrap are the output photocurrents obtained from the ttapector during the
measurement arteha(4) the spectral irradiance at the opening of the tietector. .

Finally, the calculated spectral radiance is themgared to the photocurrent generated by
the radiation thermometer to determine its absodyectral radiance responsivity of the
radiation thermometer via

I RT E
Sgr(A) =G(r,,1,,d) BEEL 55 (), (5.4)

Trap
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5.1 LP3 radiation ther mometer

In this study, a LP3-type radiation thermometer ufactured by KE Technologie
GmbH (Germany) has been selected to be absoludilyrated due to its high accuracy
and low size of source effect. The LP3 consista sklected single silicon photodiode, a

set of interference and neutral density filters andptical system. A schematic of the LP3
is given inFig. 5.1.

thermostat photocell filter wheel target field stop
Al ]

adjusting telescope aperture stop

Figure 5.1 Schematic diagram of the LP3 radiation thermometer

With the optical systems, the measuring spot is@pmately 0.8 mm in diameter at a
measurement distance of 700 mm. Using an optimiaesplification system, the
measurable photocurrent ranks from 50 pA to 800 odyresponding to the radiance
temperature range from 800 °C to 3000 °C. The fiestence filters used in the LP3 have
center wavelengths around 650 nm and 950 nm, witfWHM of about 10 nm. For
application at high temperature measurements, B&was absolutely calibrated only with
the 650 nm interference filter. For convenient agien, the Si photodiode is kept to a
temperature of 29.5 °C in a stabilized temperahaesing, yielding a noise photocurrent
of 2.5 fA, equivalent to a few mK in temperature.

In this work, two LP3 radiation thermometers welesautely calibrated at both, the
monochromator-based facility and the Tuneable lsasePhotometry (TULIP) set-up of
PTB in the wavelength range from 400 nm to 1100 @alibration results obtained by the
two set-ups for the same radiation thermometercampared and checked by measuring
the temperatures of high temperature fixed-points.

5.2 Monochromator -based absolute calibration

As mentioned in the last chapter, the absolutebcion was performed at the
developed monochromator-based set-up using thap hs a light source.
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5.2.1 Monochromator-based calibration

For the calibration of the LP3 radiation thermometéh the 650 nm interference
filter, a spectral bandwidth of at most 1 nm in i@ndwidth region is required at the
monochromator-based set-up to accurately followstectral bandpass of around 30 nm.
Therefore the slit width of the monochromator diémat in the last chapter is set to
0.5 mm. The trap detector and the radiation theretenLP3 under test were placed at the
same optical axis perpendicular to the sphere amemlane at the distance of about
200 mm and 700 mm, respectively. The optical aligntnwas done by applying an
alignment laser. Before every measurement, a searg tthe trap detector across the
sphere opening has to be done to find out the ceotgtion by fitting the obtained curve
with a polynomial equation.

In the measurement process, the direct substitutgparison was basically performed at
each selected wavelength by using a translatiggestamove the trap detector relatively to
the fitted center position at the certain distanoefsont of the radiation thermometer in a
light tight box. In a first step the photocurreiffittloe trap detectoilyn rap, the dark current
of the LP3,l4.p3, and also the photocurrent of the monitor didge, were measured at the
same time. In a second step the trap detector va®adnaway to a position behind the
baffle and then the dark current of the trap deted}rrap the photocurrent of the LP3,
lphLpz and also the photocurrent of the monitor diode waeasured again. Finally the
spectral responsivity of the LP3 at this waveleng#is calculated by

L Iph,LP3 - Id,LP3 E’ ,\TAfr? E
SLPS(A) =GQ |ETrap(A) ' (55)

[ I LP3

ph,Trap - d,Trap Mon

The measurement was performed 5 times to evalbateepeatability and was repeated for
every wavelength to cover the range from 635 nn6& nm. All processes in the
measurement were controlled and monitored by a otenp

For relative spectral responsivity measurements,iibegrating sphere is replaced by a
mirror and an adjustable aperture to feed the sgaetdiation with matchinggnumber in-
filled to the optics of the LP3, unlike the previomeasurement in [50] to delete an effect
from the wavelength dependence of objective leassinittance. This method was found
to be better than the method without an objecteas|as confirmed in Ref. 66. The
measurement process is the same as for the absoktigod, but performed in the
wavelength range from 400 nm to 1000 nm with thecspl bandwidth of 1 nm and 5 nm
in the bandpass and in the blocking region of tiR8.LThe obtained relative spectral
responsivityR p3(A) will be used to calculate the absolute out-ofebegsponsivity by

[ sira(Ah

p3(Aaiock) = Ripa(Agiock s 5.6
Stpa(Aaiock) = Ripa(Agiock) '[RLps()l)d)l (5.6)

Bandpass
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5.2.2 Calibration results

At first, a series of relative measurements withthé integrating sphere were
performed to investigate the performance of thglsimonochromator and to characterize
the fine structure of the test LP3 with differeminldwidths. In the wavelength range from
400 nm to 1000 nm, measurements were conductedbartdwidths of 1 nm and 5 nm to
measure the stray light of the monochromator. I§ feaund that the stray-light level for
this single-monochromator is sufficiently suppresse be less than TOeven for a
monochromator bandwidth of 1 nm. As a result, thead-band responsivity of the LP3
measured on this set-up will be limited by thisdlev

Within the bandpass region of the LP3's interfeeefitter, relative measurements were
performed with the spectral bandwidths of 0.2 nnd &rll nm, respectively, to find the
optimum spectral bandwidth for calibration of thB3d. An oscillation pattern in spectral
responsivity was not observed even for a bandwadtl®.1 nm, which is in contrast to
previous results obtained from another LP3 (Ser. 8043) [51] as shown ifrig 5.2.
However, since the relative difference betweenititegral responsivity for 0.2 nm and
0.1 nm is less than %10* a spectral bandwidth of 0.2 nm should be usefdor of a
time effective measurement due to higher signabise ratios.

1.02
--o--LP3 8005
—*—LP3 8013

1.00 |
0.98 |
0.96 |
0.94 |

092 |

090\\\\\7(

647 648 649 650 651 652 653

Relative spectral responsivity / decimal

A/nm

Figure 5.2 Relative spectral radiance responsivity of the BB3@5 and LP3 8013 with
a spectral bandwidth of 0.1 nm measured at the ofonmator-based set-up [51].
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By applying an integrating sphere for absolute bration, the dynamic range of the
monochromator set-up was far lower than for thatnet measurement, where most of the
total radiation was directly introduced into the 3 ¥ field of view. With an effective
bandwidth of 1 nm, the signal-to-noise ratio of the3 at the peak wavelength was
approximately 1®when using an integrating sphere with 2 inchediameter. With the
expected bandwidth of 0.2 nm, the LP3's signaldse ratios were lower than the
required level # 10°), hence a spectral bandwidth of 1 nm is still usecheasure in the
bandpass region (650 nmlb nm) for the absolute measurement. During thibrasion,
five runs were taken to evaluate the repeatabditthe measurements, resulting in a
relative repeatability of the integral responsiwify5.3x 10*, while the repeatability of the
effective wavelength for each run is better tharp2b In the blocking region, the results
of the relative measurements were used by adjustiegn with an absolute result at the
peak wavelength to determine the absolute out-n8bgesponsivity of the LP3. The
absolute spectral radiance responsivity of the IsPg&hown inFig. 5.5, comparing to the
measurement results obtained with the laser-bas®idy.

5.3 Laser-based absolute calibration

In order to evaluate the performance of the newaubromator set-up, the absolute
calibration of the same LP3 was also performetd@PTB tuneable laser-based facility.

5.3.1 Laser-based facility

Fig. 5.3 is a schematic diagram of the TULIP laser-bdaetlity at PTB. A series

of continuous wave tuneable laser sources are asedadiation sources in different
wavelength regions. By using an intensity stahilizbe laser output power is controlled
within 0.02 % and the laser wavelength, measuredabwavemeter, is stable within
0.001 nm. To calibrate filter radiometers both adiance or irradiance mode, the laser
radiation above 450 nm is introduced into a 2 iscimegrating sphere by using a liquid
light guide and a vibration motor to reduce thesiifgrence due to the coherence of the
laser radiation, which otherwise introduces a slgegattern. The direct substitution
comparison was also performed by using translatages to move the trap detector and
the test radiation thermometer to the measuremesitipn. Due to the high laser power,
the spectral radiance measured by the trap deteatobe performed at the same distance
as the radiation thermometer (700 mm). A monitoddiis also applied to correct for any
drifts of the laser power between the trap andddétion thermometer signals.
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Figure 5.3 Schematic diagram of the laser-based calibratioititia[53].

It should be noted that the absolute calibrationboth facilities was performed using
unpolarized light from the integrating sphere, vithis very useful for an application of the
LP3 at the blackbody radiator, which is an unpakdisource.

5.3.2 Laser-based calibration result

Due to the relative calibration results presentedshown inFig. 5.2, it was
assumed that the interference effect in spectsgamsivity during calibration with laser
sources will be lower for the LP3 8005 than for tHi8 8013, for which an amplitude of
about 5 % was found around the peak wavelength@srsinFig. 5.4. For this reason, the
measurement for the LP3 8013 was incompletely pedd at TULIP but completely
performed for the LP3 8005.
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Figure 5.4 Spectral radiance responsivity of the LP3 8013suesad on both facilities
without additional efforts to avoid or correct tbe interference effect.

At the TULIP facility, the measurement was perfodhagound the bandpass of the LP3.
Therefore a DCM dye laser, whose output wavelengginsbe controlled in the range from
605 nm to 685 nm, was used for these measurenmBEmswavelength step was 0.01 nm
from 620 nm to 680 nm to accurately follow the Hation pattern in the spectral
responsivity due to the interference fringes. Taleate the out-of band responsivity of the
LP3 under test, a titanium: sapphire laser andasieguw laser system was used. Due to the
high spectral resolution of the laser wavelengths,period of the oscillation pattern was
determined with sufficient sampling to eliminate timterference fringes in the measured
responsivity.

The absolute spectral radiance responsivity of tR& 8005 obtained with the two
facilities are plotted over the measured wavelemngtiye on a logarithmic scaleking. 5.5

(a) and close to the center wavelength showinditigestructure on a linear scale Hing.
5.5 (b) with the band width of 1 nm for the monawhator-based facility. It can be clearly
seen that out-of-band responsivity values of the3 B the monochromator-based
measurement are of least one order of magnitudgerahan that from the laser-based
measurement. Even with such a level, total relahtegral in the blocking region does not
contribute significantly to thermodynamic temperatumeasurements by using this
radiation thermometer, especially in the high terapge range. However this effect
appears to be significant by 0.02 %, contributind8 mK for temperature measurements
at 1100 °C, and will be considered as a sourcenoémainty for the absolute calibration.
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a) logarithmic scale, b) bandpass close-up oneatiscale
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As can be seen iRig. 5.5 b), differences in spectral responsivity onhbfaicilities were
found at some wavelength ranges. It should be nibt@idboth results were obtained with
different bandwidths, and therefore can not be @meg directly. An averaging of the
calibration results on the laser-based facility the same spectral bandwidth on the
monochromator-based facility should be performedctonpare both results directly.
Differences between the results at the monochran@teed facility and the average
results at the laser-based facility are show#hiq 5.6.
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Figure 5.6 Differences in spectral responsivity between #sults at the monochromator-based
facility and the averaging results at the laseetddacility with the spectral bandwidth of 1 nm.

It was found that the differences are within theambined uncertainties only in the
wavelength range from 649 nm to 657 nm. At othevelengths between the bandpass and
blocking region, the differences increase rapidiye to the bandwidth effect of 1 nm and
the high level of stray light at the monochromatet-up (16), compared to that of the
laser-based facility (10).

In order to evaluate the agreement between thecadibration methods, two parameters
obtained from the measurement results were compadrmedcase of the effective
wavelength, a systematic wavelength differencess than 13 pm was observed.
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Finally the integral responsivity over the calilwatrange from 630 nm to 670 nm was
calculated for both facilities and compared witltche@ather. It was found that a relative
difference of the measured integral responsivity foth facilities is 0.29 %, which is

within their combined uncertaintik € 2), which will be described in Section 5.4.

5.4 Uncertainty estimation

Relevant uncertainty components associated with @hsolute spectral radiance
calibration at the monochromator-based set-up aser Ibased facilities are summarized in
Table5.1. All components are given as standard unceigaiat a coverage factor lof 1.

One of the main contributions to the uncertaintthes uncertainty due to spatial uniformity
of the spectral radiance across the integratingergpbpeningu;, which is expected to
decrease for increasing sphere diameter [67]. Hewevlarger integrating sphere is not a
straightforward solution to solve this problem, &ese for a fixed opening area, the output
radiance quadratically decreases with an increaspigere radius. Presently, the best
radiance uniformity across the 5 mm aperture fer 30 mm integrating spheres at both
facilities is within 4.2 %. Although a correction of the non-uniformign be in principle
applied for any measurement, it increases the tuaraertainty due to the uncertainty of
the uniformity measurement. In this work, the estiad uncertainty due to the sphere
uniformity is 0.115 %, without any correction.

By applying the monitor diodes, the temporal ingii#ds of the radiation sources are
almost negligible for the laser-based facility. bdtigh a correction due to the temporal
instability of the radiation sources was appliedusing the monitor diode, the uncertainty
due to the temporal instability is still 0.067 % for the monochromator set-up dudhie
rapidly fluctuation of the output radiation emigirby the xenon lamp. This effect is
seemed to be significant for the monochromatorupebecause the input power at the
entrance slit is sensitive to the exact positioth stmape of the arc.

Since an uncertainty contribution due to signahtise ratio decreases with increasing
radiant power, the repeatability of the integrasp@nsivity Uz is currently limited to
0.053 %, calculated from the standard deviatiofivef runs for the monochromator-based
method. The repeatability at the laser-based setaiply depends on the amplitude of the
interference patterns. Since the interference effes corrected, an uncertainty due to a
correction of the interference effect was considargo the uncertainty budget for the
laser-based calibration.

The calibration uncertainty of the spectral respotys of the trap detector is already
shown inFig. 4.16. Since the LP3 mainly responses in the veangh from 630 nm to 670
nm, the calibration uncertainty of the trap detedcsoconsidered only in this wavelength
range. As the calibration uncertainty of the trapedtor is nearly constant over the entire
wavelength range, the uncertainty contribution tlu¢he trap detectau, is estimated by
averaging the uncertainty in the wavelength range.
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According to the absolute calibration using a nontact laser method described in [60],
the nominal value of the used apertures is 5 mciameter with an absolute uncertainty of
0.4um. As a result, the uncertainty contribution dueafeerture areals is summarized
from the two apertures and found to be 0.023 %mFthe measurement of distance
between the two apertures as mentioned in sectontde measurement uncertainty of
50um can be achieved. The uncertainty contributionargigg to the distance
measuremerntts is estimated to be 0.05 % for the setting distasfcabout 200 mm. From
the calculation of diffraction error at the two dpees, it was found that the total error is
0.09 % at the measuring distance. This approxinester is not used to correct the
measuring signal but considered as the uncertaortfribution due to the diffractiou;.

The uncertainty in wavelength is less than 1 pntHertuneable laser and less then 30 pm
for the monochromator based set-up in a temperatumgolled room. However a careful
wavelength check using a mercury spectral lameagsired prior to each measurement at
the monochromator set-up. From Eq. 2.12, the uaicgytdue to the wavelength ernayis
found to be 0.046 % for the application at the gumbiht.

Due to the bandwidth of 1 nm at the monochromaler bandwidth error is considered as
one of the uncertainty component, which can bemedéd by an experiment or the
calculation described in Ref. 68. In the experiméms component of uncertainty for the
monochromator and the LP3 can be evaluated by megdte responsivity of the LP3 for
different monochromator bandwidths. It was foundttithe uncertainty due to the
bandwidth effectiy for the LP3 is less than 0.04 %, comparable tgtleeiction according

to the method in Ref. 68. From the calculations ttdimponent can be reduced to be less
than 0.01 % by using the spectral bandwidth of En#ian 0.5 nm.

As discussed in section 5.3.2, the stray light llemethe single monochromator-based
system is limited at IDlevel and must be considered as an uncertaintypoaent for the
absolute calibration. In this work, relative di#fece in the out-of-band integral
responsivity between the monochromator-based amdager-based facility is considered
to be the uncertainty due to the stray light effagf resulting relative uncertainty is
estimated to lower than 0.01%.

Finally, the overall uncertaintykE& 1) is within 0.17 % for the monochromator-based
method and 0.14 % for the laser-based method. i&tdtage, a correction due to non-
linearity of the radiation thermometer under tesswot considered, even though both of
the absolute calibrations are performed at diffeisagnal levels, because recent results
showed no significant non-linearity of the usedatidn thermometer [69].
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Table 5.1 Summary of the relative uncertainty contributiohshe
absolute spectral responsivity of the LP3 8005

Quantity Contributions of uncertainty | Monochromator-based (%)
(k=1)

Uz Spatial homogeneity 0.115
Uz Source instability 0.067
Us Repeatability 0.053
Us Spectral responsivity of trap 0.025
Us Aperture area 0.023
Us Distance 0.050
Uz Diffraction at 2 apertures 0.045
Us Effective wavelength 0.046
Uo Bandwidth effect 0.040
Uio Stray light effect 0.010

u(k=1) |Squared sum 0.174

5.5 Conclusions and discussions

For the radiation thermometer of type LP3, the mpti bandwidth of the
monochromator should be larger than 0.2 nm to atr@dnterference effect in the spectral
responsivity even with the incoherent source frown lamp-monochromator-based set-up.
With a 0.2 nm spectral bandwidth, the fine struetur spectral responsivity is completely
averaged over the actual bandwidth, as a resudt,irtterference can not be observed
anymore. As this is the situation in the later aaplon it may be supposed that such a
measurement avoiding the interference effects cgield the lowest uncertainty. However,
due to the limited output power from the monochrtomathe absolute calibration was
performed with the spectral bandwidth of 1 nm, diley the measurement uncertainty of
below 0.2 % K= 1).

The main advantages of the tuneable laser are uthrhigher signal-to-noise ratio and
spectral resolution compared with the monochromatmtem. However, according to
extremely small bandwidths of the tuneable las¢hatlaser-based method, an oscillation
pattern in the spectral responsivity can be obskr¥e the interference effect is not
existent during any applications at blackbodiesystematic deviation may be found for
laser-based calibrations, if the oscillation patternot measured accurately. Therefore, in
order to achieve the highest accuracy, the intenies effect must be reduced as much as
possible by suppressing the amplitude or elimimgtine inter-reflection or should be
measured with an extremely high wavelength resmiutHowever, in this work, the
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measurement result in integral responsivity atléiser-based facility is in agreement with
that at the monochromator-based set-up, withirctmebined uncertaintyk(= 2).

From the result for the two LP3, it appears thatiofation in the spectral responsivity due
to the interference effect depends on the opticalpgrties of the LP3. Since the
interference effect is generated by inter-reflatidbetween the planar optical surfaces
within the interference filter of the LP3 and thegitude of the oscillation depends on the
reflectance of the surface, an improvement of @idiation thermometer’s optics could
reduce the amplitude of the interference effect, dgample by using anti-reflection
coatings at any lens’s surface or adequate tittinifpe relevant surfaces.

Based on a basic theory of the interference effetiveen air and medium in two layers,
the interference can be described by [70]

mA = 2nd cosd, (5.7)

wherem is the order of interference, is refractive index of the medium in the second
layer,d is the thickness of the second layer &hs the refractive angle in the second layer.
That is a period of the oscillations in spectrap@nsivity depends on the wedged angle
and the thickness of the interference filter. Tfane an improvement of the radiation
thermometer design could probably reduce the peoiothe oscillation for example by
using wedged interference filters. An investigatmmthis assumption must be performed
in tight cooperation with the manufacture to findit ahe optimum design of next
generation of radiation thermometers.

To check the accuracy of the absolute calibratitms,LP3 8005 was used to measure the
PTB primary fixed-point blackbody as will be debed in the next chapter.
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6 Thermodynamic temperature deter minations of the gold and
copper freezing points

6.1 Introduction

Above 961.78 °C temperature can be realized usiaigcR’'s law and a silver, gold, or
copper fixed-point and its assigned “thermodynanméhperatures as reference radiation
sources following the International Temperaturel&cd 1990 (ITS-90). As the assigned
values have been applied for the scale realizaiionmore than 20 years now, it is
currently time to check and carefully review theséues. During the 24meeting of the
CCT in 2008, the working group 4 reported that ltlest estimated-Tgo values averaged
from all previous determinations at the gold andpay points are 39.9 mK and 52.1 mK,
respectively [71], with an uncertainty of 20 mK £ 1). However, the thermodynamic
temperatures of these fixed-points used for theammeg, directly measured by absolute
radiation thermometry at NPL [72] and BIPM [73] ngifilter radiometers and at NIST
using absolute radiation thermometer [74], deviatgnificantly from each others,
excluding the recently indirect determinationat INRIM in Ref. 75 and 76 by
extrapolation method using fixed-point blackbodiggh lower temperature and their
updateT-Tyo values in Ref. 70.

In detail, for the gold fixed-point, T — Ty values by NPL and NIST are
-0.029 K+0.049 K and 0.014 K 6.065 K respectively, while thel - Ty value
determined by INRIM is 0.065 K #.023 K. For the copper point, B— Tgo value of
0.148 K +0.090 K is given by BIPM in Ref. 73, which devistsignificantly from the
expected value, while a corresponding value deteethby INRIM in Ref. 76 is 0.070 K +
0.047 K. However, up to now, only some of the thadgnamic temperature
determinations at the gold and copper fixed pointse performed using absolutely
calibrated radiometers. Therefore, more direct messents of the thermodynamic
radiance temperature by means of absolute radigrastrrequired especially at the copper
point.

At the PTB, a series of filter radiometers (FRsydhaeen used to measurelyo values in
combination with a large aperture blackbody (LAB&)d standard platinum resistance
thermometers (SPRTSs) [78]. However, for fixed-pditeckbodies with a radiating area of
around 3 mm in diameter, measurements using thebEBsme difficult due to diffraction
errors, occurring at the precision apertures. Raxidhermometers can cope with smaller
blackbody apertures due to target areas of abgutlemm in diameter at a distance of
700 mm for a LP3-type radiation thermometer. Thaeefusing an absolutely calibrated
radiation thermometer, thermodynamic temperaturéssmall aperture fixed-point
blackbodies could be determined with lowest unaaitss. Moreover, in typical furnaces,
small aperture fixed-point blackbodies will takevadtage of the limited temperature
uniformity inside the furnace.
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In this chapter, the thermodynamic temperaturdnefgold and copper freezing points was
determined using the LP3 radiation thermometer bratéd absolutely at the
monochromator-based set-up and also at the lasedifacility described in chapter 5. A
comparison of the determinddTy, values with the best estimated values given in Ref
will be used to validate the calibration procedurecase the estimated thermodynamic
temperatures are consistent with the assigned wabfethe ITS-90 and the other
determinations, the absolutely calibrated LP3 wi#n be further applied to determine the
thermodynamic temperatures of high temperaturalfp@nts in the next chapter.

6.2 Thermodynamic temper atur e deter mination of a blackbody

Based on the results of the absolute calibratioergin the last chapter, the calculated
photocurrents at any thermodynamic temperaturenoidaal blackbody can be directly
determined from the integration of the absoluteBlibrated radiance responsivity
multiplied by Planck’s function according

(M) = [SLAL, ((A,T)dA, (6.1)

wherely, is the calculated photocurrest(A) is the absolute spectral radiance responsivity
of the radiation thermometer, ahgs(A,T) is the spectral radiance given by Planck’s law at
any temperature. Since a finite solution for therttodynamic temperatuiieof the above
equation is complicated and time consuming, a cofvthe photocurrents to blackbody
temperature in the desired range is calculatedtlaenl fitted with Planck’s version of the
Jung-Verch equation [79] or Sakuma-Hattori equati[@®] to directly calculate
thermodynamic temperatures of the blackbody by

| ,o(T)=C L | 6.2)

C2
ex -1
p(AT + B)

where A, B, C are fitting coefficients obtained by numerical huwts with the software
DATAFIT. Although the temperature dependent coedfits are used, the estimated
thermodynamic temperatures from the Eq. 6.2 atketké thermodynamic temperatures
since they are derived from Planck’s law. Moreovke interpolation errors obtained by
the above equation are less than 10 mK, which areignificant contributions to the
overall uncertainty [81].

All fitting coefficients obtained from the monociator-based and laser-based method
are shown in Table 6.1.
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Table 6.1 Summary of the fitting coefficients for the LP3 800

Fitting Monochromator- Laser-based
coefficient based method method

A 6.51081x 10’ 6.51072x 10

B 4.45744%x 107 3.67035x 10’

C 9.56769% 10" 9.55884x 10*

However, in order to achieve results with the laesturacy, the size of source effect and
the non-linearity of the radiation thermometer havée evaluated to correct the measured

photocurrents at the fixed-point temperatures.

6.2.1 Non-linearity

Since the absolute spectral calibrations are padrat a lower photocurrent level
than that at the fixed-point measurements, a coorecue to the non-linearity of the LP3
is required for thermodynamic temperature detertrona, especially in the high
temperature range. The non-linearity measuremetiteof P3 was separately performed by
using the radiance doubling technique in combimatiith 2 high power LEDs, emitting in
the wavelength range from 600 nm to 660 nm astilitesd inFig. 6.1 [82].

LED A LED B
Mirror

Cooling
copper plate

Temperature
controller

Programmable]
power supply

PC with software

Figure 6.1 Measurement set-up for non-linearity of the LP3
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The measurement principle is based on an assumibtarihe LP3’s photocurrent should
be doubled in case the LED’s radiance is doubledhis measurement, the doubling of
radiance can be done using two identical LEDs apdisanatic mirror to reflect the half

view of radiation from the two LEDs direct to th®8. The non-linearity of the LP3 can be
arithmetically calculated by the following equation

(IA _Id)+(IB_Id)
(IA+B_Id) '

Nl asp) =1- (6.3)

wherela andlg are the photocurrents obtained from the LP3 wimnendiode A or B is
switched onJa+g is the photocurrent when both diodes A and B aiécked on, whildgy
is the dark photocurrent, i.e. when both diodes aliecked off.

A recent result of this measurement, covering tieasuaring range for an LP3 (No. 8013),
is shown inFig. 6.2, in comparison to the previous results in R&f. At photocurrents
above 2 x 18%A, the non-linearity was nearly zero with a relatiincertainty of less than
10*, while a significant non-linearity was found atvdevel photocurrents from 1 x 10
13 A to 1 x 10™ A with an increasing uncertainty due to noiseoatdr photocurrent levels.
Therefore, a correction of the spectral responsbitthe LP3 may be required, because the
LP3 photocurrent at the monochromator-based faailts less than 2 x T8 A while the
photocurrent at the measured fixed points is ab@wel0™A. However the same
correction was not required for the absolute resatt the laser-based facility since the
photocurrents during the calibration was in thedinregion (1 x 16" A to 1 x 10 A) i.e.

a non-linearity <10.
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- o Biinger 2009
] o Euromet T-S1
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-0.010 \
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Average I, /A

Figure 6.2 Non-linearity of the radiation thermometer LR8ained by the method in Ref. 82.
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Applying the theory outlined in Ref. 83, the follmg correction has to be applied to the
responsivity when the LP3 will be in use:

S(1 o) = (1) |jm (2], (6.4)

wheren is a doubling number approximated by using, =1.,2" andk is an index. The

uncertainty due to the correction is defined by theltiple between the non-linearity
uncertainty and the square root of the doubling Ioemn

Since the measurement uncertainties at the phottuselow 3 x 102 A were too large,
any correction using Eq. 6.4 may contribute largers to the estimated thermodynamic
temperature at fixed-points. Hence the correctioa t non-linearity of the LP3 radiation
thermometer was not applied for the photocurrentsxed-points. However, the correction
can be accurately estimated with the photocurrdotsn to 6 x 13*A and the relative
uncertainty of 0.04 % will be taken to be accouwnt dn uncertainty at gold and copper
fixed-point measurements using the absolutely catial LP3 (No. 8005).

6.2.2 Sizeof source effect (SSE)

Since the radiating sources used during the alesohlibration and the temperature
measurement are different both, in size and spatidbrmity, the SSE of the radiation
thermometer LP3 is required to correct the measptedocurrents at the fixed-point. In
this study the SSE was characterized using andadmethod by measuring the scattered
radiation obtained from an uniform diffuse, sousceh as an integrating sphere, while the
field of view of the radiation thermometer (a cedf ~0.9 mm in diameter at a distance of
700 mm) is blocked by a 3 mm black spot, and méaguhe direct radiation without the
black spot at different sized apertures. A photplraf the integrating sphere used in this
work is given inFig. 6.3.
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Integrating sphere

Diffuse plate with lamp
LP3
field-of-view Frame_ for
changing
apertures

Figure 6.3 Photograph of the integrating sphere appliedHersize of source effect measurement.

The SSE for a given aperture diameter can be bpsiabetermined from the ratio of the
measured signals using

I(L,d)-1(L,d,)
1(L)

SSE(d,dy) = : (6.5)

whered is the diameter of the soura®, is the black spot diametd(L,d) is the measured
photocurrent with the black spot at the diameted,d{L,do) is the measured photocurrent
with the black spot at the diameterdyf andl(L) is the measured photocurrent with the
black spot removed. In both cases the dark culrastto be subtracted. A measurement
result for the test LP3 is presented-ig. 6.4.

12

[y
o
!

Size of source effect x 10
[e)]

Ge SSE(d) = a-b*exp(c*d)

0 T T T T T T
0 10 20 30 40 50 60 70 80
d/mm

Figure 6.4 Size of source effect of the LP3 8005 expresseatyusq. 6.5
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It can be seen that the SSE of the LP3 8005 ismmed with the aperture diameter of
7 mm and slightly increased with smaller diamet&lss is probably due to the diffraction

caused by the black spot. The correction in spmemsity due to the change in aperture
radius is accounted for by normalizing the meassrgdal to the maximum signal without

the black spot at the relevant diameter or usingpaitor diode. Since a correction for the
diffraction is quite complicate, a curve fittinggalithm is applied to calculate the SSE for
the aperture size smaller than 10 mm.

The SSE correction can be determined using thamadidistribution of the source such as
the blackbody furnaces or fixed-points. Due to thkative small target size of the LPS3,

scans of the fixed-point opening can be done abrsstant temperature or during the
freezing plateau. If the spatial radiance distidruiof the source is assumed to be radially
symmetric then the detected signal will be correétte the following equation

I (d) :[1+ Z% SSE(r, 1) = SSE(r, 4. 1,)) 1 (d) (6.6)

whereL(r;) = L(r;)/Lo is the measured relative radiance distributioradtus,r. Since the
diameter of the radiating area in the absolutebcatiion is approximately 5 mm, a simple
correction for SSE should be applied toward a ezfee diameter; 3 mm (or neglected if a
difference of SSE at two diameters is less thar) beéfore any measurements. In addition,
it will be more convenient if the effective radiagiarea in the temperature measurement at
the fixed point is the same with that in the caltion.

6.3 Measurement at the Au and Cu fixed points

In this measurement, the primary gold fixed-poilackbody of PTB was used to test
the developed calibration scheme. All performanaed details of this blackbody on
differences in plateau shape and repeatabilitybmafound in Ref. 84. The uncertainty in
the temperature realization using this fixed-pdlsickbody is regarded to be 10 mK. The
emissivity of the cavity has been calculated t®899988 [85], assuming an emissivity of
0.81 for the crucible graphite. A schematic diagiEthe fixed-point crucible used in this
measurement is given kig. 6.5.
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Figure 6.5 Schematic diagram of the PTB gold blackbody

For Cu point measurements, a small fixed-point melhufactured by PTB was employed
by operating it inside a Chino IR-R80 furnacesltiorth mentioning that the Cu point cell
was not prepared for the purpose of this studyftwutomparison of small and large cell
designs. More details of this blackbody on diffeesin plateau shape and repeatability
can be found in Ref. 34. A design of the coppegdipoint crucible in this measurement is
given inFig. 6.6. The emissivity of the cell is calculatedb® 0.9997 (6.0003) using a
Monte Carlo technique based on the geometry ofctiueible cavity. The calculated
emissivity for both cells was considered to cortbetmeasured signals.
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Figure 6.6 Design of the small copper fixed-point cell [34]

An illustration of the fixed-point operation insitlee furnace to yield the melt and freeze is
given inFig. 6.7. To perform the melt, the furnace temperaisifeeated from below the
melting temperature with an appropriate rate tovabihe melting temperature, then the
metal inside the crucible starts to melt as thé teehperature remains stable for a short
time period. In the similar way to perform the zeethe furnace temperature is cooled
down from above thee freezing temperature to bealmvireezing temperature. Since the
performance of the melt is influenced by the pri@ezing history, the melts are not
considered as fixed-points for most metal fixedAapoi

A - Furnace temperature

Cell temperature

v

Time
Figure 6.7 lllustration of the fixed-point operation insideetfurnace.

To observe the photocurrents at the fixed-poitis,dalibrated LP3 was aligned collinear
to the center of the cavity opening of the fixedapeells and focused on the opening at a
distance of 700 mm, which has its measurement sigetof 1.0 mm in diameter at the
bottom of the cavity. To achieve the best qualityhe plateaus, melts and freezes were
performed by varying the furnace temperature ipst# 46 K for the Au fixed-point and
+20 K for the Cu point, with respect to the corresfing temperatures defined by ITS-90.
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During the freeze of the fixed-points, the plategas stable within the relative standard
deviation of 1.2x 10 over a period of more than one hour for the gditkbody and
6 minutes for the copper blackbody as showhim 6.8 andrig. 6.9, respectively.
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Figure 6.8 Plateau of the gold fixed-point blackbody measungthe absolutely calibrated LP3
a) Full curve and b) Zoom in freezing curve
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Figure 6.9 Plateau of the copper fixed-point blackbody meadiny the absolutely calibrated LP3

a) Full curve and b) Zoom in freezing curve
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As mentioned before, the freezing temperatureh@fAu and Cu points will be used as
fixed-point temperatures in the following. The pimirrents at the freezing temperatures
can be estimated as the average between 25 % af@ st8id fraction of the freeze
plateau. For both cells, a difference between dhverage value and the maximum of the
freezing curve was less than %@0* which is equivalent to 11 mK in terms of
temperature.

Additionally, radiance profiles both in horizontakis and vertical axis were taken as
shown inFig. 6.10 to approximate the radial profile for assesshe SSE correction as

discussed in the EqQ. 6.6. Since the plateau durafithe Cu blackbody was relative short,
the radial profile for correction was obtained frdhe Chino furnace at the temperature
around 1100 °C. All correction coefficients arewhan Table 6.2.
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0.95 | o I"o
.0’ *©
5 ’ E
_ 9 2
0.90 - \I
0.85 -
- --©--- Horizontal
. —&— Vertical N
0.80 . ‘ ‘ ‘ ~
15 10 5 0 > 10 o
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Figure 6.10 Radial profiles in horizontal axis and verticalsafor the gold blackbody

Table 6.2 Summary of the correction coefficients for the meaments at the two fixed-points
using the LP3 8005.

Correction Au (%) Cu (%)
Emissivity 0.012 0.030
Size of source effect 0.026 0.020
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6.4 Uncertainties of the fixed-point temper atur e deter minations

With respect to the absolute calibration of the L#®& uncertainty of thermodynamic
temperature can be calculated from the radiancertaioties associated to the radiation
thermometer by using the derivative of Wien’s appr@tion to Planck’s radiation law
resulting in the following equation

2
at =T £L 6.7)
c, L

All corresponding uncertainties for thermodynanemperature associated to the radiation
thermometer are listed and converted to temperaturertainty in Table 6.3.

In addition to the uncertainties of the radiatidvermometer as described in previous
sections, uncertainties associated to the fixedtgmackbody have to be combined in total
uncertainty. The freezing temperature can be egtiunas the average between 25 % and
75 % solid fraction of the freeze plateau and tiffer@nce between this average value and
the maximum of the freezing curve is treated asuheertainty due to plateau width.
Additionally the uncertainty due to reproducibilibf the freezing temperature for this
fixed-point, evaluated by the standard deviatiofoaf freezes, was better than 10 mK.

In order to evaluate the long term drift of thet teB3, the measurement at the gold fixed-
point was repeated after 1 year. The long ternt asis found to be 0.093 % per year and
the corresponding uncertainty is also taken intooant for determining the uncertainty.
The total uncertainty withirk =1 of the thermodynamic temperature determinatgn
0.156 K and 0.165 K for the Au and Cu point, resipety.

Table 6.3 Summary of the relative uncertainty contributiofishe thermodynamic temperature
determination of the Au and Cu points

Contributions of uncertainty Riﬁtive uncertainéyu(%)
Spectral responsivity 0.17 0.17
Size of source effect 0.02 0.03
Non-linearity 0.04 0.04
LP3 short term stability 0.05 0.05
Plateau width 0.02 0.04
Reproducibility 0.02 0.04
Emissivity 0.03 0.03
LP3 long term stability 0.05 0.05
Total uncertaintyk = 1 0.19 0.20
Temperature uncertainty (K) 0.156 0.165
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As can be seen in the Table 6.3, the main contabub the uncertainty is contributed with

the absolute calibration of the LP3. In contrast, tincertainty due to the realization of the
fixed-points is only 0.04 % and 0.06 %, equivalen80 mK and 50 mK at the gold point

and the copper point, respectively. Therefore, wakdation of the absolute calibration

with these fixed-points is reasonable and the nreasent results in terms of

thermodynamic temperature are comparable to otbtermination as will be discussed in
the next section.

6.5 Results and discussions

Summaries of the corrected photocurrents at theaAd Cu freezing temperatures
measured by the LP3 under test are shown in Talfle @ong with the calculated
photocurrents. The obtained thermodynamic tempesatwaccording to the spectral
responsivity from the absolute calibration at thenechromator-based set-up are also
shown in Table 6.5. Keep in mind that the corresipmp results from the laser-based
facility were given using the interpolation frometlcalibration results in the wavelength
range between 535 nm to 618 nm.

Table 6.4 Summary of the measured and calculated photocurrentsedf #8 8005 at the fixed-
point temperatures using the calibrated absolwetsd responsivity

- Measured Calculated Photocurrent (A) Relative Difference (%)
Fixed
oint Photocurrent
P (A) Monochromator Laser-based Monochroma\tor Laser-based
Au | 6.430x 10" | 6.427x 10" 6.410x 10 -0.05 -0.31
Cu | 8.234x 10" | 8.240x 10™ 8.219x 10™ 0.07 -0.19

Table 6.5 Summary of the resulting thermodynamic temperatures alsitlg the temperature
uncertainty at the fixed-point temperatures ush@fitting coefficients in Table 6.1

Fixed ResultingT (K)
oint Too (K)

p Monochromator Laser-based
Au 1337.33 1337.365 8.156 1337.580 6.135
Cu 1357.77 1357.71006.165 1357.927 0.145

Using these experimentally determined thermodyndemeratures, the- Ty value at the

Au point is 35 mK and at the Cu point is -60 mK,igthis well within the combined
uncertainties = 1) of the values given in Ref. 71 for the reswt the monochromator-
based set-up. ThE values obtained by the absolute calibration atlaker-based facility
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differ slightly from the assigned values in the 19§, i.e. 250 mK and 157 mK at the Au
point and the Cu point respectively but are stiéllvwvithin the expanded uncertainties
(k= 2). To verify the observations for the fixed4pisi, the estimated-Ty, values are also
compared to previous worldwide determinations a&smgin Table 6.6.

Table 6.6 Comparison of-Ty, value for the Au-and Cu point to previous detetions

Fixed T-Too (K)

point | NpL [72] BIPM [73] NIST[74] | INRIM[75,76]|  This wrk
Au | -0.029 +0.049 - 0.014 ©.064 | 0.06590.023 | 0.0359.156
Cu - 0.148 40.090 - 0.070 ©.047 | -0.060 9.166

In comparison to the previous absolute radiometdasurements at NPL [72] using filter
radiometers, the thermodynamic temperature of thedint differs by 64 mK. However
its T-Ty value appears to be in good agreement with theltre$ NIST [74] using an
absolute pyrometer and the presently indirect mreasent at INRIM in Ref. 75. With
regard to the Cu point, theTy value seems to be lower than the best estimaleé aad
also the results by BIPM [73] and INRIM in Ref. 7@yt still within the measurement
uncertainty of the presented method.

All summarize of thel-Tg values from the Zn point to the Cu point is alsapdpically
shown inFig. 6.11, along with the recalculated values in Réf. 8

0.3
¢ Noulkow et al. [43]
0.2 = m Stock et al. [44]
X
AFox et al. [72]
0.1 T+
E - >‘j x Goebel et al. [73]
o1 HE M %
= 0.0 T 1T T X Yoon et al. [74]
= J_ l [
! [ ] X Battuello et al. [75, 76]
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B J_ + Edler et al [77]
-0.2 @ Fischer & Jung [84]
4 Recalculation
M This work
-0.3
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(419.527 °C) (660.323 °C) (961.78 °C) (1064.18 °C) (1084.62 °()

Figure 6.11 Comparison of the determind@dTy, values to previous worldwide determinations
by means of radiometry from the Zn point to thepOunt.
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One reason for the poor result at the Cu pointabgbly attributed to the impurity of the
fixed-point material in the blackbody crucible digeits small cell design, whose original
intention was to investigate plateau lengths and tlermodynamic temperature
measurements. Therefore, a new Cu cell blackbodyw/ifabricated and applied in future
to determine the thermodynamic temperature of th@@nt with higher accuracy.

However, from these validation results, it is nosnfirmed that the absolutely calibrated
LP3 radiation thermometer has the potential to mmeaghe thermodynamic phase-
transition temperature of the small-aperture fipedit blackbodies by using the

calibration results at the monochromator-basedlitiaciTherefore, the same LP3 was

further applied to measure at high-temperaturedfipeint blackbodies as can be seen in
next chapter.
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7 Thermodynamic temper ature deter minations of high-
temper ature fixed points

7.1 Introduction

The temperature accuracy at high temperatures eaimproved by measuring the
thermodynamic temperature of a blackbody directlithwadiometrically calibrated
radiation thermometers or filter radiometers. Hoarevhis primary method requires a full
calibration facility as mentioned in Chapter 4. Ana practical alternative is to establish
high temperature fixed-points as routine metrolabitools to calibrate radiation
thermometers by interpolation similar to the lomgerature range where the interpolation
is done by contact thermometers, rather than brapatation as currently defined by the
ITS-90. For this reason, metal carbon eutecticdfigeints have been developed for the
application in the high temperature range up to0Z%&Dand above [3, 86, 87]. Many types
of metal carbon and metal carbon-carbide alloysHmen used as fixed-point materials in
graphite crucibles and their performance has bdadiesl in terms of repeatability,
reproducibility and also robustness [88, 89, 90, 24]. Only M-C eutectic fixed-points
with high performance may be used as referencecesdor improving the ITS-90 at high
temperatures (above 1000). However, before implementing these fixed-poiioisthis
purpose, their thermodynamic phase-transition teatpees must be accurately ascribed
by the Consultative Committee for Thermometry, WiogkGroup 5 (CCT-WG5) from
worldwide measurement results.

As part of the work package 4 (WP4) of the Highpenature fixed-point plan (HTFP) of
the CCT-WG5, the thermodynamic temperatures ofntledting points of cobalt-carbon
(Co-C), platinum-carbon (Pt-C) and rhenium-carbi®a-C) eutectic small fixed-point cells
were recently determined at PTB using filter radedens combined with a high-
temperature blackbody and a radiation thermometeording to the comparison method
described in [5]. It should be noted that an assess of fixed-point quality in terms of
long-term stability and robustness is only partlg purpose of this work.

During the process of radiance comparison accortliegmethod described in [5], the
photocurrent at the melting point for each fixedapovas measured directly by the
absolutely calibrated radiation thermometer LP3thWhe calibrated spectral radiance
responsivity of the radiation thermometer and Rtancadiation law, the thermodynamic
temperature for each fixed-point can be determitieectly from the measured radiance
via the Jung-Verch or Sakuma-Hattori equation [9]. One advantage of this direct
method is to eliminate an influence from differdréld of views between the filter

radiometers and the radiation thermometer due douthiformity of the high-temperature
blackbody [34].
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Measurement results will be presented in termshefrhodynamic temperature for each
material and compared with previous measurementsamother set of fixed-point

blackbodies. Finally measurement results will benpared to those from the indirect
method using FRs on a same set of these fixedgpomevaluate the accuracy of this
approach using the absolutely calibrated LP3.

7.2 M easurement procedure

In this study, a set of four cells from each of thaterial Co-C [1324 °C), Pt-C
((L738 °C) and three cells from Re-CR&74 °C) were measured using the absolutely
calibrated LP3, therefore yielding the respectiverinodynamic temperatures. These cells
were carefully constructed using ultra high punkywder of graphite (99.9999 %) and
metals (99.999 %) and also high purify graphitecitrie and fully investigated in plateau
shape by other NMls, within the WP1 of the HTFPNININIST, CNAM) to ensure the
performance of these cells. The design of thesslfpoint crucibles is very similar to the
design of the copper point cell presented in chraptei.e. approximately 25 mm in
diameter and 45 mm in length. These cells havevaycaith an aperture of 3 mm in
diameter and a length of 33 mm. The effective emitgsof these fixed-point cells is
0.9997 (©.0003), which is used to correct the measuredqaiiotent signals.

For the measurement set-up, the same Chino IR+®@da as used in the last section was
applied in similar operation to heat up the fixexnp cells. To prevent contamination of
the fixed point cells in the high-temperature rarthe furnace was baked at 2000 °C under
vacuum for at least three hours and, for Re-C,temidilly above 2500 °C under Ar purge,
before installing the fixed-point cells. Then tlveetl-point cell wrapped in layers of carbon
felt was installed inside the furnace as showhim 7.1.
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Figure 7.1 Schematic diagram of the Nagano furnace type Mfbectic fixed-points:
1) fixed-point cell, 2) C/C working tube, 3) C/Cdtimg element, 4) graphite insulator,
5) purge gas inlet, 6) front opening for measuring,

7) rear quartz window for controlling.

To achieve the best plateau shape for each fixeu;gbe LP3 was carefully aligned to the
center of the cavity opening of the fixed-pointlgelt a distance of 700 mm. By use of a
precision linear stage, horizontal scans acrosofieming can be done during the melts.
For each cell, the measurements were repeated ok ctine effect of removing and
installing cells on the observed melting tempematur

The measurements were carried out from lowest testyre to highest temperature to
reduce possible thermal drifts during the measungsné-or the Co-C and the Pt-C cells,
melts and freezes were performed by varying theate temperature with temperature
steps of 40K and 20 K with respect to the nominal temperature, whieger
temperature steps were performe@(K and_80 K) for the Re-C fixed-points to ensure
that the crucible undergoes the phase-transition.

7.3 Measurement results

Firstly, typical plateau curves are given to shbw inelting range for each material and
the estimation of inflection point from the melticgrve will be described. Finally, the
estimated photocurrents at the melting point aredu® calculate the thermodynamic
temperatures with the measurement uncertaintiesaon material.

7.3.1 Plateau observation

Typical plateaus of individual melt/ freeze proffler each material are given in
Fig. 7.2, along with an approximation of their meltirrgges.
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a) Co-C at the approximate thermodynamic temperatui®®7 K
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Figure 7.2 Typical melting and freezing plateaus for onehef Co-C, Pt-C and Re-C fixed-point
cells, along with their melting ranges.
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It can be seen that for Co-C a melting range dd 0, and a melting range of 0.25 °C was
observed for the Pt-C and the Re-C. In additior, thelt durations are longer than
7 minutes, 6 minutes and 5 minutes for Co-C, Rea@ Re-C, respectively. Note is that
comparisons between the same fixed-point mategitd are not discussed in this work.

7.3.2 Estimation of thermodynamic phase-transition temperatures

It is well known and reconfirmed by this experimanesult that the melt obtained
from the eutectic fixed-points provides better ogjucibility than the respective freeze.
Thus the thermodynamic phase-transition temperatirghese fixed points will be
determined in preference by using the melting cain&nce the melt for the eutectics has
never been as flat as that of the pure metal fp@idts, the melting point is defined as the
inflection point, i.e. the minimum point of the dtrderivative of temperature with respect
to time or the zero point of the second derivatiwvgemperature with respect to tima.
practice, the melt signal was averaged over anmipdid duration to further calculate the
second derivative so that achieving a smoothedtrasishows irFig. 7.3.

Varying this procedure was helpful for determiniagsource of uncertainty due to an
identification of the inflection point. The photacent obtained by the LP3 at the inflection
point inFig. 7.3 has been further applied to calculate the tbdgmamic temperature with
the calibration coefficients obtained in chapter 6.

89



a) Co-C

0.003

0.002

0.001

0.000

d?T/dt?

-0.001

-0.002

-0.003
0:03 0:04 0:05 0:06 0:07 0:08 0:09

time / hh:mm

b) Pt-C
0.003

-1 0.002

-4 0.001

-1 0.000

AT/ K

d?T/dt?

4 -0.001

-1 -0.002

-0.003
0:07 0:08 0:09 0:10 0:11 0:12 0:13

time / hh:mm

c) Re-C
0.003

4 0.002

4 0.001

4 0.000

AT /K
d?T/dt?

-4 -0.001

-4 -0.002

-0.003
0:04 0:05 0:06 0:07 0:08 0:09 0:10
time / hh:mm

Figure 7.3 Typical inflection points on the melting platedas Co-C, Pt-C and Re-C



Similarly to the measurements at the gold and cofpiped-points, the corrections due to
the blackbody emissivity and the size of sourceatfpresent for each cell were applied
before calculating the thermodynamic temperaturas Iworth noting that the furnace
contribution to the spectral emissivity of the ¢gvs assumed to be eliminated for high
temperature fixed-points with an aperture diamefe8.0 mm as can be found in Ref. 92.
The difference in the resulting temperature betweantypical temperature profiles along
this type of furnace is only 1.5 mK for a small opgy Re-C cell. For the corrections of the
size of source effect, typical horizontal profiksthe fixed-point temperatures are shown
in comparison to the integrating spheré-ig. 7.4
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Figure 7.4 Radiance horizontal profiles across the Chinodaenopening at the Re-C temperature

In addition, an effect from the temperature dropthet cavity bottom due to radiative
transfer was also considered for high temperativedfpoint cells by neglecting the
radiant exchange between the furnace and the da&vijyas follows

AT:COSHDthTEF“BED{|L)2 . (7.1)

Where @ is the angle of the tilted bottong,is the graphite emissivitygis the Stefan-
Boltzmann constant] is the cavity thickness;,is the thermal conductivity of graphiteis
the aperture radius ards the cavity length. All estimated correctionseath fixed-point
temperature are given in Table 7.1
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Table 7.1 Summary of the corrections for the measuremerttseagutectic fixed-points using the
LP3.

Correction Co-C Pt-C Re-C
Emissivity, % 0.003 0.003 0.003
Size of source effect, % 0.013 0.016 0.019
Temperature drop, mK 0.018 0.046 0.159

By using the derivative of Wien'’s law, the estinth@ze of source effect contributes to
only 15 mK, 26 mK and 51 mK for Co-C, Pt-C and Re+@spectively. For sound
measurement results, the effect is still considessd a component of uncertainty
originating from the uncertainty of the size of smu effect measurement and the
horizontal scan.

It was found that the correction from Eq. 7.1 dadghe temperature drop at Re-C point
seems to be relatively significant to the measurgmesults. In comparison to simulation
results considering also the radiant exchange lestwee furnace and the cavity in Ref. 93
and 94, smaller differences were found lying witlinmK and 10 mK, respectively.
However, for a better modeling of the real situagomore transient modeling, for instance
in Ref. 94, including all components and also timadce uniformity, should be performed
to obtain the best estimation for corrections @ thhermodynamic temperature, especially
at the melting point.

7.3.3 Uncertainty budget

Likewise the determination of thermodynamic tempees at the Au and Cu
points, all contributions of uncertainty associateith the LP3 and the eutectic fixed-
points were considered in the following.

* The uncertainty associated to the absolute spe@sglonsivity calibration of the
LP3 with the standard uncertainty of 0.17 R&(1) (see Table 5.1).

* The uncertainty due to the size-of-source correstior each cell, estimating from
an approximation value of 0.03 %, including an utaiety both in isothermal case
and non-isothermal case.

 The uncertainty due to thermal stability of the LR® each fixed-point
temperatures, estimated from the initial and fmalsurements.

* The uncertainty associated to the non-linearitthefLP3, as described in chapter 6
with the relative uncertainty of 0.02 %.
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» The uncertainty in determining the point of infiect during the melt, obtained by
varying the number of the measuring data for eaehimg curve, as described in
7.3.2.

* The repeatability of a single cell, defined by #tandard deviation of three or four
inflection point measurements in one day. For Caut@l Pt-C cells, standard
deviations are within 30 mK, while better than 6K for Re-C cells.

* The uncertainty due to the calculation of emisgiat the eutectic cells by means
of Monte Carlo method only for the case of an isatial cavity.

* Finally the uncertainty associated to the long-tstability of the LP3. Since it is
impossible to separate the long term drift of tlR8Llfrom the reproducibility of the
absolute calibration in Chapter 5, a differencalsolute responsivity before and
after the measurements at eutectic fixed-poin@& @39 % was taken into account.

All contributions to the uncertainty were transf@unto temperatures at the corresponding
fixed-point temperatures and combined as showralslel7.2.

Table 7.2 Summary of the uncertainty contributions to the thermodyiatemperature
determinations of the eutectic points

I . Temperature uncertainty (K

Contributions of uncertainty ol D PiC y I)?e-C
Spectral radiance responsivity 0.195 0.310 0.578
Size of source effect 0.035 0.055 0.102
Non-linearity 0.023 0.037 0.068
LP3 short term stability 0.053 0.053 0.105
Identification of inflection point 0.050 0.050 0m5
Repeatability 0.006 0.031 0.061
Emissivity 0.035 0.055 0.102
LP3 long term stabilitylr=0.069 % 0.079 0.126 0.234
Standard uncertainti,= 1 0.229 0.354 0.657
Expanded uncertainti,= 2 0.46 0.71 1.31

At this stage, the two main components limitingghlkr accuracy of the measurements are
the uncertainty of the absolute calibration atrti@ochromator-based set-up and the long
term stability of the LP3. For the first one, eueith the best measurement uncertainty of
0.14 % at the laser-based facility, the uncertagayponent is still larger than 400 mK at
Re-C temperature, a factor of two from the targdti® of 200 mK K = 1). For the last
component, although the thermal stability of theBlias been already improved at high
temperatures by optimizing an optical design oflasg filter and an interference filter
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within the LP3 [95], the long term drift probabipfiuences the measurement results.
Indeed, the long term stability of the LP3 was foua be 0.098 % per year, obtained by a
repeat of the measurement at the Au point in Cind&pte

7.3.4 Thermodynamic temperature

Average thermodynamic temperatures at the inflacpmint measured by the
absolutely calibrated LP3 for each eutectic allog given in Table 7.3 along with
reproducibility between cells from the differentustes and their absolute uncertainty in
thermodynamic temperature. It should be notedttiege values were not corrected by the
temperature drop described in section 7.3.2. umtite accurate transient models for the
temperature drop are available.

Table 7.3 Summary of average thermodynamic temperature of the neefivints for each

eutectic.

Eutectic Co-C Pt-C Re-C
Average temperature, K 1597.46p 2011.648 2748.224
Reproducibility, K 0.064 0.105 0.149
uk=1),K 0.229 0.354 0.657

Although the reproducibility of these eutectic fikpoints has not yet reached the target of
better than 50 mK for Co-C and Pt-C, and 100 mKRerC, recommended by the CCT-
WGS5, it is significantly less than the standardernteinty of the measurements. The results
on the estimated thermodynamic temperatures atteefudiscussed in the following.

7.4 Comparison to other deter minations

7.4.1 Comparison to previous deter minations on different cells

The average thermodynamic phase-transition tempesatin Table 7.3 were
compared to previous determinations on a diffesemtof fixed-point cells at PTB [5] and
NIST [96], given in Table 7.4 along with the measuent uncertainty valuek € 2).

For Co-C, the average phase-transition temperatufixed-point cells manufactured by
different NMIs (NPL, NMIJ, LNE-INM/CNAM) was indiretly determined at PTB by
filter radiometers and was found to be 1597.11 K23 K, 1597.25 K 9.22 K and
1597.18 K H0.21 K respectively. In addition, the thermodynamelting temperature of
the same NPL cells measured at NIST using an afespiwometer 1 (AP1) and a Thermo
Gauge furnace was found to be 1597.430K1¥ K. The recently determinate value by the
extrapolation method at INRIM on its own Co-C oels 1597.27 K 0.17 K [97]. It is
clear that the average thermodynamic temperatur€deC in this work is consistent with
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the NIST and the INRIM results, but slightly deeatfrom that measured by PTB using
filter radiometers, although being within the comdad uncertainty.

For Pt-C, the measurement results at PTB were 80K +0.33 K, 2011.81 K 9.35 K
and 2011.66 K ©.26 K for the NPL, NMIJ and LNE-INM/CNAM cell, wie the
measurement result at NIST for the NPL cell was12P1 K +0.27 K. In contrast to the
result at the Co-C point, the average thermodynaemperature for Pt-C in this work is in
very good agreement with the PTB results but desidtom the NIST result within the
measurement uncertainty.

With respect to Re-C, only the measurement resWNI&T is now available for the small
opening cells with the thermodynamic temperaturm7.17 K 40.51 K, significantly
lower than that in this work by more than 1 K, mdthin the expanded uncertainty with
k = 2. The differences in thermodynamic temperataréhis case were probably caused
due to the different set of fixed-point cells.

Table 7.4 Summary of the previous thermodynamic temperature deteatiuns of
the eutectic points with the expanded uncertainty 2.

High-temperaturg Thermodynamic temperature (K)
fixed-points | machine et al. [96] Anhalt et al. [5]| Battuello et al.[97]  This work
Co-C 1597.43 .17 1597.18 0.23 1597.27 ©.17 1597.47 0.46
Pt-C 2011.21 0.27 | 2011.73 0.33 - 2011.65 0.71
Re-C 2747.17 .51 - - 2748.22 .31

7.4.2 Comparison on the same cell

As mentioned before, this measurement was performpdrallel to the established
measurement using filter radiometers, thereforethkemodynamic temperatures obtained
from both methods can be directly compared. Moredwe sets of cells for each material
have been sent to other NMIs for the purpose ot of the HTFP. However, at this
stage, the comparison has been performed only thghresults using the PTB filter
radiometers i.e. FR676 and FR800. Because of differvalues in measurement
uncertainty, the comparison reference values fdh boeasurements, were derived by
weighting the individual values with the measuretamcertainties. At each fixed point
temperature, deviations from these values for akhsnrements are shownfig. 7.5.
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Figure 7.5 Comparison results of the thermodynamic meltimgperatures along with the standard
uncertainty K = 1) for a set of the Co-C, Pt-C and Re-C fixethpoells

It can be clearly seen froffig. 7.5 that the measurement results in this workiraggood
agreement with the results using the PTB filteioatkters, especially for Co-C and Re-C.
The agreement is within 90 mK at the Co-C point 460 mK at the Re-C point, while it is
more than 400 mK at the Pt-C point. For the lanfier@nce at the Pt-C fixed-point, more
measurement results from the other NMIs and regdeatasurements at PTB are needed
to evaluate the accuracy of the measurements. Hawewre comparable results were
found in comparison to the results from the differeells in 7.4.1 for Co-C and Re-C.

7.5 Conclusions

The absolutely calibrated radiation thermometer LW&s used to measure the
thermodynamic melting point temperatures of theGZd?t-C and Re-C small fixed point
cells manufactured by different NMIs. The measupldtocurrents from the LP3 at the
fixed-point temperatures were corrected by thekidady emissivity and also the size of
source effect before calculating the thermodynameimperatures. The measurement
uncertainties were also calculated for each ceduding the standard uncertainty of the
LP3 absolute calibration. The average thermodynamélting point temperatures and
associated standard uncertaintiés= () for each material were 1597.47 K23 K,
2011.65 K +0.35 K and 2748.22 K 8.66 K for Co-C, Pt-C and Re-C respectively. The
reproducibility in temperature of these fixed-psinrom different manufactures was
64 mK, 105 mK and 149 mK for Co-C, Pt-C and Re-§pestively.
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In comparison to the previous thermodynamic tentpezadeterminations on the other

cells, the average thermodynamic temperatures aif geaterial were in agreement to the
previous measurements by NIST using the AP1 folCtheC and also consistent to the last
measurements by PTB using the filter radiometergie Pt-C. However the difference

from the NIST result for Re-C was larger than ttendard measurement uncertainty, but
well within the expanded measurement uncertainty.

Furthermore, with the same set of fixed-point celle differences in thermodynamic
temperature from the weighted mean obtained frasilork and the results using filter
radiometers were within 80 mK at the Co-C point 400 mK at the Re-C point, while
more than 400 mK were obtained at the Pt-C poirdgmFthe very good agreement at the
Co-C and Re-C point, it is possible to revise theagurement uncertainty in this approach
in case the difference at the Pt-C point is stithm the combined uncertainty.

In conclusion, the new approach using the absglut@librated LP3 has high potential to
determine the thermodynamic temperatures of smadl autectic fixed-point blackbodies.
However, the uncertainty associated with the alieokesponsivity calibration both, on the
monochromator-based facility and the laser-basetitfa has to be reduced before it can
be comparable to that using the filter radiomeltéoreover, for accurate thermodynamic
temperature determination of the eutectic fixedhifmithe long-term stability of the LP3
could be a main component of uncertainty, theretbee absolute calibration should be
performed just before and after the measuremehedtigh temperature fixed-points.
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8 Summary

In this work, an absolute calibration set-up based monochromator and an integrating
sphere has been developed for the first time irrotd calibrate radiation thermometers
with respect to absolute radiance responsivity.ttAs newly developed set-up, a high
accuracy high-temperature radiation thermometer aleolutely calibrated against a Si
trap detector, traceable to the PTB primary cryegeadiometer. In the second step, the
absolutely calibrated radiation thermometer wadieggo determine the thermodynamic
phase-transition temperatures of an already estedali Au and a Cu fixed-point blackbody
and, finally, to novel high-temperature fixed-paint

The concept of the developed set-up was formulayetdking advantages from both lamp-
monochromator-based systems and integrating spizsed systems illuminated with
monochromatic radiation. Firstly, the single-monm@chator was used to select the spectral
radiation with an optimized bandwidth for any typésadiation thermometers to avoid the
interference fringes in spectral responsivity, ologly observed at the laser-based systems.
Secondly, the integrating sphere was applied tdyre the quasi-lambertian radiation for
absolute calibration in terms of spectral radiaresponsivity. Since the integrating sphere
was employed, a variety of broadband light soune@s tested to obtain the highest
spectral output power from the monochromator in desired wavelength range. The
optical flux obtained from the monochromator-bassst-up is now available from
0.1 pW/nm to 10uW/nm in the wavelength range from 370 nm to 720 depending on
the light source used. At this stage, the 75 W ated was found to be optimum in terms
of the output power and also the stability.

In order to measure the spectral irradiance froegjphere exit port at a reference plane,
the Si trap detector, whose spectral power respibpsiaceable to the Sl units at the PTB
primary cryogenic radiometer, was used as a trarddeector. With the two diamond-
turned precision apertures of nominal 5 mm in di@mastalled in front of the trap and
the sphere opening, the spectral radiance canlbela@d in case the aperture diameters
and the distance between the two apertures argaaelyuknown. In this work, a linear
gauge and an interferometer were used in combmatianeasure the absolute distance,
traceable to the metre. With respect to the acgushthe set-up, all factors contributing to
the measurement uncertainty were carefully invagggi.e. the radiance uniformity across
the sphere opening, the distance effect and thieadkion error. However, unknown
systematic errors may still be present in thisugettherefore, further investigations must
be performed in future work.

Before absolute calibrations at the developed petwo LP3 radiation thermometers were
investigated for their relative spectral resporgiwithout the integrating sphere to find
out the optimum spectral bandwidth of the LP3 radimthermometers and also prove the
performance of the single-monochromator. The bes of them was chosen to be
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absolutely calibrated against the trap detectathermonochromator-based set-up and also
on the tuneable laser-based facility (TULIP) of PlBBcomparing the calibration results.

Because of the low optical flux in the monochromdttased set-up (<W/nm), the
measured out-of-band responsivity of the LP3 istéithto approximately IDof the peak
response, while it can be lower thani’lh the laser-based system, especially in the near
infrared region. From an approximation, that d#fere contributes to only 20 mK
temperature difference at the Au point. Howevethalgh the laser-based facility has a
number of advantages, in particular the high-poarat the low wavelength uncertainty,
the extremely small bandwidth of the laser yieluks interference fringes around the peak
of the LP3 spectral responsivity with a maximum &tage of larger than 1 %. In contrast,
the interference fringes can be avoided on the mimoonator-based set-up by the use of
spectral bandwidth of larger than 0.2 nm.

With respect to the spectral responsivity of thst teP3, direct comparisons can be
performed by averaging the results on TULIP overfthite wavelength, equivalent to the
spectral bandwidth at the monochromator-based meRelative differences in spectral
responsivity were found to be within their combinedcertainty around the peak
wavelength. In terms of integral responsivity, tiedative difference obtained on both
facilities is also within their combined uncertginin addition, with respect to the effective
wavelength, the difference on both facilities isslé¢han $3 pm, within the uncertainty of

the wavelength calibration.

At this stage, the relative standard uncertaikty {) obtained on the monochromator-
based set-up is 0.17 %, slightly larger than tHe4 @6 of the laser-based facility. We
believe that the measurement attempting to avadirterference effects could yield the
lower uncertainty with more reasonable time-condimnp An increase of the output
radiant power from the monochromator and an impre@ of the radiance uniformity
across the sphere opening can significantly redneeuncertainty to reach the target of
0.12 % k= 1), equivalent to the theoretically limited urteety of ITS-90. However,
within this work, an independent thermodynamic terapure scale has been realized using
the absolutely calibrated radiation thermometer.

In order to validate the absolute calibrations, rhdiation thermometer LP3 was used to
measure the PTB primary Au fixed-point (1337.33 &)d a small Cu fixed-point
blackbody (1357.77 K). The influences of the diéiar source areas and the signal levels
between the absolute calibration and the measurteméine fixed-points, were considered
and carefully corrected. Using the calibration tesati the monochromator-based set-up,
the determined thermodynamic temperatures withstia@dard uncertainties of 0.16 K
(k=1), are in agreement with the defined tempeeatatues in the ITS-90. Furthermore,
the temperature differences from the ITS-90 val{e$yg), especially at the gold fixed-
point are in very good agreement with the curreadtie reported by the CCT WG4 of
BIPM. Using the calibration result at the laserdzhset-up, the temperature uncertainties
of less than 0.14 K were obtained at the Au poird the Cu point, and the determined
thermodynamic temperatures of the two fixed-poarts in larger discrepancy to the ITS-
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90 values than using the result at monochromatsedbaset-up but still within the
expanded uncertaintiek € 2).

Finally, the absolutely calibrated LP3 was applteddetermine thermodynamic phase-
transition temperatures of a set of small apersize eutectic fixed-points namely Co-C,
Pt-C and Re-C with the obtained measurement urncgrtaf 0.66 K k=1) for the
temperature up to 2748 K. The observed repeatabilithe melting point temperature for
all Co-C and Pt-C cells was within 30 mK, whilewias better than 61 mK for all Re-C
cells. The reproducibility was better than 100 ndk €o-C, Pt-C and 200 mK for Re-C.
This confirms that these fixed-points are indeelialbée candidates for an improved
International Temperature Scale at high temperstulre addition, the thermodynamic
melting temperatures in this work are consisterthwihe measurements based on filter
radiometers, but with about two times larger mears@nt uncertainties. The differences in
thermodynamic temperature from the weighted meaaiméd from the two methods were
within the combined standard uncertaintiks=(1). Therefore, it has been now confirmed
that no systematic differences in thermodynamicpinature between the direct method
using imaging radiation thermometer and the indireethod using filter radiometers
exists. This agreement will be a fundamental kndgéefor the next step of the HTFP
research plan of the CCT-WGS5.

This present work has shown a possible path forllsNidIs to establish an absolute
radiance calibration facility using a monochromadad an integrating sphere — by using
calibrated trap transfer detectors from another Nk talibrating their own trap transfer
detectors at another NMI — and resulting with measent uncertainties comparable to
laser-based facilities, yet at a more reasonaime-ttonsumption. The absolutely calibrated
radiation thermometer can then be directly used doipractical realization of the
thermodynamic temperatures above 1357.77 K astamative to the current International
Temperature Scale at high temperatures. In addititms approach has potential to be
used as a direct method of practical realizatiantii@ definition of the kelvin at high
temperaturesMeP-K HT) without any high-temperature fixed-points.
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