
 

 

 

Response Anomalies in Discrete Choice Experiments for 

Environmental Valuation 

The Influence of Task Complexity, Attributes Thresholds and Survey 

Consequentiality 

 

vorgelegt von 

Dipl. rer. pol. techn.  

Malte Oehlmann 

 

von der Fakultät VI - Planen Bauen Umwelt 

der Technischen Universität Berlin 

zur Erlangung des akademischen Grades 

Doktor der Wirtschaftswissenschaften 

- Dr. rer. oec. - 

 
genehmigte Dissertation 

 
Promotionsausschuss: 

Vorsitzender: Prof. Dr. Stefan Heiland 

Gutachter: Prof. Dr. Volkmar Hartje 

Gutachterin: Prof. Dr. Katrin Rehdanz 

Tag der wissenschaftlichen Aussprache: 05. April 2019 

 

Berlin 2019 

 

  



 

 

 

 

  



 

 

 

Abstract 

The use of discrete choice experiments (DCEs) to value environmental goods and services has 

been rapidly increasing over the last years. However, many studies call into question the validity 

of this approach. Biases in welfare estimates derived from DCEs may arise from response 

behavior which is not fully consistent with one or more of the assumptions underlying stated 

preference approaches. Since preferences are elicited in surveys, the central question is whether 

anomalous response behavior is triggered by the survey design. This cumulative dissertation 

analyzes response anomalies in DCEs for environmental valuation. By designing and evaluating 

two large-scale, nation-wide online surveys each time implementing a split sample approach, the 

influence of choice task complexity, attribute thresholds and survey consequentiality is 

investigated systematically. 

First, the impact of choice task complexity on survey drop-outs, choice consistency, the 

attendance to attributes and the status quo effect is studied by systematically varying the design 

dimensions of the DCE following a design plan originally introduced in transportation research. It 

is shown that the complexity of the DCE impacts marginal as well as non-marginal welfare 

estimates. With respect to each individual design dimension, survey drop-outs are found to be 

positively related to the number of choice sets, alternatives and attributes. Choices tend to 

become more consistent the more choice sets are presented as well as with a narrow level 

range. While the attendance to attributes is negatively affected by the number of choice sets 

and alternatives, status quo choices are observed to decrease with the number of alternatives 

and increase with the number of choice sets, the level range and the similarity between 

alternatives. 

Second, stated information on attribute cut-offs is used to study threshold-based decision 

making. Results suggest that prior cut-off elicitation influences willingness to pay estimates. 

Moreover, respondents are observed to employ cut-offs, which they are, however, in many 

cases willing to violate when having to make trade-offs in the DCE. 

Third, it is investigated whether information on how survey results would be used as well as 

perceived survey consequentiality affect preferences. It is observed that neither the information 

about, nor the perception of survey consequentiality impact preferences. 

Overall, the results of this dissertation suggest the design of the survey, in general, and the 

complexity of the DCE, in particular, might influence preferences. This emphasizes the need to 

further identify and accommodate heterogeneous decision making in DCEs and discrete choice 

models. 



 

 

Zusammenfassung 

Choice Experimente (CEs) wurden in den letzten Jahren verstärkt zur Bewertung von 

Umweltgütern und –dienstleistungen herangezogen. Viele Studien stellen jedoch die Validität 

dieses Ansatzes infrage. Insbesondere Antwortvorhalten, welches eine oder mehrere Annahmen 

geäußerter Präferenzerfassung verletzt, kann die Ergebnisse beeinflussen. Da Präferenzen aus 

Umfragen abgeleitet werden stellt sich die Frage, inwieweit das Design der Umfrage selbst 

solche Antwortanomalien hervorrufen kann. Diese kumulative Dissertation untersucht 

Antwortanomalien in CEs zur Umweltbewertung. Unter Zuhilfenahme zweier bundesweiter 

Bevölkerungsumfragen wird der Einfluss von Komplexität, Attribut-Cutoffs und der Verwendung 

der Umfrageergebnisse untersucht. 

Zunächst wird gezeigt, wie sich die Komplexität des CEs, die einem Ansatz aus der 

Verkehrsökonomie folgend anhand der Designdimensionen systematisch variiert wird, auf die 

Abbruchrate, die Konsistenz der Auswahlentscheidungen, die Berücksichtigung von Attributen 

und den Status Quo-Effekt auswirkt. Hierbei zeigt sich, dass die Komplexität des CEs die 

ermittelten Wohlfahrtsmaße signifikant beeinflusst. Mit Bezug auf die einzelnen 

Designdimensionen ist zu beobachten, dass die Abbruchrate mit der Anzahl an Auswahlsets, 

Alternativen und Attributen zunimmt. Die Auswahlkonsistenz steigt mit der Anzahl der 

Auswahlsets und mit einem geringeren Spannweite zwischen den Attributsleveln, während die 

Anzahl berücksichtigter Attribute mit der Anzahl der Alternativen und Auswahlsets abnimmt. 

Darüber hinaus neigen die Befragten eher dazu die Status Quo-Alternative zu wählen, je mehr 

Auswahlsets präsentiert werden und je größer die Levelspannweite ist. 

In einem zweiten Schritt wird der Einfluss von Attribut-Cutoofs untersucht. Die Ergebnisse 

zeigen, dass die Abfrage von Cutoffs vor dem CE zu höheren Zahlungsbereitschaften führt. 

Zudem nutzt eine Vielzahl der Befragten Cutoffs zur Entscheidungsfindung, wobei die Befragten 

in vielen Fällen dazu bereit sind, diese im CE zu verletzen. 

Abschließend wird untersucht, ob Informationen über die Verwendung der Umfrageergebnisse 

sowie die wahrgenommenen Folgen der Antworten Einfluss auf Präferenzen haben. Für beides 

konnte kein signifikanter Effekt festgestellt werden. 

Zusammenfassend zeigt die vorliegende Arbeit, dass das Umfragedesign im Allgemeinen und die 

Komplexität des CE im Speziellen Präferenzen beeinflussen können. Dieser Befund betont die 

Notwendigkeit, die Nutzung verschiedener Entscheidungsstrategien in CE und in der 

Modellierung diskreter Auswahlentscheidungen verstärkt in den Blick zu nehmen.  
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1 Introduction 

Climate change, air pollution or the loss of biodiversity are only some of the major challenges 

our society has to face. Policy makers are expected to adopt a variety of environmental 

measures to approach these problems. These measures often involve questions of economic 

values and trade-off. The question is whether these policies are making us better off or not. A 

society that is concerned with the well-being of its citizens should make changes in resources 

allocations only if what is gained by the change is worth more in terms of individuals’ welfare 

than what is given up by diverting resources (Freeman et al. 2014). 

Policy decision-making might involve, besides effects on private goods, the valuation of changes 

in public good provision. Theses goods and services might be, however, difficult to assess 

monetarily because they are not properly regulated by markets due to externalities as well as 

their characteristics of non-excludability and non-rivalry (Freeman et al. 2014).  

The values of the environment are typically distinguished into two categories: use values and 

nun-use values (Adamowicz et al. 1998). Use values encompass direct consumptive values such 

as the value of timber, fish, recreation or other resources that ecosystems provide. Non-use 

values are economic values arising from a change in environmental quality that is not reflected 

in any observable behavior (Adamowicz et al. 1998). Such values may arise, for instance, from 

the desire to bequeath certain environmental resources to one’s heirs or future generations, a 

sense of stewardship or responsibility for preserving certain features of natural resources or a 

desire to preserve options for future use (Freeman et al. 2014). 

Several methods have been proposed to value environmental goods and services. They may be 

distinguished by the data source they are based on: Revealed preference (RP) data comes from 

observations of individuals acting in real-world settings. Valuation methods relying on RP data 

include the travel cost demand model or hedonic property value approach (Freeman et al. 

2014). Methods based on stated preference (SP) data use surveys to elicit what an individual 

would be willing to pay or accept for a change in an environmental amenity (Adamowicz et al. 

1998). Within the SP category two major approaches have been suggested: contingent valuation 

(CV), and discrete choice experiments (DCEs). While RP techniques rely on what people do, the 

SP approaches capture preferences based on what people say. Economists have therefore for a 

long time favored the former over the later (Kling et al. 2012). Nevertheless, CV and DCEs are in 

many instances the only available techniques that can be employed. Such situations arise when: 

1. Data, such as housing transactions necessary for the hedonic pricing method, is not available 

or hard to obtain (Freeman et al. 2014) 
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2. Use-values associated with changes that fall outside the range of current markets or 

observed conditions (Johnston et al. 2017) 

3. And, particularly, the valuation of non-use values. Here, only SP approaches can be 

employed (Freeman et al. 2014, Kling et al. 2012, Adamowicz et al. 1998).  

Given this background, the development of valid and reliable SP methods becomes crucial.  

The first application of the CV approach is attributed to Davis (1963) who used a questionnaire 

to value recreational hunting opportunities in the Maine woods (Poe 2016). After this work, 

numerous of other studies have been conducted using CV. In the last years the field of SP 

methods has been moving away from CV to more general DCEs (Desvousges et al. 2016). 

DCEs, which may be seen as a generalization of the CV method since they use two or more 

alternatives which are described by attributes, arose from conjoint analysis which is often used 

in marketing (Adamowicz et al. 1998). First applications of DCEs, most of them in transportation 

research, date back to the 1980s (Louviere and Woodworth 1983, Louviere and Hensher 1982). 

Among the first who implemented a DCE in an environmental context were Adamowicz et al. 

(1994), who studied recreation site choices in Alberta, Canada.  

Although applications of SP surveys in general and DCEs in particular have been increasing, the 

use of these methods is still highly controversial (e.g. Haab et al. 2013, Hausman et al. 2012, 

Kling et al. 2012). The critique of SP methods is often associated with the hypothetical nature 

and the possibility of deriving biased welfare estimates, referred to as hypothetical bias, which 

has been dominated the discussion on SP techniques over the last at least 20 years (Desvousges 

et al. 2016, Adamowicz 1994). Biases may further arise from not accounting for deviations from 

the general assumptions of “rational” consumer theory underlying discrete choice analyses, i.e. 

stable, fully compensatory, discounted expected utility maximization (Johnston et al. 2017). 

Individuals’ decisions that are not fully consistent with these assumptions have been termed 

behaviorally “anomalous”. Behavioral anomalies have been documented in many experimental 

and real-market settings with individuals employing a variety of decision heuristics or mental 

shortcuts (Kahneman et al. 1991, Kahneman 2003). Both, behavioral anomalies in the context of 

SP questionnaires - also referred to as (behavioral) response anomalies -, and heuristic-based 

decision-making have also been documented in the context of SP approaches (e.g. Johnson et al. 

2017, Poe 2016). Moreover, it has been argued that factors such as unfamiliarity and complex 

information might make environmental valuation even more prone to anomalies (Carlsson 

2010).  
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The design of SP surveys and DCEs involves several issues including attribute selection, 

description of alternatives, the design of the DCE as well as warm-up and auxiliary survey 

questions, etc. The central question, then, is whether response anomalies are triggered by the 

design of the SP survey, and how possible biases should be accounted for in the modeling 

process. Hensher (2006, p. 874) states in this regard “…what matters is not whether different 

designs require different attribute (and information) processing strategies, but whether the 

stated choice design per se contributes to different behavioral responses and associated attribute 

valuations.” In their contemporary guidance for stated preference studies Johnston et al. (2017, 

p. 61), therefore, explicitly recommend that “When prior research or pretesting indicates that 

undesirable response anomalies may be influential, data analysis should investigate these 

anomalies to determine whether they significantly affect SP responses.” Since DCEs are 

researcher-designed and based on the idea of constructing a hypothetical market, they give the 

researcher the flexibility to explicitly test for response anomalies by systematically manipulating 

the survey instrument (Carlson 2010). 

This dissertation aims at analyzing response anomalies in DCEs for environmental valuation. An 

essential step in designing a DCE is to determine the design dimensions (number of choice sets, 

number of alternatives, etc.) and thereby the complexity of the DCE. In the light of widespread 

evidence on humans’ limited ability in processing information (e.g. Simon 1956), influences of 

choice task complexity are analyzed by systematically varying the design dimensions of the DCE. 

It is investigated whether respondents choose less consistently or pre-maturely abandon the 

survey when complexity increases. Taking this as a point of departure, task complexity is then 

linked to systematic deviations from rational consumer theory regarding two decision heuristics: 

attribute non-attendance (ANA) and the status quo effect.  

Besides ignoring attributes, respondents might also exclude alternatives from their choice set by 

using attribute thresholds (Swait 2001). Based on this, the use of attribute thresholds (cut-offs) 

is analyzed. Anomalies may further result from respondents not revealing their true preferences 

(Johnston et al. 2017). It is argued that only if a respondent perceives that her or his choices 

have a non-zero chance of influencing policy, truthful preference revelation can be expected 

(Carson et al. 2014, Carson and Groves 2007). Given this background, it is investigated whether 

preferences are impacted by information about the consequences of the survey and perceived 

survey consequentiality. 

The remainder of this introduction is structured as follows. I begin by laying out the theoretical 

framework of DCEs and briefly present validity concepts related to SP approaches for 

environmental valuation. Then, I discuss the empirical evidence which calls into question the 
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basic assumptions of SP elicitation. Here, I first present some key findings from behavioral 

economics and then discuss its relevant manifestations in DCEs and discrete choice models. 

Lastly, I develop the research questions by narrowing the research focus and identifying research 

gaps, present the empirical strategy as well as the outline of this dissertation. 

1.1 Foundation and Validity of DCEs and Discrete Choice Modeling 

In DCEs respondents are asked to choose their preferred alternative (option) from two or more 

hypothetical alternatives. Usually, participants in a DCE are presented with a sequence of such 

choice sets (also termed choice tasks or choice situations). Each alternative consists of attributes 

that can adopt different attribute levels. In order to be able to calculate welfare measures such 

as willingness to pay (WTP) or willingness to accept (WTA), one attribute is the cost of providing 

the good or service (Louviere et al. 2000). In DCEs for environmental valuation one alternative of 

the choice set usually describes the current situation or the status quo (Johnston et al. 2017). 

The observed choices are then used to derive preferences and welfare measures by means of 

discrete choice models. In the following, the foundations of DCEs and discrete choice modeling 

are presented. Then, the validity of DCEs is briefly discussed.  

1.1.1 Foundations of Choice Modeling 

The concept of economic valuation has its foundation in rational consumer theory. Here, the 

basic assumption is that the purpose of economic activity is to increase the well-being of 

individuals. Each individual’s welfare depends on his or her consumption of private as well as 

non-market goods and service (Freeman et al. 2014).  

It is assumed that individuals’ consumption of a good or service depends on his or her 

preferences, which can be represented by means of a utility function. Rational consumer theory 

makes certain assumptions about these preferences and utility functions. Assumptions are 

typically made with respect to the ordering of preferences, namely transitivity, convexity and 

non-satiation (Freeman et al. 2014). Furthermore, preferences are assumed to be stable and 

fully known by individuals. Thus, they are invariant to the context in which they are revealed or 

stated (Freeman et al. 2014, Leong and Hensher 2012). 

Another core assumption with is of particular importance in terms of deriving welfare measures 

such as WTP is substitutability (Freeman et al. 2014). Here, it is assumed that a decrease in one 

component of good (alternative) can by compensated by an increase in an element of another 

alternative making the individual indifferent between options. Preferences fulfilling this property 

are termed compensatory (Johnston et al. 2017). It is further commonly assumed that the 
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decision maker chooses the alternative that maximizes her or his utility subject to a budget 

constraint thereby solving an optimization problem (Freeman et al. 2014).  

Another important assumption, which is typically made in SP analysis, is that all respondents 

truthfully answer the SP question being asked (McNair et al. 2012). 

Rational consumer theory has been extended by Lancaster (1966) and his “New Approach to 

Consumer Theory”. Based on Lancaster (1966) goods and services possess, or give rise to, 

multiple characteristics in fixed proportions and that it is these characteristics, not the goods 

themselves, on which the consumer’s preferences are exercised.   

Another important step toward modern empirical discrete choice analysis was made with 

respect to individuals’ utility functions. Random utility models (RUMs) have been introduced in 

the 20th century by Marshak (1960). RUMs assume that an individual can choose from a finite 

number of alternatives with each alternative providing her or him with a certain level of utility. 

In line with utility maximization it is assumed that the decision maker chooses the alternative 

that yields him or her the highest level of utility. This utility is known to the decision maker, but 

not to the researcher, who only observes some of the attributes (Train 2009). Since the 

researcher does not know all components of individuals’ utility function, utility functions in 

RUMs are most commonly composed of a linear, additive separable deterministic part as well as 

a stochastic error term. This error term accounts for all the aspects the researcher is unable to 

observe (Train 2009).  

In 1974, McFadden showed that if the error terms are independently and identically distributed 

following a Type I Extreme Value distribution, choice probabilities can be obtained following the 

logit formula - the Multinomial Logit model. However, this model imposes certain restrictions on 

individuals’ choices such as the independence of irrelevant alternatives (Freeman et al. 2014). By 

assuming other distributions for the error term, a large family of less restrictive choice models 

can be obtained.  

Based Lancaster (1966) and by introducing prices and income by means of an “indirect” utility 

function, different measures of welfare can be derived by means of discrete choice models. 

Compensating variation measures or WTP / WTA may be calculated by using the marginal rate of 

substitution between a non-price and a price attribute (Hess et al. 2018, Freeman et al. 2014).  

1.1.2 Validity of Stated Preference Surveys 

Since their introduction to non-market valuation SP approaches have been subject to a 

controversial debate on their validity. Particularly two events sparked this controversy: The 
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Exxon Valdez oil spill in 1989 and the in Alaska’s Prince William Sound and the 2010 Deepwater 

Horizon oil rig in the Gulf of Mexico. These oil spills led to large damages to the environment. 

Based on the economic assessment of these damages researcher came to very different 

conclusions regarding the usefulness of SP approaches. They ranged from “hopeless” and 

“useless” (Hausman 2012) to “…some carefully constructed number based on stated preference 

analysis is now likely to be more useful than no number…“ (Kling et al. 2012, p. 23). 

The critique to SP analysis is, in general, reflected in the discussion of reliability and validity. 

While reliability, which is not the focus of this dissertation, refers to the minimization of 

variability in estimates, validity refers to the minimization of bias in estimates (Johnston et al. 

2017). Validity is often discussed within the following concepts:  

1. Criterion validity: Do stated preferences estimates match real payments (Kling et al. 2012)? 

Tests of this concept usually address the possibility of obtaining welfare estimates SP 

surveys, which are biased upwards (hypothetical bias). Although empirical evidence is mixed, 

meta-analyses by Harrison and Ruttsröum (2008), Murphey et al. (2006) and List and Gallet 

(2001) tend to conclude that estimates obtained from CV and DCEs indeed exceed those 

from real payments. However, it has been argued this bias might be the result of the design 

of the SP study such as inconsequential treatments and a lack of incentive compatibility 

(Carson et al. 2014).  

2. Convergent validity: Are stated and revealed preference estimates the same (Kling et al. 

2012)? The answer to this question is mostly “yes” (Carson et al. 2014). Even when 

differences between stated and revealed preferences are detected, they are usually the 

result of common economic phenomena (Kling et al. 2012). 

3. Content validity: Does the measure adequately cover the construct’s domain, does the 

estimate arise from the best study design practices (Kling et al. 2012)? Tests of this validity 

concept may involve many different issues. Content validity can be achieved if design and 

implementation of the SP study follow best-practice guidelines such as those proposed by 

Johnston et al. (2017). 

4. Construct validity: Are stated preference estimates consistent with theoretical predictions? 

Tests of validity may also consider many different issues. Examples are: Attribute non-

attendance, protest responses… (Johnston et al. 2017).  

1.2 Questioning the Assumptions of Stated Preference Elicitation 

Section 1.1 has shown the SP elicitation is based on several assumptions such as compensatory, 

utility maximization behavior and truthful preference revelation. This section, first, provides a 
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selective summary of empirical evidence from behavioral economics which questions the 

assumptions of rational consumer theory. Based on this, empirical findings with respect to 

response anomalies in DCEs and discrete choice modeling are discussed. 

1.2.1 Core Findings from Behavioral Economics 

Over the last decades, several studies in economics and contributions from psychology have 

been calling into questions the basic assumptions of rational consumer theory. As early as 1956, 

Simon asked the questions how humans respond to a choice task when the conditions of 

neoclassical theory are not met. His research became from then on known as “bounded 

rationality”. Bounded rationality recognizes that individuals have cognitive constraints with 

respect to limitations in knowledge, time and computational capacity. Based on this idea and in 

contrast to utility-maximization behavior, Simon (1955) developed a model that assumes 

satisficing rather than maximizing behavior. Based on the idea of bounded rationality, Heiner 

(1983), theoretically, related individuals’ information processing limitations to decision behavior 

in the context of complex choices. He suggested that individuals make error or adopt simplifying 

strategies in complex choices (Swait and Adamowicz 2001).  

After Simon’s contribution numerous empirical examples have been presented in which 

individuals in real-world examples as well as laboratory experiments have shown deviations 

from rational consumer theory with humans applying a variety of decision heuristics or mental 

shortcuts (Kahneman 2003). Decision heuristics recognize that when humans make decisions, 

some information is ignored in order to “making decisions more quickly, frugally, and/or 

accurately than more complex methods” (Gigerenzer and Gaismaier 2011, p. 454).  

The empirical research on behavioral anomalies has also led to the development of new 

theoretical frameworks such as Prospect Theory (Tversky and Kahneman 1992, Kahneman and 

Tversky 1979).  

The non-exhaustive list of examples of systematic biases that separate the beliefs that people 

have and the choices they make from the optimal beliefs and choices assumed in rational 

consumer behavior (Kahneman 2003) and decision heuristics include:  

 Status quo bias / status quo effect: Individuals have a strong tendency to remain at the 

status quo because the disadvantages of leaving it loom larger than advantages 

(Samuelson and Zeckhauser 1988, Kahneman et al. 1991). 

 Endowment effect: People often demand much more to give up an object than they 

would be willing to pay to acquire it (Thaler 1980, Kahneman et al. 1991). 
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 Preference reversal: Individuals may reverse their preferences (Lichtenstein and Slovic 

1971). 

 Anchoring: Individuals decisions are affected by external cues / initial pieces of 

information (Tversky and Kahneman 1974). 

 Satisficing: People do not maximize utility, they choose the alternative that meets their 

aspiration level (Simon 1955).  

 Lexicography: Individuals make decisions by only evaluating aspects of each alternative 

(Tversky 1969). 

 Elimination-by-aspects: Individuals view each alternative as a set of aspects. At each 

stage in the decision process, an aspect is selected and all the alternatives that do not 

include the selected aspect are eliminated. The process continues until all alternatives 

but one are eliminated (Tversky 1972). 

 Preference construction: Preferences are constructed rather than merely revealed 

(Slovic 1995). 

1.2.2 Anomalous Response Behavior in Stated Preference Surveys  

The numerous examples of deviations from rational consumer theory have been echoed by 

research on anomalous response behavior in DCEs and discrete choice models. From a modeling 

point of view anomalies may manifest themselves in two different ways. First, RUM-based 

choice models may capture anomalous response behavior by means of the error term of the 

utility function. In the light of bounded rationality behavior that introduces “noise” would be in 

line with the passive bounded rationality model, which assumes that individuals continue to 

attend to all information in the choice set, but they increasingly make “mistakes” in processing 

that information. This would result in less consistent choices and, in turn, increases in the error 

variance (DeShazo and Fermo 2004, de Palma et al. 1994). 

Second, deviations from the underlying assumptions may impact the utility function 

systematically. This behavior has been termed rational-adaptive (DeShazo and Fermo 2004).  

Empirical research on anomalous response behavior in DCEs may at least be distinguished into 

three non-mutually exclusive categories (Johnston et al. 2017, Czajkowski et al. 2014): 

 Information processing limitations 

 Systematic patterns of respondents’ decision making 

 Theoretical issues concerning SP surveys for environmental valuation / strategic 

misrepresentation 
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Within the first body of literature, the influence of choice task complexity has received 

considerable attention. In the DCE context choice task complexity is largely defined by the choice 

task properties, in particular, the design dimensionality of the DCE (Leong and Hensher 2012). 

The design dimensionality refers to the number of choice sets, the number of alternatives, the 

number of attributes, the number of attribute levels, and the level range. It is typically implied 

that choice designs with more items are more complex than those with less items (Hensher 

2006, Swait and Adamowicz 2001). Other measures that have been used to capture choice task 

complexity relate to the structure and configuration of information in a DCE. Examples of such 

structural complexity measures include the number attribute level changes across alternatives, 

the number of trade-offs to be made by the person answering the choice tasks as well as a 

composite index (entropy) of choice task complexity, which captures complexity effects resulting 

from the similarity between alternatives (Zhang and Adamowicz 2011, DeShazo and Fermo 

2002).  

From the perspective of the researcher or practitioner, the presentation of multiple choice tasks 

per respondent, for instance, is preferred, and in some cases necessary, because it greatly 

increases the statistical efficiency (e.g. McNair et al. 2012). However, the complexity of the DCE 

has been observed to impact parameter and WTP estimates (Carlson et al. 1012, Zhang and 

Adamowicz 2011, Caussade et al. 2005). 

Information processing limitations in DCEs are usually analyzed be means of the error variance 

where a higher error variance (also interpreted as choice consistency) is explained by effects of 

fatigue (or boredom) while a lower error variance is, amongst other things, attributed to 

learning or preference matching (Carlson et al. 2012, Day et al. 2012, Caussade et al. 2005). 

Learning effects may be further distinguished into institutional learning, which relates to the fact 

the most respondents in DCE have never participated in a SP survey, and value or preferences 

learning, which refers to the possibility that respondents discover of form their preferences 

while progressing through the sequence of choice tasks (Czajkowski et al. 2014). 

Evidence on the relationship between each dimension and choice consistency is mixed, 

particularly with respect to the number of choice tasks. Here, results range from a systematic 

decreasing impact on the error variance pointing to learning (Czajkowski et al. 2014, Hess et al. 

2012a), to increases in the error variance suggesting fatigue (e.g. Bradley and Daly 1994), to a 

quadratic relationship with the error variance first decreasing and then increasing with the 

choice set number (e.g. Caussade et al. (2005).  
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The number of alternatives has been mostly observed to impact error variance following a 

quadratic relationship, i.e. preference matching versus fatigue (e.g. DeShazo and Fermo 2002), 

while for the number of attributes research so far suggests a positive impact on the error 

variance (Caussade et al. 2005, DeShazo and Fermo 2002). Increases in the error variance have 

also been observed regarding entropy (Swait and Adamowicz 2001) as well as the correlation 

structure of attributes (DeShazo and Fermo 2002). Relatively little is still known on the influence 

of the number of attribute levels and the level range (see Caussade et al. 2005 for an exception). 

Besides impacts on the error variance, complex choices may also result in the application of 

decision heuristics linking this body of literature to research on systematic patterns of 

respondents’ decision making. When the DCE is complex respondents might adopt non-

compensatory decision heuristics, i.e. they do not attend to all information of the choice set in 

order to simplify choices (Leong and Hensher 2012). One such heuristic could be to stay at the 

status quo, the status quo effect. In DCEs, status quo effects are usually identified through the 

number of choices of the status quo alternative reflected in the alternative-specific constant of 

the status quo. They are defined as “the systematic inclination of respondents to display a 

different attitude towards status quo alternatives from those reserved to alternatives involving 

some change, over and beyond what can be captured by the variation of attributes’ levels across 

alternatives” (Scarpa et al. 2005, p. 250). Studies which related the status quo effect to choice 

task complexity include Boxall et al. (2009) who observed a positive relationship between status 

quo choices and the number of choice sets while Adamowicz et al. (2011) found a negative 

effect on status quo choices with respect to the number of alternatives presented on a choice 

set. Zhan and Adamowicz (2011) further observed status quo choices to be positively related to 

the number of trade-offs respondents have to make. The complexity of the DCE has also been 

observed to impact the attendance to attributes. Hensher (2006) found that the number of 

attributes ignored tends to increase as the number of levels of each attribute increases, as the 

range of each attribute narrows and as the number of alternatives decreases.  

In general, ANA, i.e. whether respondents attend to all or ignore certain attributes, has received 

considerable research interest. Accumulating empirical evidence indicates that not all 

respondents attend to all attributes and that ANA can significantly bias WTP estimates (Campbell 

et al. 2011, Scarpa et al. 2009, Hensher et al. 2005). Non-compensatory decision heuristics such 

as ANA have been empirically identified directly from the discrete choice model (analytical 

approach) or by using additional information from the respondent obtained through 

supplementary survey questions (stated approach). Examples of the former approach are Hess 

et al. (2012b) and Daniel et al. (2018) who found that a considerable number of respondents 
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choose according to elimination-by-aspects or lexicographic strategies. A prominent example for 

using stated information is Swait (2001) who proposed a model to account for attribute cut-offs, 

i.e. minimum (maximum) acceptable levels an individual sets for an attribute. The Swait (2001) 

model allows accounting for satisficing and elimination-by-aspects behavior and cut-off violation 

(Swait 2001). Empirical contributions that employed this model largely found that attribute cut-

offs and cut-off violations play a role in respondents’ decision making and thus may influence 

preferences (e.g. Ding et al. 2012, Bush et al. 2009).  

Also within the body of literature analyzing systematic patterns of decision behavior, significant 

research effort has been dedicated to the stability of preferences in making choices with 

evidence suggesting that preferences may be constructed rather than revealed (Czajkowski et al. 

2014). Particularly when faced with a sequence of choice tasks, preferences have been observed 

to be affected by the order of choice sets / ordering effects (Carlson et al. 2012, Day et al. 2012). 

Several explanations have been put forward for ordering anomalies including preference 

learning or anchoring, i.e. previous choice sets influence preferences in a sequence of choices 

(Hess et al. 2018, Day et al. 2012). If anchors are based on the first choice set, this effect has also 

been termed starting point bias (Day and Pinto Prades 2010). Anchoring and starting point bias 

have been widely documented in the discrete choice literature. Studies have shown that WTP 

when calculated from responses to follow-up questions is significantly lower than that calculated 

from first questions (Day and Pinto Prades 2010). 

Another important phenomenon studied in DCEs is the gain-loss asymmetry and subsequent 

differences in welfare measures (WTP versus WTA). These asymmetries are related to the 

endowment effect, loss aversion and reference dependence. Evidence of the presents of these 

phenomena is widespread in the discrete choice literature (Hess et al. 2018) and the well-

documented WTP/WTA-gap (see Horowitz and McConnell 2002 for a review) has also been 

reported in DCE studies (e.g. Bateman et al. 2009). 

A third strand of literature investigates whether response anomalies can be attributed to non-

truthful preference revelation. As mentioned in Section 1.1, SP approaches assume that 

respondents truthfully answer the questions being asked (McNair et al. 2012). Carson and 

Groves (2007) set out two conditions under which truthful preference revelation can be 

expected. First, the agent needs to care about what the outcomes of those actions might be. 

Second, the agent answering the survey needs to view his or her responses as potentially 

influencing decision-makers. Surveys satisfying these criteria are viewed as ‘consequential’, 

which is a crucial condition to achieve incentive compatibility (Carson and Groves 2007). In order 

to obtain information on consequentiality perceptions, participants are asked to state whether 
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they think that their choices will be taking into consideration by policy makers (Vossler and 

Watson 2013). If a respondent perceives that there is a non-zero probability of influencing 

policy, truthful preference revelation can be expected. If, however, the likelihood of having an 

influence is perceived as zero, economic theory could not make any predictions. In this case 

individuals might, for instance, behave strategically by always choosing the most expensive 

alternative if they want the environmental good to be provided (Carson et al. 2014, Carson and 

Groves 2007).  

Evidence so far suggests that SP responses equal real payments if there is a positive probability 

that responses to SP questions have real consequences. Otherwise, WTP estimates have been 

observed to be significantly different (Carson et al. 2014, Vossler and Watson 2013). Based on 

this the question arose how to best design the questionnaire to achieve non-zero 

consequentiality perception. Here, cheap talk scripts or consequentiality devices, respectively, 

which inform respondents about the consequences of the survey, have been proposed (Howard 

et al. 2017). Herriges et al. 2010) found that such a consequentiality device to be positively 

associated with the perceived degree of consequentiality.  

1.3 Thesis Objectives and Outline 

The last section has shown that response anomalies may influence choice outcomes and bias 

parameter and WTP estimates. This calls into question the validity – particularly criterion and 

construct validity - of DCEs, which aims at minimizing of bias in estimates (Johnston et al. 2017). 

The last section has also discussed a variety of different sources of response anomalies. Given 

this background, the following section develops the research questions to be addressed in this 

dissertation by narrowing the research focus and identifying research gaps. The empirical 

strategy to answer these research questions is presented subsequently. Finally, the outline of 

this dissertation is presented. 

1.3.1 Development of Research Questions 

This thesis is structured along five major research questions: 

 Research question 1: How does choice task complexity influence survey drop-out rates, 

choice consistency and derived preferences? 

 Research question 2: How does choice task complexity affect attribute non-attendance? 

 Research question 3: How does choice task complexity influence the status quo effect 

and subsequently derived preferences?  

 Research question 4: How do attribute cut-offs affect preferences?  
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 Research question 5: How does survey consequentiality influence preferences? 

With respect to choice task complexity, rational consumer theory would predict that, 

independently of the complexity of the DCE, individuals are cognitively indefatigable examining 

all alternatives and all attributes across all choice sets in the same fully compensatory manner 

(Leong and Hensher 2012). Behind this background and in the light of the literature discussed in 

the last section, this thesis, first, seeks to investigate the influence of choice task complexity on 

different aspects of response behavior.  

So far, evidence with respect to each dimension of choice task complexity tends to be mixed 

(e.g. the number of choice sets). In addition, there is only one series of studies (Rose et al. 2009, 

Hensher 2006, Caussade et al. 2005, Hensher 2004) in which the influence of the complexity of 

the DCE is investigated systematically. Systematically, here, means that the dimensions of 

complexity, i.e. the number of choice sets, the number of alternatives, the number of attributes, 

the number of attribute levels and the level range, are varied in a systematic manner (Hensher 

2004). These contributions, however, were conducted in a transportation context. Here, the 

characteristics of the good under valuation differ to those in the environmental domain (e.g. 

respondents’ experience and familiarity with the good). This thesis is intended to fill this 

research gap by systematically investigating impacts of choice task complexity in an 

environmental context.  

A somewhat extreme impact of choice task complexity would be that respondents refuse to 

make choices at some point in the sequence of choice sets by dropping out of the survey. For 

participants completing the DCE, choices may become more random / choice consistency 

decreases when the information load increases due to fatigue effects. Based on this, research 

question 1 analyzes how choice task complexity influences survey drop-out rates, choice 

consistency and derived preferences. When the DCE becomes more complex, respondents might 

also not process all the available information of the choice set by applying non-compensatory 

decision heuristics (Leong and Hensher 2012). Making trade-offs is cognitively demanding and 

participants may cope with this demand by avoiding to make trade-offs (Payne et al. 1999).  

A decision heuristic to cope with choice task complexity may be the exclusion of attributes from 

the decision making process. When choices are complex respondents may simplify the task by 

focusing on a subset of attributes that they consider to be most relevant or important. As 

already pointed out, ANA in DCEs has been intensively studied. However, research on the 

relation between task complexity and ANA is still scarce (see Hensher 2006 for an exception 
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from transportation research). Research question 2, therefore, investigates how choice task 

complexity affects ANA. 

Although rarely related to the dimensions of complexity (see Boxall et al. 2009, DeShazo and 

Fermo 2004 for two exceptions), another decision heuristic is to disproportionally sticking with 

the status quo alternative, i.e. the status quo effect (Payne et al. 1999). When complexity 

increases, uncertainty might also increase preventing individuals from making welfare-enhancing 

choices, for instance (DeShazo and Fermo 2004). As a consequence, participants retain what is 

known (a type of endowment effect) or to avoid the decision entirely by deciding not to choose 

(Boxall et al. 2009). 

Behind this background research question 3 studies how choice task complexity affects the 

status quo effect and subsequently derived preferences.  

Apart from the complexity of the DCE, respondents’ unwillingness to make trade-offs may also 

be associated with decision heuristics imposing minimum (maximum) requirements for 

attributes (Swait 2001). Alternatives that do not satisfy these requirements are excluded from 

the choice sets. The preferred alternative is then chosen from the remaining choice set (Ding et 

al. 2012). Passed research suggests that individuals indeed employ attribute cut-offs in DCEs. 

However, most of this evidence stems from transportation and food applications while, to the 

best of my knowledge, only Bush et al. (2009) analyzed cut-offs in an environmental context. 

Furthermore, there is, as far as I know, no study that systematically analyzes whether prior cut-

off elicitation itself affects preferences. As already discussed, there is widely documented 

evidence that preferences elicited in SP surveys may be constructed rather than revealed 

(Czajkowski et al. 2014). Thus, preferences might be affected by cut-off questions asked prior to 

the DCE. Research question 4 sheds light on how attribute cut-offs affect preferences. 

Lastly and as discussed in Section 1.2, response anomalies may also be triggered by individuals 

who perceive their survey responses to be inconsequential. Although research on survey 

consequentiality has been increasing, there is still relatively little known about the relationship 

between preferences and consequentiality perceptions. In addition, the determinants that 

influence perceived consequentiality such as information about the consequences of the survey 

has so far received little or no attention. Research question 5 addresses these issues by studying 

the influence of survey consequentiality on preferences.  

1.3.2 Empirical Approach 

The research questions developed above will be addressed by means of two specially tailored SP 

surveys. A common approach to systematically test for influences of different survey designs is 
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the use of treatments or split samples. Both surveys follow this approach by implementing four 

and, respectively, 16 treatments: 

Research question 1, 2 and 3 are addressed by using data from a nation-wide online survey on 

land-use changes in Germany. In order to investigate influences of choice task complexity, the 

study followed an approach with 16 split samples in which the number of choice sets, the 

number of alternatives, the number of attributes, the number of attribute levels and the level 

range were varied systematically. The variation of these design dimensions largely followed a 

Design of Designs approach introduced by Hensher (2004). Since several studies published in 

recent years have shown that respondents can cope with a fairly large number of choice sets, 

the number of choice tasks was slightly increased compared to Hensher (2004). Also, the 

number of attributes was higher compared to Hensher (2004).  

Participants were randomly assigned to one of the 16 treatments. In order for choice sequence 

effects not to be confounded with choice task effect, the position of each choice sets within each 

design was also randomized. On each choice set respondents were asked to choose their 

preferred alternative from a status quo (current situation) and, depending on the design, two, 

three or four generic alternatives.  

The attributes of the DCE were “share of forest”, “land conversion” and different biodiversity 

attributes, which were based on an indicator of bird populations. This indicator allows one to 

vary the number of attributes by splitting up bird populations into different parts of the 

landscape. In addition “contribution to a landscape fund” was used as a payment vehicle.  

Besides the DCE the questionnaire included a number of auxiliary survey questions. To identify 

respondents’ attendance to attributes (research question 2) stated and analytical approaches 

have been suggested (see also Section 1.2.2). In order to be able to employ both methods, 

respondents indicated whether they attended to the attributes shown on the choice sets after 

they had completed the experiment. At the beginning of the survey, socio-demographic 

characteristics were asked. In order to control for possible influences of the perceived status quo 

in answering research question 3, participants indicated their perception of the current situation 

regarding the attributes implemented in the corresponding treatment.  

The survey was conducted in 2012. At each stage of the questionnaire respondents could only 

abandon the survey by closing their web browser. In this case the drop-out position was 

recorded. In total, 1,684 respondents completed the questionnaire while 263 participants 

dropped out of the survey within or after the DCE.  
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Research question 4 and 5 are addressed by analyzing data from a nation-wide online survey on 

the development of renewable energies in Germany. The survey was conducted in 2013 and 

3390 usable interviews were collected. The questionnaire included a DCE with six choice sets 

(the position of each choice sets was randomized) in which respondents had the choice between 

four labeled alternatives (the order of the first three alternatives was also randomized):  

 Electricity from wind energy (wind farms)  

 Electricity from solar energy (solar fields)  

 Electricity from biomass (biogas power stations)  

 I do not care about the type of renewable energy generation (you will not have any 

influence on the type of renewable energy which will be developed in the 10 km 

surroundings of your place of residence)   

Each alternative was described by six attributes: The minimum distance of renewable energy 

facilities to the edge of town, the size, and number of renewable facilities, protection of the 

landscape view, whether new high-voltage transmission lines are built overhead or 

underground, and the change of the electricity bill. Again, the questionnaire comprised 

additional questions for answering the research questions. To address research question 4 

participants were pleased to state their minimum (maximum) requirements (cut-offs) for the 

minimum distance, the number of renewable facilities, protection of the landscape view and 

whether new high-voltage transmission lines are built overhead or underground, prior to the 

DCE. Cut-offs were only elicited from half of the sample to which respondents were randomly 

assigned.  

Also prior to the DCE, participants were informed about the consequences of the survey as well 

as the institution to be responsible for future renewable energies expansion. This information 

was varied systematically using four treatments to which respondents were also randomly 

assigned. Following the DCE, respondents stated their perceived consequences of the survey. 

This information was then used to address research question 5. Again, socio-demographic 

characteristics such as age, gender and education were collected at the beginning of the survey. 

More details on study design, survey implementation as well as the modeling approach may be 

found in the corresponding research article.  

1.3.3 Thesis Outline 

This thesis consists of seven chapters which all contribute to answering the above raised 

research questions. Chapter 2, 3, 4 and 6 represent articles published in peer-reviewed journals. 
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Chapter 5 is a manuscript / conference paper presented at the 5th International Choice Modeling 

conference 2017 as well as the 6th World Congress of Environmental and Resource Economists. 

The author of this dissertation it the second author of Chapter 2 and Chapter 3 and the first 

author of Chapter 4 and Chapter 6 as well as the single author of Chapter 5. 

The remainder of this thesis is structured as follows:  

 Chapter 2: The Influence of Design Dimensions on Stated Choices in an Environmental 

Context  

 Chapter 3: Stated and inferred attribute non-attendance in a design of designs approach 

 Chapter 4: Uncovering context-induced status quo effects in choice experiments 

 Chapter 5: Do attribute cut-offs make a difference? The effects of eliciting and 

incorporating cut-off values in choice models 

 Chapter 6: Stated preferences towards renewable energy alternatives in Germany – do 

the consequentiality of the survey and trust in institutions matter? 

This dissertation closes with Chapter 7 – the synthesis – where the main results are summarized 

and discussed, implications for researchers and practitioners are presented, and future research 

is highlighted.   
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2 The Influence of Design Dimensions on Stated Choices in an 

Environmental Context 
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Abstract  

Discrete choice experiments are increasingly used in the context of environmental valuation. 

However, there is still little known about the influence of the complexity of the choice task on 

model outcomes. In this paper we investigate task complexity in terms of the design 

dimensionality of the choice experiment by systematically varying the number of choice sets, 

alternatives, attributes, and levels as well as the level range. We largely follow a Design of 

Designs approach originally introduced in transportation. First, we analyse the influence of the 

design dimensionality on participants’ dropout behaviour finding that the probability to drop-out 

of the survey is influenced by socio-demographic characteristics and increases with the number 

of choice sets, attributes as well as with designs having five alternatives. Second, we investigate 

the impact of the design dimensions on stated choices by estimating a multinomial logit model, 

and heteroskedastic logit models. Results show that the error term variance is influenced by 

socio-demographic characteristics as well as by all design dimensions. Moreover, we find that 

accounting for the impact of the design dimension on the error variance does not significantly 

change willingness to pay estimates. 
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2.1 Introduction 

Discrete choice experiments (CE) are widely used to elicit consumer preferences in various 

applications including marketing, health economics, transportation and environmental 

valuation. CEs usually consist of a series of hypothetical scenarios or choice sets, each including 

two or more alternatives. These alternatives are described by attributes whose levels are varied 

systematically. For each choice set respondents are then asked to rank the alternatives, choose 

best and worse or select their preferred alternative (Louviere et al. 2000).  

The number of choice sets, alternatives, and attributes as well as the number of levels and their 

range are the design dimensions of a CE. These are to be specified by the researcher. The 

dimensionality of a CE can vary significantly across different studies. For instance, in the majority 

of CE studies respondents are offered four to ten choice sets and two to four alternatives. 

However, there are occasions when participants are asked to assess up to 26 choice tasks 

(Czajkowski et al. 2014) and choose among 12 or more alternatives (Chung et al. 2011).  

Assuming neoclassic economic theory, which suggests that decision makers can perfectly and 

consistently process information, the design dimensionality should not influence choice 

outcomes (Swait and Adamowicz 2001). As a consequence, the complexity of the CE, the ability 

of the individual to make complex decisions and the effect of the choice context on decision 

strategies are often not considered in statistical models. However, many authors have 

highlighted the need to account for the limited ability of individuals to process complex 

information. Heiner (1983), for instance, argued that choice complexity can influence choice 

consistency and the more complex the choice task, the higher the gap between individual’s 

cognitive ability and cognitive demand. This result leads to a trade-off to be made by the 

researcher. On the one hand, one might be tempted to increase task complexity, for instance, to 

increase the number of observations or to gather more information by increasing the number of 

attributes. On the other hand, this comes at the cost of higher cognitive burden and the risk of 

significantly distorted model estimates (DeShazo and Fermo 2002). As a result, there is so far no 

agreement in the literature on the optimal task complexity in CEs. 

Task complexity can be viewed as a part of the unobserved factors influencing choice outcomes. 

Generally, unobserved influences are classified as omitted variables, measurement errors in the 

observed attributes and alternatives, true task complexity that imposes variation in cognitive 

difficulty, uncertainty attributable to many sources such as stimulus ambiguity and beliefs about 

future states and peer impacts (Hensher 2006).  
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Our study investigates the issue of true task complexity by varying five design dimensions. The 

research is largely motivated by a series of studies investigating the influence of five design 

dimensions - the number of choice sets, alternatives, attributes, attribute levels and their range - 

on CE outcomes in the context of transportation (Hensher 2004; Caussade et al. 2005; Hensher 

2006; Rose et al. 2009). In these studies, 16 different treatments were used which were 

generated by a Design of Designs (DoD) approach originally introduced by Hensher (2004). The 

attributes used considered different travel times and costs. The present case study is based on a 

nation-wide online survey carried out in Germany about land use changes. The survey was 

completed in December 2012 and incorporated aspects of land conversion, such as the share of 

forest and different biodiversity attributes. Similar to Hensher (2004) and Caussade et al. (2005) 

we used 16 different split samples.  

To our knowledge, this is the first study applying a DoD approach in environmental valuation by 

systematically varying five design dimensions. We analyse the influence of the five design 

dimensions in terms of two aspects. First, we investigate the relationship between task 

complexity and participants’ drop-out behaviour by using descriptive statistics and by specifying 

a binary logit model. Second, we estimate a joint multinomial logit model (MNL) and 

heteroskedastic logit models (HL) with the scale parameter specified as a function of the design 

dimensions and socio-demographic characteristics of the respondents. This allows us to 

determine the impact of the five design dimensions on the error term variance which is inversely 

related to the scale parameter. Willingness-to-pay (WTP) estimates are subsequently obtained 

from both models and compared to each other.  

In the remainder Section 2 outlines previous literature and the hypotheses to be tested. Next, 

Section 3 presents the modelling approach before detailing the study design and 

implementation (Section 4) and presenting results (Section 5). Finally, Section 6 discusses the 

results.  

 

2.2 Literature Review and Hypotheses 

The influence of task complexity in stated CEs has been investigated in several studies. Typically, 

complexity issues have been analysed in the context of health economics (Ryan and Wordsworth 

2000; Ratcliffe and Longworth 2002; Bech et al. 2011), marketing research (Dellaert et al. 1999; 

Dellaert et al. 2012) and transportation (Hensher et al. 2001; Hensher 2004; Caussade et al. 

2005; Hensher 2006; Rose et al. 2009). The research has focused largely on dimensionality 

influences on the error variance or scale parameter considering the effects of fatigue and 
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learning (Dellaert et al. 1999; DeShazo and Fermo 2002; Arentze et al. 2003; Caussade et al. 

2005; Rolfe and Bennett 2009; Chung et al. 2011; Czajkowski et al. 2012) and on WTP estimates 

(Ryan and Wordsworth 2000; Hensher 2004; Hensher 2006; Bech et al. 2011; McNair et al. 

2011). Effects on attribute weights (Arentze et al. 2003), response and completion rate (Hensher 

et al. 2001; Bech et al. 2011; Louviere et al. 2013), decision time (Dellaert et al. 2012) and 

perceived choice certainty (Rose et al. 2009; Brouwer et al. 2010; Bech et al. 2011) have also 

been analysed in existing research. Regarding the impacts on the error variance and in the light 

of studies published in recent years, we largely follow the hypotheses that were put forward by 

Caussade et al. (2005) and compare their results to our findings in the context of environmental 

valuation. 

2.2.1 Task Complexity and Drop-out Rates 

To our knowledge only very few studies have investigated the impact of task complexity on 

participants’ drop-out behaviour in discrete CEs. Two studies explicitly investigate the 

relationship between the number of choice sets and the response rate. Hensher et al. (2001) 

found little differences in response rates in mail surveys with varying numbers of choice tasks, 

while Bech et al. (2011) found no significant influence in an online survey. However, it has to be 

noted that response and drop-out rates must be distinguished from each other. Whereas the 

former gives the ratio between those respondents who completed the questionnaire and those 

contacted, the latter shows the percentage of those participants who prematurely abandoned 

the questionnaire (Vicente and Reis 2010). So far the most comprehensive study concerning 

completion rates was presented by Louviere et al. (2013). They used a web panel to elicit 

preferences for two consumer goods, pizza and flights. Across interviews the authors 

systematically varied the number of choice sets (16 or 32), the number of alternatives (3 to 5), 

the number of attributes (6 to 12) and the type of statistical design (“Street and Burgess” or 

“Kuhfeld” design). They found that, among other things, completion rates are relatively 

unaffected by presenting more choice sets to respondents, but decline when the sets comprise 

more alternatives. In contrast, studies carried out in other disciplines concluded that the survey 

length has a significant influence on drop-out rates (see for example Vicente and Reis 2010). 

Furthermore, a study by Galesic (2006) shows that the lower the experienced burden, the lower 

the risk to drop out. We thus expect that both, the number of choice sets and the number of 

alternatives, are positively related to drop-out rates although the results presented by Louviere 

et al. (2013) indicate only a weak effect.  
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Finally, for the number of attributes as well as for the number of levels and their range, it may 

be argued that the number of comparisons to be made increases with both, more attributes and 

a higher number of levels. Moreover, comparisons between alternatives might be easier to 

assess for attribute levels which have a narrow range (Caussade et al. 2005). As a result, we also 

hypothesise a positive relationship between these design dimensions and drop-out rates.  

2.2.2 Task Complexity and Error Variance 

Number of Choice Sets: So far the most frequently investigated design dimension is probably the 

number of choice sets. However, there is still no consensus in the literature about impacts on 

the error variance. On the one hand, Hensher et al. (2001) found little evidence for fatigue 

effects for even 32 choice sets; Czajkowski et al. (2012) support this inference. On the other 

hand, Bradley and Daly (1994) found the error variance to increase as the number of choice sets 

grew. Caussade et al. (2005) and Chung et al. (2011) observed a U-shaped relationship with the 

error variance decreasing up to a threshold (nine/ten sets in Caussade et al. 2005; six sets in 

Chung et al. 2011) and then increasing beyond this. A similar pattern was found by Bech et al. 

(2011). They argue that the error variance initially decreases due to learning effects while 

subsequent fatigue effects cause the error variance to increase. Also, findings by Scarpa et al. 

(2011) point in this direction, who based their analysis on rank-ordered data elicited with the 

best-worst approach. In their study each respondent faced 16 choice sets. Scale increased 

gradually from the first to the eleventh set and declined for the last three sets. Following these 

arguments we expect a U-shaped pattern for the relation between the number of choice sets 

and scale. 

Number of Alternatives: The evidence and subsequent conclusions about the impact of the 

number of alternatives tend to be mixed. Arentze et al. (2003) found no effects on the error 

variance when distinguishing between designs with two and three alternatives. However, 

Caussade et al. (2005) as well as Chung et al. (2011) found a U-shaped pattern with the lowest 

error variance for five and four alternatives respectively. A similar pattern emerged in the study 

conducted by DeShazo and Fermo (2002), who argued that the initial decrease of the error 

variance results from a better match of preferences while the increase at the later stage is 

caused by a more complex choice. Our hypothesis is thus that a U-shaped relationship between 

the number of alternatives and the error variance exists. 

Number of Attributes: There is clear evidence suggesting that an increase in the number of 

attributes results in an increase in the error variance. Caussade el al. (2005) found that the 

number of attributes has a strong detrimental effect on a participant’s ability to choose which 
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contributes to a higher error variance. Similar inferences were drawn by DeShazo and Fermo 

(2002) and Arentze et al. (2003). As the information load to be processed by the respondent 

grows with the number of attributes, we also expect a positive relationship between the error 

variance and the number of alternatives.  

Number of Attribute Levels and Level Range: Based on the findings from Dellaert et al. (1999) 

and Caussade et al. (2005) and following the same arguments presented above regarding the 

influences on drop-out rates, we expect a positive relationship between the number of attribute 

levels and the error variance. Moreover, we expect an increase in the error variance with a 

wider level range. 

2.3 Econometric Approach 

Random utility theory assumes the modeller does not possess complete information concerning 

the individual decision maker (subscript n). Thus, individual preferences are the sum of a 

systematic (V) and a random (ε) component  

ni ni ni niU V (x )                                                                                                                     (1) 

where Uni is the true but unobservable utility associated with alternative i out of a set of 

available alternatives, Vni is the measurable or deterministic part which itself is a function of the 

attributes (xni),  is a vector of coefficients reflecting the desirability of the attributes, and εni is a 

random term with a zero mean. This error term represents attributes and characteristics 

unknown to the researcher, measurement error and/or taste heterogeneity among respondents. 

Selection of one alternative over another implies that the utility (Uni) of that alternative is 

greater than the utility of the other alternative: 

i i j jP(i) Pr ob(V V ) j C, j i        
                                                                                

(2) 

Assuming that the error components are distributed independently and identically (IID) 

following a type 1 extreme value distribution, one gets the multinomial logit (MNL) model where 

the probability of individual n choosing alternative i takes the form: 
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where μ is a scale parameter which is commonly normalised to 1 in practical applications for any 

one data set as it cannot be identified separately from the vector of parameters. The scale 

parameter is inversely proportional to the error variance 2

 : 
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The assumption of a constant error variance across individuals has been questioned and a 

heteroskedastic logit model was suggested as an alternative (HL; e.g., Swait and Louviere, 1993). 

Here the scale parameter is no longer a constant term as it allows for unequal variances across 

unobserved components from two or more data sources. Whether the variation in scale across 

data sources can be explained by factors such as respondent characteristics or the design 

dimensions of the choice sets is investigated using the following HL expression (Caussade et al. 

2005; DeShazo and Fermo 2002):  
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(5) 

where n  = exp( ' )nZ  with Z
n

a vector of respondent specific characteristics including the 

design dimensions a respondent is randomly assigned to and '  a vector of parameters 

indicating the influence of those characteristics on the error variance (Hole 2006). The 

exponential form ensures a positive scale factor.  

In both heteroskedastic logit models estimated in this study the scale parameter is specified as a 

function of the five design dimensions based on the DoD approach (number of choice sets, 

alternatives, attributes, attribute levels and the level ranges) as well as the respondent 

characteristics age, gender, and education. The two models differ with respect to the 

specification of the number of choice sets. In the first model (HL1) we consider this effect as 

linear and quadratic, while in the second model (HL2) we use dummy coded choice set numbers 

(CSt) in order to capture scale dynamics along the sequence of choice sets where CS1=0. The 

parameters ' and ' are jointly estimated via maximum likelihood using the Stata program 

clogithet (Hole 2006).  
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2.4 Study Design and Implementation 

2.4.1 Study Design 

Our study design largely follows the design master plan introduced by Hensher (2004). Several 

studies published in recent years have shown that respondents can cope with a fairly large 

number of choice situations. Thus, we slightly adapted the design master plan of Hensher (2004) 

and use 6, 12, 18 and 24 instead of 6, 9, 12 and 15 choice sets. In contrast to the Hensher (2004) 

study we also increased the number of attributes from four to seven instead of three to six. All 

other dimensions were kept equal to those of Hensher (2004).  

In order to obtain 16 treatments we generated 16 different generic designs using Ngene 

software. Unlike Hensher (2004) and Caussade et al. (2005), who employed a D-efficient 

experimental design, we made use of the C-error as a design criterion in each treatment as it 

minimises the variance of the WTP estimates (Scarpa and Rose 2008). Our adaptation of the 

design master plan can be seen in Table 1. 

Table 1: Adaptation of the design master plan 

Design Sets Alternatives Attributes Levels Range 

1 24 4 5 3 Base 

2 18 4 5 4 +20% 

3 24 3 6 2 +20% 

4 12 3 6 4 Base 

5 6 3 4 3 +20% 

6 24 3 4 4 -20% 

7 6 4 7 2 -20% 

8 12 5 4 4 +20% 

9 24 5 4 4 Base 

10 6 5 7 3 +20% 

11 6 4 6 4 -20% 

12 12 5 5 2 -20% 

13 18 4 7 2 Base 

14 18 3 4 3 -20% 

15 12 3 5 2 Base 

16 18 5 6 3 -20% 
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The attributes in the present study deal with land use changes. For all non-price attributes the 

number of levels and the level range varied due to the design master plan. We distinguish 

between three different groups of attributes. Firstly, the attributes “share of forest” and “land 

conversion” were included in all treatments.  

The second attribute, for example, aims at the rate on converting mainly farmland into sealed 

land as a result of building infrastructure. The different level values were expressed in 

percentage changes compared to the current state. Secondly, different biodiversity attributes 

were used which were based on an indicator of bird populations. This indicator was developed 

as part of an indicator system for sustainable development in Germany (BMU 2010). The 

indicator can be split into bird populations in different parts of the landscape, e.g. “birds in the 

whole landscape” equals “birds in agricultural landscapes” plus “birds in other landscapes”. We 

varied the number of attributes across treatments following the methodology used by Hensher 

(2004), who used different types of travel time and cost. This allowed us to aggregate and 

disaggregate the biodiversity attribute as a combination of already existing attributes. In doing 

so we were able to systematically account for the influence of the number of attributes on 

model outcomes (Hensher 2004).  

Figure 1 illustrates the split of biodiversity attributes across different designs. The levels were 

expressed as indicator values. Respondents were informed that an indicator of 100 or more 

means the landscape type is a good habitat for a variety of species.  

Figure 1: Split of the biodiversity attribute 
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Thirdly, “contribution to a landscape fund” was utilised as the payment vehicle. This attribute 

was presented in all designs and the number of levels and level ranges were constant over all 

treatments. We are aware that the payment vehicle used in our study might cause problems 

concerning the issue of incentive compatibility. However, we decided not to use taxes due to 

previous experiences with protest responses in Germany. Table 2 summarises the attributes 

used in our study and their associated levels for a base design with two levels and a base level 

range (Designs 13 and 15). The attribute levels for the other designs are reported in Appendix 1. 

Table 2: Attributes and their levels for the base design 

Attribute Description Levels Unit 

Share of forest Percentage changes in the share of forest -25, +25 % 
Land conversion Percentage changes in the land conversion -50, +50 % 
Bio_whole Biodiversity in the whole landscape including all 

landscape types 
70, 100 indicator 

score 
Bio_agrar Agricultural landscape biodiversity  65, 100 indicator 

score 
Bio_forest Forest landscape biodiversity 80, 100 indicator 

score 
Bio_urban Urban area biodiversity  60, 100 indicator 

score 
Bio_other1 Biodiversity in other landscape types: Forests, 

urban areas, mountains, waters 
75, 100 indicator 

score 
Bio_other2 Biodiversity in other landscape types: Urban 

areas, mountains, waters 
60, 100 indicator 

score 
Bio_other3 Biodiversity in other landscape types: Mountains, 

waters 
75, 100 indicator 

score 
Cost Contribution to a landscape fund per year  10, 25, 50, 80, 

110, 150 
€ 

As it can be seen from Table 1, the number of alternatives varies from three to five including the 

status quo alternative, which was defined as the current situation with the cost attribute of zero. 

The attribute levels for the status quo alternative were “as today” as we asked respondents to 

assess land use changes for an area within 15 km of their residence without knowing the shape 

of the landscape in each respondent’s surrounding. This is another factor that distinguishes our 

study from Hensher (2004). Further differences are summarised in Table 3. 
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Table 3: Differences across complexity studies 

Characteristic Hensher (2004)* Present Study 

Application Transportation Environmental valuation 

Number of choice sets 6, 9, 12, 15 6, 12, 18, 24 

Number of attributes 3 – 6 4 – 7 

Survey mode 
Computer aided personal interview  
(CAPI) 

Online survey 

Experimental design D-efficient C-efficient 

Status quo Current route Current situation 

Region Sydney  Germany (nationwide) 

Aim of assessment Route changes 
Land use changes around 
15 km of residence 

Variation of attribute 
numbers 

Based on different types of travel time 
and of costs 

Based on Biodiversity in 
different landscapes 
types 

Payment vehicle Travel cost 
Contribution to a 
landscape fund 

Number of 
observations 

8,020 90,354 

* see also Caussade et al. (2005), Rose et al. (2009), Chintakayala et al. (2010) 

2.4.2 Survey Implementation 

A nation-wide online survey was conducted between December 7th and December 21st 2012 

using a panel from a survey company. When participants entered the survey, they were 

randomly assigned to one of the 16 designs. The questionnaire started by asking respondents 

socio-demographic questions concerning date of birth, gender and education. We did this at the 

initial stage of the questionnaire in order to be able to include socio-demographic characteristics 

in the drop-out analysis. Then, participants were asked several ‘warm-up’ questions in order to 

introduce them to the topic and to obtain their assessment of the perceived current state of 

landscape characteristics within 15 km of their residence. Before presenting the first choice set, 

participants were given an instruction page with information on the CE as well as the attribute 

descriptions. These descriptions varied across treatments with four, five, six and seven 

attributes. In order for the choice sequence effect not to be confounded with the choice task 

effect, we randomised the sequence of choice tasks within each design. So, the position of each 

choice set differed across respondents. For each choice set respondents were asked to assess 

land use changes for an area within 15 km of their residence by choosing their preferred 
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alternative. Figure 2 shows an example choice set. For the biodiversity attributes the value of 

today’s indicator score was presented on each choice card. Additionally, respondents were 

informed that these values could vary across regions in Germany. For the attributes “share of 

forest” and “land conversion” we do not know the present situation in the 15km surrounding of 

each respondents. Thus we did not provide any values for the current situation and used relative 

changes as attribute levels. 

Figure 2: Example choice set with four alternatives and seven attributes  

If only the following options were available for the future development of the landscape 

within a radius of up to 15 kilometres around your place of residence, which one would you 

choose?  

If you live in a large city, please consider the surrounding area of the city. 

 Option 1 Option 2 Option 3 Option 4 

Share of forest in the landscape 20% more 20% less 20% more as today 

Land conversion 40% more 40% more 40% more as today 

Biodiversity in agricultural 
landscapes 
(Today 65 scores) 

76 scores 89 scores 89 scores as today 

Biodiversity in forest landscapes 
(Today 80 scores) 

95 scores 95 scores 95 scores as today 

Biodiversity in other landscape 
types 
(Today 65 scores) 

89 scores 89 scores 89 scores as today 

Biodiversity in urban areas 
(Today 60 scores) 

90 scores 90 scores 70 scores as today 

Financial contribution  
to the landscape fund per year 

80 € 50 € 80 € 0 € 

I choose     

After finishing the CE several follow-up questions were asked including perceived choice 

certainty and subjective attendance to attributes. As respondents progressed through the 

questionnaire, they saw a bar that indicated what fraction of the questionnaire had been 

answered. According to the number of choice sets respondents saw slower progression of the 

bar when they were assigned to a design with more choice sets. However, respondents were not 

informed in advance about how many choice sets they would face during the interview.  

At each stage of the questionnaire respondents could only abandon the survey by closing their 

web browser. In this case the drop-out position was recorded. In total, 2122 interviews were 

collected with 1684 (79.36%) participants completing the whole questionnaire and 438 
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participants only partially completing it. For the group of respondents who quitted before the CE 

we do not have sufficient data as many respondents dropped out on the initial screens before 

any socio-demographic characteristics were requested. Therefore, we do not include this group 

in subsequent analysis. The average interview length was measured to be 23 minutes and the 

response rate was 29.49% (corresponding to the completed interviews relative to persons 

contacted). Table 4 reports basic socio-demographic characteristics for the sample including 

those respondents who started to answer the CE (completed plus drop-outs) as well as the 

sample used to estimate the choice models (completed interviews). Education refers to the 

highest educational level achieved. Across the 16 designs we could not find any statistically 

significant differences regarding the socio-demographic characteristics for both samples 

reported in Table 4. 

Table 4: Socio-demographic characteristics 

Variable Sample  
including drop outs* 

Sample  
completed interviews 

 mean (SD) mean (SD) 

Age in years 42.75 (13.69) 42.34 (13.59) 

Gender (male = 1) 0.50 (0.50) 0.48 (0.50) 

Highest  
educational level 

Compulsory secondary 
school (9 years schooling)  

0.07 (0.24) 0.07 (0.24) 

 Middle-school degree 
(10 schooling years) 

0.28 (0.45) 0.27 (0.44) 

 High-school degree 
(13 schooling years) 

0.26 (0.44) 0.27 (0.44) 

 University degree 0.39 (0.49) 0.39 (0.49) 

Number of respondents 1,947 1,684 

Note: Middle-school is used here as an equivalent of the German “Realschule”. *This sample 

does not comprise those 175 respondents who left the survey before the CE started, SD = 

standard deviation 

2.5 Results 

2.5.1 The Influence of the Design Dimensionality on Drop-out Rates 

As a first empirical illustration, Table 5 depicts the drop-out rates according to the stage of 

completion of the questionnaire. Around 8.2% of the participants dropped out before starting to 

answer the CE. The highest drop-out rate is within the CE (10.8%), while only 1.6% quit the 

survey after finishing the CE. The relatively high drop-out rate in the first part of the 

questionnaire has also been observed in studies carried out in other areas of research. Hoerger 
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(2010) also found 10.0% of the participants to drop out of the survey instantaneously. This 

behaviour may be explained by a low interest in the topic. Among others, Galesic (2006) found 

that the lower the respondent’s interest in the topic of the survey, the higher the drop-out rate. 

The authors asked respondents at the end of each of the 20 question blocks, which contained 

questions on a specific topic, how interesting they found the questions in the preceding block. 

For respondents who dropped out at any later point in the survey levels of interest were lower 

at previous blocks.  

Table 5: Position of drop-outs 

Drop-out position Frequency % 

Before CE 175 8.25 

Within CE 229 10.79 

After CE 34 1.60 

Completed 1684 79.36 

Total 2122 100.00 

Table 6 presents the 16 treatments with their corresponding design dimensions as well as the 

number of interviews and the number of drop-outs per design. We exclude those respondents 

who quit the survey before starting to answer the CE as all questions were identical across 

designs up to this stage. In total 263 respondents dropped out of the survey within and after the 

choice task section of the interview. The designs with the highest drop-out rates are the designs 

9, 3 and 1. Each has 24 choice sets with all other design dimensions varying (three to five 

alternatives, four to six attributes, etc.). The three designs with the next highest drop-out rates 

all have 18 choice sets. At the other end of the spectrum we have the designs 2, 15, 5 with the 

lowest drop-out rates. All these designs have a different number of choice sets, but none has 24 

choice sets. Thus, there is already some indication that drop-out rates are associated with the 

number of choice sets.  
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Table 6: Design-dependent drop-outs within and after the choice experiment 

Design Drop-outs Design Dimensions 

 In % Number 
Complete 
interviews 

Sets Alternatives Attributes Levels Range 

9 25.93 21 81 24 5 4 4 Base 

3 25.00 31 124 24 3 6 2 20% 

1 21.18 18 85 24 4 5 3 Base 

13 20.35 23 113 18 4 7 2 Base 

14 20.24 17 84 18 3 4 3 -20% 

16 20.24 17 84 18 5 6 3 -20% 

10 18.54 28 151 6 5 7 3 20% 

8 16.46 13 79 12 5 4 4 20% 

6 15.85 13 82 24 3 4 4 -20% 

4 15.00 12 80 12 3 6 4 Base 

12 12.35 10 81 12 5 5 2 -20% 

11 11.36 10 88 6 4 6 4 -20% 

7 11.26 25 222 6 4 7 2 -20% 

2 10.98 9 82 18 4 5 4 20% 

15 6.94 10 144 12 3 5 2 Base 

5 5.77 6 104 6 3 4 3 20% 

Total 15.62 263 1684      

In order to analyse the relationship between the five design dimensions and drop-out rates in 

detail, we specify a binary logit model with the dependent variable being zero if a participant 

completed the survey and one if the respondent dropped out after starting to answer the CE. 

The results are presented in Table 7. As expected the number of choice sets has a highly 

significant positive impact on the probability to drop out. The same pattern is observed for the 

number of attributes. Regarding the number of alternatives, only the dummy variable for five 

alternatives significantly influences the probability to drop out. This effect is, however, only 

significant at the 10% level. For the attribute levels and the level range we find no significant 

effect. So, we could not reject our null hypothesis of no effect. A linear regression on the 

influence of the design dimensions on the number of respondents who dropped of the survey 

confirms these findings. The results also show that the number of choice sets as well as the 

number of attributes positively influence the number of respondents who drop out (see 

Appendix 2 for the linear regression results). 

Since we also expected socio-demographic characteristics to be possible explanations for the 

probability to drop out, we included age, gender and education as further independent 

variables. As shown in Table 7 all but the second age group have a significantly higher probability 
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to drop out compared to respondents being between 18 and 30 years old. Also the dummy for 

being male is positive and highly significant. With respect to education all parameters have a 

negative sign indicating that higher education leads to less drop-outs compared to the reference 

group. However, only the parameter for high-school degree is statistically significant. Finally, 

none of the interactions among design dimensions we incorporated in the model are statistically 

significant at the 5% level. 

Table 7: Results of the binary logit model on drop-outs 

Dimension for the probability to drop out Coefficient (|t-Value|) 

Number of choice sets 0.0556 4.80 

Dummy 4 alternatives -0.0428 0.22 

Dummy 5 alternatives 0.3355 1.85 

Number of attributes 0.2060 2.32 

Narrow level range  0.0727 0.42 

Wide level range  0.0856 0.46 

Number of levels  0.0720 0.68 

Age group 31 to 40 years 0.4075 1.86 

Age group 41 to 50 years 0.1094 0.51 

Age group 51 to 60 years 0.5079 2.33 

Age group older than 60 years 0.4906 2.09 

Gender male 0.6888 4.90 

Middle-school degree  -0.1680 0.65 

High-school degree -0.6169 2.19 

University degree -0.1994 1.44 

Constant  -4.5138 5.46 

Log-likelihood null -770.88  

Log-likelihood model -734.69  

Pseudo-R2 0.05  

Note: N = 1,947 including 263 respondents who dropped out within or after the CE 

2.5.2 Drop-outs within the Choice Experiment 

To conclude our analysis on drop-out rates, Table 8 shows the drop-out position within the CE. 

We observe the highest number of participants (123) to drop out within the first six choice sets. 

This figure corresponds to 53.7% of the drop-outs within the CE and a drop-out rate of 6.3%. At 

the other extreme, only 20 respondents or 8.7% of the drop-outs abandoned the survey 
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between choice set 19 and set 24. The total drop-out rate at this stage of the CE is therefore only 

4.4%. Therefore, respondents who do not agree with the format of a choice experiment seem to 

drop out early while those who agree are likely to stay even if they face a longer sequence of 

sets. 

Table 8: Drop-out rates within the choice experiment 

Position drop 
out 

Number of presented choice sets Total Respondents 
in respective 
designs 

Drop-out 
rate 

 6 Sets 12 Sets 18 Sets 24 Sets    

Set 1 to 6 57 
24.9 

20 
8.7 

21 
9.2 

25 
10.9 

123 
53.7 

1947 6.3 

Set 7 to 12  16 
7.0 

19 
8.3 

16 
7.0 

51 
22.3 

1191 4.3 

Set 13 to 18   16 
7.0 

19 
8.3 

35 
15.3 

849 4.1 

Set 19 to 24    20 
8.7 

20 
8.7 

454 4.4 

 57 
24.9 

36 
15.7 

56 
24.5 

80 
34.9 

229 
100.0 

  

Note: percentages in italics  

2.5.3 Heteroskedastic Logit Models 

We estimated three different models to investigate the association between the design 

dimensions and scale. First, we report the results from a simple MNL model in which the data 

from all split samples are pooled and only the choice attributes are incorporated. Next, 

estimates from a heteroskedastic logit model (HL1) with the scale parameter as a function of the 

design dimensions, interactions among them, and socio-demographic s characteristics are 

reported in Table 9. Another heteroskedastic logit model (HL2) investigating order effects along 

the sequence of choice sets is presented in Appendix 2.  

In all three models the attribute parameters are deemed significant at a 1% level of significance 

and have the expected sign. On average respondents prefer a larger share of forests while at the 

same time preferring reduced land conversion in their surroundings. The biodiversity attributes 

all have positive signs indicating that respondents want to increase the levels of biodiversity as 

measured by the underlying scale. The model also contains an alternative specific constant 

(ASCsq) for the current situation. It is positively and statistically significant suggesting that, on 

average, respondents have a propensity to choose the current situation instead of one of the 

hypothetical alternatives describing future land use changes.  
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Table 9: Estimation results for the MNL and HL1 model  

Variable MNL  HL1  

 Coefficient |t-Value| Coefficient |t-Value| 

ASCsq 0.5114 19.04 0.2230 2.99 

Share of forest 0.0167 35.57 0.0079 3.02 

Land conversion -0.0085 38.31 -0.0041 3.03 

Bio_whole 0.0096 8.61 0.0053 2.95 

Bio_agrar 0.0054 9.36 0.0025 2.81 

Bio_forest 0.0059 6.75 0.0029 2.70 

Bio_urban 0.0061 5.81 0.0032 2.63 

Bio_other1 0.0076 6.73 0.0033 2.76 

Bio_other2 0.0027 3.85 0.0012 2.18 

Bio_other3 0.0052 5.81 0.0022 2.52 

Cost -0.0062 26.51 -0.0028 3.06 

Covariates     

Position of choice set   0.0354 4.16 

Squared position of choice set   -0.0008 2.45 

Dummy 4 alternatives   0.2262 3.35 

Dummy 5 alternatives   0.0731 1.16 

Interaction 4 alternatives * number CE   -0,0139 2,57 

Interaction 5 alternatives * number CE   -0,0027 0,50 

Number of attributes   0.1046 1.78 

Number of levels   0.3147 3.15 

Interaction attributes*levels   -0.0658 3.44 

Narrow level range   0.2046 5.54 

Wide level range   -0.1042 2.69 

Age31to40   -0.0121 0.31 

Age41to50   -0.0812 2.16 

Age51to60   0.0587 1.50 

Age60plus   -0.1672 3.54 

Gender male   -0.1279 4.95 

Middle-school degree    -0.0018 0.03 

High-school degree   0.0954 1.61 

University degree   0.1449 2.57 

Log-likelihood null -31114.18  

Log-likelihood model -27438.90 -27291.44 

Observations 90354  

The estimates from the HL1 model regarding the effect of the design dimensions, interactions 

among them, and the socio-demographics characteristics on scale are reported in the lower part 

of Table 9. This model accounts for the number of choice sets by incorporating the position of 

each choice set as a linear and quadratic effect. Note that the choice sets were always presented 

in a randomized order for each design. Similar to Caussade et al. (2005) we find evidence for an 
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inverse U-shaped relationship between the number of choice sets and scale. The linear effect 

shows that an increasing number of choice sets affects scale positively indicating a learning 

effect. As the respondent becomes familiar with the choice tasks and moves along the sequence 

of choices, a decrease in variance (and hence an increase in the scale of the Gumbel error) is 

observed. This has been attributed to learning. At the same time, though, an opposite effect is 

observed that has been attributed to increase in respondent's fatigue and results in an increased 

error variance (and hence a lowered Gumbel error scale). Towards the end of the choice 

sequence the latter effect overrides the former, thereby producing an overall increase in error 

variance.  

With respect to the number of alternatives, we can reject the null hypotheses by observing a U-

shaped pattern with dummy variables specified for four and five alternatives. Designs with four 

alternatives have a higher scale parameter (lower error variance) when compared to the designs 

with three alternatives. This suggests a similar pattern as observed by Caussade et al. (2005). 

However, the coefficient for the variable indicating five alternatives per choice set is not 

statistically significant in our model. Regarding both the number of attributes and the number of 

levels we find significant impacts on the scale parameter, but the effect of the number of 

attributes is only significant at the 10% level. Our data also rejects the null hypothesis of no 

effect on scale due to the last of our design dimensions: the range of attribute levels. We 

observe the error variance to decrease for designs with a narrow range and to increase for 

designs with a wide range compared to the base. Choice consistency is promoted when level 

ranges are narrow as comparisons among alternatives are easier to carry out. This result is again 

in line with Caussade et al. (2005).  

Testing whether the effect of one design dimension depends on another we found two 

statistically significant interactions. Firstly, the interaction between the choice set position and 

the number of alternatives reveals that scale increases until the twentieth choice set. Afterwards 

it remains at the same level (Figure 3). For choice sets with four alternatives, however, we find 

that after a significant increase in scale at the beginning of the sequence and a modest increase 

between the choice sets 2 and 12, scale decreases resulting in an increased error variance in the 

second half of the sequence. The interaction for five alternatives and the position of the choice 

set is, however, not statistically significant. Thus, designs with three or five alternatives do not 

cause different error variances. Secondly, the highly significant interaction effect between 

number of attributes and number of levels indicates that the impact of both design dimensions 

on scale is conditional. An increasing number of attributes or attribute levels, everything else 

remaining equal, decreases the scale effect.  
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We find significant effects for all of the following socio-demographic covariates: age, gender, 

and education. Two of the age groups have a statistically significant lower scale parameter in 

contrast to the reference group of respondents age 18 to 30. Also, being male has a negative 

influence on the scale parameter while holding a university degree has a positive influence on 

scale compared to those with nine and less years schooling (the reference group). To compare 

both the MNL and HL1 model we use a log-likelihood ratio test. The test statistic is 147.46. Since 

the critical Chi-squared value is 33.41 (1% level with 17 degrees of freedom), we can reject the 

null hypothesis that the HL1 model is no better than the MNL model. 

We now turn to the HL2 model accounting for order effects with dummies for each choice set 

except for the first (CS2-CS24; Appendix 2). Note that this model does not, unlike model HL1, 

simultaneously account for the number of alternatives per choice set due to the very high 

number of additional interactions required by such a model. The results suggest an order effect 

as the CS2-CS24 coefficients are jointly significant. In contrast to other studies (Scarpa et al. 2011; 

Czajkowski et al. 2012; Carlsson et al. 2012), however, we do not find a clear learning effect on 

the first choice sets. The coefficients for the choice sets CS2 to CS4 are not statistically significant, 

the coefficient for CS3 has a negative sign. The first dummy variable positively significant is 

related to CS5. The highest values occur, on the other hand, for the sets CS21 and CS22, before the 

value decreases again. As the coefficient for the last choice set is not statistically significant, it 

might not be justified to argue that this drop in scale indicates fatigue.  

The scale effects for both models are illustrated in Figure 3. Firstly, the dashed line (colored red) 

shows the scale effects due to model HL1 for the reference alternative with three alternatives 

per choice set. This line indicates a low but constantly rising scale value until CS21-CS22 which 

afterwards remains at that level. Secondly, the line with dashes and dots (colored red) shows the 

scale effect for choice sets with four alternatives. For these designs we find a significantly 

positive effect at the beginning of the sequence. However, this effect decreases more and more 

when we move along the sequence of sets. After CS16 scale becomes lower than in the reference 

situation with three alternatives. This suggests that for designs with more than 16 sets it is 

advantageous to use three or five alternatives. Also, the latter does not show statistically 

significant effects on scale compared to designs with three alternatives. Finally, the dotted line 

(colored green) shows the scale effects for each choice set based on model HL2 (see Appendix 

2). As these values capture the effect across designs with three, four and five alternatives, the 

values are always below the dashed blue line.  

Overall, the results from both the HL1 and the HL2 models seem to support findings presented 

by Czajkowski et al. (2012; similar Hess et al. 2012). They found that scale rather remained on 
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the same level after it has been increasing for the first eight to nine choice sets, thus, not clearly 

suggesting fatigue effects at the end of the sequence of choices. For designs with four 

alternatives, however, our results indicate fatigue suggesting that this effect differs across 

designs with a varying number of alternatives. 

Figure 3: Scale effects along the order of choice sets 

 

Note: In HL2 the dummies for the positions 2, 3, 4, 8, and 24 are not statistically significant at the 

10% level 

Table 10 reports the marginal WTP estimates for the MNL and the HL1 model. The confidence 

intervals were calculated using the Delta method. Note that the marginal WTP estimates refer to 

environmental changes in the area within 15 km of each respondent’s residence. Starting with 

the estimates based on the MNL model, respondents  are, on average, willing to pay 2.71 € per 

year for a one percent increase in the share of forests, but would experience a disutility of 1.38 € 

per year for a one percent growth in land conversion. The biodiversity attributes, which were 

aggregated and disaggregated across designs, delivered results as expected. Respondents are 

willing to pay more for the aggregated attribute “whole landscape biodiversity” (Bio_whole), 

which is 1.55 € per year for an increase in the indicator score, than for attributes at a lower 

aggregation level such a forest landscape biodiversity (0.95 € per year for an improvement of a 
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score) or agricultural landscape biodiversity (0.88 € per year for an improvement of a score). 

Moreover, the WTP for Bio_other1, which includes biodiversity in forests, urban areas, 

mountains and waters, is higher than Bio_other2 considering biodiversity in mountains, urban 

areas and waters. In contrast, the WTP for Bio_other3 is close to the WTP value for Bio_other1 

although it comprises less habitats. 

Table 10: Marginal willingness to pay estimates for attributes in Euro per year 

Attribute MNL  HL1 Diff MNL – HL 

 mWTP € 95%-CI mWTP € 95%-CI One-sided significance  
mWTPMNL - mWTPHL1 

Share of forest 2.71 2.43 / 2.99 2.85 2.55 / 3.15 0.38 

Land conversion -1.38 -1.50 / -1.27 -1.47 -1.60 / -1.34 0.33 

Bio_whole 1.55 1.17 / 1.94 1.90 1.49 / 2.30 0.15 

Bio_agrar  0.88 0.68 / 1.09 0.91 0.68 / 1.14 0.49 

Bio_forest  0.95 0.66 / 1.25 1.04 0.69 / 1.39 0.49 

Bio_urban 0.98 0.64 / 1.32 1.15 0.74 / 1.56 0.28 

Bio_other1  1.24 0.86 / 1.62 1.19 0.79 / 1.60 0.42 

Bio_other2 0.44 0.21 / 0.67 0.43 0.16 / 0.70 0.44 

Bio_other3 0.86 0.56 / 1.15 0.79 0.44 / 1.15 0.37 

Note: The one-sided p-values for the difference between both WTP estimates result from 2500 

bootstrap replications; CI =confidence interval.  

The absolute WTP estimates differ between the MNL and the HL1 models, but the point 

estimates are each time included in the interval of the other model for the same attribute. This 

indicates that the WTP estimates are not statistically different. Additionally, we directly 

bootstrapped the difference between both WTP estimates for each attribute using 2500 

repetitions. In order to determine the approximate one-sided significance of the difference we 

follow the percentile approach and calculate the proportion of negative values of the difference 

between the marginal WTP estimates from both models (see Poe et al. 1997). The calculated 

values (last column Table 10), resulting from 2500 replications, support the conclusion that the 

difference between both models is not statistically significant. Thus, taking into account the 

impact of the design dimension and socio-demographic characteristics on the error variance 

does not result in significantly different WTP estimates. 

2.6 Discussion  

In this study we have analysed the impact of the number of choice sets, the number of 

alternatives in each choice set, the number of attributes as well as the associated number and 

range of levels on drop-out rates and the error variance. To our knowledge it is not only the first 



Chapter 2: The Influence of Design Dimensions on Stated Choices in an Environmental Context 

46 

study employing the Design of Designs approach introduced by Hensher (2004) in environmental 

valuation, but also the first attempt to investigate the relationship between task complexity in 

discrete CE and participants’ drop-outs in this field.  

With respect to drop-out rates, we find that the probability to abandon the survey significantly 

increases with the number of choice sets and the number of attributes. Furthermore, designs 

with five alternatives show a higher drop-out rate compared to those with only three 

alternatives. All other design dimensions do not significantly influence the probability to quit the 

survey. Additionally, older respondents as well as men are more likely to drop out. Among those 

who dropped out while answering the choice tasks, it is noteworthy that the majority of the 

respondents abandoned the CE within the first six choice questions. One reason for this could be 

that people did not like the choice format and thus decided not to proceed. During focus groups 

we have repeatedly discovered that some respondents do not like to make comparisons among 

bundles of attributes, but would prefer to rate each attribute separately. Another reason might 

be that people realised that choosing among the alternatives on a choice set also affects 

payments to the landscape fund and that quitting the survey at this stage was motivated by 

protest votes. However, we do not conclusively know the reasons why respondents abandoned 

the survey; we refrained from sending those respondents debriefing questions as the survey 

company expected very low response rates for this kind of questions. The results overall suggest 

that if only drop-out rates in an online survey are of concern, fewer choice sets and attributes as 

well as less than five alternatives should be presented. However, Louviere et al. (2013) argue 

that due to the cost of statistical information, i.e., the survey costs per interview, the potentially 

negative effect of designs with a higher dimensionality on drop-out rates is overcompensated by 

the additional information gained. Applying their calculations (see Louviere et al. 2013: 28) to 

our data we can confirm this finding. The design with the lowest drop-out rate (Design 5: 6 

choice sets, 3 alternatives, 4 attributes) would result in 1131 data records per 100 individuals 

starting the survey (and 94 finishing it). The design with the highest drop-out rate (Design 9: 24 

choice sets, 5 alternatives, 4 attributes) would result in 7111 data records per 100 individuals 

starting to answer the survey (and 74 finishing it). Clearly, the design with a higher 

dimensionality would provide more information although the completion rate is significantly 

lower. Generally, drop-out rates and the reasons why respondents drop-out of a survey have not 

found much attention. This is particularly surprising for online surveys taking into account how 

easily this can be investigated using paradata. Whether drop-out rates depend on survey mode 

is another interesting question. In a computer assisted personal interview (CAPI), as used by 
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Czajkowski et al. (2014), for example, respondents might on average be more motivated or 

might feel more obliged to go through a longer sequence of choice sets.  

With respect to influences of the design dimensions on the error variance, we mainly find the 

same results as Caussade et al. (2005). For all five dimensions we reject our null hypothesis of no 

relationship between the design dimensionality and the error variance. However, there are 

some differences compared to the findings by Caussade et al. (2005) in transportation. The first 

is that fatigue effects are not as clearly present as in their study. For designs with three and five 

alternatives, scale does not decrease as rapidly as in their study or as presented by other authors 

(e.g., Scarpa et al. 2011). In contrast, for designs with four alternatives we firstly observe a 

significant increase followed by a decreasing scale value. An explanation for this could be that 

there is an easier choice on sets with an odd number of alternatives. Overall, our findings are 

rather in line with results presented by Czajkowski et al. (2014) and Hess et al. (2012) who could 

not find strong evidence for fatigue effects due to the number of choice sets.  

The second key difference is that overall no large increase in choice certainty is observable at the 

first choice sets in the sequence; only for designs with four alternatives we notice a stronger 

increase. This raises the question whether the first choices should be used as a valid expression 

of preferences or whether they should be seen solely as warm-up exercises. That choice 

certainty does not increase strongly at the beginning also raises the question whether 

instruction choice sets, as suggested for example by Carlsson et al. (2012), would counteract this 

successfully. The third difference worth emphasizing is that in our study also two interactions 

among design dimensions are statistically significant while Caussade et al. (2005) could not 

discover any significant interaction. As already mentioned, the position of the choice set in the 

sequence of choices and the number of alternatives interact. Designs with four alternatives 

perform better at the beginning of the sequence but within the course of that sequence the 

scale value significantly decreases indicating that this format is less suitable for longer sequences 

of choice sets. The second highly significant interaction effect is between the number of 

attributes and the number of attribute levels. A low number of attributes or levels has a positive 

effect on scale that decreases and turns into a negative effect when the number of attribute 

levels, all else remaining equal, increases.  

For all attributes considered in our study the WTP estimates are calculated based on the MNL 

and the HL1 model. The WTP estimates are higher for an aggregated biodiversity attribute than 

for biodiversity attributes at a lower level of aggregation, except in one case where the WTP 

estimate for Bio_other3 is higher than for Bio_other2. This pattern  
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points to valid WTP estimates. Comparing the estimates from the MNL and the HL1 model does 

not reveal significantly different values. Accounting for the impact of the dimensionality on scale 

differences does therefore not change the main findings regarding the WTP measures. This 

finding is again in line with the results presented by Caussade et al. (2005).  

Generally, our results confirm those findings presented in the literature that indicate that a 

higher dimensionality does result in more nformation gained. However, the findings should be 

interpreted with some degree of caution. Firstly, our payment vehicle, a contribution to a fund, 

might not be as incentive compatible as the costs respondents face in transportation surveys 

dealing with a private good. Secondly, following largely the modelling approach presented by 

Caussade et al. (2005) we have not addressed taste heterogeneity so far. As the survey was 

conducted nation-wide and respondents lived in quite different landscapes, it is likely that 

participants prefer different changes in their landscapes. Accounting for both observed and 

unobserved heterogeneity thus is likely to have an impact on the results. Studies investigating 

the relationship between taste and scale heterogeneity found that they are associated with each 

other (Dellaert et al. 2012; Czajkowski et al. 2014; Scarpa et al. 2011).  

In future analysis more flexible models in terms of taste heterogeneity will be applied. Also, we 

will investigate to which extent the design dimensions influence the number of times the status 

quo alternative is chosen. The results presented so far in the literature indicate that the status 

quo option is more likely to be chosen when the choice design is more complex (Boxall et al. 

2009; Zhang and Adamowicz 2011). Additionally, effects of the choice task on choices and WTP 

estimates will be analysed using various measure of complexity (Dellaert et al. 2012; DeShazo 

and Fermo 2002; Swait and Adamowicz 2001). This could provide further insights about the 

impact of the design dimensions on the results of stated CE suggesting whether researchers 

need to care more about this issue, at least within the ranges investigated in this study. Another 

important topic is, particularly if a larger number of choice sets is used to gain more information 

per respondent, whether sequences of choice questions are incentive compatibility. Vossler et 

al. (2012) show that under certain conditions sequences of binary choice questions are incentive 

compatible. Whether this finding is valid also for other choice question formats, e.g., with three 

and more alternatives, or other survey contexts is so far an open question. 
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2.8 Appendix 1 

Table 1: Attribute levels for designs with two levels  

Attribute narrow base wide 

Share of forest (%) -20 +20 -25 +25 -30 +30 

Land conversion (%) -40 +40 -50 +50 -60 +60 

Bio_whole 80 90 70 100 53 117 

Bio_agrar 76 89 65 100 49 116 

Bio_forest 85 95 80 100 62 118 

Bio_resident 70 90 60 100 44 116 

Bio_other1 82 93 75 100 58 117 

Bio_other2 70 90 60 100 44 116 

Bio_other3 76 89 65 100 49 116 

Table 2: Attribute levels for designs with three levels 

Attribute narrow base wide 

Share of forest (%) -20 0 +20 -25 0 +25 -30 0 +30 

Land conversion (%) -40 0 +40 -50 0 +50 -60 0 +60 

Bio_whole 80 85 90 70 85 100 53 85 117 

Bio_agrar 76 82 89 65 80 100 49 82 116 

Bio_forest 85 90 95 80 90 100 62 90 118 

Bio_resident 70 80 90 60 80 100 44 80 116 

Bio_other1 82 87 93 75 85 100 58 87 117 

Bio_other2 70 80 90 60 80 100 44 80 116 

Bio_other3 76 82 89 65 80 100 49 82 116 

Table 3: Attribute levels for designs with 4 levels 

Attribute narrow base wide 

Share of forest 
(%) 

-20 -8 +8 +20 -25 -10 +10 +25 -30 -12 +12 +30 

Land conversion 
(%) 

-40 -20 +20 +40 -50 -25 +25 +50 -60 -30 +30 +60 

Bio_whole 80 83 87 90 70 80 90 100 53 74 95 117 

Bio_agrar 76 80 84 89 65 77 88 100 49 71 93 116 

Bio_forest 85 88 91 95 80 86 94 100 62 80 98 118 

Bio_resident 70 76 83 90 60 73 87 100 44 68 92 116 

Bio_other1 82 85 89 93 75 83 91 100 58 77 96 117 

Bio_other2 70 76 83 90 60 73 87 100 44 68 92 116 

Bio_other3 76 80 84 89 65 77 88 100 49 71 93 116 
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2.9 Appendix 2 

Table 1: Linear regression number of drop-outs and design dimensions 

Dimension Coefficient |t-value| 

Number of choice sets 0.6344 2.52 

Number of alternatives 1.2264 0.65 

Number of attributes 4.2485 2.59 

Number of levels -2.2349 1.09 

Wide level range 5.0965 1.26 

Narrow level range 2.1755 0.57 

Constant -14.9163 -0.99 

Note: n = 16 
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Table 2: Heteroskedastic logit with order effects CS2-CS24  

Variable Coefficient |t-Val.| Variable Coefficient |t-Val.| 

ASCsq 0.1842 3.08 CS1 0.0000 fixed 

Share of forest 0.0065 3.11 CS2 -0.0243 0.32 

Land conversion -0.0034 3.12 CS3 0.0662 0.90 

Bio_whole 0.0043 3.03 CS4 0.0561 0.76 

Bio_agrar 0.0021 2.89 CS5 0.1601 2.24 

Bio_forest 0.0024 2.77 CS6 0.1818 2.57 

Bio_urban 0.0026 2.69 CS7 0.1518 1.93 

Bio_other1 0.0027 2.83 CS8 0.1020 1.26 

Bio_other2 0.0010 2.22 CS9 0.2437 3.18 

Bio_other3 0.0019 2.58 CS10 0.2700 3.56 

Cost -0.0023 3.15 CS11 0.1905 2.45 

Age group 31 to 40 years -0.0134 0.34 CS12 0.1967 2.53 

Age group 41 to 50 years -0.0781 2.08 CS13 0.1677 1.89 

Age group 51 to 60 yeras 0.0629 1.61 CS14 0.2737 3.17 

Age group older than 60 
years -0.1647 3.48 

CS15 
0.1618 1.82 

Gender male -0.1287 4.90 CS16 0.2460 2.85 

Middle-school  0.0049 0.08 CS17 0.1549 1.73 

High-school  0.1015 1.71 CS18 0.2334 2.72 

University degree 0.1489 2.63 CS19 0.2367 2.13 

Dummy 4 alternatives 0.0910 2.21 CS20 0.2640 2.41 

Dummy 5 alternatives 0.0401 1.14 CS21 0.3799 3.63 

Number of attributes 0.1496 2.66 CS22 0.3802 3.70 

Number of levels 0.3861 4.04 CS23 0.2846 2.59 

Interaction attributes and 
levels -0.0784 4.24 

CS24 
0.1851 1.60 

Dummy narrow range 0.2318 6.51    

Dummy wide range -0.0995 2.65    

Log-likelihood null -31114.18     

Log-likelihood model -27375.53     

Observations 90354     
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3 Stated and Inferred Attribute Non-Attendance in a Design of 

Designs Approach 

Priska Wellera, Malte Oehlmannb, Petr Marielc, Jürgen Meyerhoffb 

Abstract 

Attribute non-attendance in stated choice experiments (CE) has gained attention in literature, 

with some studies finding that not all respondents attend to all attributes. While the current 

studies show that taking non-attendance into account can significantly influence survey results, 

it is not yet clear what motivates respondents to ignore or pay less attention to some of the 

attributes. In the present study, we use 16 different split samples designed according to a Design 

of Designs plan, varying different aspects of dimensionality, i.e., the number of choice sets, the 

number of alternatives, or the number of attributes. Firstly, to analyse the relationship between 

stated attribute non-attendance and the design dimensions we test whether both are 

significantly associated. Secondly, we estimate equality-constrained latent class models with 

classes based on pre-defined rules to infer attribute non-attendance and analyse the influence 

of the design dimensions. Overall, the results indicate a rather weak relationship between stated 

or inferred attribute non-attendance and design dimensions. However, an interesting finding is 

that there is an association with the number of alternatives and with the number of sets.  

Keywords: attribute non-attendance, design of designs, stated choice experiment, latent class 

analysis 
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3.1 Introduction 

Recently, the question whether respondents to stated choice experiments (CE) attend to all 

attributes presented on the choice sets has gained quite a bit of interest. Results from several 

studies indicate that not all respondents attend to all attributes and that attribute non-

attendance (ANA) can significantly bias parameter and subsequent willingness to pay (WTP) 

estimates (Hensher et al., 2005, Scarpa et al., 2009, Campbell et al., 2011). The awareness that 

ANA can be an issue when estimating discrete choice models leads to the question of the causes 

of ANA. One source of ANA might be the complexity of the CE as respondents may employ 

different answer heuristics when the choice sets become more complex (Scarpa et al., 2009, 

Hensher et al., 2012). So, respondents may focus only on a subset of attributes. 

In the present study we interpret the complexity of the choice task as the design dimensionality 

of the CE. We systematically vary the number of choice sets, the number of alternatives, the 

number of attributes and their levels as well as the level range following a Design of Designs 

(DoD) approach introduced by Hensher (2004) in transportation research. Using 16 split samples, 

this study aims to investigate the relationship between these five design dimensions and the 

attendance to attributes. Influences of choice task complexity have been analysed in terms of 

several issues such as error variance (e.g., Caussade et al., 2005, Meyerhoff et al., 2014) or the 

number of status quo choices (e.g., Boxall et al., 2009). However, we are not aware of any study 

systematically relating ANA to the design dimensionality of the CE in random utility models 

(RUMs). To our knowledge only Hensher (2006) investigated choice task complexity influences 

on ANA analysing stated non-attendance data. Being aware of the design dimensions that cause 

ANA might be important for the researcher not only in the estimation stage, but particularly in 

the design stage of the CE. 

The data used in this study comes from a nation-wide online survey on land use changes in 

Germany. The attributes we considered were: Share of Forest, Land Conversion and different 

biodiversity attributes which were aggregated and disaggregated across designs according to 

different landscape types. This allowed us to systematically focus on the effect of the design 

dimensions. After answering the choice questions we asked respondents to state their 

attendance to the attributes they were presented with in the CE. In total we collected 1684 

interviews resulting in an average of more than 100 respondents per treatment. 

We analyse the relationship between ANA and the design dimensionality in two different ways. 

Firstly, we report the answers to non-attendance questions across the 16 different designs and 

identify those design dimensions that significantly influence stated ANA. Secondly, we model 
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inferred ANA by specifying an equality-constrained latent class model (ECLCM) for each design. 

We then derive inferences of dimensionality impacts on ANA by comparing the membership 

probabilities of different ANA classes across the 16 LC models. We apply this two-step approach 

separately analysing stated and inferred ANA since it has been argued that even when 

respondents stated that they have not attended to an attribute, the models indicate that people 

have at least partially taken them into account (e.g., Hensher and Rose, 2009). Furthermore, 

both Scarpa et al. (2013) and Kragt (2013) compared two approaches, one not incorporating and 

one incorporating stated ANA. Kragt (2013) did this by setting attribute parameters to zero 

where ANA had been stated by respondents. They found that the constrained LC model, which 

did not include stated ANA, better matched observed data. 

The paper is structured as follows: a literature review is presented in Section 2. Section 3 then 

explains the design of the study and the sampling procedure. Next, Section 4 outlines the 

hypotheses to be tested in this study and the modelling approach while Section 5 presents 

results. Section 6 concludes with a discussion of the results and their implications. 

3.2 Literature review  

The literature on attribute non-attendance in stated choice studies can be divided broadly into 

two main approaches: the stated non-attendance approach and the analytical non-attendance 

approach. In the Appendix a table with studies investigating ANA is provided. In the former, 

respondents are asked directly whether they have considered all attributes describing the 

alternatives of the choice tasks or whether they have ignored one or more attributes while 

choosing among them. Stated ANA is usually investigated using a binary response variable with 

the information on ANA commonly being collected after answering all choice sets (serial stated 

ANA). Alternatively, non-attendance questions may be asked after each choice set (e.g., Scarpa 

et al., 2009). The answers to these questions are then used to put certain restrictions on the 

RUMs. Among the first studies investigating ANA was Hensher et al. (2005). They used the 

answers to a binary non-attendance question to specify a mixed logit model in which 

respondents who stated that they ignored a certain attribute were expected to have zero utility. 

This approach of individual-level zero marginal utility weights has subsequently been applied in 

several other studies including Hensher (2006), Hensher et al. (2007) and Kragt (2013). Another 

way to implement the information gained from a stated non-attendance question into RUMs is 

to estimate different coefficients for each attribute: one for the group of respondents who 

stated that they did not ignore the attributes and one for those who stated that they had (Hess 

and Hensher, 2010; Scarpa et al., 2013; Colombo et al., 2013).  
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However, the reliability of the stated ANA approach has been put into question. Firstly, it has 

been argued that a respondent may assign low importance to an attribute although stating that 

he or she ignored it completely (e.g., Hess and Hensher, 2010). This would lead to an 

overestimation of ANA (Carlsson et al., 2010). Nevertheless, it should be noted that in some 

instances it was found that respondents who report having ignored an attribute do indeed have 

zero marginal utility for that attribute (Balcombe et al., 2011). Secondly, directly incorporating 

the responses to the non-attendance questions into the RUM may cause potential problems of 

endogeneity bias (Hess and Hensher, 2010). Thirdly, there is also an increase in literature raising 

the – still unanswered – question of the reliability of complementary questions regarding non-

attendance (Hensher and Rose, 2009; Hensher and Greene, 2010).  

Given the limitations of the stated non-attendance approach, there has been increasing interest 

in literature which analyses different methods of inferring attribute non-attendance. These 

studies infer the information from the data by using diverse econometric treatments. The 

modelling approach that has probably been implemented most consists of LC models in which a 

probabilistic decision process captures the attendance to attributes imposing specific restrictions 

on the utility expressions for each class. The majority of studies using discrete probability 

distributions implemented the ECLCM, where ANA is operationalised by allowing some 

respondents to belong to latent classes with zero utility weights for selected attributes, while 

non-zero parameters are assumed to take the same values across classes (Scarpa et al., 2009; 

Hensher and Greene, 2010; Campbell et al., 2011; Hess et al., 2013; Scarpa et al., 2013).  

Nevertheless, Hess et al. (2013) argue that the latent class approach so far applied might be 

misguided as the results might be confounded with regular taste heterogeneity. They suggest 

instead a combined LC mixed logit model that allows jointly for attribute non-attendance and 

continuous taste heterogeneity. One of their findings is that non-attendance is substantially 

reduced in these models. Similarly, Hensher et al. (2013) presented different latent class models 

accounting not only for ANA, but also for aggregation of common-metric attributes. One of their 

models comprises several full attendance classes while other classes account for ANA regarding 

certain attributes. The model does not constrain the parameters to be equal across classes. In 

the next step they add to this model an additional layer of heterogeneity by specifying some 

parameters to follow a random distribution. For their data they found that accounting 

additionally for taste heterogeneity through random parameters within a latent class only 

marginally improves the model, but increases the probability of membership to full attribute 

attendance classes. Collins et al. (2013) presented a generalised random parameters attribute 
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nonattendance model (RPANA) as an alternative approach; besides, they found that with stated 

ANA as covariates the model performance was improved. 

Studies which employ both the stated non-attendance and the inferred non-attendance 

approach are Hensher et al. (2007), Hensher and Rose (2009), Campbell et al. (2011), Kragt 

(2013) and Scarpa et al. (2013). The overall finding is that results from analytical and stated ANA 

are not consistent, and that the inferred approach provides a better model fit. However, 

independent of the modelling approach almost all studies find that accounting for ANA improves 

model fit, indicating that respondents have indeed applied different processing strategies 

(Hensher et al., 2005; Hess and Hensher, 2010; Scarpa et al., 2013). Moreover, accounting for 

ANA leads to significantly different willingness to pay estimates which may be lower (Hensher, 

2006; Campbell et al., 2008; Scarpa et al., 2009) or higher (Hensher et al., 2005; Hensher and 

Rose, 2009; Hensher and Greene, 2010; Lagarde, 2013).   

Systematic relationships between ANA and the design dimensionality of the CE have so far only 

been investigated in one study. Hensher (2006) used an ordered heterogeneous logit model with 

the dependent variable defining the number of attributes that were stated to be ignored, and 

the independent variables being, among others, the dimensionality. Hensher (2006) found 

evidence that all design dimensions influence stated ANA. However, we are not aware of any 

study that relates ANA to the design dimensionality of the CE by either implementing the 

responses to a stated ANA question into a RUM or inferring ANA from the data.  

3.3 Study design and samples 

The non-price attributes used in the stated CE are all related to environmental aspects 

associated with land use changes. The list of attributes (Table 1) comprises Share of Forest, Land 

Conversion, several attributes regarding biodiversity conservation and a price attribute Cost. 

Cost is presented as an annual contribution to a landscape fund. All attributes except those 

concerning biodiversity conservation were presented in all designs. Moreover, for Cost attribute 

levels were not varied across designs. To adjust the number of attributes according to the design 

plan, the attribute Biodiversity Conservation was based on an indicator using stocks of bird 

populations used in Germany (BMU 2010). This indicator can be segregated and aggregated into 

various bird populations in different landscapes (e.g., birds in the whole landscape can be split 

up into birds in agrarian landscape plus birds in other landscapes).  
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Table 1: Attributes used in the CE 

Attribute Description 

Share of Forest Percentage changes in the share of forest 

Land Conversion Percentage changes in land conversion for housing development and 
traffic 

Bio_whole Biodiversity in the whole landscape including all landscape types 

Bio_agrar Agricultural landscape biodiversity  

Bio_forest Forest landscape biodiversity 

Bio_urban Urban area biodiversity  

Bio_other1 Biodiversity in other landscape types: Forests, urban areas, 
mountains, waters 

Bio_other2 Biodiversity in other landscape types: Urban areas, mountains, waters 

Bio_other3 Biodiversity in other landscape types: Mountains, waters 

Cost Contribution to a landscape fund in € per year 

Following the design master plan by Hensher (2004), 16 different designs were created using 

NGENE software. The numbers of choice sets used were 6, 12, 18 or 24, and we presented three 

to five alternatives including a status quo option. The number of attributes ranged from four to 

seven. The number of attribute levels varied from two to four and the range in attribute levels 

had three specifications: A base range, a narrow range (base -20%), and a wide level range (base 

+20%). From these dimensions, C-efficient designs were created. They minimise the variance of 

the marginal WTP estimates (Scarpa and Rose, 2008). Uniform priors were used, ranging from 

0.1 to 1.2 with a positive sign for the non-cost attributes and a negative sign for cost. However, 

due to time constraints we did not update the design while the survey was conducted. Each 

respondent was randomly allocated to one of the designs. In Table 2 the different combinations 

of design dimensions are presented; the design numbers (1-16) indicate the sequence as seen in 

Hensher (2004). 
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Table 2: Design overview 

Design Sets Alternatives Attributes Levels Range 

1 24 4 5 3 Base 

2 18 4 5 4 Base+20% 

3 24 3 6 2 Base+20% 

4 12 3 6 4 Base 

5 6 3 4 3 Base+20% 

6 24 3 4 4 Base-20% 

7 6 4 7 2 Base-20% 

8 12 5 4 4 Base+20% 

9 24 5 4 4 Base 

10 6 5 7 3 Base+20% 

11 6 4 6 4 Base-20% 

12 12 5 5 2 Base-20% 

13 18 4 7 2 Base 

14 18 3 4 3 Base-20% 

15 12 3 5 2 Base 

16 18 5 6 3 Base-20% 

All choice sets included a status quo alternative, i.e., a zero price option with no environmental 

changes, plus two or more alternatives depending on the Design of Designs plan. Respondents 

were requested to choose the alternatives on the choice sets considering land use changes 

within a radius of about 15 kilometres around their place of residence. At the end of the 

questionnaire, standard socio-demographic information was requested from respondents. For 

more details about the study design and sampling see Meyerhoff et al. (2014). 

3.4 Hypotheses and modelling approach  

As we employ both stated and inferred non-attendance, the same hypotheses are investigated 

for both approaches. Our general assumption is that not all dimensions equally affect non-

attendance. We expect that the more attributes presented on a choice set the more likely it is to 

observe ANA (Hypothesis 1). The reason is that respondents find it too difficult to attend to all 

attributes or taste heterogeneity occurs where some of the attributes are not found to be 

relevant for choices. Similarly, the number of alternatives is expected to influence ANA as well. 

Increasing the number of alternatives makes CEs larger and probably more complex, thus 

respondents are more likely to adopt a simplifying answer heuristic (Hypothesis 2). Furthermore, 

we expect that ANA is positively associated with an increasing number of choice sets (Hypothesis 

3). As respondents answer more choice sets they are likely to focus more on those attributes 

they find important and ignore the others. Regarding the number of attribute levels, we expect 
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that the more different levels are present on a choice set the lower is ANA (Hypothesis 4). The 

reason is that respondents are more likely to find levels that are relevant to them. Finally, 

regarding attribute range we have no specific expectation regarding the relationship between 

either. At first glance, varying the attribute range does not change the appearance of the choice 

set as an increasing number of attributes or alternatives changes a choice set. Hensher et al. 

(2012) found that attribute levels and range could trigger ANA, but argue that the reason for 

their finding might be rather respondent-specific. Furthermore, Hensher (2006) found that ANA 

depends on the difference between experienced levels of a reference alternative and levels on 

other choice sets.  

The relationships between both stated and inferred ANA and the design dimensions are 

analysed using different approaches. Firstly, we employ a non-parametric chi-squared test to 

determine whether there is a relationship between the design dimensions and stated non-

attendance (two categorical variables). Secondly, to infer non-attendance we employ an ECLCM 

with pre-defined classes for attribute non-attendance. In this case we use Spearman’s rank 

correlation coefficient to analyse the relationship between the estimated class membership 

probabilities for the pre-defined classes and the design dimensions as the class membership 

probabilities represent a continuous variable. We decided to confine the analyses of ANA to the 

attributes Share of Forest, Land Conversion and Cost. The reason for this is that these attributes 

are part of all 16 designs, thus they allow us to draw conclusions about all possible relationships. 

Due to the split-up according to the design plan, each of the biodiversity attributes appears only 

in a subset of designs.   

3.4.1 Investigating stated attribute non-attendance 

After the sequence of choice tasks, we gathered information concerning the degree of stated 

attendance from answers to a categorical five-point scale. This scale comprised the following 

answer options: ‘never’, ‘rarely’, ‘sometimes’, ‘often’ and ‘always’. For each attribute, 

respondents were requested to state their degree of attendance1 (see Scarpa et al., 2013, for a 

similar approach). Using this information we calculate overall stated attendance to all attributes 

across designs, including a graphical representation for each design dimension. Furthermore, we 

analyse a possible relationship between the design dimensions and stated ANA to the attributes 

selected for the analysis by the use of a non-parametric chi-squared test. For this we recode 

answers given by the respondents into binary categories. The new first category ‘not attended 
 

 

1  Translation of the question: ‘If you think back to your choice decisions, to what extent did you attend to the 
individual attributes of the various alternatives in your choices overall?’  
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to’ represents the original answer options ‘never’, ‘rarely’ and ‘sometimes’ and the new second 

category ‘attended to’ represents the original answer options ‘often’ and ‘always’.  For example, 

the chi-squared test then investigates the significance of the relationship between the four 

levels of the design dimension ‘number of choice sets’ (6, 12, 18, 24 choice sets) and two answer 

categories (non-attendance and attendance). Additionally, we generate scatter plots with 

frequencies of responses for each relationship. From these we analyse whether a change in any 

of the design dimensions decreases or increases the frequency of attending to an attribute.  

3.4.2 Investigating inferred attribute non-attendance 

To investigate the relationship between inferred non-attendance and the design dimensions we 

use ECLCM with pre-defined classes. The basic idea of these models is to estimate the 

probability of belonging to one of the pre-defined classes2 for each individual. In each of these 

classes, selected attributes carry zero utility weights for reflecting non-attendance. Additionally, 

the attribute coefficients to be estimated have been constrained to be equal across classes. 

Therefore, these models do not account for preference heterogeneity across respondents, i.e., 

the coefficient estimates are the same for each attribute across classes.  

The following five classes are used in each model, i.e., for each of the 16 designs:  

 For one class we assume that all attributes have been attended to: this is the full 

attendance class.  

 We define a separate class for non-attendance to each of the attributes Share of Forest, 

Land Conversion, and Cost, by setting the coefficient of that attribute to zero, implying 

ANA. 

 For the fifth class we assume that none of these three attributes has been attended to, 

thus all coefficients are set to zero; this is the random choice class. 

 

 

2  During the model selection process we tested various approaches. We particularly tried to account for taste 
heterogeneity as recent studies indicate that not accounting for taste heterogeneity may overestimate attribute 
non-attendance (Hess et al., 2013; Hensher et al., 2013). However, neither approach was successful. Even if it 
worked for one of the designs it was not possible to apply the approach successfully across all 16 designs, i.e., 16 
independent samples. Firstly, an increasing number of so called ‘full-attendance classes’ were added to the 
equality-constrained non-attendance classes as was done, for example, by Hensher et al. (2013). The information 
criteria (BIC and CAIC) indicated in the majority of designs that adding more classes would be beneficial while at 
the same time model output could be interpreted as being less and less meaningful. For example, in many classes 
the cost coefficient had a positive sign and membership probabilities became very small. Secondly, we tried to 
add another layer of heterogeneity in the latent class model by specifying some attributes to follow a random 
distribution in the full attendance class. Although we tried many different model setups, these models never 
converged except for single data sets out of our 16 samples. Thus, neither approach was useable to infer non-
attendance using the same approach across all 16 designs.  
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The results from the ECLCM3 give us the probabilities that all attributes have been attended to, 

one of the three investigated attributes has not been attended to, or none of the attributes has 

been attended to. However, in the model we did not account for response strategies ignoring 

any two attributes jointly. We then analyse a possible relationship between design dimensions 

and class probabilities by means of Spearman’s rank correlation coefficient. Additionally, we 

again generate scatter plots associating the probabilities of belonging to a certain class and the 

design dimensions. This way we graphically analyse whether a positive or negative relationship 

between a design dimension and the share of respondents who did not attend to an attribute in 

a specific design is present.  

3.5 Results 

3.5.1 Socio-demographic description 

The Germany-wide online survey was run in December 2012. Respondents were recruited from 

a panel of a survey company. Each respondent was randomly allocated to one of the 16 designs. 

The number of respondents ranged from 79 to 222 as we previously agreed with the survey 

company to interview different numbers of respondents per design to account for the different 

numbers of choice observations resulting from each design. In total, 1684 fully completed 

interviews were conducted. The average interview length was 23 minutes and the response 

rate 4  was 29.5%. Table 3 reports the number of interviews realised and basic socio-

demographics for all 16 designs. The relative shares of education refer to the highest 

educational level achieved. 

 

 

3  Due to limited space, utility parameters generated in the models can be obtained from the authors upon request. 

4  The response rate was calculated by dividing the number of interviews completed by the number of persons 
invited for an interview. 
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Table 3: Socio-demographics across designs 

Design 
Interviews 
Completed 

Mean 
age in 
years 

Males  
in % 

Less than 
middle-
school 

degree in 
% 

Middle-
school 
degree 

in % 

High-
school 
degree 

in % 

University 
degree in 

% 

1 85 
41.98 

(14.41) 

44.71 

(0.50) 

4.71 

(0.21) 

29.41 

(0.46) 

22.35 

(0.42) 

43.53 

(0.50) 

2 82 
44.32 

(14.31) 

41.46 

(0.50) 

6.10 

(0.24) 

24.39 

(0.43) 

20.73 

(0.41) 

48.78 

(0.50) 

3 124 
43.81 

(16.60) 

42.74 

(0.50) 

7.26 

(0.26) 

25.00 

(0.43) 

28.23 

(0.45) 

39.52 

(0.49) 

4 80 
42.50 

(14.25) 

50.00 

(0.50) 

6.25 

(0.24) 

32.50 

(0.47) 

30.00 

(0.46) 

31.25 

(0.47) 

5 104 
43.30 

(14.59) 

54.81 

(0.50) 

4.81 

(0.21) 

24.04 

(0.43) 

25.00 

(0.44) 

46.15 

(0.50) 

6 82 
42.32 

(13.21) 

46.34 

(0.50) 

7.32 

(0.26) 

29.27 

(0.46) 

18.29 

(0.39) 

45.12 

(0.50) 

7 222 
42.49 

(13.12) 

46.85 

(0.50.) 

5.41 

(0.23) 

31.08 

(0.46) 

27.48 

(0.45) 

36.04 

(0.48) 

8 79 
42.54 

(12.75) 

56.96 

(0.50) 

10.13 

(0.30) 

25.32 

(0.44) 

29.11 

(0.46) 

35.44 

(0.48) 

9 81 
43.47 

(14.06) 

37.04 

(0.50) 

4.94 

(0.22) 

28.40 

(0.45) 

30.86 

(0.48) 

35.80 

(0.48) 

10 151 
42.02 

(13.69) 

49.67 

(0.50) 

10.60 

(0.31) 

20.53 

(0.41) 

29.80 

(0.46) 

39.07 

(0.49) 

11 88 
41.44 

(13.81) 

56.62 

(0.50) 

4.55 

(0.21) 

36.36 

(0,48) 

21.59 

(0.41) 

37.50 

(0.49) 

12 81 
39.47 

(13.29) 

39.51 

(0.50) 

3.70 

(0.19) 

22.22 

(0.42) 

38.27 

(0.49) 

35.80 

(0.48) 

13 113 
42.09 

(13.15) 

55.75 

(0.50) 

4.42 

(0.21) 

25.66 

(0.44) 

26.55 

(0.44) 

43.36 

(0.50) 

14 84 
43.40 

(12.42) 

0.50 

(0.50) 

15.48 

(0.36) 

23.81 

(0.44) 

23.81 

(0.43) 

36.90 

(0.49) 

15 144 
40.44 

(13.60) 

0.50 

(0.50) 

7.64 

(0.27) 

29.86 

(0.46) 

26.39 
(0.44) 

36.11 

(0.48) 

16 84 
42.15 

(13.80) 

48.81 

(0.50) 

5.95 

(0.24) 

23.81 

(0.43) 

28.57 
(0.45) 

41.67 

(0.50) 

Total 1684 
42.33 

(13.59) 

48.34 

(0.50) 

6.83 

(0.25) 

27.08 

(0.44) 

26.84 
(0.44) 

39.25 

(0.49) 

Note: Standard deviations in parentheses. 
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3.5.2 Overall stated attribute non-attendance across designs 

As a first step in our analysis, we calculated the share of respondents who stated that they 

‘often’ or ‘always’ attended to all attributes presented in the choice sets. Table 4 presents these 

results in descending order of stated attribute attendance per design.  

Table 4: Stated attendance to all attributes (percentage of respondents who answered ‘often’ 
or ‘always’ attended to)  

Design 9 6 8 12 14 5 13 16 15 1 4 11 3 7 10 2 

Stated 
Att. 

32 24 20 20 19 17 17 17 15 13 13 13 10 9 9 9 

Figure 1 presents the results from Table 4 separately for the five design dimensions: number of 

choice sets, number of alternatives, number of attributes, number of levels and level range in 

ascending order of the levels of each design dimension. A linear trend line is added each time. As 

can be seen, only in graph c of Fig. 1 a clear negative relationship between stated non-

attendance and the design dimension is visible: attendance is higher the fewer attributes a 

design comprises. This is in line with our first hypothesis, that a lower number of attributes is 

associated with higher stated attribute attendance. The other four plots do not show clear 

positive or negative relationships. The preliminary graphical analysis leads, therefore, to the 

conclusion that the number of choice sets, the number of alternatives, the number of levels and 

the level range does not have an influence on the stated attendance to attributes.  

Figure 1: Stated attribute attendance per design dimension 

1a) Number of choice sets 1b) Number of alternatives 
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1c) Number of attributes 1d) Number of levels 

1e) Level range 

Legend:  

X-axis – levels of design dimension 

Y-axis – stated attendance (in decimal 
numbers) 

Grey dots – Stated attendance  

Black lines – Linear (Stated attendance) 

3.5.3 Attribute specific stated non-attendance across designs  

The responses to the non-attendance scale are reported in Table 5. The mean values, calculated 

from response scores for each attribute separately, indicate the degree of ANA to each single 

attribute in each design. Values closer to five indicate higher levels of attendance while values 

closer to one indicate higher levels of non-attendance.  

The attribute Share of Forest receives rather high stated attendance values (almost always > 4 

and mean 4.10, meaning it was ‘often attended to’) whereas the stated attendance values for 

other attributes are relatively lower (almost always < 4). Attendance to Land Conversion in some 

designs also lies around 4, but mean attribute attendance over all designs is 3.75. Attendance to 

the Cost attribute is 3.29, meaning it was ‘sometimes attended to’; this effect is visible in all 

designs. This finding is in line with other literature. Campbell et al. (2008) found in their study 
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that Cost was taken into account by 69% of respondents, less than all other attributes 

presented.  

Table 5: Means of attribute attendance values coded on a five-point scale  

Attribu
tes 

Design                             Mean 

  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
 

Share 
of 
Forest 

4.16 3.99 3.87 4.03 3.90 3.91 4.13 4.01 4.26 4.15 4.20 4.35 4.20 4.22 3.93 4.36 4.10 

Land 
Conver
sion 

3.82 3.75 3.65 3.64 3.50 3.52 3.65 3.58 4.01 3.73 3.76 3.97 3.89 3.85 3.64 4.05 3.75 

Cost 3.06 3.01 3.11 3.23 3.53 3.50 3.38 3.22 3.45 3.03 3.38 3.47 3.52 3.23 3.25 3.20 3.29 

Note: Number of observations for Share of Forest, Land Conversion and Cost: N = 1684. 

Next, we use a chi-squared test to investigate the relationship between two categorical 

variables, the five design dimensions and the two recoded stated answer categories to single 

attributes across designs (non-attendance and attendance). From scatter plots we aim to deduce 

the direction of the influence of the design dimensions on stated attendance. Figure 2 presents 

p-values from the chi-squared tests (significant correlations are bold) and corresponding scatter 

plots. As the results reveal, for the majority of attributes we cannot find significant or clear 

relationships between stated attendance and the design dimensions. Nevertheless, for some 

combinations of attributes and design dimensions this relationship is significant. A significant 

negative effect on stated attendance to Land Conversion was detected for the number of choice 

sets presented. This means that the more choice sets are presented the less likely it becomes 

that a respondent states that he/she has attended to the attribute. The number of alternatives 

has a significant and overall negative influence on stated attendance to Share of Forest and Land 

Conversion. For the number of attributes no significant relation was detected. For the number of 

levels included in the designs, we observe a negative and significant effect on stated attendance 

to Cost. Interestingly, this effect occurs despite the fact that for the Cost attribute neither the 

number nor the range of levels (i.e., the price) varies. A significant negative effect was also 

observed for the influence of the level range on Share of Forest. If the level range becomes 

wider, less respondents answer that they attended to Share of Forest.  
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Figure 2: Chi-squared tests and scatter plots 

Note: Correlations significant at the 10% level or higher are bold; the units of the y-axis are not presented to have a larger scatter plot area. X-axis: levels of 

design dimension; Y-axis: frequencies of responses on five-point scale in binary coding; black square: ‘attended to’, grey dot: ‘not attended to'. 

Attribute Number of Sets Number of Alternatives Number of Attributes Number of Levels Level Range 

Share of 
Forest 

p-value=0.218 p-value=0.040 p-value=0.762 p-value=0.584 p-value=0.018 

     
Land 
Conversion 

p-value=0.055 p-value=0.017 p-value=0.646 p-value=0.669 p-value=0.153 

     
Cost 

p-value=0.886 p-value=0.743 p-value=0.118 p-value=0.020 p-value=0.130 
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3.5.4 Inferred attribute non-attendance across designs  

Table 6 reports class membership probabilities of ANA inferred from the ECLCM. The last column 

reports the mean, minimum and maximum probabilities across all designs. The attribute with 

the highest average probability of ANA is the Cost attribute (average 27.2%). The maximum 

predicted class size for non-attendance to Cost is 40.1% (Design 10), while the minimum 

predicted class size is 10.8% (Design 3). Adding the probability of not attending to any attribute 

(class ’Random choice’) implies that approximately 41.9% of respondents may not have 

attended to the Cost attribute. Next, the attribute Share of Forest has a mean class probability of 

ANA of 18.1% (class ‘Share of Forest not attended to’). It varies from 37.4% (Design 3) to 8.5% 

(Design 16). Again, adding the probability of not attending to any attribute results in a 

probability of ANA to Share of Forest of 32.8%. The third non-attendance class investigated here, 

non-attendance to Land Conversion, has a mean class probability of 17.0% across designs with 

the highest probability equal to 29.4% (Design 11) and the lowest probability equal to 8.2% 

(Design 10). The overall probability after adding the mean membership probability for the class 

‘Random choice’ results in a probability of 31.7%. Finally, across all designs respondents have an 

average probability of attending to all attributes of 23.1%, ranging from 17.1% (Design 12) to 

33.0% (Design 14).  

Next, we turn to the relationship between the design dimensions of the 16 samples and the 

probabilities to attend to or not attend to attributes according to the pre-defined classes. 
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Table 6: Class membership probabilities in %  

Attendance 
class 

Design               Mean 
Min 
Max 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

All attended 
to 

17.9 
(4.2) 

30.7 
(5.3) 

25.9 
(4.0) 

20.8 
(5.5) 

31.5 
(5.9) 

31.5 
(5.3) 

22.1 
(4.1) 

23.2 
(5.1) 

18.5 
(4.3) 

22.1 
(4.1) 

18.9 
(4.9) 

17.1 
(4.3) 

19.5 
(4.0) 

33.0 
(5.3) 

17.2 
(3.5) 

19.0 
(4.3) 

23.1 
17.1 
33.0 

Share of 
Forest not 
attended to 

15.1 
(3.9) 

17.7 
(4.4) 

37.4 
(4.4) 

13.6 
(4.5) 

16.2 
(4.5) 

29.0 
(5.1) 

10.0 
(4.0) 

14.9 
(4.4) 

15.9 
(4.1) 

10.0 
(4.0) 

10.7 
(4.1) 

13.7 
(3.8) 

23.9 
(4.0) 

19.3 
(4.3) 

33.5 
(4.1) 

8.5 
(3.0) 

18.1 
8.5 
37.4 

Land 
Conversion 
not 
attended to 

19.7 
(4.5) 

11.8 
(3.8) 

20.8 
(3.8) 

25.6 
(5.4) 

9.1 
(3.8) 

15.0 
(4.1) 

8.2 
(4.1) 

16.2 
(4.7) 

18.5 
(4.3) 

8.2 
(4.1) 

29.4 
(6.0) 

13.9 
(4.3) 

21.7 
(4.1) 

15.3 
(4.0) 

18.5 
(3.6) 

19.5 
(4.7) 

17.0 
8.2 
29.4 

Cost not 
attended to 

28.5 
(5.1) 

29.5 
(5.3) 

10.8 
(3.0) 

27.4 
(5.6) 

30.3 
(5.7) 

14.5 
(4.2) 

40.1 
(6.2) 

21.9 
(4.7) 

33.4 
(5.2) 

40.1 
(6.2) 

24.7 
(5.8) 

39.9 
(5.7) 

25.1 
(4.4) 

17.7 
(4.5) 

17.4 
(3.6) 

33.2 
(5.3) 

27.2 
10.8 
40.1 

Random 
choice 

18.8 
(4.5) 

10.3 
(3.5) 

5.1 
(2.2) 

12.6 
(4.5) 

12.9 
(4.6) 

9.9 
(3.7) 

19.6 
(2.9) 

23.9 
(5.1) 

13.7 
(3.8) 

19.6 
(2.9) 

16.4 
(5.5) 

15.4 
(4.4) 

9.8 
(2.9) 

14.7 
(4.0) 

13.3 
(3.1) 

19.8 
(4.8) 

14.7 
5.1 
23.9 

Note: Standard errors in parenthesis. 
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Spearman’s rank correlation coefficient was used to analyse the relationship between single 

design dimensions and class membership probabilities. Figure 3 presents the correlation 

coefficients together with the associated p-values and scatter plots for each combination of 

analysed design dimensions and classes included in the ECLCM. These scatter plots should help 

to infer the direction of a possible relationship, i.e., whether an increasing design dimension 

affects inferred ANA positively or negatively.  

It becomes obvious from Figure 3 that only one of the design dimensions has a systematic 

influence on inferred attribute non-attendance. The number of alternatives in four out of five 

cases significantly influences the probabilities of attending to or not-attending to an attribute. 

The probability to attend to all attributes decreases with an increasing number of alternatives, 

which is in line with our expectations that with an increasing dimensionality the probability of 

ANA also increases. Interestingly, the probability to attend to the attribute Share of Forest 

increases with an increasing number of alternatives. For the Cost attribute we see that with an 

increasing number of alternatives the probability of not attending to Cost increases. Also, and 

also in line with our expectations, the probability of random choice increases when choice sets 

comprise more alternatives. Furthermore, the only relationship that is statistically significant is 

between the number of sets and the non-attendance to the attribute Share of Forest. According 

to the scatter plot this relationship is positive, which is in line with our expectation that an 

increasing number of choice sets positively influences the probability of not attending to this 

attribute. For the other relationships we could not find significant associations. Thus, overall the 

results indicate that with an increasing number of alternatives respondents seem to focus on the 

two attributes Share of Forest and Land Conversion, while paying less attention to the other 

attributes, especially the Cost attribute.  
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Figure 3: Spearman’s rank correlation coefficient  
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Number of 
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All  
attended to 

rho=0.03 rho= -0.48 rho= -0.27 rho=0.33 rho=0.17 

p-value=0.91 p-value=0.06 p-value=0.32 p-value=0.22 p-value=0.53 

     
Share of Forest not 
attended to 

rho=0.53 rho= -0.67 rho= -0.40 rho= -0.11 rho=0.10 

p-value=0.03 p-value=0.00 p-value=0.13 p-value=0.68 p-value=0.71 
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Note: Correlations significant at the 5% level or higher are bold; the units of the y-axis are not presented to have a larger scatter plot area. X-axis: levels of 

design dimension; Y-axis: class membership probabilities from Table 6. 

Land 
Conversion 
not attended 
to 

rho=0.33 rho= -0.04 rho=0.19 rho= -0.01 rho=0.09 

p-value=0.22 p-value=0.89 p-value=0.49 p-value=0.97 p-value=0.73 

     
Cost not 
attended to 

rho= -0.40 rho=0.57 rho=0.30 rho= -0.04 rho= -0.12 

p-value=0.12 p-value=0.02 p-value=0.25 p-value=0.87 p-value=0.66 

     
Random 
choice 

rho= -0.41 rho=0.67 rho=0.06 rho=0.04 rho= -0.12 

p-value=0.11 p-value=0.00 p-value=0.82 p-value=0.87 p-value=0.67 
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3.6 Discussion  

The aim of this study was to investigate the relation between the dimensionality of a CE and 

ANA. To determine the influence of these dimensions we applied a Design of Designs approach 

resulting in 16 different treatments. Stated non-attendance was recorded using a five-point non-

attendance response scale while for inferring non-attendance we used an ECLCM. 

The results from the analysis of stated ANA show that the attribute Share of Forest was favoured 

by many respondents, i.e., they attended to it to a large extent across all designs (‘often 

attended to’). Stated attendance to the Cost attribute was rather low (‘sometimes attended to’). 

Mean attendance to Land Conversion lay between the two. 

We investigated the relation between stated attendance to single attributes and design 

dimensions from chi-squared tests, which revealed only five statistically significant relations. 

Scatter plots derived from frequencies of responses showed that higher numbers of choice sets 

tend to negatively influence the frequency of stating ‘attendance to’ an attribute (e.g., to the 

attribute Land Conversion). A higher number of alternatives tends to negatively influence 

attendance to attributes (e.g., to the attribute Share of Forest or Land Conversion). Also, a 

higher number of levels negatively influenced the probability of stating ‘attendance to’ the Cost 

attribute, also a wider range of levels negatively influenced stated attendance (e.g., for Share of 

Forest). 

Inferred ANA was derived from an ECLCM, which estimates class membership probabilities for 

pre-defined classes (‘All attended to’, ‘Share of Forest not attended to’, ‘Land Conversion not 

attended to’, ‘Cost not attended to’, ‘Random choice/No attribute attended to’). These showed 

that attendance differs quite substantially between the classes. Particularly worth mentioning is 

that – according to our latent class model – only a relatively small proportion of respondents 

considered all attributes. The class size for this group of respondents varied between 17 and 

33%. On the other hand, the probabilities for random choice varied between 5 and 24% 

indicating that respondents allocated to some designs have a significant probability to not 

consider any attribute. 

Using Spearman’s rank correlation coefficient we deduced that higher numbers of choice sets 

positively influenced the probability of non-attending to Share of Forest. Higher numbers of 

alternatives significantly influenced four out of five class membership probabilities investigated: 

probabilities of ‘all attributes attended to’ and ‘Share of Forest not attended to’ classes 

decreased with more alternatives, but ‘Cost not attended to’ and ‘Random choice’ classes 

increased with more alternatives. 
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Regarding attendance to Cost, we found that a large share of the respondents scarcely attended 

to Cost even though attention to the Cost attribute is crucial from an economic point of view to 

calculate marginal willingness to pay and welfare measures. This result is visible in both stated 

and inferred attendance: Respondents stated that it was ‘sometimes’ included in the decision 

and class membership probabilities for ‘Cost not attended to’ lay between 11 and 40%, meaning 

that a substantial number of respondents did not include the Cost attribute in their decision. 

Similar results were found in other studies (e.g., see Campbell et al., 2008, for inferred results; 

Hensher et al., 2012, Kragt, 2013). Reasons for ANA to Cost could be that as long as costs lie 

within a certain range, they are not considered important. We know this from focus group 

discussions where participants indicated that they don’t care about costs unless they are beyond 

a certain threshold. For designs with a high number of attributes, ANA to Cost may additionally 

be driven by more important attributes being offered, which attract more attention than the less 

important Cost attribute. We believe that social desirability may also have affected stated non-

attendance to Cost. It may be that respondents wanted to conceal their true cost awareness 

when asked about attribute attendance, thus they stated less attendance to Cost than actually 

present. 

Looking at our results, the first, and probably most important, conclusion is that in both 

approaches – stated and inferred – the relationship between attribute attendance and design 

dimensions is not very strong. Nevertheless, when going into detail, our findings regarding 

stated and inferred ANA suggest some relationships between the design dimensions and ANA. 

The results from stated ANA indicate that a higher number of alternatives are significantly 

influencing this form of attendance, and the results from inferred ANA also indicate that the 

number of alternatives is the main driver behind non-attendance. Regarding our hypotheses the 

analysis found no significant influence of the number of attributes on ANA, which does not 

confirm our first hypothesis that the number of attributes is a driver of non-attendance. 

However, the second hypothesis, stating that an increasing number of alternatives influences 

ANA, has been supported by the results from the stated and the inferred approach. Also, the 

expected direction of the effect for an increase in the number of alternatives has been found for 

the majority of classes (fewer ‘all attended to’, more ‘Cost not attended to’, more ‘Random 

choice’). An increasing number of alternatives could make comparisons, and subsequently the 

choosing of an alternative, more difficult. In the end this might lead to ignoring attributes as a 

response to the higher level of difficulty. The results of the two approaches are consistent with 

the third hypothesis, stating that an increasing number of choice sets may increase non-

attendance. From the stated ANA analysis we deduced that Land Conversion was attended to 
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less when more choice sets were presented. From the inferred analysis we deduced that more 

choice sets led to more ANA to Share of Forest. It may be that respondents perceived a higher 

number of sets as exhausting and just focused on some attributes. The fourth hypothesis, stating 

that more levels lead to more attendance, was not supported by the stated analysis. Here, more 

levels led to less attendance to the Cost attribute. 

Asking respondents to state their level of attendance has been a subject of debate, i.e., some 

researchers question whether respondents correctly state to what extent they have or have not 

attended to certain attributes. However, from the literature it is not clear whether models 

inferring ANA really do better. The ECLCMs in particular are suspected to overestimate ANA 

because they do not account for taste heterogeneity (Hess et al., 2013, Hensher et al., 2013). 

Therefore, our models might overestimate the degree of ANA and should be interpreted with a 

degree of caution. On the other hand, as outlined in Section 4, we estimated various models 

incorporating taste heterogeneity via additional full attendance classes or additional random 

parameters within classes, but they were not informative or sufficiently interpretable. This is 

especially true as we tried to apply a consistent approach across all 16 designs, i.e., samples. It 

may have been possible to adjust individual models to each sample, this would, however, have 

required a very high effort. Hensher et al. (2013) report in a footnote that a huge amount of 

time was necessary to identify what they thought of as an appropriate model. To do this for all 

16 samples would have been beyond our resources and based on our experience with these 

models, we think that it is questionable whether the insights gained would have justified this 

effort. 

To conclude, from what we found in this study, results indicate that the connection between 

dimensionality and non-attendance to attributes is not very strong. This is true for both stated 

and inferred ANA. Nevertheless, based on our results, we suggest that a negative effect on 

attribute attendance should be expected from the number of alternatives and the number of 

choice sets. In contrast, we would not expect that a higher number of attributes, levels and level 

range results in higher degrees of ANA in future CE. Future research options in this field, apart 

from other model specifications or the application of the RPANA model (Collins et al., 2013), 

could be to consider other attribute processing rules such as the aggregation of common-metric 

attributes. For this analysis, the biodiversity attributes could be reconsidered as this decision 

rule might be used for these attributes. 
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3.8 Appendix 

Literature regarding attribute non-attendance  

Study Stated ANA Inferred ANA Key findings 

 Model  Treatment in RUM Model Treatment 
in RUM 

 

Hensher et 
al. (2005) 

Mixed 
Logit 

Individual-level 0-
utility weights 

  Higher WTP when not 
accounting for ANA 

Hensher 
(2006) 

Mixed 
Logit 

Individual-level 0-
utility weights 

  Lower WTP when 
accounting for ANA 

Hensher et 
al. (2007) 

Mixed 
Logit 

Individual-level 0-
utility weights, 
expected maximum 
utility 

  Higher WTP when 
accounting for ANA 

Campbell 
et al. 
(2008) 

MECLM Individual-level 0-
utility weights, 
parameterisation of 
the scale parameter 
based on attribute 
processing strategies 

  Better model fit, lower 
WTP and different scale 
parameters when 
accounting for ANA 

Hensher 
and Rose 
(2009) 

Mixed 
Logit 

Individual-level 0-
utility weights 

  Better model fit and 
higher WTP when 
accounting for ANA  

Scarpa et 
al. (2009) 

  ECLCM; 
STAS 

0-utility 
weights (a 
priori); 0-
weight 
(from data) 

Better model fit and 
lower WTP when 
accounting for ANA 

Carlsson et 
al. (2010) 

Mixed 
Logit 

Individual-level 0-
utility weights 

  No significant 
differences in 
preferences and WTP in 
samples accounting and 
not accounting for 
stated ANA 

Hensher 
and 
Greene 
(2010) 

  ECLCM 0-utility 
weights 

Higher WTP when 
accounting for ANA 

Hess and 
Hensher 
(2010) 

MNL; 
Mixed 
Logit 

Separate parameters 
for attendance and 
non-attendance 
groups 

 Coefficient 
of variation 
for the 
conditional 
distribution 

Results from inferred 
and stated ANA are not 
consistent, better fit for 
the inferred approach 

Scarpa et 
al. (2010) 

MNL Individual-level and 
choice set specific 
(choice-set ANA) 0-
utility weights 

  Better model fit and 
more efficient WTP 
estimates when 
accounting for choice-
set ANA 
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Balcombe 
et al. 
(2011) 

Mixed 
Logit 

Unrestricted and 
restricted interactions, 
individual-level 0-
utility weights 

  Better model fit when 
accounting for ANA 

Campbell 
et al. 
(2011) 

  Scale-
adjusted 
ECLCM 

0-utility 
weights 

Lower WTP when 
accounting for ANA 

Hensher et 
al. (2012) 

  ECLCM  ANA and WTP also 
depend on relevance of 
levels and range to 
respondents 

Rose et al. 
(2012) 

Mixed 
Logit 

Ignored attributes 
excluded from 
estimation procedure 

  Significant differences in 
parameter estimates 
when accounting for 
ANA 

Collins et 
al. (2013) 

  (General
ised) 
RPANA 

 Generalised RPANA links 
stated and inferred ANA, 
better performance than 
existing models 

Colombo 
et al. 
(2013) 

Mixed 
Logit 

Separate parameters 
for attendance and 
non-attendance 
groups 

  Accounting for 
’sometimes attendance‘ 
offers advantages over 
only 2 attendance 
groups 

Hensher et 
al. (2013) 

  Random 
paramet
er LCM 

0-
parameters 
(mean and 
SD) + class 
heterogenei
ty 

Accounting for ANA 
gives more model fit 
than random 
parameters, random 
parameters increase 
probability of full-
attendance 

Hess et al. 
(2013) 

  ECLCM; 
LCM; 
LC-
MMNL 

Coefficients 
set to zero / 
estimated 
(point 
value, 
continuous 
distribution
)  

Better model fit in 
combined LC-MMNL, 
implied rate of ANA 
reduced 

Hole et al. 
(2013) 

EAAMo
del; 
MEAA 

Indicator variable  Attribute 
not-
attended to 
constrained 
to 0 

Better fit but similar 
WTP when accounting 
for ANA 

Kragt 
(2013) 

XML; 
Mixed 
Logit 

Individual-level 0-
utility weights 

ECLCM 0-utility 
weights 

Best fit for the LCM, little 
concordance between 
stated and inferred ANA 

Lagarde 
(2013) 

  ECLCM 0-utility 
weights 

Better model fit and 
higher WTP when 
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accounting for ANA, no 
difference for predicted 
probabilities 

Scarpa et 
al. (2013) 

MXL; 
MNL 

Separate parameters 
for attendance and 
non-attendance 
groups 

ECLCM 0-utility 
weights 

Best fit for the ECLCM 

Note: MECLM = Multinomial error component logit model; (M)EAAModel = (Mixed) endogenous 

attribute attendance model (Hole, 2011); STAS = Stochastic attribute selection; MXL = Random 

parameter model with error components; LC-MMNL = Latent class mixed logit model  
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4 Uncovering  Context-induced  Status  Quo  Effects  in  Choice 

Experiments                    

Malte Oehlmanna, Jürgen Meyerhoffa, Petr Marielb, Priska Wellerc 

Abstract 

In this study five design dimensions are varied systematically investigating context-induced 

status quo effects in choice experiments. Additionally, two structural complexity measures, 

entropy and the number of attribute level changes, are used to capture status quo effects from 

the similarity between alternatives and the number of trade-offs. A crucial finding is that the 

frequency of status quo choices is negatively associated with the number of alternatives 

indicating preference matching effects. By contrast, the probability of choosing the status quo 

increases with a higher number of choice tasks, a wider level range, and the similarity between 

alternatives. Status quo choices are further affected by the current environmental situation 

perceived by respondents. We also find that marginal and non-marginal welfare estimates are 

significantly affected by the choice design. One key finding is that the most used choice task 

format in environmental economics, i.e., two hypothetical and a status quo alternative, is likely 

to increase the propensity to choose the status quo option. 

Keywords: Choice Experiment; Status Quo Effect; Choice Context; Complexity; Design 

Dimensions; Entropy; Error Component Mixed Logit 
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4.1 Introduction 

When individuals make choices among alternatives, they have been observed to 

disproportionally often remain at the status quo option. Samuelsson and Zeckhauser (1988) 

found this phenomenon to be present in a series of decision-making experiments and termed it 

the “status quo bias” or “status quo effect”. In subsequent research individuals’ propensity to 

stay at the status quo has been investigated and explained in several studies within disciplines 

such as economics, psychology or decision theory (Hartman et al., 1991, Kahneman et al., 1991, 

Tversky and Shafir, 1992, Dhar, 1997). Findings of this research indicate that status quo effects 

may manifest themselves due to multiple causes such as loss aversion (Kahneman et al., 1991), 

the omission bias (Ritov and Baron, 1994), preference uncertainty (Dhar, 1997) or complexity 

issues (Beshears et al., 2008, Dhar, 1997). They have also been observed in choice experiments 

(Adamowicz et al., 1998, Scarpa et al., 2005, Hess et al., 2014). 

Investigating the status quo effect is particularly important in environmental economics since a 

large number of choice experiments (CE) conducted in this area do offer, along with alternatives 

that contain improvements or prevent deteriorations, the opportunity to stay with the present 

situation. In transportation research, for example, it is often reasonable to use forced-choices as 

people have to commute to their working place. Here, staying at home and not choosing any of 

the offered alternatives would not be an option. Concerning environmental changes, however, 

in the majority of cases it is plausible not to select an alternative with management actions and a 

positive price, but to “leave the market without buying anything” (Bennett and Adamowicz, 

2001). In line with this, the standard CE design, applied in the majority of studies in 

environmental valuation, includes a status quo alternative and two hypothetical options. The 

crucial question is then, however, to what extent choices of the alternative with a zero-price and 

the current environmental situation are due to preferences, i.e., respondents do not care about 

the good in question or agree with the current situation, or whether choices of the status quo 

alternative are induced by the choice context. 

Generally, we follow Scarpa et al. (2005) and define status quo effects as “the systematic 

inclination of respondents to display a different attitude towards status quo alternatives from 

those reserved to alternatives involving some change, over and beyond what can be captured by 

the variation of attributes’ levels across alternatives”. With respect to the choice context we 

follow Zhang and Adamowicz (2011), considering the characteristics of the choice format or the 

choice environment, which are described by a set of context attributes. In the literature several 

context attributes have been associated with status quo choices. Boxall et al. (2009), for 
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instance, found a positive relationship between the number of choice tasks in the sequence and 

the tendency to stay at the current situation. The opposite effect was observed when the 

number of alternatives was increased from two to three or from four to five, respectively 

(Adamowicz et al., 2011, Rolfe and Windle, 2012). The probability of status quo choices has also 

been observed to decrease as the number of trade-offs increases (Rolfe and Bennett, 2009, 

Zhang and Adamowicz, 2011). In contrast, a positive effect on this probability results from 

alternatives being more similar to each other (Balcombe and Fraser, 2010, Zhang and 

Adamowicz, 2011). Additionally, the literature indicates that also perceptions of the current 

situation influence the likelihood to choose the status quo alternative (Marsh et al., 2011). This 

might indicate to what extent the probability of choosing the status quo alternative is influenced 

by the quality of the environment respondents perceive in their surroundings. People who 

perceive the quality of the environment in their surroundings as higher might be less likely to 

choose alternatives that describe improvements compared to the status quo alternative. 

To investigate context-induced status quo choices we apply a Design of Designs (DoD) approach 

originally introduced by Hensher (2004) (see also Caussade et al., 2005). To our knowledge, 

effects of the design dimensions have until today in the environmental field only been 

investigated by varying selected design dimensions, e.g., two versus three alternatives (Rolfe and 

Bennett, 2009, Zhang and Adamowicz, 2011). Implementing 16 different split samples we 

systematically vary the number of choice tasks, the number of alternatives, the number of 

attributes and their levels as well as the level range. In addition to the design dimensions we 

employ three structural measures of choice task complexity which are derived from the 

configuration of information conveyed by the choice tasks (DeShazo and Fermo, 2002). Entropy 

is used to measure the similarity between alternatives in a choice task (Shannon, 1948, Swait 

and Adamowicz, 2001), and cumulative entropy, accordingly, reflects the accumulating burden 

induced by the similarity between alternatives when a respondent moves through the sequence 

of choice tasks. Additionally, the number of attribute level changes in the task is applied as a 

proxy for the number of trade-offs to be made by respondents (DeShazo and Fermo, 2002). The 

data is from a web survey dealing with land use changes in Germany. 

For our analysis we simultaneously adopt two approaches previously presented in the literature. 

Firstly, we include the alternative specific constant of the status quo (ASCsq) alternative in the 

deterministic part of the utility function and interact sets of covariates that describe the choice 

context as defined in this study with the ASCsq. The covariates are grouped in sets capturing i) 

complexity impacts from the dimensionality of the different designs, ii) structural measures of 

choice task complexity, and iii) individual׳s perceptions of the current environmental quality as 
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stated by respondents prior to the CE. All models also include interactions among the ASCsq and 

socio-demographic characteristics of the respondents. Secondly, we introduce different error 

structures within the stochastic component of the utility function to capture differences in the 

substitution patterns between the status quo and the non-status quo alternatives (Scarpa et al., 

2005, Hess and Rose, 2009, Willis, 2009). In order to investigate whether the choice context 

affects welfare measures we compare marginal willingness to pay (WTP) estimates and 

compensating variation measures across those designs that share the same number of 

attributes. 

The contribution of this research is to simultaneously account for the influence of multiple 

context variables on the status quo effect. In particular, to our knowledge this is the first time 

that status quo choices are investigated using a DoD approach systematically varying the five 

design dimensions. Besides improving the general understanding of the relationship between 

choice context and status quo choices, the findings of this study are expected to have two-fold 

implications. Firstly, being aware of the factors that may promote the status quo effect is of 

importance for both researchers and practitioners because the dimensionality and thus the 

complexity are determined within the design stage of the CE. Secondly, knowing the utility 

associated with the status quo alternative is crucial for obtaining unbiased WTP and, particularly, 

non-marginal welfare estimates (Adamowicz et al., 1998, Scarpa et al., 2005, Von Haefen et al., 

2005, Adamowicz et al., 2011). 

We find the probability of choosing the status quo to be positively related to the number of 

choice tasks, the similarity between alternatives as well as the level range. In contrast, it is 

negatively associated with the number of alternatives. The propensity to stay at the status quo is 

further affected by participants’ perception of the current situation. Highly significant error 

components for alternatives different from the status quo reveal the presence of a stochastic 

status quo effect. Taking the example of designs with the lowest and highest number of status 

quo choices, marginal WTP and, particularly, non-marginal welfare measures are found to differ 

significantly. 

4.2 Study design and survey 

4.2.1 Dimensionality of choice tasks 

Following the design master plan by Hensher (2004), 16 different designs were created. 

Accordingly, the following dimensions of a CE are varied: number of choice tasks, number of 

alternatives, number of attributes, number of attribute levels, and the level range. The 

dimensions of each design are reported in Table 5. The number of choice tasks presented to 
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respondents varies, for example, from 6 to 24, and the number of attributes varies between four 

and seven. The non-cost attributes are all related to environmental aspects associated with land 

use changes in Germany. The list of attributes comprises Share of Forest, Land Conversion as 

well as several attributes regarding biodiversity conservation. In addition, “annual contribution 

to a landscape fund” was implemented as a payment vehicle.  

All attributes except those concerning biodiversity conservation were presented in all designs. 

The attribute Biodiversity is based on an indicator using stocks of bird populations in Germany 

(BMU 2010). In order to expand the number of attributes according to the design plan, this 

indicator can be segregated and aggregated into various bird populations in different landscapes 

(e.g., birds in the whole landscape can be split up into birds in agricultural landscapes plus birds 

in other landscape types). Table 1 gives an overview of the attributes used. 

Table 1: Attributes used in the CE 

Attribute Label Level variation 

Relative share of forest in the landscape Share of Forest 
Percentage changes 
(positive and negative) 

Rate of converting land for infrastructure, 
urban areas, etc.  

Land Conversion 
Percentage changes 
(positive and negative) 

Biodiversity in the whole landscape including 
all landscape types  

Bio_whole Indicator values 

Agricultural landscape biodiversity  Bio_agrar Indicator values 

Forest landscape biodiversity Bio_forest Indicator values 

Urban area biodiversity Bio_urban Indicator values 

Biodiversity in other landscape types: Forests, 
urban areas, mountains, waters 

Bio_other1 Indicator values 

Biodiversity in other landscape types: Urban 
areas, mountains, waters 

Bio_other2 Indicator values 

Biodiversity in other landscape types: 
Mountains, waters 

Bio_other3 Indicator values 

Contribution to a landscape fund Cost € per year 

On each choice task respondents were asked to choose their preferred option among two to 

four generic, hypothetical alternatives considering landscape changes within a radius of about 

15 kilometres (km) around respondents’ place of residence and a status quo alternative. The 

status quo alternative was described and coded as follows: The levels of the first two attributes, 

Share of Forest and Land Conversion, were presented to respondents as “as today” and coded 

zero. As we do not know the current state of these attributes for individual respondents, no 

absolute values could be stated. For the biodiversity attributes we informed respondents about 
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the current state of the indicator for each attribute (e.g. “today 65 on index”) in each choice 

task. We further informed people that the indicator is an average population measure and might 

be subject to regional variations throughout Germany. The Cost attribute was presented and 

coded as “0 €“ in the status quo alternative. This alternative was always shown in the last 

column of the choice task and had the same levels across all treatments. As payment vehicle we 

used a contribution to a fund which might not be as incentive compatible as compulsory 

payments such as taxes. The reason for this was that respondents were asked to value rather 

local changes within a 15 km surrounding of their place of residence. Tax increases for such a 

change in land use would not have been plausible for the respondents due to the German tax 

system. However, in the preamble of the CE it was emphasized that respondents had to pay for 

the land use changes and that the amount to pay would only be used to implement the policy. 

In order to assign the attribute levels to alternatives we created for each of the 16 designs 

separate Bayesian efficient designs with uniform priors for the attribute parameters to allocate 

the attribute levels to alternatives. The value ranges for the priors were derived based on 

previous projects and published studies. The design was generated for a multinomial logit 

model5 using the C-error as a design criterion. C-efficient designs aim at minimizing the sum of 

the variance of the marginal WTP estimates (Scarpa and Rose 2008). To allow for uncertainty in 

the value of the priors, modified latin-hypercube sampling (ChoiceMetrics 2012) was applied and 

1000 draws were taken for each parameter prior from uniform distributions. The algorithm 

stopped searching for a more efficient design when no improvements with respect to the 

optimisation criteria were found within 30 minutes. Designs were not blocked and thus a 

respondent received each time the complete design helping to avoid potential confounding with 

any response heterogeneity that might be a consequence of blocking (see Cherchi and Hensher 

2015). Before respondents could answer the choice tasks, which were presented in a 

randomized order, they were asked to evaluate the current situation regarding the attributes 

presented to them in the CE. This was done to obtain information on the perceived status quo 

which was recorded on a four-point scale ranging from “very low” to “very high”.  

 

 

5  Although all designs were optimized for a multinomial logit model, we use in our analysis mainly the mixed logit 
model. At the time when we designed the survey we assumed that designs generated based on the MNL model 
would also perform - relatively - efficient when panel RPL models are estimated (Bliemer and Rose, 2011) and 
thus were not concerned that this procedure would result in major losses of efficiency nor that it would impact 
on the estimates. However, as evidence is becoming available that the neutrality assumption regarding the role 
of the experimental design might not be justified (e.g., Yao et al., 2015; Fosgerau and Börjesson, 2015), we agree 
with an anonymous reviewer that our procedure could have implications and thus think that the relationship 
between experimental design and model outcomes need further research in the near future.  
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4.2.2 Survey administration and sample 

The Germany-wide online survey was run in December 2012. Respondents were recruited from 

a panel of a survey company. Each respondent was randomly allocated to one of the 16 designs. 

Since the statistical efficiency differs across designs, we defined targets for some designs with 

respect to the number of interviews. As a guideline for defining targets we used the information 

provided by Ngene software (ChoiceMetrics 2012) on the minimum number of observations 

needed for obtaining statistically significant parameter estimates (t-value equal or above 1.96). 

In total 1661 respondents completed the survey and provided useable interviews. The average 

interview length was 23 minutes and the response rate was 29.5%. Table 2 reports the number 

of useable interviews as well as the socio-demographic variables for each design. Particularly 

with respect to gender, where the figures vary between 36.25% and 56.96%, there seems to be 

some variation in the means and standard deviations across designs. However, since we focus 

mainly on methodical issues and control for possible influences of the socio-demographic 

characteristics on status quo choices, we do not worry too much about the representativeness 

of each sample. 

Table 2: Completed interviews and socio-demographic variables per design 

Design Completed  
interviews 

Mean age in years 
(SD) 

Male respondents 
% 

Mean years of 
schooling 
(SD) 

1 83 41.43 (14.14) 44.57  14.07 (3.65) 

2 81 44.05 (14.19) 41.04  14.42 (3.66) 

3 123 43.66 (13.56) 42.27  13.97 (3.53) 

4 80 42.50 (14.25) 50.00  13.34 (3.43) 

5 102 42.98 (14.49) 54.90  14.40 (3.55) 

6 80 42.34 (13.33) 46.25  14.09 (3.74) 

7 217 42.31 (13.01) 47.00  13.69 (3.51) 

8 79 42.54 (12.75) 56.96  13.61 (3.54) 

9 80 43.31 (14.08) 36.25  13.75 (3.47) 

10 150 41.98 (13.72) 50.00  13.95 (3.52) 

11 88 41.44 (13.81) 56.62  13.60 (3.63) 

12 79 39.01 (13.06) 40.50  13.97 (3.25) 

13 111 41.79 (13.04) 55.85  14.22 (3.54) 

14 81 43.22 (12.43) 50.61  13.54 (3.70) 

15 144 40.44 (13.60) 50.00  13.60 (3.56) 

16 83 41.83 (13.56) 49.40  14.08 (3.51) 

Total 1661 42.15 (13.53) 48.40  13.88 (3.54) 

Note: Standard deviations (SD) in parentheses. 
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4.3 Modeling approach 

4.3.1 Structural complexity measures  

In addition to the design dimensions of a CE we use three measures of choice task complexity 

capturing effects of the structure and configuration of information in a CE. The first measure we 

use is entropy. Originally defined in information theory, it is a measure of information content or 

uncertainty (Shannon 1948) and was introduced into the discrete choice literature by Swait and 

Adamowicz (2001). It can be seen as a measure of the similarity between alternatives or the 

cognitive burden of the choice task. Entropy is calculated using  

𝐻(𝜋𝑥) = − ∑ 𝜋(𝑥𝑗) log 𝜋(𝑥𝑗)𝐽
𝑗=1                                                                                                 (1) 

where alternatives of the CE are characterized by {𝑥𝑗, 𝑗 = 1, … , 𝐽},  and their probability 

distribution is 𝜋(𝑥). This way the number of alternatives presented is directly included in the 

formula and influences the level of entropy. Thus, the more equal the probabilities of the single 

alternatives, the higher the entropy (Swait and Adamowicz 2001). In this study we calculate 

entropy using the logit formula with attribute levels recoded to vary between -1 and 1. 

Therefore, they are orthogonal to each other. This ensures that no attribute level dominates 

expected utility (Zhang and Adamowicz 2011). Moreover, we use flat priors having equal weights 

for each attribute (Swait and Adamowicz 2001). Secondly, cumulative entropy measures the 

uncertainty across all choice tasks or the cumulative cognitive burden of choosing the best 

option (Swait and Adamowicz 2001). It is calculated by using 

𝐻𝑟 = ∑ 𝐻′
𝑟

𝑟−1
𝑟′=1  for 𝑟 = 2, … , 𝑅      𝐻𝑟 = 0 for 𝑟 = 1                                                            (2) 

where Hr stands for the cumulative entropy experienced by the respondent up to the rth choice 

task. Thirdly, the number of attribute level changes occurring across all alternatives in a choice 

task indicates how many trade-offs respondents face when choosing among the alternatives on 

a task. More trade-offs between more different attribute levels might increase the cognitive 

burden of trading-off alternatives against each other (DeShazo and Fermo 2002; Zhang and 

Adamowicz 2011). 

4.3.2 Econometric approach 

As point of departure for our analysis we use McFadden’s (1974) random utility model. Under 

this framework, the utility 𝑈𝑛𝑗𝑡 for respondent 𝑛 of alternative 𝑗 (from a total of 𝐽𝑛) in choice 

situation 𝑡 (from a total of 𝑇𝑛 choice occasions) is given by: 

𝑈𝑛𝑗𝑡 = 𝑉𝑛𝑗𝑡 + 𝜀𝑛𝑗𝑡 = 𝜆𝑉𝑛𝑗𝑡
∗ + 𝜆𝜀𝑛𝑗𝑡

∗ ,    with   𝑉𝑛𝑗𝑡 =  ∑ 𝛽𝑛𝑘𝑥𝑛𝑗𝑡𝑘
𝐾
𝑘=1 + 𝐴𝑆𝐶𝑗,              (3) 
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for 𝑛 =  1,2, … , 𝑁, 𝑡 = 1,2, … 𝑇𝑛, 𝑗 = 1,2, … , 𝐽𝑛 , where 𝑉𝑛𝑗𝑡  depends linearly on observable 

explanatory variables, which are usually attributes 𝑥𝑛𝑗𝑡𝑘 and attribute parameters 𝛽𝑛𝑘. These 

parameters are constant (𝛽𝑛𝑘 = 𝛽𝑘 , ∀𝑛) in classical multinomial logit models (MNL) or can vary 

randomly over individuals in mixed logit family models. In our case, the constant 𝐴𝑆𝐶𝑗 is 

included only in the status quo alternative (𝑗 = 1), that is why 𝐴𝑆𝐶𝑗 = 0 for 𝑗 = 2,3, … , 𝐽𝑛. The 

parameter 𝜆 is a scale factor inversely proportional to the common standard deviation 𝜎𝜀 of the 

Gumbel error terms 𝜀𝑛𝑗𝑡
∗  and it is usually fixed to 𝜆 = 𝜋/(√6 𝜎𝜀) due to the identification so that 

𝑉𝑎𝑟(𝜀𝑛𝑗𝑡) = 𝜋2/6. If we separate the cost (𝑐𝑜𝑠𝑡𝑛𝑗𝑡 = 𝑥𝑛𝑗𝑡1) and non-cost attributes (𝑥𝑛𝑗𝑡𝑘, 𝑘 =

2,3, … , 𝐾), the utility from equation (3) can be rewritten as 

𝑈𝑛𝑗𝑡 = −𝛽𝑛1𝑐𝑜𝑠𝑡𝑛𝑗𝑡 + ∑ 𝛽𝑛𝑘𝑥𝑛𝑗𝑡𝑘
𝐾
𝑘=2 + 𝐴𝑆𝐶𝑗 + 𝜀𝑛𝑗𝑡 ,                  (4) 

and equation (4) is called model in preference space. We use models in preference space to 

investigate the effect of the design dimensions on the propensity to choose the status quo 

option. To test, however, whether the marginal WTP and the compensating variation measures 

of certain designs differ we use utility in WTP space models. Their advantage is that they provide 

more reasonable distributions of WTP avoiding extremely large WTP’s (Train and Week 2005). 

This is important as we specify the cost attribute as following a lognormal distribution in those 

models capturing unobserved taste heterogeneity. Using the definition that the marginal 

willingness to pay for an attribute is the ratio of the attribute’s coefficient to the cost coefficient 

𝑤𝑛𝑘 = 𝛽𝑛𝑘/𝛽𝑛1, utility can be rewritten as 

𝑈𝑛𝑗𝑡 = 𝛽𝑛1(−𝑐𝑜𝑠𝑡𝑛𝑗𝑡 + ∑ 𝑤𝑛𝑘𝑥𝑛𝑗𝑡𝑘  + 𝐴𝑆𝐶∗
𝑗)𝐾

𝑘=2 + 𝜀𝑛𝑗𝑡 ,                (5) 

𝑈𝑛𝑗𝑡 = 𝛽𝑛1(−𝑐𝑜𝑠𝑡𝑛𝑗𝑡 + ∑ 𝑤𝑛𝑘𝑥𝑛𝑗𝑡𝑘  + 𝐴𝑆𝐶∗
𝑗)

𝐾

𝑘=2

+ 𝜀𝑛𝑗𝑡 , 

The utility expressions (4) and (5) are equivalent and any distribution of 𝛽𝑛1 and 𝛽𝑛𝑘 in (4) 

implies a distribution of 𝛽𝑛1 and 𝑤𝑛𝑘 in (5) and vice-versa.  

As our analysis is focused on status quo choices, we employ a mixed logit (MXL) model and add 

error components to the utilities of non-status quo alternatives to achieve flexible patterns of 

substitution via an induced correlation structure across utilities (Scarpa et al. 2005; Scarpa et al. 

2007). In the presence of status quo effects different correlation patterns arise between the 

unobservable components of utility of the status quo alternative and those in non-status quo 

alternatives. Equation (6) incorporates, therefore, these error components and equation (4) can 

be rewritten as 
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𝑈𝑛1𝑡 = −𝛽𝑛1𝑐𝑜𝑠𝑡𝑛1𝑡 + ∑ 𝛽𝑛𝑘𝑥𝑛1𝑡𝑘

𝐾

𝑘=2

+ 𝐴𝑆𝐶1 + 𝜀𝑛1𝑡,                                   

𝑈𝑛𝑗𝑡 = −𝛽𝑛1𝑐𝑜𝑠𝑡𝑛𝑗𝑡 + ∑ 𝛽𝑛𝑘𝑥𝑛𝑗𝑡𝑘
𝐾
𝑘=2 + 𝑢𝑛𝑗 + 𝜀𝑛𝑗𝑡,        𝑗 = 2,3, … , 𝐽𝑛,                (6) 

where 𝑢𝑛𝑗~𝑁(0, 𝜎2) are additional error components to 𝜀𝑛𝑗𝑡 which are Gumbel-distributed. 

𝐴𝑆𝐶1 labels the status quo alternative and is subsequently indicated by ASCsq. 

Now let 𝑗𝑛,𝑡 be the alternative chosen by consumer 𝑛 in choice situation 𝑡, such that 𝑃𝑛,𝑡(𝑗𝑛,𝑡) 

gives the logit probability of the observed choice for consumer 𝑛 in choice situation 𝑡. The logit 

probability of consumer 𝑛’s observed sequence of choices is 𝑃𝑛 = ∏ 𝑃𝑛,𝑡(𝑗𝑛,𝑡)
𝑇𝑛
𝑡=1 . We assume 

that 𝛽𝑛 is distributed over consumers with density 𝑔(𝛽). In this case, if 𝑃𝑛,𝑡
𝑅 (𝑗𝑛,𝑡) gives the logit 

probability of the observed choice for consumer 𝑛 in choice situation 𝑡, the logit probability of 

consumer 𝑛’s observed sequence of choices is 𝑃𝑛
𝑅 = ∫ ∏ 𝑃𝑛

𝑅(𝑗𝑛,𝑡)
𝑇𝑛
𝑡=1 𝑔(𝛽)𝑑𝛽 

𝛽
 and the log-

likelihood function for the observed choices that is maximised by estimation procedure is 

𝐿𝐿 = ∑ 𝑙𝑛𝑁
𝑛=1 (𝑃𝑛

𝑅). 

4.3.3 Estimated models 

Table 3 presents the main models we estimate in this study. The base model (Model 1) is a plain 

MNL comprising the choice attributes, the constant term ASCsq and its interactions with socio-

demographic variables. Both the ASCsq and these interactions are incorporated in all 

subsequent models. With Model 2 we estimate an MXL model accounting for unobserved 

heterogeneity. All attribute parameters are specified as random parameters following a normal 

distribution except the cost coefficient that is assumed to be lognormally distributed with 

negative sign. As we assume that respondents across Germany could value the proposed land 

use changes positively or negatively, the normal distribution for the non-cost attributes is 

justified. Additionally, this model, as all following MXL models, contains error components 

capturing the unobserved heterogeneity among the hypothetical alternatives as defined by (6). 

The next two models extend Model 2 by variables related to design dimensionality of the choice 

tasks. Model 3 additionally includes interactions between the ASCsq and the five design 

dimensions. Moreover, Model 3 includes the structural complexity measure entropy as well as 

the perceived status quo regarding the attributes Share of forest, Land conversion, and 

Biodiversity. Due to the fact that cumulative entropy and the number of level changes are highly 

correlated with two design dimensions (see Table 6), only entropy is incorporated as a structural 

complexity measure. This will be detailed later on. Model 3 is, therefore, defined by equations 

(6), where socio-demographic variables, entropy, perceived status quo variables together with 
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variables capturing the design dimensions have been added to the utility of the status quo 

alternative.  

As the variation in all design dimensions could cause a potential scale effect, it is assumed that 

the scale 𝜆 in (3) can vary over individuals in the last model (Model 4). That is why, similar to, for 

example, Caussade et al. (2005) or Zhang and Adamowicz (2011), we specify the scale factor as a 

function of the six design dimensions ( 𝐷𝐷𝑘𝑛, 𝑘 = 1,2, … ,6)  according to 

𝜆𝑛 = exp (∑ 𝛾𝑘𝐷𝐷𝑘𝑛)6
𝑘=1 . The exponential form ensures a positive scale factor. As in this model 

the design dimensions are included in scale, they are dropped from the utility function because, 

as reported by other authors (e.g., Zhang and Adamowicz 2011), we experienced identification 

problems when incorporating them in both the utility and the scale function. Thus, Model 3 and 

Model 4 differ only with respect to whether the design dimensions are incorporated in the utility 

or scale function. Therefore, equations (6) of Model 3 are generalized in Model 4 as follows  

𝑈𝑛1𝑡
∗ = (exp (∑ 𝛾𝑘𝐷𝐷𝑘𝑛))6

𝑘=1 (−𝛽𝑛1𝑐𝑜𝑠𝑡𝑛1𝑡 + ∑ 𝛽𝑛𝑘𝑥𝑛1𝑡𝑘
𝐾
𝑘=2 + 𝐴𝑆𝐶1) + 𝜀𝑛1𝑡,   

𝑈𝑛𝑗𝑡
∗ = (exp (∑ 𝛾𝑘𝐷𝐷𝑘𝑛))6

𝑘=1 (−𝛽𝑛1𝑐𝑜𝑠𝑡𝑛𝑗𝑡 + ∑ 𝛽𝑛𝑘𝑥𝑛𝑗𝑡𝑘
𝐾
𝑘=2 + 𝑢𝑛𝑗𝑡) + 𝜀𝑛𝑗𝑡 ,    𝑗 = 2,3, … , 𝐽𝑛. (7) 

In this case, only socio-demographic variables, entropy and perceived status quo variables has 

been added to the utility of the status quo alternative as the variables considering the design 

dimensions are included in the scale function. All models were estimated in PythonBiogeme 

(Bierlaire 2003, 2008), the MXL by maximum simulated likelihood with 2000 Halton draws. In 

addition to the log-likelihood values we use the Akaike Information Criterion (AIC) and the 

Bayesian Information Criterion (BIC) for model comparisons. 

Table 3: Model specifications 

Model Type Utility function Scale Error  

  Main effects Interactions with ASC of status quo alternative  Component 

1 MNL Attributes  socio-dem.       

2 MXL Attributes  socio-dem.     error comp. 

3 MXL Attributes  socio-dem. design 
dim. 

entropy perceived SQ  error comp. 

4 MXL Attributes  socio-dem.  entropy perceived SQ design 
dim. 

error comp. 
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4.4 Results 

4.4.1 Perceived status quo in respondents’ surroundings 

Table 4 depicts the perceived status quo in the 15 km surroundings of respondents’ place of 

residence with respect to the given share of forests, the rate of land conversion, and the state of 

biodiversity. The perceived status quo was recorded before respondents faced the sequence of 

choice tasks.6 Among the participants 67% stated that the share of forests is “low” or “very low” 

while the corresponding figure for the state of biodiversity is 60%. For the degree of land 

conversion, we find that 46% of the participants selected the category “high” or “very high”. 

Remarkably, only 6% of the respondents perceive biodiversity to be very low. The same share of 

respondents perceives land conversion to be very high. 

Table 4: Perceived status quo regarding land use attributes in respondents surroundings (in %) 

 Share of Forest Land Conversion Biodiversity 

Very low 14.39 12.94 5.88 

Low 53.10 41.24 54.61 

High 27.69 39.80 36.42 

Very high 4.86 6.02 3.19 

Total 100 100 100 

Note: Observations =1661 

4.4.2 Status quo choices  

We start our analysis by presenting the share of status quo choices per design together with the 

design dimensions and the structural complexity measures. The first three columns in Table 5 

report the design number, the number of respondents, and the number of choices per design. 

Results are ordered according to the share of status quo choices by design, which is presented in 

the next column. The share ranges from 16% (Design 16) to 55% (Design 3). This range covers to 

a large extent the shares of status quo choices reported in the literature (e.g., von Haefen et al. 

2005; Hanley et al. 2006; Bullock 2008; Boxall et al. 2009; Lanz and Provins 2015). A glance at the 

columns reporting the design dimensions reveals a clear link between the share of status quo 

choices and the number of alternatives on a choice task. The more alternatives a choice task 

 

 

6  The (translated) wording of this question is: „Considering the 15 km surroundings of your place of residence with 
respect to the following aspects, how would you describe the current situation?“ Subsequently, the aspects, i.e. 
share of forests, share of land conversion, and biodiversity were briefly described and respondents were asked to 
describe the present situation in their surroundings on a four-point scale ranging from ‘very low’ to ‘very high’. 
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comprises, the lower is the share of status quo choices. While the three designs that entail the 

lowest share of status quo choices all have five alternatives (four designed and the status quo 

alternative), the six designs with the highest share of status quo choices all have three 

alternatives (two designed and the status quo alternative). The second, although less clear, link 

is between the share of status quo choices and the number of attributes. Designs with a higher 

number of attributes tend to result in a lower share of status quo choices.  

The structural complexity measures are reported in the last three columns and do not show a 

clear association with the share of status quo choices. Generally, mean entropy per choice task 

varies between 0.39 (Design 15) and 0.98 (Design 9). The design with the lowest share of status 

quo choices (Design 16) has a rather high value for mean entropy and, due to the large number 

of choice tasks, a relatively high cumulative entropy value. In contrast, in Design 3, which 

resulted in the largest share of status quo choices, both mean entropy value and mean number 

of level changes per choice task are lower than in Design 16. Regarding the number of 

respondents who have always chosen the status quo alternative, the association with the design 

dimensions is less obvious. The overall tendency, however, that more people always select the 

status quo alternative when the number of alternatives decreases remains. 
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Table 5: Status quo choices, dimensionality and structural complexity measures 

Design N  Choices SQ choices 
% 

Always 
status quo 
choices % 

Design dimensions Complexity measures 

     Number of Mean entropy per  
choice task (SD) 

Cumulative 
entropy 

Mean level 
changes per choice 
task (SD)  

  
  

Tasks Alt. Att. Level Level 
range 

16 83 1494 16.13 6.02 18 5 6 3 -20% 0.70  (0.39) 12.62 14.56 (1.57) 

10 150 900 24.33 14.00 6 5 7 3 +20% 0.68 (0.38) 4.08 17.83 (1.46) 

12 79 948 25.42 13.92 12 5 5 2 -20% 0.65 (0.39) 7.83 10.83 (1.07) 

7 217 1302 28.73 15.67 6 4 7 2 -20% 0.51 (0.35) 3.05 13.04 (1.51) 

1 83 1992 31.38 12.05 24 4 5 3 Base 0.56 (0.44) 13.43 9.33 (0.78) 

8 79 948 33.33 11.39 12 5 4 4 +20% 0.91 (0.37) 10.91 11.50 (1.66) 

9 80 1920 34.90 16.25 24 5 4 4 Base 0.98 (0.35) 23.47 10.88 (1.39) 

13 111 1998 35.59 20.72 18 4 7 2 Base 0.40 (0.33) 7.21 9.89 (1.05) 

2 81 1458 39.99 14.81 18 4 5 4 +20% 0.83 (0.35) 14.92 12.44 (2.27) 

11 88 528 40.34 19.32 6 4 6 4 -20% 0.77 (0.28) 4.62 13.00 (1.41) 

4 80 960 44.12 20.00 12 3 6 4 Base 0.45 (0.28) 5.37 9.33 (1.37) 

14 81 1458 46.84 16.05 18 3 4 3 -20% 0.73 (0.33) 13.05 6.39 (0.95) 

15 144 1728 50.46 25.69 12 3 5 2 Base 0.39 (0.27) 4.65 6.58 (0.95) 

5 102 612 51.47 18.63 6 3 4 3 +20% 0.69 (0.15) 4.16 6.00 (0.58) 

6 80 1920 53.80 15.00 24 3 4 4 -20% 0.79 (0.29) 18.94 7.29 (1.02) 

3 123 2952 54.54 23.58 24 3 6 2 +20% 0.56 (0.21) 13.44 10.33 (1.18) 

Total 1661 23118 Ø 37.84 Ø 16.92      Ø 0.66  Ø 10.12 Ø 10.58  

Note: Designs are ordered according to the share of status quo choices; N = observations; SQ = status quo; alt. = alternatives; att. = attributes; SD = standard 

deviation 
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The correlation patterns among the design dimensions and the structural complexity measures 

are reported in Table 6. Results show that cumulative entropy is strongly influenced by the 

number of choice tasks, and that the number of level changes is first of all influenced by the 

number of alternatives and then by the number of attributes per choice task. Compared to this 

the value of the entropy measure is only weakly associated with a single design dimension.  

Table 6: Correlation patterns between design dimensions and structural complexity measures  

Design dimension Entropy Cum. entropy Number of level changes 

Number of choice 
tasks 

0.05 (0.40) 0.91 (0.00) -0.11 (0.10) 

Number of 
alternatives 

0.20 (0.00) 0.10 (0.14) 0.64 (0.00) 

Number of attributes -0.33 (0.00) -0.34 (0.00) 0.46 (0.00) 

Number of levels 0.34 (0.00) 0.29 (0.00) 0.05 (0.46) 

Level range 0.00 (0.99) -0.06 (0.32) 0.17 (0.01) 

Note: P-value in parentheses 

4.4.3 Modelling results 

Table 7 presents the estimates for the four models outlined in Table 3. In the first part of Table 7 

estimates for the means and standard deviations corresponding to the attributes as well as the 

error components are reported. The second part of the table then reports the estimates for the 

interactions between the ASCsq and the variables capturing context effects. All dummy variables 

are effect coded (Bech and Gyrd-Hansen 2005). At the end of the table fit measures are 

reported.  

We start with a brief description of the upper part of Table 7. For the plain MNL model we find 

that all coefficients are highly significant and have the expected sign. On average people want 

higher shares of forests in their surroundings, higher levels of biodiversity, and less land 

conversion. Also the coefficient for cost is negative and significant indicating that respondents 

were less likely to choose an alternative with a higher price. Regarding the MXL models (Model 2 

to 4) we find this pattern to be present for all attributes across all models. The attribute 

coefficients are again all highly significant with the expected sign. Moving to the standard 

deviations we find that all except the one for Bio_other3 are highly significant as well. This 

indicates that tastes vary considerably across respondents, a finding that was expected. The 

literature shows that taste heterogeneity is in general present among respondents to stated 

preference surveys. Additionally, the interviews were conducted across Germany and therefore 

people live in different landscapes with, for instance, differing shares of forest cover or differing 
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rates of land conversion. The significant standard deviations of the error components (EC2 to 

EC4) confirm that the hypothetical alternatives are perceived differently from the current 

situation across all designs. The values of the standard deviations as well as the t-values are very 

similar across models indicating that the correlation among the hypothetical alternatives is not 

influenced by the inclusion of other model components.  

Turning to the lower part of Table 7, which reports the influence of the context variables on the 

probability to choose the status quo alternative, we see that the ASCsq in the MNL (Model 1) is 

highly significant with a positive sign. This indicates that participants are on average inclined to 

stay at the current situation. In this model also all interactions between the ASCsq and the socio-

demographic variables are statistically significant. Thus, an advancing age as well as being female 

raises the probability to choose the status quo alternative while, in contrast, higher education 

increases the probability to choose one of the hypothetical alternatives. The ASCsq becomes 

indistinguishable from zero when we look at the remaining Models. This result is due to the 

more flexible assumptions of the MXL models. Model 2, 3 and 4 have not only random 

parameters, but also include the random error components which capture the heterogeneity 

among alternatives that is not attributable to taste heterogeneity with respect to the choice 

attributes.  

Model 3 additionally incorporates a number of interaction terms with the ASCsq representing 

three types of context variables. These are the design dimensions, the structural complexity 

measure entropy, and the perceived status quo regarding the share of forest, land conversion, 

and biodiversity. Some of the interactions are highly significant indicating an important influence 

on the propensity to choose the status quo alternative. Starting with the design dimensions, we 

find that participants are more likely to choose the status quo alternative the later a choice task 

is presented in the sequence of tasks (position of a task). This result is in line with findings by 

Boxall et al. (2009), for example, providing further evidence that with an increasing number of 

decisions respondents are more likely to adopt simplifying strategies.  

For the number of alternatives we find evidence, again in line with previous literature, for 

preference matching effects (e.g., Rolfe and Bennett 2009; Zhang and Adamowicz 2011). These 

effects are revealed through negative and significant coefficients the interactions indicating 

designs with four and five alternatives compared to designs with three alternatives. The more 

alternatives a choice task comprises, the less likely respondents are to choose the status quo. 

This association was already evident from Table 5 showing the relation between the share of 

status quo choices and the number of alternatives suggesting that with more alternatives it 
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might have been easier for respondents to find a program that better matches their preferences. 

Thus, they are therefore less likely to select the status quo alternative.  

Interestingly, status quo choices are unaffected by the number of attributes. At a first glance this 

result appears to be somewhat surprising since one might expect status quo choices to increase 

with more attributes as more information has to be processed by participants. An explanation 

for this result could be the specific design approach of this study. Here, the increase in the 

number of attributes in achieved by disaggregating the biodiversity in the whole landscape into 

its different components based on different landscape types. For instance, “biodiversity in the 

whole landscape” in designs with four attributes is split-up into “biodiversity in agricultural 

landscapes” and “biodiversity in other landscape types” in designs with five attributes. Thus, the 

number of attributes is varied without changing the good to be valued.    

Also, no significant influence of the number of attribute levels on status quo choices is found. In 

contrast, the signs of the level range dummies, i.e., to have narrower or wider level ranges 

compared to the base level, indicate that participants are less inclined to choose the current 

situation when the level range is less extreme. A reason for this are probably non-compensatory 

preferences or attribute cut-offs (Swait 2001). When the level range becomes wider, some level 

values may exceed the maximum (minimum) acceptable level. As a consequence, respondents 

remained at the status quo to avoid cutoff violations.  

Regarding the structural complexity measures, the interaction term of the ASCsq and entropy is 

found to be highly significant suggesting that respondents opted more often for the status quo 

when the similarity between alternatives was high and therefore the decision more difficult. This 

result is similar to other findings presented in the discrete choice literature (Balcombe and 

Fraser 2010; Zhang and Adamowicz 2011; Campbell et al. 2015a). As already stated, the other 

two structural measures, cumulative entropy and the number of level changes, have not been 

incorporated due to high correlations with the corresponding design dimensions choice task 

number and number of alternatives. In both cases the correlation exceeds 0.5 (Table 6). Finally, 

accounting for the influence of the perceived current situation on the probability to choose the 

status quo alternative, we find a significant effect on status quo choices. The higher the 

perceived share of forests and biodiversity in the landscape surrounding respondents’ place of 

residence, the higher the probability to opt for the status quo alternative. The opposite effect is 

observed for the interaction with land conversion. We interpret this finding as an indication for 

the role preferences play for the decision to opt for the status quo alternative or not. The three 

interactions reveal that the higher respondents perceived the quality of the landscape in their 

surroundings, the more likely they are to choose the status quo. 
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Table 7: Model estimates (Coefficients and robust |t-value|) 

 Model 1 Model 2 Model 3 Model 4 
 MNL MXL MXL Scale MXL 

 Coefficient |rob. t-value| Coefficient | rob. t-value | Coefficient | rob. t-value | Coefficient | rob. t-value| 

Attributes             

Share of Forest 0.0169 35.67 *** 0.0314 22.23 *** 0.0309 20.23 *** 0.0383 4.29 *** 
Land Conversion -0.0086 38.20 *** -0.0160 19.01 *** -0.0156 19.61 *** -0.0192 4.22 *** 
Bio_whole 0.0097 8.69 *** 0.0149 4.52 *** 0.0159 4.76 *** 0.0192 3.17 *** 
Bio_agra 0.0056 9.47 *** 0.0086 6.82 *** 0.0079 5.77 *** 0.0110 3.58 *** 
Bio_forest 0.0058 6.49 *** 0.0143 7.41 *** 0.0142 7.37 *** 0.0201 3.59 *** 
Bio_urban 0.0058 5.32 *** 0.0108 5.75 *** 0.0098 5.17 *** 0.0167 3.35 *** 
Bio_other1 0.0077 7.01 *** 0.0112 3.85 *** 0.0097 3.47 *** 0.0135 2.89 *** 
Bio_other2 0.0029 4.02 *** 0.0096 6.19 *** 0.0103 6.17 *** 0.0127 3.49 *** 
Bio_other3 0.0050 5.45 *** 0.0084 5.55 *** 0.0078 5.14 *** 0.0125 3.29 *** 
Cost -0.0062 25.52 *** -5.3500 32.15 *** -5.5500 31.87 *** -5.2800 20.35 *** 

Standard deviations             

Share of Forest    0.0357 23.22 *** 0.0352 20.87 *** 0.0408 4.36 *** 
Land Conversion    0.0220 25.40 *** 0.0220 24.87 *** 0.0257 4.30 *** 
Bio_whole    0.0370 6.43 *** 0.0353 9.39 *** 0.0472 3.71 *** 
Bio_agra    0.0125 5.10 *** 0.0114 3.94 *** 0.0170 3.72 *** 
Bio_forest    0.0159 6.17 *** 0.0166 6.00 *** 0.0202 3.68 *** 
Bio_urban    0.0129 3.98 *** 0.0130 3.78 *** 0.0209 3.02 *** 
Bio_other1    0.0261 6.06 *** 0.0268 6.12 *** 0.0327 3.60 *** 
Bio_other2    0.0120 6.38 *** 0.0141 5.64 *** 0.0143 3.21 *** 
Bio_other3    0.0046 1.19   0.0052 1.03   0.0087 1.08  
Cost    2.8200 24.97 *** 2.4600 18.23 *** 3.0100 21.52 *** 

Error components             

EC_2    3.8900 13.74 *** 3.8400 15.78 *** 4.5700 4.42 *** 
EC_3    4.5500 13.46 *** 4.9500 15.20 *** 4.9900 3.70 *** 
EC_4    4.1200 13.00 *** 4.8600 10.97 *** 5.3100 4.04 *** 
Alternative specific constant             
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ASCsq 1.0200 13.90 *** 0.0642 0.08   2.5900 1.61  -2.0500 -1.40  
Socio-demographic variables                
× age 0.0029 2.79 *** 0.0117 0.88   0.0122 0.70   0.0061 0.52   
× gender -0.2990 10.71 *** -0.3090 2.48 ** -0.4950 1.70 * -0.2650 -1.72 *** 

× education -0.1630 11.31 *** -0.4410 3.51 *** -0.2510 -1.82 * -0.5590 -2.16 *** 
Structural complexity measure               
× entropy       0.3650 4.08 *** 0.3020 2.40 ** 
Perceived status quo               
× share of forest       0.7130 2.85 *** 1.0600 2.45 *** 
× land conversion       -0.9760 -2.42 ** -0.8810 -2.69 *** 
× biodiversity       0.7510 2.67 *** 0.6120 2.49 ** 
Design dimensions in                 
… utility function             
× position of task        0.0472 7.30 ***     
× number of alternatives       -1.0900 -6.98 ***     
× number of attributes       -0.1300 -0.95       
× number of levels       -0.0030 -0.01       
× narrow level       -0.3330 -2.72 ***     
× wide level       0.5680 1.66 *     
… scale function             
-> position of task          0.0214 7.74 *** 
-> number of alternatives          -0.0381 -1.18  
-> number of attributes          -0.0380 -1.39  
-> number of levels          -0.0134 -0.37  
-> narrow level          0.0971 3.14 *** 
-> wide level          -0.1760 -5.66 *** 

Log-likelihood -26870.47 -17682.68 -17560.32 -17520.66 
Number of parameters 14 27 37 37 
Observations 23118 23118 23118 23118 
Akaike Information Criterion 53769 35419 35195 35115 
Bayesian Information Criterion 53882 35637 35492 35413 

Note: ***, **, *: significance at the 1%, 5% and 10% level, × interaction with the ASCsq, -> covariate in scale function 
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The final model (Model 4) incorporates, in contrast to Model 3, the design dimensions into the 

scale function, but keeps everything else unchanged. Regarding the context variables that 

remain in the utility function, we find that the effects are mainly the same as in Model 3. 

Entropy as well as the interaction terms of the ASCsq with the perceived status quo are still 

significant and have the same sign.  

When we compare the effects of the design dimensions in the utility function to those in the 

scale function, we find that three variables, position of task, narrow as well as wide level range, 

are statistically significant in both models. The variance of the error term decreases with an 

increasing number of choice tasks indicating some institutional learning reported also in other 

studies (e.g., Czajkowski et al. 2014). Choice consistency is furthermore promoted when level 

ranges are narrow, but decreases when the level range broadens. When the range is narrow 

comparisons of alternatives are easier for respondents. This finding is in line with Caussade et al. 

(2005). The other design dimensions, including the number of alternatives, which has been 

found to influence status quo choices significantly in Model 3, do not significantly impact choice 

consistency.  

Regarding model performance we find, not surprisingly, that all MXL models clearly outperform 

the MNL model. A comparison of the log-likelihood values and both information criteria for 

Model 1 and Model 2 suggests that accounting for unobserved taste heterogeneity with respect 

to attributes and alternatives as well as for the panel character of the data strongly improves 

model fit. Incorporating the context variables again improves the fit when Model 3 is compared 

to Model 2. The best model fit is achieved in Model 4 where the design dimensions are 

covariates of the scale parameter; although Model 4 has the same number of parameters, the 

log-likelihood is lower than in Model 3. This has likely to do with the distributional assumption 

underlying the random parameters of these models. When the design dimensions are included 

in the scale function, complexity impacts are modeled in a more flexible way since the 

distribution can change among individuals, that is, the distributional assumptions in Model 4 are 

more flexible than in Model 3. 

4.4.4 Effects on welfare 

Subsequently, we investigate whether different designs result in different marginal WTP 

estimates and compensating variation (CV) measures. According to Table 5 the designs are 

associated with different shares of status quo choices. Since we expect that potential differences 

in the non-marginal CV measures are driven by the sign and value of the ASCsq rather than by 

the marginal WTP estimates, we select the two designs with the lowest (16.13%) and the highest 
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(54.54%) share of status quo choices, i.e., Design 16 and Design 3, respectively. By chance both 

designs have the same number of attributes and differences in welfare measures should 

therefore not be caused by a varying number of attributes used to describe the changes in 

biodiversity. For both designs we estimate a MNL and a MXL model following the specification of 

Model 2 in Table 3 (model results are presented in Appendix A). Both models are estimated, as 

stated in the econometric section, in WTP space to avoid extremely high WTP values and to 

obtain more reasonable WTP distribution. In order to calculate the CV measures we assume a 

scenario in which the share of forests increases by 10% and the rate of land conversion 

decreases by 5%. For biodiversity we assume, for the sake of simplicity, no changes compared to 

the status quo. As Adamowicz et al. (2011) point out, the literature provides little guidance on 

whether the status quo parameter should be included or excluded from non-marginal welfare 

calculations. Therefore, Table 8 presents the welfare measures from both models each time with 

and without accounting for the status quo effect via including the ASCsq or not.  

Table 8: Marginal willingness to pay and compensating variation measures based on WTP 
space models in Euro 

Model  
Design 3 

(24 Tasks, 3 Alt., 6 
Att.) 

Design 16 
(18 Tasks, 5 Alt., 6 Att.) 

MNL 

Marginal WTP  Share of Forest 1.30 (0.66 / 1.94) 3.52 (2.36 / 4.68) 

 

Land 
Conversion 

-0.80 (-1.04 / -0.56) -1.96 (-2.44 /-1.48) 

 

Compensating 
variation 

ASCs
q 

Yes 106.01 (44.83 / 167.19) -172.00 (-220.00 / -123.99) 

 
No -16.99 (-24.24 / -9.74) -45.07 (-58.28/ -31.72) 

MXL 

Marginal WTP  Share of Forest 1.09 (0.62 / 1.56) 5.53 (2.20 / 8.86) 

 

Land 
Conversion 

-0.87 (-3.13 / 1.41) -2.98 (-4.93 / -1.02) 

 

Compensating 
variation 

ASCs
q 

Yes 129.78 (55.75 / 203.79) 
-705.20 (-1148.77 / -

261.63) 

 
No -15.23 (-20.47 / -9.98) -70.20 (-106.44 / -33.95) 

Note: Confidence interval (in parentheses) calculated using the Delta method; WTP = willingness 

to pay (€ per household and year) MNL = Multinomial Logit; MXL = Mixed Logit 

As reported in Table 8, estimates obtained from the MNL as well as the MXL lead to higher mean 

marginal WTP estimates for Design 16 compared to Design 3. Respondents who have been 
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randomly assigned to Design 16 are willing to pay more for a one percent increase in forest 

share (€3.52 compared to €1.30 for the MNL and €5.53 compared to €1.09 for the MXL) and 

experience a larger disutility from a one percent increase in land conversion (€-1.96 compared to 

€-0.80 for the MNL and €-2.98 compared to €-0.87 for the MXL). Considering the CV for the land 

use change scenarios presented above, the pattern remains the same. The non-marginal values 

for Design 16 indicate much larger welfare gains than those derived from Design 3. As stated 

above, we distinguish here between measures calculated including the value of the ASCsq and 

excluding it. Starting with the latter, we find values which are an order of magnitude smaller. 

Based on Design 16 and the MNL model, €-45 are needed to keep individuals at the same utility 

level compared to €-17 based on Design 3. This is a difference of around €30. The confidence 

intervals are non-overlapping. The difference between the designs becomes even larger when 

we consider the results based on the MXL model. Here, the values are calculated to be €-70 for 

Design 16 and of €-15 for design 3; the difference has increased to €55.  

Proceeding to the CV measures that include the value of the ASCsq, the differences increase 

strongly to around €825. Confidence intervals are again both times non-overlapping indicating 

statistically significant differences. It is also noteworthy that when we include the ASCsq in 

calculating the non-marginal values the sign flips from positive in Design 3 to negative in Design 

16. If we use Design 3, results suggest that individuals would on average experience a loss when 

the current situation would be changed while Design 16 suggests the opposite. Finally, we tested 

all comparisons using the complete combinatorial method (Poe et al. 2005). In all cases we can 

clearly reject the null hypothesis that the mean values are from the same distribution. 

4.5 Conclusions 

To the best of our knowledge this is the first attempt to examine the status quo effect in a DoD 

approach systematically accounting for five design dimensions of the CE. Particularly, in 

environmental and resource economics knowing whether status quo choices are triggered by 

the design of the experiment is crucial. In contrast to other fields such as transportation or 

health economics, the option to stay with the status quo is often a reasonable response as 

people might prefer the status quo and do not want to give up income for improvements or to 

avoid deteriorations. If the propensity to choose the status quo alternative, however, is strongly 

influenced by the design of the CE, subsequent welfare estimates might be biased. Besides the 

design dimensions of the CE, we further incorporate context variables such as structural 

complexity measures and the perceived status quo to control for their influence on model 

results. 
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One of our main findings is that the frequency of status quo choices is negatively affected by the 

number of alternatives likely due to preference matching. Respondents who are presented only 

a few alternatives are more likely to select the status quo alternative as it might be more difficult 

for them to find an alternative that matches their preferences (Zhang and Adamowicz, 2011). 

This result is worrying since we find the highest number of status quo choices in designs with 

two hypothetical and one status quo alternative. According to our understanding of the 

literature, this choice task format is the most often used in environmental economics. If our 

results are generalizable, this suggests that high frequencies of status quo choices reported in 

other studies might have been induced by the design of the choice task. In contrast, we do not 

find any evidence for a positive association between the number of alternatives and the error 

variance. 

We further find support for the hypothesis that status quo choices are positively related to the 

number of choice tasks respondents face. Presenting, everything else equal, more choice tasks is 

likely to increase the number of status quo choices. When we investigate the impact of the 

design dimensions on scale, we observe the error variance to decrease with an increasing 

number of choice tasks. This is in line with institutional learning (Czajkowski et al., 2014, Carlsson 

et al., 2012, Day et al., 2012, Hess et al., 2012), but might be the result of adopting non-

compensatory decision heuristics, too. This issue is also raised by Czajkowski et al. (2014) as an 

alternative explanation for decreases in the error variance which is also found in their study. 

Therefore, the decreasing error variance we observe might not only be explained by institutional 

learning, but could also be due to the fact that some respondents adopted non-compensatory 

decision heuristics, e.g. to choose the status quo option more frequently towards the end of the 

CE. Indeed, Campbell et al. (2015b) show that fatigue and learning effects vary across 

respondents. Moreover, note that because of identification problems we are not able to 

investigate the impact of the design dimensions on both utility and scale simultaneously (see 

also Zhang and Adamowicz, 2011). 

Regarding the number of attributes, however, it has to be kept in mind that the observed effects 

may be due to the specific design approach we use in this study. Increases in the number of 

attributes have been achieved by disaggregating one attribute, i.e., the attribute concerned with 

biodiversity. We employed this approach in order to be able to systematically account for 

differences in WTP estimates with respect to a common-metric attribute (Hensher, 2004, 

Meyerhoff et al., 2015). As a consequence, respondents may have jointly evaluated the 

biodiversity attributes rather than considering each in isolation. Alternatively, participants might 

not have attended to all components of the common-metric biodiversity attribute (Hensher and 
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Greene 2010). Both approaches could be seen as a simplifying information processing strategy 

and might therefore be responsible for our findings. 

For the remaining design dimensions we find the level range to be positively associated with the 

number of status quo choices as well as the error variance. We assume that the reason for this 

result is that larger level ranges signal to respondents a higher degree of uncertainty with 

respect to the magnitude of the environmental change to be valued. 

Another effect on status quo choices results from the levels of similarity between alternatives. 

Similarity, measured through the degree of entropy, is found to positively influence status quo 

choices. This shows that the findings by Swait and Adamowicz (2001) and Zhang and Adamowicz 

(2011), who found that higher entropy makes a status quo option more attractive, apply to a 

wider range of choice task formats. The other structural complexity measures, cumulative 

entropy and the number of attribute level changes, are highly correlated with the design 

dimensions and it is therefore not possible to independently determine their influence on the 

propensity to choose the status quo alternative. Status quo choices are also influenced by 

preferences. This is revealed through a positive relationship between the perceived quality of 

the current situation in respondents’ surroundings and the likelihood to stay at the status quo. 

This finding indicates the validity of the results as it is in line with demand theory. People who 

perceive the environmental quality in their surroundings as higher are expected to experience 

diminishing utility from further quality improvements. 

Effects triggered by the design of the choice tasks would be of less concern when they had no 

impact on welfare measures. Unfortunately, our results strongly suggest the opposite. 

Differences in the design of the CE are observed to have significant influence on marginal as well 

as non-marginal welfare estimates. Calculations for the two designs that cause the lowest and 

the highest number of status quo choices result for both, marginal and non-marginal estimates, 

in statistically different estimates. By including or excluding the status quo parameter in the 

calculations of the non-marginal welfare measures, we even observe a change in the sign, i.e., 

individuals experience utility from the valued land use changes according to one design, but 

would experience a loss of utility from the same land use changes according to the other design. 

Similar findings were presented, among others, by Adamowicz et al. (1998) and Boxall et al. 

(2009). This result indicates the need for further investigations and emphasizes at the same time 

the need for guidelines on whether the ASCsq should be considered or not when calculating 

non-marginal welfare measures. 
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Based on our results we would like to give at least two recommendations to researchers and 

practitioners who have to design a CE. First, we suggest considering to employ a design that goes 

beyond choice task formats with two hypothetical and a status quo alternative. Increasing the 

number of alternatives offers respondents more options resulting in a higher probability of 

preference matching. Second, we suggest that the number of choice tasks should be of minor 

concern when generating a CE design. In many studies authors report that the number of choice 

tasks was limited to, for example, four or six tasks per respondent in order to avoid negative 

effects of fatigue. The recent literature (Czajkowski et al., 2014, Hess et al., 2012, Meyerhoff et 

al., 2015) as well as the results of this study both do not support such a conclusion. Thus, a 

number of choice tasks in the range between 10 and 15 should in most applications not affect 

study results negatively. A larger number of choice tasks is at the same time desirable for 

calculating individual specific WTP estimates (e.g., Train, 2009). Another interesting result is that 

designs with a higher number of attributes do not seem to impair responses. This also supports 

the use of larger choice tasks. However, as detailed above, the DoD approach might have 

promoted this finding and it thus has to be interpreted with a higher degree of caution. 

Future research applying a DoD approach should consider the inclusion of choice tasks with only 

one hypothetical and a status quo alternative. As this design is thought to be incentive 

compatible (Carson and Groves, 2007, Collins and Vossler, 2009), including such tasks would 

enable further interesting insights. If possible, future DoD studies might also aim at increasing 

sample sizes. This could be especially crucial when it comes to calculating welfare measures 

based on separate designs. Our findings are restricted to the comparison of two sub-samples 

with 123 and 83 respondents, respectively. Finally, one might want to vary the number of 

attributes by a different approach than the one followed here. The problem, however, is not to 

confound effects of an increased number of attributes with effects due to information conveyed 

by attributes.  
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4.7 Appendix 

Appendix A: WTP space models for Design 3 and Design 16 

Variable Design 3 
(24 Tasks, 3 Alt., 6 Att.) 

Design 16 
(18 Taskss, 5 Alt., 6 Att.) 

 MNL MXL MNL MXL 
 Coefficient │rob. t.│ Coefficient │rob. t.│ Coefficient │rob. t.│ Coefficient │rob. t.│ 

Means         
ASCsq 123.000 3.56 *** 145.000 3.75*** -127.000 5.07*** -635.000 2.85*** 
Share of Forest 1.300 3.93*** 1.090 4.58*** 3.520 5.93*** 5.530 3.25*** 

Land conversion -0.798 6.47*** -0.865 4.78*** -1.960 8.01*** -2.980 2.98*** 
Bio_agrar 0.498 2.40*** 0.323 2.68*** -1.350 1.43*** -1.240 2.02** 
Bio_forest 1.000 3.15*** 0.668 3.96*** -2.680 2.60*** -2.600 2.46** 
Bio_other2 0.821 3.53*** 0.606 3.62*** 0.157 0.30*** 0.346 0.36 
Cost  -0.006 6.27*** -3.920 25.24*** -0.007 8.78*** -4.780 10.21*** 

Standard deviations 
Share of Forest  1.250 5.05***   6.560 2.33*** 

Land Conversion  1.160 4.94***   3.290 3.49*** 
Bio_agrar  0.219 0.88***   0.003 0.01 
Bio_forest  0.689 3.04***   1.910 0.33 
Bio_other2  0.554 3.72***   1.740 0.96 
Cost   0.707 7.62***   0.879 2.96*** 
Error components 
EC2  334.000 4.31***    

EC3     680.000 2.43** 

Number of parameters 7 14 7 14 
Observations 2952 2952 1494 1494 
Log-likelihood -2739.97 -1505.09 -2117.65 -1638.22 
AIC 5493.94 3036.19 4249.29 3304.43 
BIC 5535.87 3120.05 4286.46 3378.76 

Note: rob. t. = robust t-values; AIC =Akaike Information Criterion; BIC =Bayesian Information Criterion 
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Eliciting and Incorporating Cut-off Values in Choice Models 
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Abstract 

Despite theoretical assumptions, empirical evidence suggests that individuals may adopt non-

compensatory decision strategies such as attribute thresholds (cut-offs) when having to make 

choices. This paper analyzes the effect of eliciting and incorporating attribute cut-offs in choice 

models. Using data from a large-scale survey on the development of renewable energies in 

Germany, I first investigate whether cut-off elicitation questions prior to a choice experiment 

influence preferences. Using a split sample approach, I show that, compared to the treatment 

where no attribute thresholds are reported, willingness to pay estimates are higher when cut-

offs are elicited. In the next step, the subsample with cut-off elicitation is further analyzed. 

Descriptive statistics show that most participants state a cut-off level for attributes. However, 

respondents are willing to violate their self-imposed thresholds when making trade-offs in the 

subsequent choice experiment. To account for this effect, stated cut-offs are incorporated into a 

latent class model following the soft cut-off approach proposed by Swait (2001). I find that 

including cut-offs in the choice model improves model fit and effects the estimated parameters.  

Keywords: choice experiment, decision heuristics, attribute cut-offs, willingness to pay 
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5.1 Introduction 

Renewable energy development has been rapidly growing in recent years. Perhaps nowhere in 

the world is this more evident than in Germany where government policies such as the German 

Renewable Energy Act has increased the share of energy from renewable sources in electricity 

production to 32 percent in 2016 (BMWi 2017). This trend is expected to continue in the future. 

By 2025, the share of renewable energies in electricity production is aimed to obtain 40-45% 

(BMWi 2017). To incorporate new renewable energy sources into the electricity system the need 

for expanding the transmission grid has been highlighted in several instances (e.g. Schroeder et 

al. 2013). Despite public support of renewable energy technologies in Germany, the construction 

of new renewable energy facilities (REFs) as well as new transmission lines often faces 

substantial opposition at the local level. For instance, people living near wind farms may 

experience significant negative external effects from changes in the landscape, noise emission or 

shadow cast. Understanding the publics’ preferences towards renewable energy alternatives 

and quantifying the social costs of renewable energy technologies is crucial to facilitate the 

successful and efficient expansion of renewable energies. 

Discrete choice experiments (DCEs) have been found to be particularly suited to achieve these 

goals (Bergmann et al. 2008, Kosenius and Ollikainen, 2013). They have been applied in several 

studies to the economic valuation of preferences and willingness to pay (WTP) estimates 

towards different energy sources with a particular focus on specific onshore (e.g. Álvarez-Farizo 

and Hanley 2002, Dimitropoulos and Kontroleon 2009, Strazzera et al. 2011) and offshore wind 

sites (e.g., Ladenburg 2009, Krueger et al. 2011, Ladenburg et al. 2012). DCEs have also been 

employed to examine impacts of different sources simultaneously (e.g. Bergmann et al. 2008, 

Cicia et al. 2012, Kosenius and Ollikainen 2013) and to quantify negative externalities from 

transmission lines (McNair et al. 2011, Hu and Yoo 2014).  

As is typically in choice modeling, these studies assume that individuals have compensatory 

decision strategies such that they make trade-offs among all attributes. However, empirical 

evidence suggests that individuals may adopt non-compensatory decision strategies to, for 

instance, manage information acquisition and processing cost (e.g. Swait 2001). Two well-

documented heuristics are elimination-by-aspects (Tversky 1972) and satisficing (Simon 1955). A 

decision-making process that is associated with these heuristics is the use of thresholds or 

attribute cut-offs (Leong and Hensher 2012), which are defined as the minimum (maximum) 

acceptable level an individual defines for an attribute (Huber and Klein 1991). Swait (2001) and 
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Ding et al. (2012) both find that failing to account for such attribute cut-offs may lead to biased 

model parameter estimates and welfare measures. 

The use of attribute cut-offs has been investigated in several areas of research including 

transportation (Danielis and Marcucci 2007, Marcucci and Gatta 2011, Hensher and Rose 2012, 

Roman et al. 2017), health economics (Mentzakis et al. 2011) and food choice (Ding et al. 2012, 

Moser and Raffaelli 2012, Moser and Raffaelli 2014, Peschel et al. 2016). To the best of my 

knowledge, there is only one attempt in witch attribute cut-offs were analyzed in an 

environmental context (Bush et al. 2009). 

In principle, the use of attribute cut-offs may be investigated by following an analytical or a self-

stated approach (Hensher 2013). Since the analytical method – a two-stage estimation approach 

(e.g. Manski 1977) - involves several technical challenges (e.g., Swait 2001, Ding et al. 2012), only 

the self-stated approach has been implemented. Here, respondents have been asked to state 

their attribute thresholds prior or after the choice tasks. Swait (2001) discusses merits and 

drawbacks of these approaches opting for eliciting attribute cut-offs prior to the DCE arguing 

that thresholds should be based on individuals’ past experience and not on information provided 

in the choice tasks. I contribute to this literature by systematically addressing whether prior cut-

off elicitation influences individuals’ preferences in the subsequent choice tasks. 

This paper investigates the use of attribute cut-offs in an environmental context using data from 

a labeled DCE on the development of renewable energies and long-distance transmission lines 

(LDTLs) in Germany. The DCE was part of a large-scale online survey conducted in 2013. Prior to 

the DCE, cut-offs were elicited from a split sample of 1,694 out of a total of 3,390 respondents. 

Respondents were randomly assigned to one of two treatments which only differed in whether 

cut-offs were stated or not. The first objective of this research is to systematically investigate 

whether cut-off elicitation questions prior to a DCE influence choices, i.e. preference parameters 

and subsequent WTP estimates. The second objective is to analyze whether participants of DCE 

stick to their self-stated constraints or whether they are willing to violate them in the choice 

process. Cut-off violations may occur because when considered in isolation, the minimum or 

maximum acceptable level of each attribute may actually reflect decision makers' purpose. 

However, when traded-off against other attributes, individuals may be willing to either change 

or violate cut-offs because the additional benefit is greater than the cost caused by the violation 

recognizing the opportunity cost of self-reported cut-offs (Swait 2001, Bush et al. 2009).  

The violation of thresholds leads to the soft cut-off approach first proposed by Huber and Klein 

(1991) who found that individuals violate their stated cut-offs and adjust their thresholds when 
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they have more information about the attributes and decision task. A model recognizing the idea 

of soft cut-offs expanding the random utility framework by introducing utility penalties when 

self-imposed thresholds are violated is Swait (2001). The Swait (2001) model is the approach 

that has been employed most frequently to account for cut-offs in a discrete choice framework 

(Bush et al. 2009, Ding et al. 2012, Peschel et al. 2016, Roman et al. 2017). However, research 

following the idea of soft cut-offs in the context of unobserved preference heterogeneity and 

heterogeneous response to attribute cut-offs is still scarce (see Ding et al. 2012, Peschel et al. 

2016 and Roman et al. 2017 for some exceptions). I add to this research by specifying a Mixed 

Logit Model (MXL) with utility penalties for violated attributes. Parameter estimates then reveal 

whether individuals tend to adopt compensatory or non-compensatory decision rules (Swait 

2001, Moser and Raffaelli 2012, Roman et al. 2017). The results of this research are expected to 

improve the understanding of decision-making with respect preferences towards renewable 

energies and the use of attribute cut-offs in an environmental valuation context.  

5.2 Survey Design and Cut-off Elicitation 

5.2.1 Study Design 

The survey aimed at analyzing attitudes, preferences and acceptance towards the development 

of renewable energies in Germany. First, focus groups in six different cities throughout Germany 

were conducted in October 2012 to test the survey instrument. Among other things, participants 

were asked to answer and give feedback on parts of the questionnaire including the DCE. A 

revised questionnaire was then tested in two pilot studies. The final version of the questionnaire 

started by visualizing the renewable energy sources to be considered in the survey using 

pictograms. 

Respondents were told that the survey focused solely on renewable energies in the open 

landscape and did not consider offshore wind power and solar panels installed on roofs. 

Hereafter, participants were asked to answer several warm-up questions such as their exposure 

to REFs, or whether they feel disturbed by REFs in their surroundings. At the end of the 

questionnaire several socio-demographic characteristics were requested. Six attributes were 

used in the DCE and introduced on a page directly before the first choice set. Table 1 gives an 

overview of these attributes and their corresponding levels.  
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Table 1: Attributes employed in the DCE 

Attribute name Alternative Attribute level  Label 

Minimum distance to 
residential areas 

 300 / 600 / 900 / 1600 / 2500 Distance 

Size of the REF Wind small (5-10 turbines) / medium (18-25 
turbines), large (35-50 turbines) 

Size_W 

 Solar small (1-10 football f.) / medium (20-60 
football f), large (100-150 football f) 

Size_S 

 Biomass  small (1-3 fermentation tanks) / medium 
(5-8 fermentation tanks), large (15-25 
fermentation tanks) 
The future SQ level is medium. 

Size_B 

Number of REFs  1 / 2 / 3 / 4 / 5 Num_REFs 

Protection of 
landscape view / 
share of landscape 
not used for 
renewable energy 
expansion (in %) 

 10 / 20 / 30 /40 / 50 Landscape 

Long-distance 
transmission lines 

 overhead / underground LDTL 

Surcharge or rebate 
to your electricity bill 
in Euros per month 
(year) 

 -10 (-120) / -5(-60) / +2(24) / +7(84) / 
+14(168) / +23(276) 

Cost 

To allocate the attribute levels across choice sets, a Bayesian efficient design optimized for 

multinomial logit models (MNL) with labelled alternatives was generated. As an optimization 

criterion the C-error was used (Scarpa and Rose 2008). The prior values were taken from models 

estimated on data from the six focus groups as well as the pilot studies. The final design had 24 

choice sets blocked into four groups of six choice sets. Respondents were randomly assigned to 

one of the four blocks. The order of appearance of the choice sets was randomized. Also, the 

order of the first three alternatives was randomized across respondents.  

Respondents had the choice among four alternatives labelled as electricity from wind power, 

electricity from solar power, electricity from biomass, and “I do not care about the renewable 

energy technology”. Choosing the last option, a future status quo (FSQ) with a price of zero, 

would indicate that respondents do not to have influence on the type of renewable energy that 

could be installed in their 10 km surroundings, and that they accept the levels presented on this 

alternative. On each choice set respondents were asked to choose which alternative they prefer 

most (highlighted green in the second last row of the choice set), and which alternative they 

prefer least (last row of the choice set, highlighted red). On each choice set it was pointed out 
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that participants should consider the area of 10 km surrounding their place of residence. If they 

lived in a large city, they should think of the landscape surrounding their city as this might be 

used for recreational purposes, for instance. Figure 1 gives an example of a choice set.  

Figure 1: Example choice set 

 Electricity from 
wind power 

Electricity from 
solar power 

Electricity from 
biomass 

No influence on 
renewable type 

Minimum distance 
to the edge of 
town 

600m 2500m 300m 900m 

Size of REFs 
large 
(35-50 turbines) 

large 
(15-25 
fermentation 
tanks) 

small 
(1-10 football 
fields) 

medium 

Number of 
REFs 

4 5 5 3 

Protection of 
landscape view 

20% 50% 10% 30% 

Long-distance 
transmission 
line 

underground Underground overhead overhead 

Change of 
electricity bill per 
month (year) 

+14€ 
(+168€) 

-5€ 
(-60€) 

+14 € 
(+168 €) 

0 € 

I choose …     

…. best option □ □ □ □ 

…. worst option □ □ □ □ 

5.2.2 Cut-off Elicitation 

Prior to the DCE and before introducing the attributes, participants were asked to state their 

maximum (minimum) acceptable levels regarding four out of the six attributes. By asking the 

cut-off questions before and not after the DCE, I followed Swait’s (2001) argument that 

thresholds should be based on individuals’ past experience and not on information provided in 

the choice tasks. Similar to Aizaki et al. (2012), Ding et al. (2012), Moser and Raffaelli (2014), cut-

off levels were presented on a card. Respondents were asked to select the category closest to 

their threshold. Attribute cut-offs were only requested from a randomized split sample of 

around 50% of the participants. For the attributes Distance and Num_REFs thresholds were 

elicited alternative-specific since it can be assumed that they depended on the type of 
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renewable energy. Minimum requirements for Landscape and LDTL, however, were assumed to 

be generic. Thus, a total of eight cut-offs were elicited. 

The wording of the Distance attribute cut-off question was as follows: “If you think of the 

expansion of renewable energies, which is the minimum distance renewable energy facilities 

should at least have to your place of residence?” Then, the different cut-off levels were 

presented on a card and respondents were requested to select the closest cut-off level to their 

thresholds (Table 2). 

Table 2: Cut-off levels for attribute Distance 

Renewable energy 
facilities to generate 

Minimum distance 

 300m 600m 900m 1600m 2500m I do not care about the 
minimum distance 

electricity from       

wind power ○ ○ ○ ○ ○ ○ 

Solar power ○ ○ ○ ○ ○ ○ 

Biomass ○ ○ ○ ○ ○ ○ 

The wording for the number of REFs and Landscape were similar. However, for the number of 

REFs respondents were asked to state their upper cut-off since utility is expected to be 

negatively influenced by this attribute. The cut-off question for the qualitative attribute LDTL 

was worded as follows: “Which statement applies to you the most?” The categories were: “A) 

When expanding the electricity grid, new long-distance transmission lines must be built 

overhead. B) When expanding the electricity grid, new long-distance transmission lines must be 

built underground. C) I do not care whether new transmission lines are built overhead or 

underground.” To reduce the added burden of collecting information on attribute cut-offs, no 

thresholds were elicited for the attribute Size and Cost. Other reasons for not requesting 

maximum acceptable levels with respect to the Cost attribute were that individuals were not 

familiar with the good under evaluation and that no detailed information about the choice sets 

had been given at this this stage of the survey.  

5.3 Modelling Approach 

The modelling approach is based on the random utility theory, with a utility function U for 

respondent n and alternative i in choice task t characterised by price p and non-price attributes x 

of the experimental design, and a random error term ε: 

𝑈𝑛𝑖𝑡  =   −𝛼𝑛
′𝑝𝑛𝑖𝑡 + 𝜷𝑛′𝒙𝑛𝑖𝑡 +  𝜀𝑛𝑖𝑡 ,                (1) 
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where α and β are parameters to be estimated and ε is assumed to be identically and 

independently distributed (iid) and related to the choice probability with a Gumbel distributed 

error term. Let the sequence of choices over Tn choice tasks for respondent n be yn, i.e. yn = 

〈𝑖𝑛1, 𝑖𝑛2, … , 𝑖𝑛𝑇𝑛
〉. 

In a mixed logit (MXL) model, heterogeneity across respondents is introduced by allowing βn 

to deviate from the population means following a random distribution. In a MXL model, the 

unconditional choice probability of respondent n’s sequence of choices is the integral of the logit 

formula over all possible values of ηni weighed by the density of ηni: 

Pr(𝑦𝑛|𝛼𝑛, 𝛽𝑛) =  ∫ ∏
exp (−𝛼𝑛

′ 𝑝𝑛𝑖𝑡 + 𝛽𝑛
′ 𝑥𝑛𝑖𝑡)

∑ exp (−𝛼𝑛
′ 𝑝𝑛𝑗𝑡 + 𝛽𝑛

′ 𝑥𝑛𝑗𝑡)
𝐽
𝑗=1

𝑓(𝜂𝑛𝑖|𝛺)𝑑𝜂𝑛𝑖,

𝑇𝑛

𝑡1=1

                                         (2) 

where f(ηni|Ω) is the joint density of parameter vector for price and K non-price attributes [αn, 

βn1, βn2, … , βnK], ηni is the vector comprised of the random parameters and Ω denotes the 

parameters of these distributions (e.g. the mean and variance). This integral does not have a 

closed form and thus requires approximation through simulation (Train 2009). 

Several discrete choice models have been proposed to accommodate non-compensatory 

preferences in general (e.g. Elrod et al. 2004, Martínetz et al. 2009), and attribute cut-offs in 

particular (Swait 2001). In a two-stage sequential choice approach, proposed by Manski (1977), 

Manski and Sinha (1989) and Swiat and Ben-Akiva (1987), attribute cut-offs are reflected 

through a non-compensatory choice set formation model (first stage), and a second stage 

compensatory decision evaluating the choices of the screened alternatives (Swait 2001). This 

approach, however, does not explicitly use cut-off information from the decision maker. It is 

computationally intensive to estimate and do not allow for cutoff violations / penalties (Ding et 

al. 2012). The linear compensatory model by Swait (2001), in which cut-offs are “soft" and 

whose violation translates into penalties during the evaluation of alternatives incorporates cut-

offs as a behavioral phenomenon in the evaluation stage of the choice process (Swait 2001).  

Estimating a model with “soft” cut-offs requires adding a penalty function to the utility function, 

associating the cut-offs with the penalties. The utility function, without recognizing the sequence 

of repeated choices, would then have the following form: 

𝑈𝑛𝑖 = ∑ 𝛿𝑖

𝑖∈𝐶

𝑈(𝑋𝑖) +  ∑ ∑ 𝛿𝑖(𝑤𝑖

𝑘𝑖∈𝐶

𝜆𝑖𝑘 + 𝑣𝑘𝜅𝑖𝑘) 

where 𝛿𝑖 indicates which alternative out C available alternatives on the choice set was chosen, Xi 

is the k dimensional vector that describes the good, wk is the marginal disutility of violating the 

lower cut-off for attribute k, vk is the marginal disutility of violating the upper cut-off for 
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attribute k, 𝜆𝑖𝑘 is a cut-off constraint variable for the lower limit cut-offs constraint and κik is a 

cutoff constraint for the upper limit cut-offs (Swait 2001, Bush et al. 2009).  

5.4 Results 

5.4.1 Descriptive Statistics of the Survey 

In total, 12,833 panel members were invited to take part in the survey out of which 220 could 

not be admitted to the survey due to quota restrictions with respect to age and gender. Finally, 

4,027 individuals participated in the survey and 3,400 completed the questionnaire. After data 

cleaning, 3,390 useable interviews remained and are used in subsequent analysis. Of the total 

number of participants 1694 respondents faced the cut-off questions as detailed in Section 2.2. 

Table 3 provides means and standard deviations of the socio-demographic characteristics as well 

as the place of residence of the respondents.  

Mean age was measured to be 42.64 (42.80 or the cut-offs sample) years for the no cut-offs 

sample while 46% (45%) of the respondents were females. The average level of education, which 

was recoded as years of school and university attendance, was calculated to be 14.14 (14.03) 

years. 19% (21%) of the people participating in the survey lived in large cities, 18% (16%) in a 

suburban area of a large city. The percentage of respondents residing in medium size or small 

cities was 35% (33%) while 29% (31%) lived in villages.  

Table 3 further indicates that assigning respondents randomly to a sample resulted in very 

similar values. For each variable, a two-sample t-tests of equal means was conducted. The null-

hypothesis of equal means could not be rejected in any case. Compared to the German average 

the total sample, however, consists of a very large share of respondents with a university 

degree. This introduces a bias towards high education people. Since the aim of the paper is not 

to aggregate WTP estimates, I use this non-representative sample and note that qualification 

when interpreting the results.  
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Table 3: Socio-demographic characteristics of participants 

Variable Sample: no cut-offs Sample: cut-offs 

 Mean (SD) Mean (SD) 

Number of Respondents 1696 1694 

Age (years) 42.64 (14.20) 42.80 (14.00) 

Gender (1 =female) 0.46 (0.50) 0.45 (0.50) 

Education (years of schooling) 14.14 (3.56) 14.03 (3.57) 

Place of residence   

- Large city 0.19 (0.39) 0.21 (0.40) 

- Suburban area of a large city 0.18 (0.38) 0.16 (0.37) 

- Medium size or small city 0.35 (0.48) 0.33 (0.47) 

- Village 0.29 (0.45) 0.31 (0.46) 

Note: SD =standard deviation 

5.4.2 Comparison of Preferences Across Split Samples 

The analysis on the influences of cut-off elicitation questions starts by comparing chosen 

alternatives between split samples. Note that each respondent faced six choice sets which 

resulted in a total of 10,176 (10,264) choices. As Table 4 indicates electricity from solar power is 

with 38.91% (40.48%) the most chosen alternative followed by wind power (28.58% / 26.67%) 

and electricity from biomass (21.67% / 21.44%). In only 10.87% (10.44%) of the choice sets 

participants opted for the future status quo (FSQ). As already mentioned, choosing the FSQ 

meant that individuals would not have any influence on the type of renewable energy which will 

be developed in their ten km surroundings. Table 4 also reveals that participants who were 

asked to state their attribute thresholds chose the solar alternative slightly more often the 

respondents who were not required to report their cut-offs. The opposite effect is observed for 

wind power, electricity from biomass and the FSQ. A chi-squared test, however, indicates that 

the null-hypothesis of equal frequencies cannot be rejected (p-value =0.19). 

Table 4: Chosen alternatives across split samples 

Alternative Frequency (%): no cutoffs Frequency (%): cutoffs 

Wind 2,906 (28.56) 2,810 (26.67) 

Solar 3,959 (38.91) 4,114 (40.48) 

Biomass 2,205 (21.67) 2,179 (21.44) 

FSQ 1,106 (10.87) 1,061 (10.44) 

Total 10,176 (100) 10,164 (100) 

Table 5 presents the estimation results of a MNL as well as an MXL model for both split samples. 

Since the MXL models clearly outperform the MNL models and the estimated standard 
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deviations in the MXL models are highly significant, there is strong evidence of unobserved 

preference heterogeneity suggesting that attributes should be modelled as random parameters. 

Consequently, in what follows I focus on analyzing the results of the MXL models. While the 

alternative-specific constants (ASCs) are included as fixed parameters, all non-cost attributes are 

specified to follow a normal distribution while the negative of the cost attribute is assumed to be 

log-normally distributed.   

As suggested by the ASCs, respondents prefer, independently of the attributes, solar power over 

the FSQ. They still prefer, on average, the FSQ over electricity from biomass and wind power. 

This effect, however, is only statistically significant in the sample where cut-offs were elicited. 

On average and independently of the treatment, participants prefer new REFs to be built further 

away from their place of residence. This effect is most pronounced for wind turbines followed by 

electricity from biomass and solar power. Compared to REFs with medium size, respondents are 

more likely to choose an alternative with small REFs (Size_Ws, Size_Ss, Size_Sb). For the sample 

with no cut-off elicitation this effect is, however, indistinguishable from zero with respect to 

electricity from solar and biomass. Unlike previous expectations, the number or REFs did not 

influence the probability of choosing an alternative. As suggested by the estimated standard 

deviation, which are shown in the lower part of Table 5, there is, regarding the number of REFs 

as well as the other attributes, a high degree of unobserved preference heterogeneity in the 

sample.  

In line with prior expectations, respondents, on average, are more likely to choose an alternative 

with larger landscape shares not used for future renewable energy development. The sign and t-

value of the attribute LDTL, which captures whether LDTL are built overhead or underground, 

indicates that respondents prefer new transmission lines to be built underground. Finally, the 

cost attribute has a negative sign and is highly significant showing that respondents are cost 

sensitive.  
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Table 5: Comparison of parameter estimates across split samples  

Attributes MNL: no cutoffs MNL: cutoffs MXL: no cutoffs MXL: cutoffs 

 Coef. |t-value| Coef. |t-value| Coef. |t-value| Coef. |t-value 

Means         

ASC_W 0.5475 6.37 0.4614 5.23 0.0907 0.55 -0.4268 2.49 

ASC_S 1.5892 19.08 1.5268 17.71 1.4789 9.82 1.2221 7.78 

ASC_B 0.5477 6.08 0.4046 4.39 -0.2315 1.31 -0.8558 4.52 

Distance_W 0.0339 11.02 0.0411 13.02 0.0431 5.99 0.0670 8.93 

Distance_S 0.0117 3.65 0.0110 3.35 0.0158 (2.24) 0.0314 4.62 

Distance_B 0.0225 6.95 0.0283 8.49 0.0184 2.29 0.0409 5.12 

Size_Ws 0.3538 4.83 0.4132 5.55 0.2767 1.56 0.4207 2.32 

Size_Ss 0.1458 2.43 0.2633 4.31 0.6109 5.03 0.6528 5.24 

Size_Bs 0.1534 2.18 0.2486 3.41 0.2394 1.32 0.5608 3.59 

Size_Wl -0.3559 5.47 -0.2621 3.94 -0.3701 2.77 -0.3330 2.37 

Size_Sl -0.3898 6.47 -0.3957 6.50 -0.2936 2.31 -0.3773 2.85 

Size_Bl -0.3463 5.23 -0.3298 4.91 -0.4062 2.94 -0.3429 2.47 

Num_REFs_W 0.0097 0.50 -0.0163 0.82 0.0204 0.46 0.0379 0.83 

Num_REFs_S -0.1098 6.16 -0.0806 4.40 -0.0714 1.81 -0.0269 0.66 

Num_REFs_B -0.0441 2.20 -0.0401 1.96 -0.0630 1.27 -0.0015 0.03 

Landscape 0.0027 3.19 0.0112 12.80 0.0081 3.79 0.0316 12.76 

LDTL 0.3279 12.31 0.3837 13.96 0.8200 11.53 0.9922 13.16 

Cost -0.0451 30.46 -0.0477 31.39 -2.5652 39.33 -2.5151 38.32 
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Attribute MNL: no cutoffs MNL: cutoffs MXL: no cutoffs MXL: cutoffs 

 Coef. |t-value| Coef. |t-value| Coef. |t-value| Coef. |t-value 

Standard deviations         

Distance_W     0.1156 11.48 0.1154 12.07 

Distance_S     0.1323 12.96 0.0945 10.10 

Distance_B     0.1246 11.13 0.1095 10.40 

Size_Ws     2.0789 8.12 2.1683 7.90 

Size_Ss     1.0375 4.10 1.2995 5.02 

Size_Bs     1.4146 3.76 0.7635 2.26 

Size_Wl     1.2210 4.93 1.5623 (6.85) 

Size_Sl     1.1910 4.31 1.7884 8.26 

Size_Bl     1.4236 5.78 1.4838 6.76 

Num_REFs_W     0.7365 17.45 0.6329 15.48 

Num_REFs_S     0.5821 15.35 0.6011 15.70 

Num_REFs_B     0.5934 13.61 0.6040 13.31 

Landscape     0.0395 11.08 0.0483 13.58 

LDTL     1.2845 15.17 1.4016 15.15 

Cost     1.2038 21.95 1.2091 21.45 

Observations 10176 10164 10176 10164 

AIC 24368.4 23571.6 20850.0 20535.9 

BIC 24523.5 23726.6 21134.3 20820.2 

Log-likelihood -12166.2 -11767.8 -10392.0 -10235.0 

Parameters 18 18 33 33 
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Based on the results obtained from the MXL models, Table 6 depicts marginal WTP estimates for 

the sample in which cut-offs were elicited and the treatment where no attribute constraints 

were collected. Mean WTP, which is measured in EUR per month and household, was calculated 

by taking the ratio of marginal (dis)utilities of the non-cost attributes to the marginal disutility of 

the cost attribute.  

For an 100m increase in the distance to wind power facilities, respondents are, on average, 

willing to pay 0.27 EUR (0.40) EUR per household and month. The corresponding figures for solar 

and biomass are 0.10 EUR (0.19 EUR) and 0.12 EUR (0.24), respectively. For a decrease in the 

size of the REF from medium to small, participants who were assigned to the treatment with cut-

off elicitation are willing to pay 2.50 EUR (wind), 3.84 EUR (solar) and 3.34 EUR (biomass). 

Respondents of the treatment without threshold statements are only willing to pay for a 

decrease of the size of solar fields (3.89 EUR). 

For an increase in the size of the REF participants require compensations which are calculated to 

be -2.33 EUR (-1.98 EUR) for electricity from wind power, -1.85 (-2.25 EUR) for solar power and -

2.56 EUR (-2.04 EUR) for electricity from biomass. For an increase in the share of the landscape 

surrounding the respondents’ place of residence which would not be used for renewable energy 

expansion, mean WTP amounts to 0.05 EUR (0.19 EUR). For LDTLs to be built underground 

rather than overhead, participants are willing to pay 5.17 EUR (5.91 EUR per month and 

household. Remarkably, mean WTP estimates for those attributes for which cut-offs were 

stated, namely Distance, Num_REFs, Landscape and LDTL, mean WTP is always higher. No 

systematic effect is observed for Size for which attribute thresholds were not collected. 

To test whether these effects are statistically significant, a Poe et al. (2005) test was conducted. 

Results of this test are presented in the last column of Table 6. As suggested by the p-value of 

the test, mean WTP is indeed significantly higher for the attribute Landscape when thresholds 

were collected. Although only at the ten percent level of significance, similar effects are 

observed with respect to the distance of REFs to produce electricity from wind and biomass 

power. An explanation for these effects may be that explicitly asking participants on attribute 

constraints might have led to preference construction and preference learning. Since individuals 

might not have been familiar with the specific good, i.e. amenity impacts of different renewable 

energies, they might have constructed their preferences based on cut-off elicitation questions. 

Simon et al. (2004) observed that preference construction often takes place by constraint 

satisfaction.  
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In the next step, this might have induced respondents to accept higher levels of the attribute 

Cost in order not to violate their self-imposed attribute constraints. Remember that no attribute 

cut-offs were collected concerning Cost. Another fact which points into the same direction is 

that the attributes Landscape, Distance_W and Distance_B were those attributes for which the 

highest number of respondents indicated to have constraints. A detailed analysis on the sample 

with cut-off elicitation is conducted in the next section. 

Table 6: Marginal WTP estimates across split samples 

Attribute MXL: no cutoffs MXL: Cutoffs Poe-test 

 Mean WTP  95%-CI Mean WTP 95%-CI p-value 

Distance_W (EUR / 
100m) 

0.27 0.18;0.37 0.40 0.30;0.49 0.09 

Distance_S (EUR / 100m) 0.10 0.01;0.19 0.19 0.11;0.27 0.11 

Distance_B (EUR / 100m) 0.12 0.02;0.22 0.24 0.15;0.34 0.07 

Size_Ws (EUR) n.s.  2.50 0.40;4.61  

Size_Ss (EUR) 3.85 2.34;5.35 3.89 2.42;5.36 0.61 

Size_Bs (EUR) n.s.  3.34 1.50;5.18  

Size_Wl (EUR) -2.33 -4.00;-0.66 -1.98 -3.63;-0.33 0.33 

Size_Sl (EUR) -1.85 -3.44;-0.26 -2.25 -3.82;-0.67 0.58 

Size_Bl (EUR) -2.56 -4.26;-0.86 -2.04 -3.66;-0.42 0.26 

Num_REFS_W (EUR / 
site) 

n.s.  n.s.   

Num_REFS_S (EUR / site) n.s.  n.s.   

Num_REFs_B (EUR / site) n.s.  n.s.   

Landscape (EUR / %) 0.05 0.02;0.08 0.19 0.16;0.22 0.00 

LDTL (EUR underground) 5.17 4.17;6.16 5.91 4.86;6.95 0.40 

To complete the discussion on the influence of prior cut-off elicitation a Heteroskedastic Logit 

was estimated in which the scale parameter was specified as a function of whether cut-offs were 

elicited or not. Model results, which can be found in the appendix of this paper, show an 

increase in the scale parameter when cut-offs were required. Thus, the error variance in the 

sample with cut-offs elicitation was lower suggesting that choices are more consistent in this 

treatment again pointing to learning effects.   
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5.4.3 Cut-off Analysis 

In this section, the sample in which attribute cut-offs were elicited is analyzed in detail. Table 7 

starts by presenting frequencies of cut-off statements. As already mentioned, cut-offs were 

elicited for the alternative-specific attributes Distance and Num_REFs as well as the generic 

attributes Landscape and LDTL. This resulted in a total of eight cut-off values. No thresholds 

were collected for Size as well as Cost.  

Table 7 reveals that a vast majority of respondents indeed reported minimum (maximum) 

requirements. The attribute with the highest number of participants indicating a threshold is the 

share of the landscape not used for future renewable energy development (around 90%) 

followed by the distance to wind farms (roughly 85%). At the other extreme, around 46% of 

participants did not state attribute constraints regarding LDTLs and the number of solar fields. 

The highest number of respondents who stated their cut-off at the most severe level, also 

referred to as cut-off severity (Moser and Raffaelli 2014), is 54.13% for the attribute Landscape 

followed by the distance to REFs to produce electricity from biomass (40.73%). Compared to 

wind and biomass, it appears that cut-off frequency and severity is always lowest for electricity 

from solar power when looking at the alternative-specific attributes. 
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Table 7: Frequencies of cut-off statements  

Cut-off Frequency (%) 
Wind 

Frequency (%) 
Solar 

Frequency (%): 
Biomass 

Frequency (%): 
Generic 

Distance     

I do not care 251 (14.82) 653 (38.55) 272 (16.06)  

300m 83 (4.90) 341 (20.13) 69 (4.07)  

600m 138 (8.15) 180 (10.63) 133 (7.85)  

900m 296 (17.47) 212 (12.51) 232 (13.70)  

1600m 327 (19.30) 149 (8.80) 298 (17.59)  

2500m 599 (35.36) 159 (9.39) 690 (40.73)  

Num_REFs     

I do not care 575 (33.94) 775 (45.75) 556 (32.82)  

5 164 (9.68) 241 (14.23) 64 (3.78)  

4 88 (5.19) 114 (6.73) 39 (2.30)  

3 251 (14.82) 208 (12.28) 175 (10.33)  

2 263 (15.53) 172 (10.15) 265 (15.64)  

1 353 (20.84) 184 (10.86) 595 (35.12)  

Landscape 
(generic) 

    

I do not care    166 (9.80) 

10%    53 (3.13) 

20%    97 (5.73) 

30%    256 (15.11) 

40%    205 (12.10) 

50%     917 (54.13) 

LDTL     

I do not care    778 (45.95) 

Overhead    34 (2.01) 

Underground    881 (52.04) 

Next, Table 8 reveals that many participants are willing to violate their self-stated cut-offs when 

having to make trade-offs against other attributes of renewable energy expansion. Along the 

sequence of six choice sets, in 39.24% (wind), 17.35% (solar) and 42.99% (biomass) of the 

choices people opted for an alternative where the distance level of the chosen alternative was 

lower than the self-stated minimum. The percentage of choices in which the number of REFs of 

the chosen alternative exceeded the attribute constraint was 29.73% (wind), 21.58% (solar) and 

37.90% (biomass). Being the highest frequency of cut-off violation, 51.08% of the choices 

involved a violation of the attribute Landscape. The corresponding figure of the attribute LDTL is 

calculated to be 22.42%. 
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An explanation for choosing alternatives that violate self-stated cut-offs is that when considered 

in isolation the minimum (maximum) acceptable level of each attribute may actually reflect 

decision makers' purpose. However, when traded-off against other attributes, individuals may 

be willing to either change or violate cut-offs because the additional benefit is greater than the 

cost caused by the violation recognizing the opportunity cost of self-reported cut-offs (Swait 

2001, Bush et al. 2009). Another reason of cut-off violation may be the design of the DCE, or, 

more specifically, the status quo alternative implemented in the present study. Although the 

cost of choosing the status quo alternative was zero, participants had still to accept the levels of 

the other attributes. For instance, the share of the landscape not used for future renewable 

energy development shown on the FSQ was always 30%. This figure is lower than the minimum 

requirement of roughly 2/3 of the respondents. 

Table 8: Percentage of cut-off violation across the six choice sets  

Attribute Wind Solar Biomass Generic 

Distance 39.24 17.35 42.99  

Number of REFs 29.73 21.58 37.90  

Landscape    51.08 

LDTL    22.42 

 

Table 9 presents the results of a MXL in which cut-off violations are integrated by means of 

utility penalties following the Swait (2001) approach. Thus, in addition to the attribute 

parameters eight coefficients representing cut-off penalties are presented. Again, the ASCs are 

included as fixed parameters, all non-cost attributes as well as the utility penalties are specified 

to follow a normal distribution while the negative of the cost attribute is assumed to be log-

normally distributed.  

Compared to the model results presented in Table 5, the inclusion of cut-off parameters changes 

results quite substantially. First of all, all cut-off parameters turned out to be negative and highly 

significant. This result reveals that attribute thresholds play an important role when choosing 

among different renewable energy alternatives. At the same time, several of the attribute 

parameters become indistinguishable from zero when cut-off penalties are included. This applies 

to the distance to wind turbines and biogas power station as well as the share not used for 

future renewable energy development. This finding probably reflects the fact that these tree 

attributes were also those with the highest degree of cut-off severity (see also Table 7). 
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This non-significance of the main parameters can be interpreted such that respondents do not 

care about these attributes as long as their minimum requirements are met. Regarding the 

number of REFs, Table 9 shows some unexpected results. When cut-off parameters are 

considered, participants now experience a positive utility when number of REFSs to produce 

electricity from wind power and biogas is increased. However, utility becomes negative when 

the self-imposed cut-off is violated. Signs and levels of significance of the attributes concerning 

the size of the REF - cut-offs were not elicited for this attribute - are unaffected by the modeling 

approach. For the distance to REFs to generate electricity from solar power as well as the 

attribute concerning LDTS, the attribute parameter and the cut-off penalty turned out to be 

significant with the expected sign. The lower part of Table 9 further the standard deviations 

estimated for the main as well as the cut-off penalties. Sign, magnitude and the level of 

statistical significance clearly indicates that there is a large degree of unobserved preference 

heterogeneity across respondents. They further suggest cut-off penalties and thus whether 

decision are made based on cut-offs vary considerable across participants.  

Finally, Table 9 clearly indicates that accounting for attribute improves model fit (see also Table 

5). 
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Table 9: Accounting for attribute cut-offs using the Swait (2001) approach 

Attribute Attribute 
Parameter 

 Cut-off 
Parameter 

 

 Coef. |t-value| Coef. |t-value| 

Means     

ASC_W 2.3202 10.20   

ASC_S 2.7652 14.49   

ASC_B 1.3730 5.43   

Distance_W 0.01047 1.41 -0.1345 11.07 

Distance_S 0.01851 3.16 -0.0642 4.60 

Distance_B 0.0063 0.74 -0.0874 7.23 

Num_REFs_W 0.1703 4.02 -0.3293 4.59 

Num_REFs_S -0.02111 0.56 -0.1084 1.61 

Num_REFs_B 0.1302 2.55 -0.2321 3.29 

Landscape 0.0044 1.17 -0.0329 6.87 

LDTL 0.3048 4.05 -1.0675 10.07 

Size_Ws 0.5240 2.91   

Size_Ss 0.7181 5.77   

Size_Bs 0.5770 3.60   

Size_Wl -0.2880 2.15   

Size_Sl -0.3502 2.36   

Size_Bl -0.4321 3.11   

Cost -2.6604 43.25   

Standard Deviaions     

Distance_w 0.0732 7.23 0.09438 6.57 

Distance_S 0.0534 5.24 0.08601 3.45 

Distance_B 0.0784 7.84 0.1000 6.58 

Num_REF_W 0.3093 5.77 0.4296 3.02 

Num_REFs_S 0.3269 7.47 0.1585 0.86 

Num_REFs_b 0.2868 4.99 0.3909 3.45 

Lanscape 0.0305 5.14 0.0398 5.89 

LDTL 0.8313 6.86 1.0447 6.45 

Size_Ws 2.1731 8.20   

Size_Ss 1.3811 5.84   

Size_Bs 0.7468 1.77   

Size_Wl 1.1849 4.84   

Size_Sl 1.6588 7.69   

Size_Lb 1.4540 6.51   

Cost 1.2837 23.11   

Observations 10164    

AIC 19952.6    

BIC 20322.9    

Log-likelihood  -9933.3    
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5.5 Conclusions 

This paper has analyzed the use of attribute thresholds (cut-offs) towards preferences for 

renewable energy development in Germany. Prior to the choice experiment, attribute cut-offs 

were stated for two alternative-specific and two generic attributes resulting in a total of eight 

cut-off values. In order to investigate the impact of prior cut-off elicitation on preferences, 

attribute constraints were only collected from half of the sample. The treatments, to which 

respondents were randomly assigned to, only differed in whether cut-offs were reported or not.  

I have found that REFs to produce electricity from solar power is the most preferred alternative 

followed by electricity from biomass and wind power. Particularly with respect to wind farms 

respondents clearly prefer REFs to be constructed further away from their place of residence. 

Other attributes that influence public’s preferences towards renewable energies are the size of 

the REF, the share of the landscape not used for future renewable energy expansion, whether 

new LDTLs are built overhead or underground as well as the influence on the electricity bill.  

I have further found that prior cut-off elicitation tends to affect WTP estimates positively. For 

one of the attributes, the share of landscape not used for future renewable energy expansion, 

mean WTP has been calculated to be four times larger when thresholds were reported. An 

explanation for these results may be respondents’ unfamiliarity with some of the attributes of 

renewable energy alternatives which might have led respondents to construct their preferences 

based on attribute constraints. 

By further analyzing the split-sample with cut-off elicitation, I have found that a large majority of 

respondents appeared to have thresholds which were most severe for the attributes Landscape 

and the alternative-specific attributes with respect to electricity from wind and biomass power.  

Nevertheless, many choices involved the violation of self-imposed thresholds. To account for 

this effect in the choice model, I have specified MXL model following the idea of soft cut-offs 

proposed by Swait (2001) capturing cut-off violations through negative impacts on the utility 

function, i.e. utility penalties. I have found that including cut-off penalties improves the fit of the 

model.  

Furthermore, many of the penalty parameters have turned out to be significant indicating that 

cut-offs and their violations are relevant in the choice process. This indicates that respondents 

employed threshold-based non-compensatory decision strategies.  

These results points to the need of further investigating the use of attribute cut-offs in 

environmental valuation. To the best of my knowledge this was only the second attempt to 
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study threshold-based decision strategies in an environmental context. Further research might 

use other cut-off elicitation formats. I have implemented a card showing different levels for each 

attribute. An alternative approach could be to ask open-ended questions.  

Furthermore, I have followed the Swait (2001) model assuming attribute cut-offs to be 

exogenous to the choice process. As pointed out by Ding et al. (2012) or Moser and Raffaelli 

(2014), cut-off endogeneity is potentially an important issue.  
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5.7 Appendix 

Table A1: Accounting for scale differences across split samples 

Attribute Coef. |t-value| 

ASC_w 0.4724 8.08 

ASC_S 1.4713 24.52 

ASC_B 0.4506 7.37 

Distance_W 0.03549 16.74 

Distance_S 0.01052 4.86 

Distance_B 0.02402 10.87 

Size_Ws 0.3636 7.36 

Size_Ss 0.1982 4.91 

Size_Bs 0.1904 3.98 

Size_Wl -0.2895 6.57 

Size_Sl -0.3657 9.00 

Size_Bl -0.3197 7.16 

Num_REFs_W -0.003047 0.23 

Num_REFs_S -0.09054 7.47 

Num_REFs_B -0.03970 2.94 

Lanscape 0.006684 11.63 

LDTL 0.3351 18.10 

Cost -0.04368 37.78 

Scale   

Cut-offs elicited 0.1113 4.62 

Observations 20340  

AIC 47969.6  

BIC 48146.4  

Log-likelihood 23965.8  
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6 Stated Preferences towards Renewable Energy Alternatives 

in Germany - do the Consequentiality of the Survey and 

Trust in Institutions Matter?  
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Abstract 

This research concerns the effect of consequentiality and trust in institutions on willingness to 

pay estimates towards the expansion of renewable energy in Germany. We use four information 

treatments which differ in terms of the information participants received prior to a discrete 

choice experiment. Treatments differ with respect to a consequentiality device and the 

institution which would be responsible for providing the good under evaluation. After finishing 

the choice tasks, respondents stated their perceived consequentiality and trust in institutions. 

We find perceived policy consequentiality to be strongly associated with the trust individuals 

have in both providing institutions. Moreover, compared to the treatments which did not 

highlight the consequences of the survey, participants are more inclined to perceive their 

responses to be at least somewhat consequential when the consequentiality device was 

presented. However, willingness to pay estimates do neither differ across treatments nor by the 

level of perceived consequentiality. We speculate that as the expansion of renewable energy is 

strongly debated with the public having a wide range of beliefs and political views, the 

requirements for consequential choices are not met. 
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6.1 Introduction  

Whether respondents truthfully reveal their preferences in stated preference surveys is subject 

to a debate that is on-going since stated preference methods were introduced. Carson and 

Groves (2007) set out two conditions for stated preference surveys to provide useful 

information about individuals’ preferences. First, the agent needs to care about what the 

outcomes of those actions might be. Second, the agent answering the survey needs to view his 

or her responses as potentially influencing decision-makers. Surveys satisfying these criteria are 

viewed as ‘consequential’, which, in turn, is a crucial condition to achieve incentive compatibility 

(Carson and Groves 2007). Since inconsequential surveys might explain the hypothetical bias 

often reported in the literature (Vossler, Doyon, and Rondeau 2012; Carson, Groves, and List 

2014), consequentiality also affects the external validity of stated preference surveys (Vossler 

and Watson 2013). The theoretical framework of incentive compatibility and consequentiality of 

stated preference questions has largely been laid out by Carson and Groves (2007, 2011), 

Vossler, Doyon, and Rondeau (2012) and Carson, Groves, and List (2014).  

This research is complemented by several studies investigating different aspects of 

consequentiality empirically (e.g. Bulte et al. 2005; Herriges et al. 2010, Vossler, Doyon, and 

Rondeau 2012; Interis and Petrolia 2014). The overall finding of the empirical literature is that 

the probability to accept an offered bid decreases (1) when participants are informed that 

survey results would be made available to decision-makers and (2) when they state that there is 

at least some change of impacting policy. We contribute to the body of empirical research by 

studying consequentiality in a discrete choice experiment (DCE) on the expansion of renewable 

energies in Germany. Within the survey, we implement two different approaches. First, we 

exogenously vary the information participants receive prior to the DCE. Second, we use follow-

up questions asking participants whether they believe that their responses will be considered by 

policy-makers.  

A closely related issue to the consequentiality of the survey is the trust in the institution which 

provides the good under evaluation. Oh and Hong (2012) showed that trust in governments and 

willingness to pay (WTP) estimates are positively associated. Therefore, we also investigate the 

influence of two different providing institutions on stated choices.  

We use an approach with four treatments that differed in terms of the information participants 

were provided with prior to the DCE. A consequentiality device was shown to half of the sample 

highlighting that the results of the survey would be made available to decision-makers. The 

information treatments also differ with respect to the institutional context, i.e. whether the 
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National Government or the 16 State Governments of Germany will be responsible for 

implementing the policy. After finishing the choice tasks, all respondents were asked to state 

their perceived consequentiality as well as their trust in the two different institutions on a four-

point Likert scale. Perceived consequentiality was measured using two items. First, respondents 

were asked whether they believe that their choices affect policy (policy consequentiality) and 

second, whether they think that they will have to pay for the good evaluated (payment 

consequentiality).  

The main objective of this research is to investigate whether WTP estimates are (a) sensitive to 

the information people receive in the different treatments and (b) the beliefs about the 

consequentiality of the survey respondents stated after the DCE. In particular, we follow the 

‘knife-edge’ argument by Carson and Groves (2007) predicting that respondents who perceive 

that there is some positive probability of their responses affecting actual policy behave similarly 

to each other because  

they face the same incentive structure (Carson and Groves 2007, Interis and Petrolia 2014). We 

particularly focus on WTP estimates since they are the main measure of interest for decision-

makers. In addition, we shed light on the determinants that influence perceived consequentiality 

especially with respect to the institutional context.  

The main contribution of this research is that it simultaneously accounts for the effects of 

consequentiality and the institutional context. Moreover, we are only aware of one study 

(Vossler and Watson 2013) investigating the drivers which impact perceived consequentiality. 

We further contribute to the literature on public preferences towards renewable energy 

development. While the Energiewende in Germany, which aims at a comprehensive transition of 

the energy system towards renewable energies, is in general broadly supported by the public 

(BMWi 2014), the construction of renewable energy facilities (REFs) often faces substantial 

opposition at the local level. The DCE was, therefore, intended to quantify the external costs 

form the development of renewable energies and high-voltage transmission lines (HVTL) in the 

10 km surroundings of the respondents’ place of residence.  

In the remainder of the paper, the following section reviews the empirical literature relevant to 

this research and outlines our expectations. Section 3, then, describes the study design before 

the econometric approach is briefly presented in Section 4. Section 5 details the results, and 

Section 6 discusses the main findings.  
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6.2 Empirical Literature and Expectations 

Three strands of empirical literature are of particular relevance to our research: a) studies 

investigating the effect of consequentiality devices to inform participants about the 

consequences of their responses, b) research on the influences of perceived consequentiality on 

stated choices, and c) studies concerning the role of different providing institutions. Within the 

first line of literature, Bulte et al (2005) used a split sample approach with one treatment 

informing about the potential consequentiality, i.e. that the survey results will be made available 

to policy makers and could thus serve as a guide for future decisions. Their application was a CV 

study to value different policies to protect seal populations. The consequentiality device was 

found to lead to significantly smaller WTP estimates compared to the inconsequential 

treatments. Similar results were presented by Landry and List (2007) who compared choices 

among three hypothetical treatments (fully hypothetical, ‘cheap talk script’, consequentiality 

device”) to a treatment with real economic consequences. They found that the consequential 

and ‘cheap talk’ treatments were statistically indistinguishable from real responses. The 

application of this study was a CV to value sports memoralia.  

Within the second strand of literature, which uses subjective measures of consequentiality, 

Nepal et al. (2009) applied a series of follow-up questions to a CV scenario to construct different 

indices of consequentiality. Across these indices they found, in contrast to theoretical 

predictions, statistical evidence for a positive association between consequentiality and WTP 

towards efforts to mitigate global climate change. The first to examine perceived 

consequentiality in a DCE setting were probably Vossler et al. (2012). They employed four 

treatments in their study; three of them used real payments. The fourth one was labelled the 

stated preference treatment as no project could be implemented as a direct result of the 

participants’ choices. Each choice set offered a binary choice between a tree plantation project 

(yes vote) and the status quo (no vote). They found the WTP functions for the three real 

payment treatments to be statistically identical, but the WTP function for the stated preference 

treatment to be statistically different from all real payment functions. However, when they 

conditioned their analysis on the belief that responses had more than a weak impact on policy, 

stated and real WTP functions were statistically identical. This observation is the ‘knife-edge’ 

result predicted by Carson and Groves (2007).  

In 2013, Vossler and Watson compared survey responses from verified voters with the outcome 

of a parallel public referendum on conservation and preservation programs. In their survey they 

recorded respondents’ perceptions regarding the potential policy impact (consequentiality). 
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They found a negative hypothetical bias, i.e., those who did not believe that the results were 

consequential responded less often ‘yes’ to the referendum questions. The WTP estimates for 

this group were also lower. Interis and Petrolia (2014) used a split sample approach with a 

binary- and a multinomial-choice setting. In an application to value coastal restoration programs 

in Louisiana, they fail to observe the ‘knife-edge’ result in the binary data set, but do observe it 

in the multinomial data.  

Among those who analysed the influence of a consequentiality device as well as perceived 

consequentiality were Herriges et al. (2010). They found support for the equality of WTP 

distributions among those believing that the survey is at least minimally consequential while 

those who believed that the survey is not consequential had statistically different distributions. 

Moreover, the consequentiality device was shown to be positively associated with the perceived 

degree of consequentiality. Herriges et al. (2010) implemented a split sample approach using a 

dichotomous choice CV referendum for water quality programs in Iowa Lakes. In one sample, 

they did not only inform people that survey results would be provided to decision makers, but 

also gave respondents the information that the responsible agency is already using information 

from the survey for decision making and would continue to use it.  

Regarding the influence of trust on stated WTP we were only able to identify a very limited 

number of studies. Oh and Hong (2012) developed a theoretical model on the link between 

citizens’ trust in government and their WTP. They concluded that a positive association existed 

between both trust and WTP and therefore public projects could be hindered by prevailing 

distrust toward governments. In one of the few empirical studies Remoundou et al. (2012) 

examined whether preferences as well as WTP estimates were sensitive to the trust respondents 

have in the providing institution. Less trust in an institution can, as they argued, result in less 

valid results since the consequentiality of the survey results is seen as weaker in that case. Using 

a split sample approach, the authors presented two different managing institutions: the 

European Commission versus the National Government of Greece. Although they found 

significant differences in trust towards the two institutions, both coefficients and WTP estimates 

were, however, not statistically different across their treatments.  

From this literature we derive the following four expectations: 

 Expectation I: Perceived consequentiality significantly differs across treatments; in 

treatments with consequentiality device a higher degree of perceived consequentiality is 

expected. 
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 Expectation II: Compared to participants who were not shown the consequentiality 

device, WTP estimates are expected to be significantly lower for those who were 

assigned to a treatment explicitly informing respondents about the use of the survey 

results.  

 Expectation III: WTP estimates are expected to be higher when respondents are 

assigned to a treatment with the providing institution being the State Government. The 

level of trust is expected to be higher for the State Government compared to the 

National Government.  

 Expectation IV: Compared to respondents who state that their choices will definitely not 

be taking into account, WTP estimates are expected to be lower for those who state that 

their responses will at least partially impact policy. This is the ‘knife-edge’ reported in 

the literature. 

6.3 Survey Design 

6.3.1 Study Design and Survey Administration 

As a pre-study to elaborate the questionnaire, six focus groups in different towns spread over 

Germany were conducted in October 2012. Based on the feedback received during the focus 

groups the DCE was revised and finally tested in two pilot studies: one with colleagues and the 

second with members of the survey companies’ online panel.  

The final version of the questionnaire started by requesting socio-demographic variables with 

respect to age, gender and education. Then, it was highlighted that the survey aimed at three 

renewable energy sources: onshore wind energy, solar energy (photovoltaic power stations 

installed on open fields) and biomass (biogas power stations). Afterwards, respondents were 

asked whether they had REFs as well as HVTLs in the ten km surroundings of their place of 

residence. If they lived in a large city, they were pleased to take into account the area 

surrounding their city. Ladenburg (2014), for instance, showed that preferences towards 

renewable energies are dependent on the experience people have with the different REFs. In 

our survey prior experience was elicited by the categories “yes”, “no” or “I do not know”. In 

order to give some visual guidance, the question was each time accompanied by a pictogram 

(see Figure 1). 
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Figure 1: Pictograms presented to respondents 

  

 

Wind energy refers to 
electricity generation with 
single wind turbines and wind 
farms exclusively on the 
mainland. 

Solar energy refers exclusively 
to the production of 
electricity with photovoltaic 
systems in the open 
landscape, so-called solar 
fields. 

Biomass refers to the 
production of biogas and its 
electricity and includes both 
the biogas plant as well as the 
cultivation of the required 
biomass (such as corn) 

The bottom line reports the text used to define the renewables in the survey 

The DCE was introduced as follows: “Renewable energies as well as the electricity grid will be 

expanded in Germany. On the following choice sets you can choose among different alternatives 

of renewable energy development. Please think of renewable energy facilities to be built in the 

ten km surroundings of your place of residence. If you live in a large city please consider the 

surrounding area of your city. You can choose among the following alternatives: 

 Electricity from wind energy (wind farms) 

 Electricity from solar energy (solar fields) 

 Electricity from biomass (biogas power stations) 

 I do not care about the type of renewable energy generation (you will not have any 

influence on the type of renewable energy which will be developed in the ten km 

surroundings of your place of residence.)” 

Each alternative was again visualised with the pictograms shown in Figure 1. The last alternative 

mentioned, a future status quo, was used instead of a commonly employed status quo 

alternative. It had a price of zero. Choosing this alternative indicates that respondents, 

compared to the other available alternatives, do not care about the type of renewable energy 

that would be developed in their surroundings. At the same time they agree with the levels of 

this alternative (see Figure 2) that were the same on all choice sets.  
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Figure 2: Example choice set 

 Electricity from 
wind energy 

Electricity from 
solar energy 

Electricity 
from Biogas 

Don’t care 
about the type 
of Renewable 
Energy 

Minimum 
distance to the 
edge of town 

600 m 2500 m 300 m 900 m 

Size of REFs 
large 
(35-50 
turbines) 

large 
(15-25 
fermentation 
tanks) 

small 
(1-10 football 
fields) 

medium 

Number of REFs 4 5 5 3 

Protection of 
landscape view 

20% 50% 10% 30% 

High-voltage 
transmission line 

underground underground overhead overhead 

Change in 
electricity bill per 
month (year) 

+14 € 
(+168 €) 

-5 € 
(-60 €) 

+14 € 
(+168 €) 

0 € 

I choose …     

…. best option □ □ □ □ 

…. worst option □ □ □ □ 

The choice attributes, which were described to respondents after the preamble of the DCE are 

reported in Table 1. They relate to the minimum distance of REFs to the edge of town, the size 

and number of REFs, whether new HVTLs are built overhead or underground, and the change of 

the electricity bill (positive and negative). Additionally, the attribute “protection of landscape 

view” relates to the connected share of the landscape in the ten km surroundings which will not 

be used for renewable energy development in the future. Figure 2 gives an example of a choice 

set.  

On each choice set respondents were requested to choose which alternative they would prefer 

within a ten km surroundings of their place of residence (highlighted green in the second last 

row of the choice set), and which alternative they prefer least (last row of the choice set, 

highlighted red). As the choice refers to the ten km surroundings, respondents living in large 

cities were asked to think of the landscape around that city assuming that they might use it for 

recreational purposes.  
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Table 1: Attributes and their levels  

Attribute name Alternative Attribute level  Label 

Minimum distance 
to residential 
areas in (m) 

 300 m, 600 m, 900 m, 1600 m, 2500 m Distance 

Size of REF Wind small (5-10 turbines),  medium (18-25 
turbines), large (35-50 turbines) 

Size of REFs 

 Solar small (1-10 football fields), medium (20-60 
football fields),  
large (100-150 football fields) 

 

 Biomass  small (1-3 fermentation tanks), 
medium (5-8 fermentation tanks), 
large (15-25 fermentation tanks) 

 

Number of REFs  1, 2, 3, 4, 5 Number of 
REFs 

Protection of 
landscape view (%) 

 10, 20, 30, 40, 50 Landscape 

HVTL  overhead, underground HVTL 

Cost in € per 
month (year) and 
household: 
surcharge or 
rebate to 
electricity bill 

 -10 (-120), -5(-60), +2(24), +7(84), +14(168), 
+23(276) 

Cost 

Note: Levels of the future status quo-alternative are written in bold; HVTL = high-voltage 

transmission line; REF = renewable energy facility 

In order to combine the attribute levels to choice sets, we generated a Bayesian efficient design 

optimised for Multinomial Logit (MNL) models with labelled alternatives using Ngene software. 

As optimisation criterion we used the C-error which aims at minimising the variance of the sum 

of the marginal WTP estimates (Scarpa and Rose 2008). To allow for uncertainty in the value of 

the prior, modified latin hypercube sampling was applied and 1000 draws were taken for each 

parameter prior from uniform distribution. The prior values were obtained from models 

estimated based on data from the focus groups and the pilot studies. The resulting design had 

24 choice sets that were blocked into four blocks with each six sets. The order of appearance 

was randomised. Also the order of the first three labelled alternatives was randomised across 

respondents, so it was the same for each respondent.  

In addition, the questionnaire comprised several questions with respect to attitudes, 

acceptances and fairness aspects. At the end of the survey further socio-demographic variables 

such as the place of residence, the household’s income as well as the interest in the topic of 
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renewable energy development were recorded. Interest was measured on a four-point scale 

from ‘not at all’ to ‘strongly’.  

6.3.2 Treatments 

In order to investigate effects of the consequentiality devices as well as the institutional context, 

we created four information treatments (Table 2). Across the treatments we varied the level of 

consequentiality, i.e. whether it was mentioned that the information is provided to decision 

makers, and the institution that is mainly responsible for the transformation of the energy 

system towards renewable energies. The treatment-specific information page was shown to 

respondents after the choice sets were introduced and right before the first choice set was 

presented. The corresponding information was printed in bold. Note that the four treatments 

only differed with respect to the information participants received prior to the DCE, and that 

respondents were randomly assigned to one of the four treatments. 

Table 2: Information treatments 

Treatment 
label 

Framing 

NatCon(T1) Institution: National Government / consequentiality device: yes 

 ‘Before we present the choice sets to you we would like to point out that the 
National Government and the National Ministries are responsible for the expansion 
of renewable energies. The results of the study will be made available to the 
National Ministries. Thus, you and the other respondents can influence the 
expansion of renewable energies.’ 

Nat(T2) Institution: National Government / consequentiality device: no 

 ‘Before we present the choice sets to you we would like to point out that the 
National Government and the National Ministries are responsible for the expansion 
of renewable energies.’ 

StaCon(T3) Institution: State Government / consequentiality device: yes 

 ‘Before we present the choice sets to you we would like to point out that the 
government and the ministries of your State are responsible for the expansion of 
renewable energies. The results of the study will be made available to State 
Ministries. Thus, you and the other respondents can influence the expansion of 
renewable energies.’ 

Sta(T4) Institution: State Government / consequentiality device: no 

 ‘Before we present you the choice sets we would like to point out that the 
government and the ministries of your state are responsible for the expansion of 
renewable energies.’ 

Note: Nat = National; Sta = State; Con = Consequentiality mentioned 
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6.3.3 Perceived Consequentiality and Trust in Institutions 

After the sequence of six choice sets respondents were presented with two items on the 

perceived consequentiality of the survey: policy consequentiality and payment consequentiality. 

In both cases four-point response scale with no middle category were used. The wording of the 

two items was as follows:  

 Policy consequentiality: ‘To what extent do you believe that the choices among 

renewable energies you have just made will be taken into account in future decision 

making concerning the expansion of renewables energies? My choices will be:’ 

Definitively considered / Rather considered / Rather not considered / Definitively not 

considered  

 Payment consequentiality: ‘To what extent do you believe that the choices among 

renewable energies you have just made will affect your future electricity bill? My choices 

will:’ Definitively affect / Rather affect / Rather not affect / Definitively not affect. 

Subsequently, and again on a four-point Likert scale, participants were asked to what extent 

they trust the two different institutions. Trust in this study refers to the extent respondents 

believe that the institutions will take into account the interest of the public during the 

transformation of the energy system. The institutions were the same as used for the design of 

the four treatments, thus the National Government and the governments of the 16 States. All 

respondents were asked to state their trust in both institutions regardless of the treatment they 

were assigned to. The wording of this question was as follows:  

 Trust in institutions: “When do you think about whether the interests of the population 

will be taken into account during the process of renewable energy expansion: To what 

extent would you trust the following institutions?’  

=> National Government and Ministries (Trust_Nat) 

=> Government and ministries of my State (Trust_Sta). 

Response scale: Completely trust / Rather trust / Rather not trust / Completely not trust 

6.4 Econometric Approach 

For our analysis of the stated choices we use McFadden’s (1974) random utility model as point 

of departure. It assumes that the researcher does not possess complete information concerning 

the individual decision maker n; individual preferences are therefore the sum of a systematic (V) 

and an unobservable or stochastic component (ε), where V is an indirect utility function. If the 
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stochastic component is distributed independently and identically (IID) and follows a Gumbel 

distribution, the conditional choice probability that alternative i is chosen is defined as: 

 

P
ni
=

exp(mb
k
X

ik
)

exp(mb
k
X

jk
)

jÎC

å
,                                                                                                                                 (1) 

where the scale parameter ( ) of the error distribution is confounded with the parameter 

vector ßk and generally normalized to one, Xik is attribute k of alternative i. However, this model 

is for a couple of reasons not sufficient for analysing our data. One reason is that the survey was 

carried out across Germany and we thus expect that a significant degree of taste heterogeneity 

among respondents. While the conditional logit model can capture observed heterogeneity 

partly through interaction terms, given that the sources of heterogeneity are known, it is likely 

that a significant amount of unobserved heterogeneity will remain. A second reason is that 

during the interview each respondent faced six choices and thus our data is a type of panel. We 

decided therefore to estimate the widely used Mixed Logit (MXL) model (Train 2009). 

Unobserved taste heterogeneity is in our specification taken into account by assuming the non-

cost attribute parameters to be from a normal distribution, and the cost attribute to be from a 

log-normal distribution. The MXL probability was simulated each time using 2000 Halton draws. 

All models were estimated in Stata using the mixlogit program provided by Hole (2007) and are 

based on the the alternatives respondents selected to be their best.  

6.5 Results 

6.5.1 Descriptive Statistics 

The nation-wide online survey took place in September and October 2013. In total 12,833 

members of an online panel were invited to take part. Out of these 220 could not be admitted to 

the survey as quota restrictions were already fulfilled (a quota system for age and gender was 

applied). Finally, 4,027 persons took part in the survey and 3,400 completed the questionnaire. 

After data checking, in particular with respect to item non-response, 3,213 usable interviews 

remained. According to the AAPOR-Standard Definitions (AAPOR 2009) this leads to a response 

rate of 25.94%. 

With respect to each treatment, Table 3 provides several socio-demographic variables as well as 

respondents’ prior experiences with REFs and their interest in the topic of renewable energy 

development. While the mean values of all socio-demographic characteristics do not differ much 

across treatments, it is at the same time visible that the complete sample comprises a large 

share of respondents with a university degree. This indicates that the sample is biased towards 
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higher education levels, a problem which has previously been reported in other studies using 

online surveys (e.g. Kosenius and Ollikainen 2013, Meyerhoff et al. 2012). The same issue is also 

pointed out by Lindhjem and Navrud (2011) in their comparison of Internet panels to other 

survey modes. However, here the share of participants with a high levels of education is even for 

an online sample high. A reason for this is probably the topic of the survey. However, as we do 

not aim at aggregating WTP estimates, this issue is of less concern for the present paper.  

Table 3 also depicts statistics with respect to respondents’ place of residence. With slightly 

higher values for large cities, each time about one third of participants stated to live in villages / 

rural areas, small cities and large cities. Next, people’s experiences with REFs is reported. Note 

that “I do not know”-responses were coded as if they had no REFs in their surroundings. Overall, 

participants seem to be highly affected by renewable energy development. In all treatments, 

more than 65% stated to have wind energy facilities in the ten km surroundings of their place of 

residence. More than half of the respondents indicated that they have solar facilities, while 

around 45% have biogas power stations. The percentage of people with HVTLs in their vicinity 

was measured to be around 88%. Participants also indicated to be highly interest in the topic of 

renewable energy expansion. The mean values, which are above 3 in all four sub-groups, 

indicate that respondents are highly interested in this topic. 

Overall, the sampled populations of the four treatments are very similar to each other. We 

conducted a series of two-sample t-tests of equal means. The only null-hypothesis we had to 

reject was with respect of equal proportions of women in Nat(T2) compared to StaCon(T3) and 

Sta(T4).  

As a consequence, possible biases in WTP estimates across the four treatments will not result 

from the variables shown in Table 3. 
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Table 3: Socio-demographic characteristics across treatments 

Variable NatCon (T1) 
Mean (SD) 

Nat (T2) 
Mean (SD) 

StaCon (T3) 
Mean (SD) 

STA (T4) 
Mean (SD) 

Age (years) 42.93 
(13.87) 

42.53 (14.54) 42.38 (13.89) 42.64 (13.91) 

Female respondents 0.45 
(0.50) 

0.42 
(0.49) 

0.47 
(0.50) 

0.47 
(0.50) 

Education     

Middle-school 
incomplete 

0.07 
(0.25) 

0.06 
(0.25) 

0.05 
(0.22) 

0.06 
(0.25) 

Middle-school degree 0.23 
(0.42) 

0.25 
(0.43) 

0.25 
(0.43) 

0.24 
(0.43) 

High-school degree 0.28 
(0.45) 

0.27 
(0.44) 

0.26 
(0.44) 

0.26 
(0.44) 

University degree 0.42 
(0.49) 

0.41 
(0.49) 

0.43 
(0.50) 

0.44 
(0.50) 

Income (€ / month) 3052.24 
(1595.31) 

3080.22 
(1569.31) 

3056.14 
(1431.46)  

3019.97 
(1582.14) 

Place of residence     

Large city 0.36 (0.48) 0.38 (0.49) 0.35 (0.48) 0.37 (0.48) 

Small city 0.32 (0.47) 0.32 (0.47) 0.35 (0.48) 0.33 (0.47) 

Village 0.33 (0.47) 0.29 (0.46) 0.30 (0.46) 0.30 (0.46) 

Experience with REFs     

Wind  0.68 (0,47) 0.65 (0.48) 0.68 =0.47) 0.66 (0.47) 

Solar 0.55 (0.50) 0.51 (0.50) 0.52 (0.50) 0.52 (0.50) 

Biogas 0.46 (0.50) 0.47 (0.50) 0.47 (0.50) 0.42 (0.50) 

HVTLs 0.88 (0.33) 0.90 (0.30) 0.89 (0.32) 0.89 (0.32) 

Interest in the topic 
renewable energies 

3.13 
(0.66) 

3.11 
(0.71) 

3.08 
(0.67) 

3.09 
(0.65) 

Respondents 788 779 817 829 

Note: SD = Standard deviation; 

Next, Table 4 shows how much time respondents spent on the survey page informing about 

consequentiality and the providing institution. Time spent on a webpage might not be an ideal 

indicator of whether respondents read instructions, but it can serve as a proxy. Table 4 shows 

that respondents spent more time on the survey page when the consequentiality device was 

presented. A Wilcoxon rank-sum test indicates that the median values for NatCon(T1) and 

StaCon(T3) are significantly higher than those for Nat(T2) and Sta(T4). This could be interpreted 

as an indication that respondents assigned to a treatment with consequentiality device read the 

additional information. 
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Table 4: Average time respondents spent on treatment survey page in seconds 

 
Trimmed mean Median 

NatCon(T1) 11.01 10 

Nat(T2) 7.45 7 

StaCon(T3) 11.18 11 

Sta(T4) 7.85 7 

Note: For the trimmed mean 1% of the lowest and highest values were excluded  

Table 5 reports the answers on the perceived policy consequentiality of the survey. For the 

complete sample, 90.45% of the respondents do think that there is at least some probability that 

their responses will be taken into account by policy makers (definitely yes, rather yes, rather no). 

With respect to each treatment, this figure is lowest in Nat(T2) (88.19%) and highest for 

StaCon(T3) (91.92%). 

Table 5: Perceived policy consequentiality across treatments in % 

Category NatCon(T1) Nat(T2) StaCon(T3) Sta(T4) 

Definitely no 8.88 11.81 8.08 9.53 

Rather no 63.83 59.82 64.26 64.54 

Rather yes 22.22 24.13 22.52 21.95 

Definitely yes 4.06 4.24 5.14 3.98 

Note that, as mentioned earlier, we also asked respondents on their beliefs about influences of 

their choices on the electricity bill. As illustrated in a cross-comparison in Table 6, we find that 

participants stated a much higher level of payment consequentiality compared to policy 

consequentiality. For instance, 140 participants stated to think that their choices would 

definitely affect policy making (definitely yes) while 1,329 participants believe their choices to 

impact their future electricity bill. This finding is not plausible since policy consequentiality 

would entail payment consequentiality. We suspect that participants did not relate their 

answers concerning payment consequentiality to the choices they made during the DCE, but 

rather to general changes in the electricity price, which has significantly increased in Germany 

over the last years. Thus, we subsequently only consider responses to policy consequentiality. 
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Table 6: Perceived policy and payment consequentiality 

 Definitely no Rather no Rather yes Defnietely 
yes 

Total 

Definetely no  89 32 16 3 140 

Rather no 327 287 120 3 737 

Rather yes 775 642 573 37 2027 

Definetely 
yes 

138 43 65 61 307 

Total 1329 1004 774 104 3221 

Note: Due to missing values with respect to the item on perceived payment consequentiality the 

sample size is reduced to 3,211 respondents here 

Table 7 associates the trust in both the National Government and the State Governments. It is 

easily visible that respondents have significantly more trust in the Governments of their State 

than in the National Government when it comes to taking peoples interests and preferences into 

account. The frequency of those who responded that they definitively trust the National 

Government or their State Government does not differ much. However, 1459 respondents (45%) 

stated that they would fully or rather trust their State Government while only 813 respondents 

(25.3%) stated that they would fully or rather trust the National Government. Looking at the 

endpoints of the response scales, only 31 respondents fully trust both institutions while 384 

respondents do not have any trust in the two institutions when it comes to taking their 

preferences into account. That trust in institutions differs significantly is also supported by a chi-

square test of equality in frequency distributions. 

Table 7: Stated trust in institutions 

  National Government (Trust_Nat)  

  Fully Rather   Rather not Not at all Total 

St
at

e
  

go
ve

rn
. 

(T
ru

st
_S

ta
) Fully 31 34 18 9 92 

Rather   7 490 756 114 1,367 

Rather not 16 201 930 137 1,284 

Not at all 4 30 52 384 470 

Total  58 755 1,858 644 3,213 

Note: A Chi-squared test of equal levels of trust across institutions is rejected at the 1% level of 

significance 
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6.5.2 Determinants of Perceived Policy Consequentiality  

This section investigates the factors that are expected to possibly impact perceived policy 

consequentiality. Table 8 reports the results of a binary logit with dependent variable taking a 

value of 0 if the participant stated that his or her responses would definitely not be taken into 

account and 1 otherwise.  

Consistent with Expectation II and Section 5.4 we thereby follow the ”knife-edge” argument.  

Table 8 shows a very strong association between perceived policy consequentiality and trust in 

institutions. Particularly, respondents who report high levels of trust in the National Government 

are more likely to state that their responses will be taken into account by policy makers. The 

effect is less pronounced for trust in the State Government. One reason for this finding might be 

that the National Government takes a key role in the transformation process of the energy 

system. Participants who do not trust the National Government are thus less likely to believe 

that their responses are considered.  

Interestingly, Table 8 also indicates that the information treatments respondents received prior 

to the DCE have a significant influence on consequentiality perception. Compared to treatment 

Nat(T2), which did not highlight the consequences of the survey, participants are more inclined 

to perceive their responses to be at least somewhat consequential if they were assigned to a 

treatment with consequentiality device. The magnitude of this effect is slightly larger if the 

institutional context is the State Government.  

Similar to Vossler and Watson (2013), our model on perceived policy consequentiality shows a 

rather weak link between consequentiality perception and socio-demographic covariates. Our 

estimates only show significant effects regarding the variables ‘age” finding that older 

respondents are observed to be less likely to state that their responses have some policy 

impacts. For the variable “interest”, we observe that the higher the interest in the expansion of 

renewable energies, the lower the probability of believing that their choices will be 

consequential with any positive probability. 
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Table 8: Binary Logit Model on Perceived Consequentiality 

Variable Coefficient |t-value| 

Trust_Nat 1.3122 10.03 

Trust_Sta 0.4315 4.38 

NatCon(T1) -0.3573 1.98 

StaCon(T3) -0.4735 2.59 

Sta(T4) -0.2628 1.50 

Age -0.0133 2.63 

Gender (female) 0.0172 0.13 

Middle-school degree 0.1217 0.45 

High-school degree 0.1002 0.37 

University degree 0.0574 0.22 

Income 0.0403 0.94 

Place of residence (base =large city)   

Small city 0.2826 1.76 

Village 0.1541 0.88 

Experience with REFs   

Wind -0.2497 1.83 

Solar -0.0243 0.18 

Biogas 0.0508 0.35 

HVTLs 0.3393 1.53 

Interest -0.4799 5.20 

Constant -5.9457 9.82 

Observations 3213 

Pseudo r-squared 0.168 

AIC 1723.5 

Log-likelihood (constant) -1012.7 

Log-likelihood (model) -842.7 

Parameter 19 
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6.5.3 The Influence of the Information Treatments on WTP estimates 

The last section has shown that the information given in the treatments has some influence on 

subjective measures of consequentiality. Now, we investigate whether this is also the case 

concerning WTP estimates towards the expansion of renewable energies in Germany. The following 

table reports the results from MXL models estimated for each treatment. The alternative-specific 

constants (ASC) each time show that, all else held constant, respondents prefer solar power over 

wind power and wind power over electricity from biogas in the ten km surroundings of their place of 

residence. With the exception of NatCon(T1), electricity from biogas is, on average, not preferred 

over the future status quo alternative. As indicated by the large standard deviations, which are highly 

significant for all ASCs, there is a high degree of unobserved preference heterogeneity. With respect 

to the attributes, the likelihood of choosing an alternative increases with the distance REFs have to 

respondents’ place of residence. By contrast, this probability decreases with the size of the REF. No 

effect is found for the number of REFs in peoples’ surroundings. However, at least in treatment 

NatCon(T1) and StaCon(T3) significant standard deviations indicate some degree of taste 

heterogeneity with respect to this attribute. The coefficients for the attribute ‘landscape’ are 

positively significant indicating that larger shares in the landscape not used for future renewable 

energy development are associated with a utility gain. Participants also prefer HVTLs to be built 

underground rather than overhead. Finally, the ‘cost’ attribute has a negative sign and is highly 

significant. Thus, the more expensive an alternative is the less likely are respondents to choose it. 
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Table 9: Mixed Logit Models by Treatment 

Variable NatCon(T1) Nat(T2) StaCon(T3) Sta(T4) 
Coefficient |t-value| Coefficient |t-value| Coefficient |t-value| Coefficient |t-value| 

Means 
ASC (wind) 0.7370 5.03 0.4502 3.55 0.6968 4.77 0.7839 5.71 
ASC (solar) 1.7909 12.04 1.4284 11.37 1.6417 11.03 1.3973 10.14 
ASC (biogas) -0.4332 2.54 -0.1979 1.33 0.0859 0.55 -0.1967 1.25 
Distance 0.0525 9.79 0.0473 10.22 0.0501 9.50 0.0472 10.02 
Size of REFs (small) 0.4889 4.57 0.3976 3.96 0.4149 3.92 0.3717 3.60 
Size of REFs (large) -0.4759 4.47 -0.4806 4.88 -0.4697 4.50 -0.4514 4.37 
Number of REFs 0.0482 1.48 0.0164 0.55 0.0521 1.56 0.0137 0.45 
Landscape 0.0169 5.66 0.0163 5.84 0.0175 5.81 0.0192 6.66 
HVTLs (underground) 0.7280 8.41 0.7099 9.21 0.8101 9.29 0.7620 8.89 
Cost -2.7179 28.49 -2.5979 32.10 -2.6715 29.03 -2.6519 30.99 
Standard deviations 
ASC (wind) 2.6002 15.49 2.0744 14.96 2.5826 (15.59) 2.4908 16.06 
ASC (solar) 2.5119 16.09 2.0645 16.11 2.5739 16.43 2.4474 16.83 
ASC (biogas) 2.4915 3.27) 2.1099 13.76 2.2832 13.40 2.3534 (13.79) 
Distance -0.0727 9.43 -0.0517 6.72 -0.0753 9.61 -0.0558 7.25 
Size of REFs (small) 1.1305 6.92 1.1043 7.82 1.1936 8.09 -1.2052 8.68 
Size of REFs (large) -0.9331 5.26 -0.9788 6.38 1.0013 6.00 1.1409 7.17 
Number of REFs 0.1747 2.08 -0.1238 1.22 0.1884 2.09 0.0662 0.56 
Landscape -0.0391 8.34 -0.0371 9.14 -0.0417 8.97 -0.0410 9.68 
HVTLs (underground) 1.1700 10.05 0.9290 8.39 1.1823 9.97 1.2797 11.85 
Cost 1.3369 15.75 1.1634 14.56 1.2981 14.13 1.1869 15.68 

Observations 18912 18696 19608 19896 
Pseudo r-squared 0.171 0.136 0.159 0.158 
AIC 9229.7 9492.7 9735.9 10039.9 
Log-likelihood (constant) -5543.4 -5471.9 -5763.4 -5934.7 
Log-likekihood (model) -4594.8 -4726.4 -4847.9 -4999.9 
Parameters 20 20 20 20 

Note: REF = renewable energy facility; AIC = Akaike Information Criterion; ASC = alternative-specific constant 
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Table 10 presents the mean marginal WTP estimates as well as the 95-confidence intervals 

derived from the four mixed logit models. They are expressed in € per month and household. 

Taking the example of NatCon(T1), respondents, on average, are willing to pay €0.33 for the REF 

to be built 100 m further away from the edge of town. For a change in the size of the REF from 

middle to small, participants would pay €3.00. For a change from middle to small, however, 

compensations amounting to €2.95 are required. For one percent increase in the share of the 

landscape in the ten km surroundings of the respondent’s place of residence, which would not 

be used to build REFs, the WTP is calculated to be €0.10. Respondents also have a significant 

WTP for building future HVTLs underground instead of overhead. It is estimated to be €4.51 in 

NatCon(T1). Comparing mean marginal WTPs across treatments, it appears that all confidence 

intervals overlap indicating that there are no systematic differences across split samples. 

Moreover, a series of Poe et al. (2005) tests on pair-wise WTP differences between treatments 

confirm that mean WTP estimates do not differ by treatment. 

Table 10: Mean marginal WTP estimates by treatment in € per month 

Attribute NatCon(T1) Nat(T2) staCon(T3) Sta(T4) 

 WTP  CI WTP CI WTP  CI WTP  CI 

Distance 
(100m) 

0.33 
(0.24 / 0.41) 

0.32 
(0.25 / 0.40) 

0.31 
(0.23 / 0.39) 

0.33 
(0.25 / 0.41) 

Size of REFs 
(small) 

3.00 
(1.67 / 4.40) 

2.72 
(1.34 / 4.09) 

2.58 
(1.23 / 3.94) 

2.61 
(1.17 / 4.04) 

Size of REFs 
(large) 

-2.95 
(-4.36 / -1.54) 

-3.28 
(-4.70 / -1.87) 

-2.92 
(-4.32 / -1.53) 

-3.16 
(-4.66 / -1.67) 

Number of 
REFs 

n.s. n.s. n.s. n.s. 

Landscape (%) 0.10 
(0.06 / 0.14) 

0.11 
(0.07 / 0.15) 

0.11 
(0.07 / 0.15) 

0.13 
(0.09 / 0.18) 

HVTLs 
(underground) 

4.51 
(3.21 / 5.82) 

4.85 
(3.61 / 8.09) 

5.04 
(3.68 / 6.40) 

5.34 
(3.95 / 6.73) 

Note: REF = renewable energy facility; HVTL = high-voltage transmission line; WTP = willingness 

to pay; CI = 95%-confidence interval 

6.5.4 The Influence of Perceived Consequentiality on WTP estimates 

So far we have analysed whether the four treatments affect WTP estimates. Now, we compare 

mean marginal WTP estimates among those who at least partially believe in the consequentiality 

of their choices (positive consequentiality) and those who stated that they definitively do not 

think that their answers to the choice sets will affect policy (zero consequentiality). Table 11 
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presents the mean marginal WTP estimates for both groups derived from mixed logit models 

specified in the same way as the previous models. At a first glance it is already visible that WTP 

estimates do not differ systematically between sub-samples. While the mean WTPs for 

‘Distance’ and ‘Number of REFs’ are larger for respondents who think that their choices have a 

zero probability of impacting policy, the estimates of ‘Landscape’ and ‘HVTL’ are larger for the 

other group. Overlapping confidence intervals, however, suggest that the equality of WTP 

distributions between both sub-samples cannot be rejected. This result is confirmed by again 

applying the Poe et al. (2005) test. The last column of Table 11 shows the p-values of the null-

hypothesis that the mean WTP estimates of the sample “zero consequentiality” are larger than 

those of the sample “positive consequentiality” (Expectation IV). As a consequence, we do not 

observe the ‘knife-edge’ result in our data. 

Table 11: Mean marginal WTP estimates by Policy Consequentiality Perception in € per month 

 Zero consequentiality Positive consequentiality Poe eta al. 
(2005) 
test 

 WTP (CI) WTP (CI) P-value 

 N = 307 N = 2906  

Distance 0.35 

(0.22 / 0.48) 

0.32 

(0.28 / 0.36) 
0.07 

Size of REFs 
(small) 

2.86 

(0.66 / 5.07) 

2.81 

(2.08 / 3.54) 
0.31 

Size of REFs (large) -2.73 

(-4.72 / -0.73) 

-3.08 

(-3.84 / -2.32) 
0.57 

Number of REFs 
n.s. 

0.22 

(0.01 / 0.44) 
- 

Landscape 0.11 

(0.05 / 0.17) 

0.12 

(0.10 / 0.14) 
0.40 

HVTLs 
(underground) 

3.96 

(2.04 / 5.87) 

5.08 

(4.39 / 7-78) 
0.59 

Note: REF = renewable energy facility; HVTL = high-voltage transmission line; WTP = willingness 

to pay; CI = 95%-confidence interval 

6.6 Discussion and Conclusions  

The main objective of this paper was to investigate whether WTP estimates are sensitive to (a) 

exogenously presented information on the institution that provides the good under valuation as 

well as whether survey results are made available to decision makers, and (b) the 

consequentiality perceptions of the participants. At the same time, this research contributes to 
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the literature on preferences towards renewable energies and HVTLs. We find that, on average, 

participants prefer electricity from solar energy over wind energy, and electricity from wind 

energy over electricity from biogas in their 10 km surroundings. In contrast, Significant WTP 

estimates indicate that participants experience negative externalities from REFs and HVTLs in 

their 10 km surroundings. In particular, participants are willing to pay significant amounts to 

increase the distance to REFs as well as for HVTLs to be built underground rather than overhead.  

Regarding our four information treatments, we find that WTP estimates do not differ 

significantly across treatments. From this, we conclude that neither the consequentiality device 

nor the institutional context influence stated choices. This result is contrary to our expectations 

concerning the influence of the information treatments (see Expectations II and III), but in line 

with Remoundou, Kountouris, and Koundouri (2012) who also found no association between the 

institutional frame and stated WTP. The consequentiality device, however, has been observed to 

impact WTP estimates in other studies (Bulte et al. 2005; Landry and List 2007). One explanation 

for this could be that respondents have not recognised the information treatment in our survey. 

We do not have any measure to confirm or reject this. The amount of time participants spent on 

the treatment page, however, suggests that the additional information was read. It also has to 

be noted that all respondents were told on the first screen of the questionnaire that the 

objective of the survey was to find out what people in Germany think about the expansion of 

renewable energies, and that the results would be used to inform decision-makers. The reason 

to do so was to motivate participants to proceed with the questionnaire. However, as this 

information was presented on the first page of the survey, it is likely that it was not salient 

anymore when respondents started to answer the sequence of choice tasks.  

Noteworthy, we find the information treatments to have some impact on consequentiality 

perceptions when we pool those respondents who believe their choices to have at least some 

change of influencing policy. This result is in line with our Expectation I and with Herriges et al. 

(2010), who found a positive relationship between presenting a consequentiality device and 

respondents’ beliefs about the policy impacts of the survey. Nevertheless, the impact of other 

factors such as respondents’ interest in the topic, and, particularly, trust in institutions are 

observed to have much stronger effects on perceived consequentiality. This result emphasises 

the limited ability of the researcher to promote consequentiality as perceived consequences of 

the survey might be driven by many factors (similar findings were presented by Vossler and 

Watson 2013). Trust in institutions or respondents’ interest, for instance, are beyond the design 

of a stated preference survey.  
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Another important result of our study is that different perceptions of policy consequentiality do 

not translate into varying WTP estimates. We followed the ‘knife-edge’ prediction by Carson and 

Groves (2007) and estimated models for individuals who at least partially perceive their choices 

as consequential and those who state that their choices will definitely not be taken into account 

by policy makers. We fail to observe the ‘knife-edge’ result, which contradicts our Expectation IV 

and findings presented by Nepal, Berrens, and Bohara (2009), Herriges et al. (2010), or Vossler, 

Doyon, and Rondeau (2012).  

Overall, we do not find evidence in support for three out of four expectations. We only find 

weak evidence for a link between presenting a consequentiality device and perceived 

consequentiality.  

The reasons why our findings differ to previously presented results are likely to be twofold. First, 

since we implement a series of multinomial choice questions, our study differs with respect to 

the choice format from previous research concerning consequentiality. While we implemented a 

choice set with four labelled alternatives, the literature has so far only used choice sets with two 

options. The only exception is Interis and Petrolia (2014) who found behavioural differences 

between a binary and a multinomial choice task when taking perceived consequentiality into 

account. This points to the need to further investigate the incentive structure of DCEs with more 

than two alternatives and a series of choice tasks. The incentive compatibility of such choice 

formats has yet to be shown.  

Second, another important issue which distinguishes our study from previous research on 

consequentiality of stated preference questions is the good to be valued. For instance, Bulte et 

al. (2005) focused on declines in the seal population in the Waddensee (an estuary in the north 

of the Netherlands), while Herriges et al. (2010) aimed at water quality in primary recreational 

lakes of Iowa. We assume that these projects were not subject to very broad societal debate 

with many stakeholders involved and lobbies trying to influence public opinion. Unlike these 

studies, the transformation of the energy system including the expansion of renewable energy in 

Germany, which is the focus of this study, is a strongly debated topic with the public having a 

wide range of beliefs and political views. Vossler, Doyon, and Rondeau (2012) pointed out that 

requirements for consequential choices might not be present in such a context. They emphasise 

that when the good being valued is hotly debated with participants having entrenched political 

views or questioning the objectives of policymakers, beliefs about the strategic value of non-

truthful voting may be stronger. Therefore, another topic for future research is to investigate the 

links between the nature of the environmental change to be valued, the trust that people have 

in the providing institutions, and the requirements of consequentiality. 
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7 Synthesis 

Passed years have seen growing interest in the application of discrete choice experiments (DCEs) 

to value environmental goods and services. However, the use of this method is still highly 

controversial (e.g. Haab et al. 2013, Hausman et al. 2012, Kling et al. 2012). The critique of stated 

preference (SP) methods is often associated with the possibility of deriving biased estimates due 

to the hypothetical nature of DCEs or, more generally, due to deviations from the assumptions 

of “rational” consumer theory underlying discrete choice analyses. In the DCE context, 

individuals’ decisions that are not fully consistent with one more of these assumptions have 

been referred to as (behavioral) response anomalies (Johnston et al. 2017). As DCEs are 

implemented in surveys, the central question is whether such anomalies may be triggered by the 

design of the SP survey. 

This dissertation aimed at analyzing response anomalies in DCEs for environmental valuation. It 

contributes to behavioral research in DCEs for environmental valuation within the broader 

concepts of construct and criterion validity.  

The research has been structured along five major research questions elaborated in Chapter 1: 

 Research question 1: How does choice task complexity influence survey drop-out rates, 

choice consistency and derived preferences? 

 Research question 2: How does choice task complexity affect attribute non-attendance? 

 Research question 3: How does choice task complexity influence the status quo effect 

and subsequently derived preferences?  

 Research question 4: How do attribute cut-offs affect preferences?  

 Research question 5: How does survey consequentiality influence preferences? 

To answer these research questions, two specially tailored, large-scale, nation-wide online 

surveys were designed and evaluated. The first survey elicited preferences towards land-use 

changes in Germany. It employed a Design of Desings (DoD) approach originally introduced by 

Hensher (2004) in transportation research. This design plan enabled one to vary choice task 

complexity in a systematic manner by means of the design dimensionality, i.e. the number of 

choice sets, the number of alternatives, the number of attributes, the number of attribute levels 

and the level range. To the best of my knowledge this was the first time a DoD approach was 

implemented and its effects studied in an environmental context. In addition to the choice data, 

supplementary survey questions and paradata on survey drop-outs were used to address 

research questions 1 to 3. 
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The second survey aimed at eliciting preferences towards renewable energy development in 

Germany. Auxiliary survey questions were used to address research questions 4 and 5 thereby 

contributing to research on survey consequentiality and the use of attribute cut-offs, a topic that 

has so far received almost no attention in an environmental context. 

The next section summarizes the main findings of the core chapters of this dissertation before 

presenting a discussion of these results and drawing overall conclusions. Next, some implications 

for researchers and practitioners are summarized. Finally, future research is highlighted.  

7.1 Summary of Results 

In this section the results of the five research articles are summarized. Besides answering the 

five research questions, this section also points to findings beyond the scope of the main 

research interests.  

Using the dataset on preferences towards land-use changes in Germany, the first part of this 

thesis – Chapter 2, 3 and 4 – was concerned with the influence of choice task complexity on 

different behavioral outcomes addressed in research question 1, 2 and 3. Chapter 2 served as a 

point of departure for further analyzing impacts of task complexity. It was found that the 

probability to abandon the survey significantly increased with the number of choice sets and the 

number of attributes. Furthermore, designs with five alternatives showed a higher drop-out rate 

compared to those with only three alternatives. All other design dimensions did not significantly 

influence the probability to quit the survey.  

With respect to influences of the design dimensions on choice consistency, the null hypothesis 

of no relationship between the design dimensionality and the error variance was each time 

rejected. However, some of these effects were not very pronounced (the number of 

alternatives, the number of choice sets). In addition, two interaction effects impacted the error 

variance significantly:  

 The position of the choice set in the sequence of choices and the number of alternatives: 

Designs with four alternatives were observed to have higher levels of choice consistency 

at the beginning of the sequence, but within the course of that sequence error variance 

significantly increases.  

 Number of attributes and attribute levels: A low number of attributes or levels had a 

negative effect on the error variance that increases and turned into a positive effect 

when the number of attribute levels increases.  
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With respect to welfare estimates, accounting for differences in the error variance due to the 

design dimensionality did not significantly affect willingness to pay (WTP) estimates. 

Next, the influence of the design dimensionality on the attendance to attributes was 

investigated. Here, the most important result is that the relationship between attribute non-

attendance (ANA) and the design dimensionality was not very strong. Nevertheless, results from 

using respondents’ statements on the attendance to attributes as well as the inferred approach 

indicate that the number of choice sets partially (in each approach with respect to one out of 

three attributes analyzed) influenced ANA. The main driver behind ANA, however, was observed 

to be the number of alternatives. No influences were found with respect to the number of 

attributes, the number of attribute levels and the level range.  

Next, Chapter 4 analyzed the influence of task complexity on the status quo effect. It was found 

that participants were more likely to choose the status quo alternative, the later a choice task 

was presented in the sequence of tasks. Also, the more alternatives a choice task comprised, the 

less likely respondents were to choose the status quo. No effects were observed with respect to 

the number of attributes and attribute levels. In contrast, participants were less inclined to 

choose the current situation when the level range was less extreme. In addition to the design 

dimensionality, a structural complexity measure (entropy) was used to explain status quo 

choices. Entropy is a single measure of choice task complexity and captures effects resulting 

from the similarity between alternatives in a choice task (Swait and Adamowicz 2001). It was 

found that the likelihood of staying at the status quo increased with entropy. 

Chapter 4 also revisited the influence of the design dimensions on the error variance. Unlike 

Chapter 2 the model this time also accounted for unobserved preference heterogeneity. It was 

found that the variance of the error term decreased with an increasing number of choice sets. 

Choice consistency was further promoted when level ranges are narrow, but decreased when 

the level range broadened. The other design dimensions, including the number of alternatives, 

did not significantly impact choice consistency. In addition, Chapter 4 indicates that differences 

in the design dimensions significantly influence marginal as well as non-marginal welfare 

estimates. Calculations from two designs that caused the lowest and the highest number of 

status quo choices resulted in statistically different welfare estimates. This was true for marginal 

(mean WTP) as well as non-marginal (compensating variation) estimates. By including or 

excluding the parameter of the alternative-specific constant of the status quo in the calculations 

of the non-marginal welfare measures, even a change in the sign was observed. Thus, individuals 

experienced utility from the valued land use changes according to one design, but would 

experience a loss of utility from the same land use changes according to the other design. 
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Table 1 summarizes the main findings from Chapter 2, 3 and 4 with respect to each individual 

design dimension. 

Table 1: Influence of design dimensions on drop-out rates, choice consistency, attribute 
attendance and status quo choices  

Design 
Dimension 

Drop-out rate 
Choice 

consistency 
Attribute 

attendance 
Status quo 

choices 

Number of 
choice sets 

Increase Quadratic* Decrease Increase 

Number of 
alternatives 

Increase for 5 
alternatives 

Decrease for 4 
alternatives* 

Decrease Increase 

Number of 
attributes 

Increase Decrease** No effect No effect 

Number of 
attribute levels 

No effect Decrease** No effect No effect 

Level range No effect Decrease No effect Increase 

Note: * = Significant interaction between dummy 4 alternatives and number of choice sets; ** = 

Significant interaction between number of attributes and number of attribute levels 

Findings of Chapter 2, 3 and 4 which go beyond the scope of the main research questions 

include that survey drop-out rates, choice consistency as well as status quo choices were also 

impacted by the socio-demographic characters age, gender and the level of education of the 

respondent. Furthermore, Chapter 4 revealed that the higher respondents perceived the quality 

of the landscape in their surroundings (stated status quo), the more likely they were to choose 

the status quo alternative. With respect to the main attribute parameters it was found that all 

coefficients were highly significant and had the expected sign. On average respondents 

preferred higher shares of forests in their surroundings, higher levels of biodiversity and less 

land conversion. Also, the coefficient for cost was negative and significant indicating that 

respondents were less likely to choose an alternative with a higher price.  

Research question 4 and 5 were addressed by using data obtained through a survey on the 

development of renewable energies in Germany. Chapter 5, which studied the use of attribute 

thresholds as stated by participants prior to the DCE, found that prior cut-off elicitation 

impacted preferences. For one of the attributes, mean WTP was calculated to be four times 

larger when respondents were asked to state their minimum (maximum) thresholds before 

choosing among the renewable energy alternatives. Cut-off elicitation was further observed to 

have a negative impact on the error variance. By analyzing the split-sample with cut-off 
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elicitation, it was found that a large majority of respondents appeared to have thresholds. 

Nevertheless, many choices in the DCE involved the violation of self-imposed thresholds. To 

account for this, a discrete choice model that allowed for cut-off violation by introducing utility 

penalties was implemented. Many of the estimated penalty parameters turned out to be 

significant. 

Finally, Chapter 6 addressed the influence of survey consequentiality on preferences. Using a 

split sample approach, around halve of the respondents were presented a consequentiality 

device which informed them that the results of the survey would be made available to policy 

makers. After the DCE respondents were asked to state their perception of the consequences of 

their choices. 

It was found that WTP estimates did not differ significantly across the information treatments. 

Thus, informing respondents about the consequences of their answers did not influence choices. 

However, the information treatments were found to have some impact on consequentiality 

perceptions when those respondents who believed their choices to have at least some change of 

influencing policy were pooled. Another important result of Chapter 6 was that different 

perceptions of consequentiality did not translate into varying WTP estimates.  

Besides answering research question 5, Chapter 6 also found that the institutional context (state 

versus national government and ministries) did not influence choices. Moreover, perceived 

consequentiality was influenced by trust in instructions and the socio-demographic 

characteristics of the respondents.  

Chapter 5 and 6 further revealed that, on average, renewable energy facilities to produce 

electricity from solar power was the most preferred alternative followed by electricity from 

biomass and wind power. Particularly with respect to wind farms, respondents clearly preferred 

renewable energy facilities to be constructed further away from their place of residence. Other 

attributes that influenced public’s preferences towards renewable energies were the size of the 

facility, the share of the landscape not used for future renewable energy expansion, whether 

new long-distance transmission lines are built overhead or underground as well as the influence 

on the electricity bill. 

Further insights on the efficient and equitable development of renewable energy plants in 

Germany, which are partially based on the results of the same survey, may be found in Drechsler 

et al. (2017).  
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7.2 Conclusions and Discussion  

While the last section summarized the results from each individual research article, this section 

is intended to draw overall conclusions and discussing these results. 

As presented in Section 1.2.2, response anomalies have been investigated in at least three 

streams of research: information procession limitations, systematic patterns of respondents’ 

decision making and the incentive structure of DCEs. Information processing limitations in DCEs 

are often analyzed within the boundaries of passive bounded rationality (DeShazo and Fermo 

2004). Here, the variance of the error term of the utility function serves as an indicator for 

choice consistency which is, dependent on the influence studied, typically interpreted in terms 

of fatigue (or boredom) on the one hand and learning or preference matching on the other hand 

(Czajkowski et al. 2014, Day et al. 2012, Caussade et al. 2005). 

Overall, Chapter 2 as well as Chapter 4 found only some evidence for fatigue effects, at least in 

the range of the design dimensions investigated. Compared to research in transportation 

(Caussade et al. 2005), where a similar design approach was adopted, this dissertation rather 

provides evidence towards learning effects.  

In line with research by Czajkowski et al. (2014) in an environmental context and Hess et al. 

(2012), who used datasets from different applications, decreases in the error variance 

particularly at the beginning of the sequence of choice tasks rather point to learning effects. 

Although it is not possible to disentangle institutional and preference learning, results from 

Chapter 2 and 4 suggest that both phenomena were present since the error variance was 

impacted over the entire sequence of choice sets. This raises the question whether responses to 

the first choice sets should be included or whether example choice sets should be used (see also 

Howard e l. 2017 and Carlson et al. 2012).  

With respect to the number of alternatives, attributes and attribute levels, Chapter 2 (significant 

effects) and Chapter 4 (no significant effects) found, at the first glance, contradicting results. 

They, however, might be explained by differences in model specifications. While Chapter 2 

employed a Heteroskedastic Logit model, Chapter 4 made use of a Mixed Logit framework. 

Czajkowski et al. (2014) note that different results in the literature might be explained by the 

model specifications. The results of this thesis, thus, suggest that there is no clear evidence that 

the number of alternatives, attributes and levels systematically influence choice consistency.  

With respect to the level range, results of Chapter 2 and 4 are in line with previously published 

results (e.g. Caussade et al. 2005). Larger level ranges might have signaled to respondents a 
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higher degree of uncertainty with respect to the magnitude of the environmental change to be 

valued. Preference uncertainty could also explain the result of Chapter 5, where choice 

consistency was positively affected when attribute thresholds were elicited prior to the DCE. 

This thesis has further found evidence in line with the rational-adaptive model, i.e. impacts on 

the deterministic part of the utility function (DeShazo and Fermo 2004). 

The strongest evidence in this regard is probably provided by Chapter 4 where welfare estimates 

calculated from designs which varied in term of complexity were observed to be significantly 

different. Similar findings were presented, among others, by Boxall et al. (2009). The fact that 

the status quo parameter had a particular large impact on these results emphasizes the need for 

guidelines on whether the status quo parameter should be considered or not when calculating 

non-marginal welfare measures (Adamowicz et al. 2011). A possible reason for detecting 

significantly different WTP estimates in Chapter 4 could have been the application of decision 

heuristics. 

Chapter 3 and 4 showed that status quo choices increased as well as the attendance to attribute 

decreased, the more choice sets are presented. This result lends some evidence to the possibility 

that decreases in the error variance could be the result of adopting non-compensatory decision 

heuristics (Czajkowski et al. 2014). Therefore, the decreasing error variance observed in Chapter 

2 and 4 might not only be explained by institutional learning, but could also be due to the fact 

that some respondents choose the status quo option more frequently towards the end of the 

DCE or to not attend to all attributes. However, due to identification problems effects on the 

deterministic part and the error structure of the utility function could not be accounted for 

simultaneously (see also Zhang and Adamowicz 2011 who experienced similar problems).  

Findings from Chapter 4 further suggest that status quo effects result from the similarity 

between alternatives rather than the number of alternatives. Confirming observations made by 

Swait and Adamowicz (2001) and Zhang and Adamowicz (2011) higher levels of entropy led to 

more status quo choices. In line with observations made by Adamowicz et al. (2011), Zhang and 

Adamowicz (2011) and Rolfe and Bennett (2009), Chapter 4 found evidence for preference 

matching effects. With more alternatives it might have been easier for respondents to find a 

program that better matches their preferences resulting in less status quo choices. On the other 

hand, ANA was observed to increase with the number of alternatives (Chapter 3).   

Intestinally, neither ANA nor status quo choices were impacted by the number of attributes. This 

finding may, however, be explained by the specific design approach used. Increases in the 

number of attributes have been achieved by disaggregating the attribute concerned with 
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biodiversity. This approach was employed in order to be able to systematically account for 

differences in WTP estimates with respect to a common-metric attribute (Hensher 2004). As a 

consequence, respondents may have jointly evaluated the biodiversity attributes rather than 

considering each in isolation. In this context it has to be noted that Chapter 3 did not investigate 

ANA regarding the biodiversity attribute(s). Other studies such as Boxall et al (2009) provide 

evidence the number of attributes might influence preferences. 

Chapter 4 also indicates that participants are less inclined to choose the current situation when 

the level range is less extreme. One might speculate that a reason for this is the use of attribute 

cut-offs (Swait 2001). When the level range became wider, some level values may have 

exceeded the maximum (minimum) acceptable level. As a consequence, respondents remained 

at the status quo to avoid cut-off violations.  

Results from Chapter 5, indeed, indicate that attribute cut-offs play a role in making choices and 

that accounting for such cut-offs impacts model estimates quite substantially pointing again to 

non-compensatory decision making. However, respondents are in many cases willing to violate 

their cut-offs when having to make trade-offs. Similar observations were made within an 

environmental context (Bush et al. 2009) as well as in other DCE applications such as food choice 

(e.g. Ding et al. 2012) or transportation (e.g. Roman et al. 2017). These studies and Chapter 5, 

however, assume attribute cut-offs to be exogenous to the choice process. As pointed out by 

Ding et al. (2012), for example, cut-off endogeneity is potentially an important issue.  

Chapter 5 further found that eliciting cut-offs prior to a DCE might impact respondent’s 

preferences. An explanation for this result may be respondents’ unfamiliarity with some of the 

attributes of renewable energy alternatives, which might have led respondents to learn about 

their preferences based on attribute constraints. Swait (2001) already pointed out that asking 

participants on their attribute constraints before starting the DCE might entail the risk that 

preferences are formed based on these cut-off rather than on past experience. 

Lastly, results from Chapter 6 do not provide evidence for response anomalies resulting from 

respondents’ perceptions of survey consequentiality. Unlike previous research (Vossler et al. 

2012, Herriges et al. 2010, Nepal et al. 2009), the survey underlying Chapter 6 employed 

multinomial choice questions with four labelled alternatives while the literature has so far used 

choice sets with two alternatives. The only exception is Interis and Petrolia (2014) who found 

behavioral differences between a binary and a multinomial choice task when taking perceived 

consequentiality into account. This points to the need to further investigate the incentive 
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structure of DCEs with more than two alternatives and a series of choice tasks (see also Section 

7.3).  

A consequentiality device, which was found to have no impacts in Chapter 6, has been observed 

to influence WTP estimates in other studies (Landry and List 2007, Bulte et al. 2005). One 

explanation for this could be that respondents did not recognize the information treatment in 

the survey. There is no measure to confirm or reject this. The amount of time participants spent 

on the treatment page, however, suggests that the additional information was read. It also has 

to be noted that all respondents were told on the first screen of the questionnaire that the 

objective of the survey was to find out what people in Germany think about the expansion of 

renewable energies, and that the results would be used to inform decision-makers. The 

consequentiality device was found to have some impact on consequentiality perception, but the 

impact of other factors such as respondents’ interest in the topic, and, particularly, trust in 

institutions were observed to have much stronger effects on perceived consequentiality. This 

result emphasizes the limited ability of the researcher to promote consequentiality as perceived 

consequences of the survey might be driven by many factors (similar findings were presented by 

Vossler and Watson 2013).  

7.3 Implications for Designing Discrete Choice Experiments 

An important step in designing a DCE is to determine the design dimensions of the DCE. 

Increasing the complexity of the DCE, particularly the number of choice sets and alternatives, is 

advantageous from a statistical point of view since it increases the number of data points 

obtained from each respondent.  

Since the study context and processing strategies adopted may vary a lot across applications and 

respondents, respectively, it will not be possible to determine a choice design which always 

minimizes the risk of biased estimate. Nevertheless, results from Chapter 2, Chapter 3 and 

Chapter 4 may be used to derive at least some recommendations for researchers and 

practitioners. First of all, it can be concluded from Chapter 2 that survey drop-outs due to 

variations in the design dimensions of the DCE are of minor concern. Although increases in 

choice task complexity increased the probability of pre-maturely abandon the survey, using 

more choice sets may still be advantageous in the light of the cost of statistical information, i.e. 

the cost per interview. As Louviere et al. (2013) argue, the negative effect of designs with a 

higher dimensionality on drop-out rates may be overcompensated by the additional information 

obtained. In fact, Chapter 2 illustrates this by calculating the number of data points obtained 

taking the example of designs with “low” and “high” complexity. Furthermore, respondents 
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usually receive an incentive if they complete the questionnaire. Thus, participants might not quit 

the survey during the DCE since they have already paid the “sunk costs” of answering warm-up 

questions, etc.  

With respect to impacts on model results the number of choice sets as well as the number of 

alternatives seems to be the most “critical” design dimensions. With the findings of this 

dissertation and other recent publications (Czajkowski et al. 2014, Hess et al. 2012) in mind, one 

might conclude that research and practitioners in environmental valuation could go beyond four 

to eight choice tasks, a number which is typically applied in DCEs for environmental valuation. A 

number of ten to 15 choice sets should not affect choice consistency negatively. However, 

Chapter 3 and Chapter 4 showed that more choice sets might lead to non-compensatory 

decision making. This should be kept in mind and accounted for when designing DCEs and 

analyzing choice data. Concerning the number of alternatives, DCEs for environmental valuation 

usually comprise three alternatives states of the world with one of these reflecting the status 

quo (Boxall et al. 2009). Chapter 4 suggests to use more than three or more alternatives to allow 

for a better matching of preferences. However, using more than two alternatives might raise 

issues with respect to the incentive compatibility of the valuation task, an issue that will be 

discussed in more detail below. Eventually, the number of alternatives to be presented will 

highly depend on the real-world context in which the DCE is employed (Johnston et al. 2017, 

Rolfe and Bennett 2009). For instance, in cases of labeled choices (e.g. renewable energy 

alternatives, recreation sites) it would be difficult to restrict toe choice set to a binary choice 

task.  

Also, the level range should be determined with some degree of caution. One should be aware 

that larger distances between attribute levels may lead to less consistent and more status quo 

choices. Chapter 5 further suggests that research and practitioners should be aware that 

auxiliary survey questions prior to the DCE may have an influence on preferences. This could be 

particularly the case when respondents have to make statements on some of the attributes and 

their levels that are later used in the DCE.  

From all these findings I, finally, recommend to use split sample approaches in DCE studies in 

order to be able to test for possible impacts of the survey design. 

7.4 Future Research 

Based on the discussion presented above, this section intends to point to future research. 

Chapter 2, 3, and 4 showed that choice task complexity may particularly impact the 

deterministic part of the utility function. Probably the most important and at the same time 
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troubling practical discovery of Chapter 2, 3 and 4 was that the design of the DCE was observed 

to have significant influence on policy-relevant marginal as well as non-marginal welfare 

estimates. This empirical result, however, relates to only one dataset from a large-scale, nation-

wide conducted online survey. Future studies could start by employing the DoD approach or 

other systematic measures of choice task complexity using a larger sample size. The total sample 

size of the dataset used to answer research question 1, 2 and 3 was 1,684 participants. This 

resulted in an average number of around 100 respondents per design. There is also a clear need 

to analyze impacts of task complexity in other study contexts. Rose et al. (2009), who applied the 

DoD approach in different countries in a transportation context, argue that the impact of design 

dimensions upon model estimates may be not necessarily transferable to other contexts. This 

may particularly apply to environmental valuation where the characteristics of goods and 

services differ a lot ranging from changes in biodiversity to valuations of the landscape view. One 

might also want to vary the number of attributes by a different approach than the one followed 

here. The problem, however, is not to confound effects of an increased number of attributes 

with effects due to information conveyed by attributes. Since the survey on land-use changes 

was conducted online, further paradata could be used to explain choices. So far, only survey 

drop-outs have been studied, but one could also use available data on the time respondents 

needed to choose an alternative. Campbell et al. (2017) found a clear link between response 

time and utility coefficients, error variance as well as processing strategies emphasizing the 

importance of considering response time when modeling stated choice data.  

Another issue to consider is the inclusion of choice sets with only one hypothetical and a status 

quo alternative. It has long been known that DCE designs with two alternatives and a single 

choice set are incentive compatible (Carson and Groves 2007). Vossler et al. (2012) further 

showed that under certain conditions a sequence of binary choice tasks can be incentive 

compatible while the incentive compatibility of DCE with more than two alternatives has still to 

be demonstrated. Thus, including designs with two alternatives in a systematic analysis of choice 

task complexity as well as in a context where attribute cut-offs are elicited would enable further 

interesting insights.  

Finally, future research endeavors should devote more attention to directly identifying and 

accommodating different decision strategies in discrete choice models. Research by Sandorf and 

Campbell (2018) or Daniel et al. (2018), who studied satisficing and elimination-by-aspects 

behavior using a two-stage model approach, moves in this direction. Whether status quo effects, 

ANA or the application of attribute cut-offs, this dissertation has shown that respondents in DCE 

make use of a variety of decision heuristics. This highlights the need to dedicate more research 
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effort to information processing heterogeneity rather than preference and scale heterogeneity 

in order to bring DCEs and discrete choice models even closer to behavioral realism. 
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