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Abstract

Motility is a fundamental feature of eukaryotic cells maintained across different organisms over

millions of years of evolution. Cell motility is critical in many biological processes, including em-

bryonic development, immune response, and wound healing. Errors in the motility mechanisms

can have serious consequences, such as the metastatic spread of cancer cells. Cell motility is a

very complex phenomenon with numerous molecular components. Although many of these com-

ponents and basic processes are well characterized, there is a need to integrate this wealth of data

and conceptualize the fundamental mechanisms that shape motility behavior. The motility prop-

erties vary dramatically between different cell types in different conditions. Nevertheless, some

properties and relations seem to be universal, as they have been observed in many cell types and

conditions. Studying these universal constitutive relations is the first step toward understanding

the fundamental mechanisms of motility. In this thesis, we start by developing two analysis tools

that can integrate the experimental data obtained from imaging the cell cytoskeleton and edge

morphodynamics. We demonstrated the potential of the analysis workflows to quantitatively

characterize the impact of specific molecules on the architecture of the cytoskeleton and the cell

morphodynamics. Following the introduction of the analysis tools, we introduced a biophysical

model to understand the underlying mechanisms that give rise to the constitutive relations in

cell motility. The biphasic adhesion-velocity relation is the first universal observation in cells

we studied. We used our experimental data on the MDA-MB-231 cells that were restricted to

1-dimensional motion by Fibronectin coating micro-lanes and introduced a model to obtain a

quantitative understanding of how the effect of adhesion on the forces pushing the front and

resisting motion at the back leads to the biphasic adhesion-velocity relation. Our model repro-

duces the measured adhesion-velocity relation in 4 different cell types. The model suggests that

the polymerization force at the leading edge, which drives the retrograde flow, is also the force

pushing the front. Drag forces along the cell length resist motion. All the forces promoting and

resisting motion are velocity-dependent and controlled by adhesion. We find that cells exhibit

adhesion-dependent intrinsic length. Our model suggests an elastic force mediates the interac-

tion between cell front and back. We extended our model to include the well-established clutch

mechanism. Based on our experimental evidence, a back protrusion is also added to the model.

The extended model reproduced coexisting dynamic states of cells. The mechanical competition

of protrusions introduced in our model could explain another universal observation in cell motil-

ity, the USCP law. Our mechanism suggests retrograde flow speed be the primary determinant

of the stability of a protrusion. The proposed mechanical system can explain three universal

experimental observations, the biphasic adhesion-velocity relation, the coexistence of oscillatory

and steady morphodynamics, and the UCSP law. The main components of the model required

to explain those relations are the noisy clutch mechanism, the interaction of back and front

protrusions through elastic mechanical force, and the integrin signaling, which determines the
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parameters of the mechanical system. The universality of the components of our model explains

the universality of the experimentally observed relations.
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Chapter 1

Introduction

The ability to migrate is a fundamental property of all animal cells. Cell motility refers

to the process of cell migration from one place to another. This ability is crucial for

a range of processes, including migration of cells in development, tumor metastasis,

wound healing, and immune responses [4, 19–21]. Defects in the process of cell motility

can induce serious consequences. The metastatic spread of cancer cells shows the great

importance of understanding the mechanisms underlying cell motility.

In vivo, cells exhibit 1, 2, or 3-dimensional migration depending on their environment.

For instance, cells can move along 1-dimensional paths on the fibers of the extracellular

matrix [22]. 3-dimensional migration is seen when cells move in the extracellular matrix.

However, the best studied case is the 2-dimensional migration of cells on surfaces. De-

spite the differences between different modes of motility, the insight that is gained from

experiments on cells moving on substrates helps to understand the mechanisms of cell

motility in general. To move on surfaces, cells usually employ flat or finger-like projec-

tions called lamellipodium and filopodium, respectively [23, 24]. Cell motility is usually

classified into two types of motion (Fig. 1.1). First is the mesenchymal motility in which

cells form strong adhesion with substrate and move utilizing actin-rich protrusions [25].

Contraction of the cell rear is also suggested to be critical in mesenchymal motility. The

second type is amoeboid motility, with cells forming pseudopods and stable blebs due

to hydrostatic pressure. The strength of adhesion to the substrate is weaker in this type

of motility [25–27].

1
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Figure 1.1: Two modes of motility. Main features of the Mesenchymal (a) and amoe-
boid (b) types of migration. Figure is taken from [1].

The context of this thesis is the mesenchymal motility of cells. We cover data analysis ap-

proaches and mathematical modeling of cell motion. In this chapter, we briefly describe

the basic structures of the cell and provide biological background on the components in-

volved in cell motility. Then, we review some fundamental constitutive relations related

to cell motility. Finally, we review the related literature and describe our approach in

this thesis.

1.1 Cell structures

1.1.1 Cell membrane

The plasma membrane of the cell is a thin (5 nm thick) lipid bilayer formed by phospho-

lipid molecules that separates the interior and exterior of the cell. The cell membrane

is essential in many biological functions of cells. All the interactions between the cell

and the extracellular environment are through the plasma membrane. Many proteins

exist in the membrane bilayer, which can act as receptors. In addition to signaling, the

membrane also plays a mechanical role for the cell. The elastic properties of the mem-

brane help cells to keep their integrity. Membrane Tension provides a means of force

transmission between different parts of the cell [28]. It has been reported that there is a

correlation between forces in the cell cytoskeleton and the membrane tension [29]. The

membrane tension changes after polarization of the cell [30], and a back-to-front gradient
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is observed in moving cells [30]. Experimental manipulation of membrane tension leads

to a change in actin structure, density and cell velocity [31].

Right beneath the plasma membrane, a thin (a few hundred nanometers thick) F-actin

network exists, which is called cortex. This cortex is linked with the membrane. The

cortex increases the rigidity of the membrane and controls cell shape [32]. Cell membrane

and cortex are directly involved in cell motility and lamellipodia dynamics [33–36].

1.1.2 Cytoskeleton

All the biological material enclosed by the cell membrane (except the cell nucleus) is

called cytoplasm. The cytoplasm is comprised of cell organelles and cytosol, which is a

viscous intracellular fluid. In the cytoplasm of animal cells, there is also a viscoelastic

structure formed by various semiflexible biopolymers that functions as a support for

the cell shape [37]. The mechanical properties of the cell and its ability to migrate

mainly depend on this cytoskeleton. The main components of the cell cytoskeleton are

microtubules, intermediate filaments, and actin filaments [38]. Actin filaments are the

smallest filaments, with a diameter of 6nm, and have an essential role in cell motility [37].

1.1.3 F-actin and treadmilling

Actin is the most abundant protein in eukaryotic cells. It has a wide range of cellular

functions, particularly in cell motility. There are two forms of actin in cells, monomeric

(G-actin) and filamentous (F-actin). Features of the actin allow cells to turn F-actin to

G-actin and vice versa rapidly. Consequently, cells are able to remodel their cytoskeleton

on short time scales, which is a prerequisite for motility. These processes are regulated

through various signaling pathways.

An actin filament is a two-stranded double helix with a diameter of 7−9 nm [39]. The

persistence length is a measure of the stiffness of a biopolymer. It is defined as a length

above which the tangents at the two ends of the filament have no correlation. The

persistence length of an actin filament is about 17 µm [40]. That is close to the typical

size of cells. That explains the abundance of F-actin in the cytoskeleton providing

structural support for the cell.
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Figure 1.2: The process of actin treadmilling. ATP-actin monomers polymerize at
the plus end and ADP-actin monomers depolymerize at the minus end. Figure is taken

from [2].

At the plus end of filaments, ATP-actin monomers polymerize and elongate the fil-

ament. After the polymerization of a monomer, the associated ATP is hydrolyzed

and releases the phosphate. That results in ADP trapped in the filament [41]. ADP

actin monomers eventually leave the filament ends via depolymerization at the minus

end [4, 42] (Fig. 1.2).

The two ends of the actin filament do not have similar properties, i.e., it is a polar

structure [37]. At the barbed ATP-rich end (also called plus-end), the binding rate of

monomers is fast, while at the pointed ADP-rich end (minus-end), the filament poly-

merizes slower. The polymerization rate is dependent on the concentration of G-actin

in the solution. Actin monomers are also leaving the filament end. Unlike polymer-

ization, depolymerization occurs at a constant rate and is independent of the cytosolic

concentration of actin. At a critical concentration of G-actin in the solution, the rate of

polymerization and depolymerization are equal for one of the filament ends. Since the

polymerization rate is about ten times faster at the plus-end than at the minus-end, the

critical concentrations of the two ends of the filament are not identical. In a range of

cytosolic G-actin concentrations between the critical concentrations of the plus-end and

the minus-end, the filament grows at one end and depolymerizes at the other. When the

growth rate at the plus-end equals the dissociation rate at the minus-end of filaments,

they reach a stable length. That is the mechanism of actin treadmilling, which is one of

the main ways that cells convert chemical energy to mechanical work and produce force

for motility [43–46]. Treadmilling is the main engine of cell motility machinery.

1.1.4 Actin Structures and regulatory proteins

Treadmilling of filaments provides the possibility to form stable actin structures that are

actively extending in one direction. In mesenchymal motility, cells employ these active

actin-based projections for motility. Lamellipodia are 2-dimensional flat structures with
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Figure 1.3: Different actin structures in the cell including lamellipodia, filopodia,
lamella, actin cortex and stress fibers. Image is taken from [3].

a branched actin network that cells use for crawling on substrates [4, 42, 47]. Filopodia

are 1-dimensional structures with parallel bundled actin filaments, which are also seen

in crawling motion. These structures, as well as actin structures at the other parts of

the cell, are illustrated schematically in Fig. 1.3. Long stress fibers are another type of

actin structure that are present in many cell types [46]. Behind the lamellipodium there

is a region called lamella. The actin filaments in the lamella are more bundled compared

to those in the lamellipodium, in which the network is branched and cross-linked.

Several actin-binding molecules are responsible for forming the actin structures with

different properties. The Arp2/3 complex has a major role in the formation of dendritic

branched actin networks in the lamellipodia [48–50]. Arp2/3 binds to preexisting mother

filaments and nucleates new daughter filaments [4]. The daughter filament is oriented

at a 70 degrees angle from the mother filament. Hence, Arp2/3 can regulate the density

and stability of the branched actin network. Several signaling pathways are known to

activate Arp2/3 in lamellipodia, most importantly WASP-family proteins [51] (Fig 1.4).

Branching is a mechanism for the nucleation of new filaments in the network. Neverthe-

less, new filaments can also be generated by spontaneous stabilization of the actin dimers

or trimer [52]. Formins are the second group of nucleators that can form unbranched

new filaments (Fig 1.4).
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Figure 1.4: Important regulatory proteins of actin. The most important processes
involved in dendritic nucleation and treadmilling of actin are shown with numbers.

Figure is taken from [4].

Nucleation of new filaments is necessary for a stable network, but not sufficient. Fast

elongation of the existing filaments is also crucial. Many proteins can promote the

polymerization of actin monomers at the tip of filaments and enhance the elongation rate.

For example, Formins and Ena-VASP proteins can control the rate of actin assembly

and filament elongation [53, 54].

Capping protein (CP) binds to the barbed end of actin filaments and blocks polymer-

ization. ADF/cofilin is a family of proteins that attach to actin filaments, severe the

filaments and depolymerize microfilaments. Rapid depolymerization of F-actin medi-

ated by cofilin replenishes the G-actin pool, which is required for treadmilling. The

most important proteins involved in the dendritic nucleation and treadmilling of actin

are shown in Fig. 1.4.

Filaments of a network should be linked together to form a stable structure. The link-

age between filaments changes the mechanical properties of the network and makes it

stiffer [55, 56]. That is a requirement for the F-actin structure in the lamellipodium since

it should be capable of pushing the leading edge membrane [55, 57, 58]. The cross-linked

F-actin network is formed by a group of cross-linker proteins: α-actinin, filamin family,
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and Fascin are primary cross-linkers forming different actin structures in lamellipodia,

lamella, and filopodia [59, 60].

Myosin is also a type of cross-linker that can additionally produce force. The contraction

caused by Myosin is another primary process by which cells produce mechanical work

from the ATP-ADP cycle (the other process is actin treadmilling) [61]. Myosin II has

a substantial role in many biological processes. It is the main protein responsible for

the contraction of muscle cells. In other cell types, myosin II is associated with actin

structures and contracts the actin network. Thus, Myosin II, together with actin, are

the most important molecules involved in cell motility.

1.1.5 Small GTPases family

Cell motility can occur due to an external signal. Neutrophils, Fibroblasts, and many

other cell types can detect and follow chemical concentration gradients in a process

called chemotaxis [62]. These external factors attach to the receptors on the cell surface

and trigger internal signaling cascades, which in turn activate processes required for

motility. However, cells can also move without external cues. For example, keratocyte

cells can polarize and start moving without any chemoattractant [63]. In this case, cells

do not move permanently in a given direction but rather keep their polarity for a limited

time only. The polarization process and the mechanisms by which cells can keep their

polarity are subject of current research. Different scenarios are suggested in different cell

types. A lamellipodium that is formed at the cell front can suppress other lamellipodia

through signaling or even mechanical tension [64]. The Rho family of GTPases is a

group of proteins known for their crucial role in the signaling pathways related to cell

motility. RhoA, Rac, and Cdc42 are three members of this family which have been

studied extensively. These proteins can be found in either active or inactive states [65].

Activated Rho is mainly localized in the central and back regions of the cell [62]. Rho

kinase (ROCK) is a downstream effector of Rho. Activation of ROCK promotes the

myosin contraction and inhibits cofilin [66].

Growth factors attaching to the receptors on the cell membrane can activate PI3K, which

activates Rac. Active Rac can activate the Arp2/3 complex through activation of the

WAVE complex. It can also activate PAK, which in turn inhibits the myosin and cofilin
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Figure 1.5: Small GTPases family. Small GTPases signaling proteins, including
RhoA, Rac, and Cdc42, and their internal activation/inactivation pathways are shown

with blocks and lines. Figure is taken from [5].

activity [67]. PAK also increases the crosslinking of the network via filamin. Promotion

of actin branching and crosslinking caused by activation of Rac leads to lamellipodia

formation. Active Rac can be mainly found in the lamellipodia [65].

The active Cdc42, which is known to be the main regulator of cell polarity, can be found

at the cell front. It activates Arp2/3 complex through WASP family [68].

The activation of small GTPases does not occur necessarily through external cues. They

can activate or inactivate other small GTPases. For example, Rho inactivates Rac. Rac

activates or, in some conditions, inactivates Rho [67]. It is also reported that adhe-

sion can activate small GTPases [69, 70]. Fig. 1.5 shows the most important GTPases

signaling pathways.

1.1.6 Adhesion

Actin treadmilling is the core of the mesenchymal motility machinery in a cell which

produces the propulsive force required for motion. But a cell is only able to move if it

can transmit the force generated by actin polymerization to the substrate. Adhesion

complexes between cell and substrate serve as traction points through which the cell can

apply force and move forward [71–73]. Since the whole process of cell motility depends
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on the force transmission between cell and environment, regulation of adhesion is of fun-

damental importance for controlling the motility behavior. Generally, the adhesion is

regulated by the integrin-ligand interactions. Integrins are transmembrane cell receptors

that connect cell and extracellular matrix mechanically. Integrins are also critical in me-

diating signaling between intracellular and extracellular environments. Ligands are the

signaling molecules in the extracellular matrix that integrins can attach to. In addition

to the integrin-ligand interaction, the force transmission between the treadmilling actin

network and the substrate also depends on the linkage that connects the intracellular

interface of integrins to actin filaments [74–76].

This linkage serves as a molecular clutch between the treadmilling actin network and the

substrate [77] (Fig. 1.6). This molecular clutch system is built by several molecules such

as focal adhesion kinase, α-actinin, paxillin, vinculin, and talin. The linkage strength

of the molecular clutch is dependent on the composition of molecules. Some molecules

like α-actinin tightly attach to the actin, while other molecules can detach and let the

actin network slip over them. Thus, the molecular clutch system can be engaged or

disengaged [69].

Adhesion structures are different in different parts of the cell. Integrins form small

clusters in the regions close to the cell front, which are called nascent adhesions. The

nascent adhesions usually disassemble in a few minutes after their formation. However,

some of them can last longer and move to the proximal parts of the cell, lamella, and cell

body. Those clusters grow into focal adhesions [70]. The focal adhesions are connected

to the stress fibers. The effective adhesion strength is not uniform in all parts of the

cell. It has been suggested that it is stronger at the regions close to the cell front and

weaker at the back. This graded adhesion hypothesis implies that the pulling from the

more adhesive front can detach back [39, 78, 79].

The strength of adhesion is regulated by many factors. A higher density of extracel-

lular ligands increases the adhesion strength by providing more binding sites for inte-

grins [70, 80]. It has been shown that there is an optimal density of ligands for faster

cell migration [81].

Some studies suggested that mechanical force can increase the lifetime of the integrin-

ligand bonds in a phenomenon called catch bond behavior [70]. Various intracellular
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Figure 1.6: The clutch mechanism of cell adhesion. (a) Clutch molecules move to the
interface between the flowing actin network and the intracellular side of the integrins.
(b) They attach to either the actin network or the integrins. (c) They attach to the

other side and engage the molecular clutch. Figure is taken from [6].

signaling pathways can regulate the molecular clutch system. In particular, there are

some adhesion strengthening pathways mediated by myosin [13, 14, 82].

In summary, adhesion between cell and substrate is a key component of the mesenchymal

cell motility, which can determine cell morphodynamics.

1.2 General constitutive relations in cell motility

Different cells exhibit various types of shapes and morphodynamics. Fish keratocytes are

known for their fast and persistent migration. They form broad lamellipodia, and their

shape does usually not vary during a migration. Dictyostelium discoideum is an amoeba

that extends its pseudopodia in all directions. Those pseudopodia are very dynamic

structures with protrusion and retraction cycles. Spread and moving cells can exhibit

cycles of retraction and protrusion [83]. Lateral morphodynamic waves can travel around

the edge in the spread and moving cells [84]. The morphodynamic pattern of the edge

fluctuations can vary between different cell types or upon experimental manipulation of

cells. Cell speed can vary at least one order of magnitude in different cell types. Despite
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Figure 1.7: The biphasic dependency of cell velocity on adhesion. This relation is
obtained from experiments on keratocyte cells plated on substrates coated with the

indicated PLL-PEG-RGD concentrations. Figure is taken from [7].

the huge variability between different cell types and even between different cells of the

same cell type, there are several universal observations in the mesenchymal motility of

cells. Those observations are assumed to be universal since they have been reported in

many cell types and various experimental conditions. In this section, we briefly describe

some of these general observations. In the following chapters, we employ biophysical

modeling and experiments on cells in different conditions to explain these fundamental

relations of cell motility.

1.2.1 Biphasic adhesion-velocity relation

Adhesion sites are the means of force transmission between cell and the substrate [71–

73]. The protrusive force that actin polymerization generates at the leading edge drives

the retrograde flow of actin in the lamellipodia. The friction between this flow and

the stationary structures in the cell produces a force that enables the cell to move

forward. The density of such structures depends on the density of ligand proteins on the

substrate [12–14, 85–87]. It has been shown that the cell velocity biphasically depends

on the ligand density [12–14, 81, 85–87]. Upon increasing the ligand coating density

on the substrate, the cell velocity increases initially and then, after a maximum value,

decreases again (Fig. 1.7). That is a universal experimental observation that has been

observed in many cell types. However, as yet, there is little mechanistic understanding

of how adhesion controls the velocity. In chapter 3, we introduce a biophysical model

which can explain the biphasic adhesion-velocity relation and the mechanisms shaping

this relation.
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1.2.2 Different dynamic states of cells

Cells can exhibit different states. In the absence of an external cue, a cell exists in

the spread non-moving state or the moving state. A moving cell can naturally move

in any direction. It has been shown that cells can spontaneously switch their state.

Besides states of motility moving/spread, cells can also exhibit steady or oscillatory

morphodynamic states. Cycles of protrusion and retraction can occur in cells in the

spread or moving states. Observation of different states of cells and the apparently

spontaneous transitions between them attracted attention towards multistability of cell

motion in recent years [88–100]. In chapter 4, we analyze trajectories of MDA-MB-231

cells seeded on 1-dimensional patterns to characterize different states of cells. We employ

a minimal biophysical model with the key components of the cell motility machinery to

investigate how multistability arises from the competition of protrusions.

1.2.3 Universal coupling between cell speed and cell persistence (UCSP)

The movement of a cell can be described with different models of random motion. Due

to this randomness, cells can not maintain their directions of motion permanently. The

ability of cells to move without turning can be quantified by the persistence time. Persis-

tence time is defined as the mean time during which cells keep their direction of motion.

It has been shown that the persistence time of a cell is correlated with the cell veloc-

ity [101]. The faster cells move, the longer they keep their direction of motion. This

correlation has been observed for many cell types and in different conditions (Fig. 1.8).

Thus, it is believed that it is of similar universality as the adhesion-velocity relation.

A mechanism has been suggested by Maiuri et al. [8] to explain this robust universal

relation based on the polarization caused by polarity factors advected with the F-actin

retrograde flow in the cell. However, we find that this mechanism cannot explain the

UCSP law in a condition with inhibited actin polymerization. In chapter 4, we investi-

gate the UCSP law with our model based on the competition of protrusions. Our model

provides mechanistic insight into the persistence time and its relation with velocity.
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Figure 1.8: The universal coupling between persistence time and speed. UCSP is
shown for 1-dimensional (top row), 2-dimensional (middle row), and 3-dimensional
migration (bottom row). The red lines show exponential fits to the data. Figure is

taken from [8].

1.3 Quantitative models of cell motility

Cell motility is a complex phenomenon with numerous molecular players and signaling

pathways. Over the past decades, a vast amount of experimental data has been gen-

erated on motility components. In most cases, the system’s complexity does not allow

an intuitive explanation of the mechanisms in motility. That makes cell motility a very

attractive field for mathematical modeling. Mathematical models can connect experi-

ments to theories and provide mechanistic insight into different cell migration aspects.

Modeling approaches in this field have been reviewed in detail in [102–105]. Here we

mention some models on the major aspects of cell motility.
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Actin polymerization is the basis of mesenchymal motility. Thus, many of the first mod-

eling attempts in the field were filament models. ”Brownian Ratchet Model” proposed a

mechanism by which actin polymerization can produce force to push a membrane [106].

A gap between the filament tip and the membrane can show up from time to time be-

cause of the Brownian motion of the membrane. At those times, the actin monomers

can enter the gap and attach to the tip of the filament. ”Elastic Brownian Ratchet

Model” takes the bending of filaments into account as well [107]. Some observations

suggested attachment and detachment of filaments to the membrane, which led to the

”Tethered Ratchet Model” [108]. The actin network’s structure has also been modeled

in several studies [109–114]. The arrangement and orientation of filaments in the net-

work predicted by these models agree with the observations on dendritic networks in

the cell lamellipodia. Network properties affect the relation between force and extension

rate of the network at the leading edge [31, 115–117]. Some models could also reproduce

the difference in the structure of actin networks in lamellipodia and lamella [118, 119].

Another category of models considers the actin network as a continuum gel [120–128].

These studies investigate the active behavior of actin networks, polymerization waves,

and even vortices in active gels. The active polar gel theory by Kruse et al. [125] can

predict actin flow network patterns, including the retrograde flow velocity at the leading

edge and the traction force of the cell on a substrate.

Zimmermann et al. in [129] and [130] combined the gel description of the actin net-

work with single filaments model close to the leading edge. With this approach, they

could reproduce several dynamic aspects of the lamellipodia including membrane oscil-

lations [129, 131, 132] and the dynamic force-velocity relation [15].

It is suggested by some studies that myosin contraction at the cell back plays a critical

role in cell motility [4, 14, 133]. The contraction is usually modeled as an active stress in

the gel [134]. The active stresses generated by actin polymerization or myosin contraction

are transmitted to the substrate through adhesion.

The adhesion clusters form and mature in the cell. Their evolution and the effects of force

and other factors on their strength are reviewed in [135, 136]. The first modeling study

on the biphasic adhesion-velocity relation was by DiMilla, et al. [137]. This viscoelastic-

solid model incorporates cell polarization, force generation, and dynamic adhesion in 1

dimension. The adhesion-velocity relation is also reproduced with a continuum model
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for ameboid cell motility [138]. Both of these studies suggest that in a moving cell, the

adhesion at the front should be stronger than at the back, i.e., the motion is the result

of a tug of war between a highly adhesive front and a weakly adhesive back. Barnhart et

al. reproduced the dependency of velocity on the adhesion strength in keratocyte cells,

using a continuum model which includes adhesion, actin flow, and myosin contraction [7].

However, non of these studies could provide a comprehensive quantitative picture of the

mechanisms shaping the biphasic adhesion-velocity relation. Also, the ability of cells

to migrate from high to lower adhesion can not be explained by the existing models.

Moreover, the nature of the front-back interaction required for the biphasic adhesion-

velocity relation is not addressed yet.

Morphology and morphodynamics of the spread and motile cells has been another topic

for the modelers to step in [97, 98, 132, 139–148]. Modeling studies on the morphody-

namic patterns of motile cells are reviewed in detail in [83]. The dependency of the cell

shape and area on the adhesion strength has been modeled for keratocytes [7]. Some

studies investigated the role of the interaction between tension-sensitive molecules and

membrane tension in cell morphodynamics [30, 149, 150]. The impact of membrane

tension on the actin polymerization has also been suggested as a mechanism determin-

ing cell morphodynamics [104, 131, 141, 143]. Waves of actin polymerization can arise

from the positive feedback in Arp2/3 branching [132, 145, 146]. GTPase signaling and

its impact on the actomyosin network is another source of morphodynamic patterns in

cells [96–98, 151].

Kuusela et al. have shown that myosin contraction is required for the formation of waves

in the actin flow [152]. Another study could reproduce the morphodynamic pattern of the

cell edge only with the actin boundary interaction and without myosin contraction [153].

Shao et al. proposed a model based on the phase field method, which can predict

the experimentally observed relation between the cell velocity and the cell shape aspect

ratio [121]. The model proposed by Barnhart et al. has shown that actin polymerization

fluctuations are the source of protrusion waves, and promoting actin polymerization can

switch wavy keratocytes to persistent cells [154]. This model suggests that negative

mechanical feedback from the cell membrane is also critical for the protrusion waves.

Alonso et al. [155] proposed a mathematical model using phase field method and bistable

kinetics of an effective polarity factor to describe the cell shape changes and locomotion
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of D.discoideum cells. The model used a parameter to describe the balance between

intracellular noise and polarity formation, and was able to reproduce the experimental

cell shape and the overall intracellular patterns. This model could also reproduce the ob-

served experimental coupling between cell speed and persistence time (see section 1.2.3).

An extension of this model was used to study cell crawling modes, including amoeboid

and fan-shaped forms[156, 157].

The turning of moving keratocytes has been investigated in some modeling studies [158,

159]. The model in [158] suggests that the cell changes its moving direction when myosin

molecules accumulate in a spot at the cell rear and destabilize the axial symmetry of

the cell. Allen et al. in [159] found that myosin contraction and adhesion at the cell

back control the left-right asymmetries, which is the cause of turning. They suggest a

form of “rear-wheel steering” independent of the actin polymerization at the cell front.

Cell polarization is a basic step of cell migration. Various mechanisms are suggested

for cell polarization. Goehring and Grill reviewed mechanisms in which cell polariza-

tion arises from biochemical signaling pathways, mechanical signaling through forces,

stresses, and transport, and mechanochemical interplay between mechanical and chem-

ical signalling [160].

Cell polarization is suggested to be the result of spontaneous symmetry breaking [161],

which is likely in low adhesion and high contractility condition. Several mechanisms

are suggested for maintaining the cell polarity after it is established. Houk et al. [64]

investigated different scenarios of long-range inhibition of actin assembly at sites other

than the leading edge. They found that the increase of the membrane tension caused

by leading edge protrusion is sufficient to inhibit the formation of secondary protruding

segments on the cell’s boundary. They suggest the membrane tension as the long-range

inhibitor instead of diffusible molecules. That is in agreement with the results of another

modeling study on the role of membrane tension in motility. Batchelder et al. [162] found

that increasing membrane tension reduces lateral membrane protrusions and increases

the cell velocity. Mueller et al. [163] increased and decreased the membrane tension by

mechanical manipulation and found that actin network density and geometry adapt to

the changes in membrane tension. This adaptation mechanism enables the cell to tune

its protrusive force in response to external mechanical loads. Mechanisms controlling cell
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dynamics based on the mechanical feedback rather than the chemical signaling circuitry

are reviewed in [164].

Some other studies suggest mechanisms based on GTPase signaling responsible for main-

taining the cell polarity. Bolado-Carrancio et al. introduced a model with RhoA–ROCK

interactions at the rear and RhoA-DIA interactions at the front, which can reproduce

oscillatory and steady motility of a cell [165]. This model suggests that distinct GTPase

patterns at the cell back and front are coordinated through periodic GTPase waves.

Another modeling study investigated the role of intracellular GTPase and extracellular

matrix signalings and the interaction between them [166]. This study suggests that a

model can explain the diverse migration patterns, including persistent polarity, oscilla-

tory front and rear, and random dynamics if three elements are included in the model.

Those critical elements are competition between lamellipodia for limited pools of GT-

Pases, dependency of ECM signaling on the area of lamellipodia, and activation of Rho

through ECM signaling. The modeling study in [167] also highlights the role of the

activation of Rho signaling through the dynamic ECM-cell interaction on the states of

the cell, namely random, oscillatory, and persistent.

Westendorf et al. [168] proposed a delayed feedback model in the regulatory network

of the actin to explain the experimental evidences indicating that actin dynamics in

chemotactic Dictyostelium cells work in a regime close to an oscillatory instability. Ne-

grete et al. [169] have shown that adding noise to a generic nonlinear oscillator model

can explain the large variability in the dynamics of actin polymerization of amoeboid

cells.

Polarization of cytoskeleton components is usually considered as the first step of mi-

gration. A study by Hennig et al. [170] suggests that the stochastic detachment of one

side of the cell caused by the stick-slip dynamics is sufficient for the initiation of motion

without any polarized cytoskeleton.

The importance of stick-slip dynamics in cell motility is also highlighted by other studies.

Ron et al. [99] proposed a 1-dimensional model showing smooth and stick-slip modes

of motility. They suggested that large cell-to-cell variability in cell motility patterns

can be explained by variability in the cell parameters like polymerization activity. The

model introduced by Pierre Sens [100] showed that many dynamic patterns of cell motion

could be reproduced by the interplay between the dynamics of cell-substrate adhesion
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Figure 1.9: The UCSP mechanism based on the depletion of the polarity factor from
the leading edge. Hypothetical polarity factors (red circles) attach to the drifting actin
network (blue arrows) and drift backward. Actin extension rate is assumed to be faster
in faster cells making the chemical polarity stronger. That, in turn, increases cell

persistence. Figure is taken from [8].

and linear cellular mechanics. Although these models could reproduce spontaneous

symmetry breaking, polarization of cells, and change of polarity direction, they do not

explain how these processes are affected by intracellular and extracellular factors like

substrate adhesion and cell velocity. They do not provide comparisons to well-established

experimental relations in cell motility, like biphasic adhesion-velocity relation and UCSP

law.

A notion that is closely related to cell polarity is cell persistence, which can be quantified

by the persistence time. Investigation of motility behavior of various cell types in the

first ”world cell race” in [101] revealed a universal correlation between cell speed and

persistence of motion. Maiuri et al. [8] studied the universal coupling of speed and

persistence (USCP law) and proposed a mechanism based on the depletion of polarity

factors attaching to the actin network from the leading edge due to retrograde flow

(Fig. 1.9). Although this model was very successful in reproducing some experimental

data, it can not justify the higher persistence time upon reduction of polymerization

rate, as discussed in chapter 4 of this thesis. Furthermore, there is no experimental

evidence of the F-actin binding polarity factors introduced in this mechanism.
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The mechanism proposed by Maiuri et al., as well as many other mechanisms describing

the persistence of cells, are memoryless, i.e., the motility behavior does not depend on

the history of motion. D’Allesandro et al. [171] demonstrated that cells could remodel

their environment and leave footprints, thus generating memory of their trajectories

affecting their future exploration path.

Most of the models of cell motility can also predict the force-velocity relation. The first

remarkable prediction of the force-velocity relation was made by the tethered ratchet

model [108]. Mogilner and Oster predicted a convex relation between force and velocity,

which was in agreement with the experimental results for single filaments. Then several

studies proposed various models for the force-velocity relation of actin networks [114,

172, 173]. Unlike the dynamic force-velocity relation, the stationary relation has not

been measured experimentally yet.

1.4 Our approach in this thesis

In this thesis, we study lamellipodial mesenchymal motility. We employ mathematics

and physics to understand the complex phenomenon of cell motility better. Integrating

and analyzing experimental data is the first step of a comprehensive study in such an

interdisciplinary field. Numerous signaling pathways exist in the cell that are related to

cell motility. These signaling pathways converge onto the structure of the cell cytoskele-

ton and the cell morphodynamics. The architecture of the filamentous structures in the

cytoskeleton and whole cell morphodynamics are two sources of data that can be used

to understand the internal mechanisms of cells. Some studies have analyzed these cell

features for cell transformation characterization [174], cancer cell screens [175], and cell

cycle [176, 177]. Cell cytoskeleton and morphodynamics are also associated with cell

motility.

Experimental data can be generated on intracellular filamentous structures and cell mor-

phodynamics using live cell imaging and cryo-electron tomography, respectively. These

raw data sets need to be analyzed properly to exhibit meaningful biological information.

In chapter 2, we will introduce two data analysis workflows to translate the raw cell data

to relevant biological concepts. The actin filament network is one of the most important

components of the molecular machinery of motility. The structural properties of this
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network (as well as the other filamentous structures in the cell cytoskeleton) significantly

influence the motility behavior of the cell. In the first part of chapter 2, we introduce a

workflow that analyzes the structure of the filamentous networks, e.g., in lamellipodia

or filopodia. This workflow generates biologically relevant metrics that can describe how

efficient the structures of the networks are for their biological role.

In the second part of chapter 2, we introduce another workflow that analyzes the cell

morphodynamics from the time-lapse movies of the cell. It generates multiple mor-

phodynamic descriptors that quantify cell boundary patterns, such as lateral waves,

coordinated protrusion-retraction cycles, and chaotic fluctuations. We test our analysis

workflows by analyzing the cells treated with different drugs. That can provide insights

into the underlying signaling pathways that regulate the structure of the filamentous

networks and the whole cell morphodynamics.

Then in chapter 3, we investigate one of the constitutive relations in the field of cell

motility, the biphasic adhesion-velocity relation. We combine experiments and theory

to find the mechanisms shaping the adhesion-velocity relation. We analyzed MDA-MB-

231 cells on 1-dimensional micro-lanes with fields of alternating ligand density. Our

model with three basic relations for the force balance, force-dependent polymerization,

and integrin signaling could explain the biphasic adhesion-velocity relations in all the

studied cell types. We also perturbed the steady motion of cells by steps of ligand

density to study the nature of front-back interaction in moving cells.

In chapter 4, we extend our model to study the dynamic features of 1-dimensional cell

motion. We add the noisy clutch mechanism to our model. Based on our observation in

experiments with MDA-MB-231 cells, we add a back protrusion that can compete with

the front protrusion. Those changes enable us to investigate the constitutive relations

related to cell dynamics. We first reproduce the biphasic adhesion-velocity relation and

show that it is shaped by cooperative adhesion strengthening and force-dependent poly-

merization. Then we study the dynamic states of cells. We show that our model with

mechanical competition between protrusions can reproduce all the dynamic states ob-

served in the experiments. We also investigate the transitions between different states,

including cell reversal. We show that the reversal mechanism that our model suggests

matches our experimental observations very well. Finally, we provide a new explana-

tion for the UCSP law, which unlike previous theories, can also explain the relation in
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pharmacologically polymerization-inhibited cells. In the last chapter, we summarize our

findings in this thesis.





Chapter 2

Quantitative characterization of

cytoskeleton architecture and cell

morphodynamics

A cell is a complex system with numerous signaling pathways regulating its functions,

such as motility. Understanding this complex system is only possible through exper-

imental observation and finding theories which explain those observations. A simple

general experimental observation can be compared with the prediction of a theory qual-

itatively. In more complex cases, however, the experimental data should be quantified

first.

Cytoskeleton architecture and cell morphodynamics are two sources of experimental

data in the field of cell motility, which can provide insight into the internal signaling

pathways of cells [178, 179]. However, they can not provide much information if used

qualitatively. Quantification of these features of cells makes it possible to apply and

test different theories. For example, applying a drug that blocks a signaling pathway

in the cell may result in a subtle change in cell morphodynamics. By quantifying the

morphodynamics with relevant descriptors, we can explain how much and in which

aspects the drug and the blocked signaling pathway affect the morphodynamics. That

allows hypothesizing about the involved biological mechanisms.

Actin cytoskeleton and its associated regulatory proteins are crucial in many cellular

functions, including cell motility. The exact roles of many molecules in forming the

23
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actin assemblies are yet to be understood. Recent developments in data acquisition and

image processing tools need to be combined with quantitative analysis to allow charac-

terizing the molecular machinery involved in cell migration. The first part of this chapter

introduces the analysis techniques that can provide detailed quantitative descriptions of

the mechanisms underlying actin network assembly and maintenance. We introduce a

computational analysis toolbox that can be used for the quantitative characterization of

actin filament networks from large Electron cryotomography (Cryo-ET) data sets. We

test our toolbox for both branched and bundled actin networks. A detailed explanation

of this toolbox has been published in [9]. I performed the conceptualization, methodol-

ogy, mathematical analysis, and software development. The experimental data used in

this section are produced at the Institute of Science and Technology Austria (ISTA) by

Dr. Georgi Dimchev.

In the second part of the chapter, we introduce an analysis framework that characterizes

the morphodynamics of motile cells. We compile the morphodynamics data of cells

into the velocity and curvature maps, which makes morphodynamic patterns visually

identifiable. We define several descriptors which parameterize the cell morphodynamics

in smooth and erratic cells. Finally, we test the workflow for control and Lpd knockout

cell populations and classify different groups based on their morphodynamic profiles.

The description for our workflow of morphodynamic analysis has been published in [10].

I performed the conceptualization, methodology, mathematical analysis, and coding of

the workflow. All the experimental morphodynamic data used to test the workflow are

performed at Helmholtz Centre for Infection Research (HZI) by Dr. Georgi Dimchev.

2.1 A computational toolbox facilitating ultrastructural

analysis of filament-rich structures

We developed a Matlab computational toolbox to facilitate a more streamlined ap-

proach of analyzing the filament populations and their characteristics in cryo-electron

tomograms. In this section, the main features of this ultrastructural analysis toolbox

are described.

The toolbox is compatible with any method for pre-processing of data. The toolbox

performs the analysis on the coordinate data of filaments. However, it is blind towards
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prior data preparation approaches. Thus, it does not limit the method of creating these

coordinate files from the cryo-ET data. The workflow that is used in this thesis is an

example of such methods for creating the filament coordinate file. In the first step, the

tomograms are pre-processed in a deep learning-based tool such as Yapic. The goal of

pre-processing is to segment filaments and increase the signal-to-noise ratio (SNR). The

next step is to connect the segmented pieces appropriately. That can be done using the

template matching approach [180] in a commercial software like Amira-Avizo (Thermo

Fisher Scientific).

The graphical user interface (GUI) of our toolbox guides the user through multiple op-

tions for analysis, visualization, and extracting outputs from the input data sets. To

characterize different filament architectures, such as branched networks (e.g., lamel-

lipodia) or bundled filaments (e.g., filopodia/microspikes), a list of ultrastructural pa-

rameters is defined and calculated. A summary of the mathematical definition of all

parameters is provided in section 2.1.1.

The process of creating the filament coordinates files usually produces some artifacts due

to the high level of noise and missing wedge effect in cryo-ET data. That necessitates

data cleaning and curation before ultrastructural analysis. Thus, we added multiple

options for data cleaning in the toolbox. In Particular, it is possible to filter the data

by custom ranges of angle, length, and bendiness. In order to compare filamentous

assemblies with different fields of view or pixel sizes, there is an option in the toolbox

to rescale the dimensions of coordinate files.

A visualization module is also included in the toolbox. It allows the user to review

the analysis output for individual actin structures (Fig. 2.1 A). The GUI of the module

offers many tools such as color-coding of filaments by various parameters (Fig. 2.1 B),

3D structure and arbitrary cross-section (Fig. 2.1 C). Another feature of the toolbox is

the option to compare grouped data in desired aspects. Experimental groups can be

compared with multiple parameters and graphs.

2.1.1 Ultrastructural parameters

In this section, we define some of the ultrastructural parameters by which filament struc-

tures can be characterized. Other parameters that are not described are self-explanatory.
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Figure 2.1: Visualization module. A-C) The GUI-based 3D visualization module
integrated in the computational toolbox allows for customized structure visualization.
Filament color coding can be based on custom ranges for length, bendiness, or angu-
lar orientation (the green rectangle shows the selected option in panel (A) and three
alternative output examples shown in panel (B). Objects, such as axis, shape or color
bar, can be displayed together with the structure (purple rectangles in (A) with respec-
tive examples in (C). The module allows visualizing the cross-sectional orientation of
filaments (red rectangles in (A), with the position of the cross-section being adjustable
along the axis of the structure (red arrow in (C). More information on the structure,
such as length, thickness, area covered, and the number of filaments contained is also
given below the cross-section visualization panel. This figure is originally published

in [9].



Data analysis 27

Figure 2.2: Definitions used for deriving ultrastructural parameters. A) The global
frame of reference is shown with black letters and vectors. The local cross-sectional
frame of reference is shown with blue letters and vectors for an arbitrary cross-section
along the filopodium. B) The coordinates of a filament in the local cross-sectional frame
of reference. Black dots indicate individual filaments intersecting with the cross section.
C) Inter-filament distances and relative orientations at a certain point on a filament. A
normal plane is defined as a plane perpendicular to the main filament at an arbitrary
point. Black dots show the intersections of filaments with the depicted normal plane.
Dashed vectors are the tangent vectors of the filaments at the intersection points. This

figure is originally published in [9].

But first, we provide some basic definitions that are used to describe the parameters.

Reference direction: We require a reference direction to define the angle of filaments.

In lamellipodia, the reference direction is the direction pointing toward the cell’s leading

edge membrane. In filopodia, it is the direction of a vector starting from the base and

pointing to the tip of the filopodium (the ”X” axis in Fig. 2.2 A).

Axis and cross sections: In addition to the reference direction, an axis is also

required for some parameter definitions. We define the axis in lamellipodia as a straight

line passing the center of the network and aligning in the direction of the leading edge
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membrane. The axis in the filopodia, however, is a curved line from the base to the

tip that follows the curve of the structure. We find this axis by fitting a second-order

polynomial to the data points of the structure in the X-Y plane. We can now define the

cross sections as the plane perpendicular to the axis of the structure at a certain point.

Frames of reference: We define two frames of reference. First, a global frame

is defined with the three bases x, Y, Z (Fig. 2.2 A). X is aligned with the reference

direction; Z shows the direction perpendicular to the cell plane (the plane that the

structure is lying on). The axis Y can be found as the cross-product of Z and X. We

also define a local frame of reference at points along the axis (Fig. 2.2 B). The basis x′

is aligned with the local tangent of the axis of the structure. z′ is defined similar to Z.

y′ is also found as the cross-product of z′ and x′. We put the origin of the local frame

of reference on the center of the mass of the cross-section.

Bending energy density of the structure: We define the bending energy density

for the structure with its axis:
1

L

∫ L

0
κ2dl (2.1)

With l being the distance along the contour, L the total length of the contour, and κ

the local curvature.

Volume fraction of filaments: To calculate this parameter which is an indicator

of the density in the structure, we assume filaments as cylinders with the diameter d

(default value of d is 7 nm as in actin filaments).

Bending energy density of the filaments : We determine the bending energy

density of individual filaments and then calculate the average in the whole structure.

Anisotropy of filaments : If the filaments form an isotropic structure, their angular

distribution should be close to the uniform distribution. Thus, the mean squared de-

viation of the angular distribution from the uniform distribution is an indicator of the

anisotropy of the structure:

1

L

∫ 90

0

(
P (θ)− 1

90

)2

dθ (2.2)

θ is the angle between a filament and the reference direction, and P is the probability

distribution of angles.
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Cross-sectional area fraction: We determine the average area fraction of a cross-

section occupied by filaments in 50 equidistant cross sections along the axis. We assume

the filaments’ cross sections are circular with the diameter d (default value of d is 7 nm,

as in actin).

Cross-sectional circularity of filopodia: Circularity of a cross-section is defined as

the ratio of the area to the area of a circle with the same perimeter.

4πa

p2
(2.3)

With a and p being the area and perimeter of the cross-section. Circularity is averaged

over 50 equidistant cross-sections along the axis of the filopodia. If the cross-section of

the structure is perfectly circular, its circularity is 1. For non-circular cross-sections,

circularity is between 0 and 1.

Lateral bending stiffness of filopodia: To have a metric for the structure’s re-

sistance against lateral bending, we calculate the moment of inertia of the filaments in

a cross-section about the z’-axis. We then average this moment of inertia over the 50

equidistant cross sections along the axis.

n∑
i=1

y′2i (2.4)

With n being the number of filaments crossing the cross-section, and y′i the distance of

the ith filament from the z′-axis (Fig. 2.2).

Vertical bending stiffness of filopodia: This property shows the resistance of the

structure against vertical bending and is defined similar to the lateral bending stiffness.

n∑
i=1

z′2i (2.5)

z′i is the distance of the ith filament from the y′-axis (Fig. 2.2).

Bendiness: We define bendiness as the ratio of the total length of a curve and its

end-to-end distance. We calculate the bendiness for the whole structure (axis of the

structure) and individual filaments (averaged over the whole structure). The value of

bendiness is 1 for a straight line. Curved lines have bendiness larger than 1.
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Parameters describing properties along the axis: The toolbox provides the

option to illustrate the variation of the properties along the axis of the structure. We

calculate the properties on cross-sections along the axis of the structure. To calculate

the filament properties (bendiness, bending energy density, length, and angle) at a cross-

section, we average that property over all the filaments intersecting the cross-section.

Parameters describing the spatial arrangement of filaments: We find the

relative distance and angle of all pairs of filaments to describe the arrangement of the

filaments in the structure. We select a filament as the reference filament and define

a normal plane (perpendicular to the tangent) at a point on this filament (the grey

plane in Fig. 2.2). Then we find the intersection of all other filaments with this plane.

Distances of these intersection points from the reference filament are the interfilament

distances. The angle between the tangent vector to a filament at its intersection point

and the tangent vector to the reference filament is defined as the relative orientation

(Fig. 2.2). We repeat this process for 200 points along each filament and reiterate it for

all filaments of the structure.

2.1.2 Data analysis with the toolbox

In this section, we show the possibilities in the toolbox by analyzing two actin structures,

lamellipodia and filopodia/microspikes. The data used here are obtained from frozen

B16-F1 melanoma cells (Fig. 2.1C).

2.1.2.1 Branched actin networks

The actin structure in lamellipodia is a branched dendritic network. Arp2/3 complex

is one of the major components of this structure that promotes filaments’ branching.

We used CK666, an inhibitor of the Arp2/3 complex, to investigate the effect of Arp2/3

inhibition on the architecture of the network. We used the toolbox to analyze CK666

treated and untreated (DMSO-control) cells. CK666 treatment led to a change in the

network architecture. That is evident by comparing the angular distribution of filaments

and their density with the untreated cells (Fig. 2.5B), which is in agreement with the

literature [181].
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Figure 2.3: Description of parameters included in the computational toolbox, specific
to either quasi-parallel filament arrays or dendritic networks. This table is originally

published in [9].
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Figure 2.4: Description of parameters included in the computational toolbox, valid
for both quasi-parallel filament arrays and dendritic networks.This table is originally

published in [9].
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Figure 2.5: Analysis of branched networks. A-B) Analysis of filament networks in
cryo-electron tomograms of lamellipodia of (A) B16-F1 mouse melanoma cells treated
with DMSO control or (B) treated with 210 µmof the Arp2/3 inhibitor CK666. Left
panels: Low-magnification images showing the cell peripheries. The cell edges are man-
ually annotated by a cyan dotted line. Middle panels: 10 summed computational slices
through bin8-tomograms of B16 lamellipodia. Right panels: Output generated by the
computational toolbox, color coded for angular distribution relative to the normal direc-
tion. Red arrows indicate the orientation of the axis towards the edge. C) Normalized
values of multiple ultrastructural parameters. Thick lines indicate the averaged values
for all data files in a group, while thin lines show the values of individual data files.
D-F) Parameters selected from the graph in panel (C) plotted individually. D) Cross-
sectional filament density along the lamellipodial axis in normal direction to the cell
edge. The transparent outlines indicate standard deviation. E) Average lamellipodium
height. F) Angular orientation of filaments in lamellipodia. Statistical significance
(paired t-test, p 0.05) between experimental groups is marked with *. N of tomograms

is 4 for both control and CK666 groups. This figure is originally published in [9].
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The toolbox provides a linear plot visualization including all the relevant parameters

describing the filament networks. That illustrates an overall comparison of data sets

(Fig. 2.5C). This general comparison can be followed by more detailed specialized vi-

sualization options. For example, Fig. 2.5C shows that the filament density is changed

in CK666 treated cells. We can additionally show the density along the axis of the

entire structure (Fig. 2.5D) to study the differences between the front and back regions.

The toolbox provides histogram plots to compare the distribution of parameters like the

orientation of filaments between experimental groups. Fig. 2.5F shows that in CK666

treated cells more filaments have angles of >60 degrees relative to the control cells. In

addition, the toolbox offers the option to find correlations between all parameters in each

experimental group or categorize data by e.g., principal component analysis. Another

available analysis in the toolbox is the spatial distribution of filament’s start and end

points along the axis of the structure. That can show the differences in the density of

pointed/barbed ends at different regions of lamellipodia for each experimental condi-

tion (Fig. 2.6). To remove the false positives on the edges of cropped area (Fig. 2.6A),

the toolbox allows the user to set custom boundaries for detected pointed/barbed ends

(Fig. 2.6B).

2.1.2.2 Bundled actin structures

We analyzed two bundled filament structures with our toolbox to find their characteristic

differences. One of the structures is a protruding filopodium, and the other is the

posterior regions of a non-protruding microspike (Fig. 2.7). The roots of microspikes are

known to have a less uniform arrangement of filaments as compared to the protruding

filopodia [182].

Similar to the branched networks, the toolbox allows displaying a linear plot with all

related parameters of bundled filament structures (Fig. 2.8A). That rapidly highlights

the main ultrastructural differences between filopodia and microspikes. Note that some

of the associated parameters of the bundled structures differ from the parameters related

to lamellipodia.

Different parameters can be studied in more detail with various graphs. As an example,

Fig. 2.8B shows that the cross-section of the microspike is less circular in the back regions

relative to the tip of the filopodia. That can be an indicator of less tight bundling or
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Figure 2.6: Distribution of filament barbed and pointed ends along the lamellipodial
axis. A-B) The distribution of barbed and pointed ends of actin filaments is shown for
B16-F1 cells treated with DMSO (as control, left panels) or with CK666 (right panels).
A) No edge boundary cut-off was considered leading to an obvious accumulation of
pointed and barbed ends at the back and front regions of the structure, respectively. B)
Same representation of the distribution of filament barbed and pointed ends, excluding
those positioned within the first and last 10% of the axis length. For all panels, thick
lines indicate the values averaged for all data files in a group, while thin lines indicate

the values for individual data files. This figure is originally published in [9].

irregularity of the arrangement of filaments at the base of the microspikes. That is also

reflected in the lower values of the base/tip ratio of filament cross-sectional density and

filament numbers in microspikes relative to that ratio for filopodia (Fig. 2.8A). Actin

structures in filopodia and microspikes are also different with respect to angles relative

to the axis (Fig. 2.8C), and filament bendiness (Fig. 2.8D).

Another approach for comparing the architecture of filaments is to show relative orien-

tation and interfilament distance between filament pairs. That type of analysis has been

used before in [183] to study the regularity of bundled structures.

This method identifies the regularly arranged filaments within the whole structure, which

can be characteristic of tightly bundled structures like filopodia. We find an accumula-

tion of parallel filaments with the interfilament distance of about 10 nm. (Fig. 2.8E, F)

Such accumulation has not been found in the microspike (Fig. 2.8H). Finally, a visual-

ization module allows the user to display the structure and its cross-sections at desired

positions or characteristics (Fig. 2.1A).
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Figure 2.7: EM micrographs of filopodia and microspikes used for analysis. A) filopo-
dia protruding beyond the cell edge B) posterior regions of microspikes embedded within
lamellipodia. Filaments belonging to the lamellipodial networks were manually removed
with IMOD. In (A) and (B), left panels show medium magnification maps of the cell
periphery. The cell edge is manually annotated by a cyan dotted line. Middle panels
show a tomogram slice of the analyzed region. Right panels show the output generated
by the computational toolbox, color coded for filament length. Black arrowheads indi-
cate the direction of the microspike/filopodial tip. This figure is originally published

in [9].

2.2 A workflow for cell edge analysis

Many internal mechanical and biochemical regulatory networks are involved in the dy-

namics of the cell cytoskeleton. The cytoskeleton dynamics, in turn, affect the cell edge

morphodynamics. Thus, in experimental investigations of the pathways that impact cell

motility, cell-edge morphodynamics can be used as the readout of the state of the cy-

toskeleton. Cell morphodynamic data are mostly analyzed manually and qualitatively,

despite their great importance in the study of molecular functions. Thus, a rigorous

methodology for quantifying cell morphodynamics is still lacking. In this section, we

introduce a framework for semi-automated analysis of cell morphodynamics. The input

of the framework is time-lapse movies of cells on substrates. The first step for the anal-

ysis is to track the cell edge through all time frames and obtain the edge coordinates at

each time point. In the next step, multiple mathematical metrics are defined that can

characterize the morphodynamics of the edge.
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Figure 2.8: Analysis of bundled filament arrays. A) Normalized values of multiple
ultrastructural parameters. B) Cross-sectional circularity of filopodia/microspikes (the
transparent outlines indicate standard deviation), C) Angular orientation of filaments.
D) Local bendiness of filaments along the axis of the structure. E, G) Spatial organi-
zation of filaments in protruding filopodium (E) and posterior microspike (G). Black
arrows indicate the location of investigated cross-section along the axis. Filaments are
Color-coded by their local angular orientation to the axis. F, H) Relating distances
between filament pairs to their relative local orientations. White oval indicate a high
number of tightly bundled and parallel oriented filaments in filopodia. Statistical sig-
nificance (paired t-test, p 0.05) between experimental groups is marked with *. The
number of tomograms is 3 for both filopodia and microspike groups. This figure is

originally published in [9].
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2.2.1 Cell-edge tracking

The time-lapse movies that are used for morphodynamic analysis should be acquired

with high temporal resolution so that the edge fluctuations are not missed. Here we use

time-lapse movies with a time interval of 1 s and length of 120 time frames (2 min of

acquisition time). Pre-processing of the movies can also help the process of cell edge

tracking. We processed the time-lapse movies in ImageJ with various filters, including

Gaussian blur, smooth, enhance contrast, and find edges filters. Also, to have the

optimal separation of the cell from the background, the contrast and brightness of the

movies are adjusted. We used the JFilament 2D plugin [184] in ImageJ to find and

track the cell edge in all frames of the time-lapse movies. The edge tracking method in

JFilament is based on stretching open active contours, which can deform and align with

the bright lines in an image, which are the cell edges in our case. The parameters of the

algorithm can be adjusted depending on the movie. The output of the Jfilament plugin

is a ”snake” file that contains the coordinates of a number of representative points on

the cell edge in all time frames. These snake files were fed into a Matlab workflow to

calculate morphodynamic parameters.

2.2.2 Displacement field of the contour

We can calculate the displacement and velocity fields on the cell edge using the co-

ordinates of the cell contour in all time frames that are obtained by edge tracking in

Jfilmanet. A fixed number of representative nodes are considered on the cell edge at

any given time frame. Then an algorithm is required to map the representative nodes

on the curve in an arbitrary time step t (i.e., Ct) to the curve in the next time step

t + 1 (i.e., Ct+1). Here we introduce a mapping method using a set of springs. Two

groups of springs are employed in our mapping algorithm, uniform and reference springs.

Uniform springs connect neighboring representative nodes of a contour Ct+1 (Fig. 2.9).

Reference springs are the group of springs that connect these nodes on the curve Ct+1

to the fixed reference points on that curve. We define the fixed reference points as the

intersection of the lines perpendicular to the curve Ct at the representative nodes of Ct,

with the curve Ct+1. In other words, if representative nodes of Ct radiate outward in

the direction perpendicular to the curve Ct, they will reach the fixed reference points

on curve Ct+1. In the parts of the cell edge where the curves Ct and Ct+1 are almost
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Figure 2.9: The mechanical system of springs and nodes for the mapping of bound-
ary representative points between two consecutive time frames. The positions of the
representative points Pi on the curve Ct+1 are obtained by using the positions of rep-
resentative points Qi on Ct and solving the mechanical system of uniform springs and

reference springs.

parallel, the assumption that the representative nodes move perpendicular to the curve

is reasonable. Thus, the reference springs tend to keep the representative nodes on curve

Ct+1 close to the reference points.

On the other hand, in the parts of the cell edge with high deformations and enhanced

convexity/concavity in the curves, keeping the representative nodes close to the reference

points does not lead to a realistic distribution of representative nodes on curve Ct+1 (the

distances between neighboring nodes varies a lot, with some regions of very squeezed or

stretched nodes). In those edge regions, uniform springs do not let the nodes be over-

stretched or -squeezed. Thus, the uniform springs always tend to keep the distribution

of nodes close to the equidistant distribution.

We combined the reference and uniform springs to have the advantages of both mappings

in our mapping algorithm. To make the algorithm more adaptive to the deformation

state of the curves, the two groups of springs have variable weights as a function of

the curve’s local deformation or parallelism degree. The mapping relies more on the

reference mapping (with dominating effect of reference springs) in the regions with low

deformation. In the high deformation regions, though, the uniform springs have larger

weights and attenuate the inhomogeneity of the representative nodes distribution caused

by reference springs.
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To find the position of representative nodes on the curve Ct+1, we construct the mechan-

ical system of spring as explained. A similar mechanical system is described previously

in [185], with some differences. First, the springs responsible for reference mapping

are linear in our method. Furthermore, all the springs in our method are attached to

the curve. That simplified the nonlinear system of equations for finding the position

of representative nodes on curve Ct+1 to a linear one. Thus the computational cost of

our method is much less without compromising precision for the mapping. Finally and

most importantly, the adaptivity of our algorithm, caused by the dependency of spring

constants on the local deformation degree, results in reasonable mapping regardless of

the curve’s deformation state.

The algorithm aims to find the position of N representative nodes Pi, i=1:N on Ct+1

by using the position of N known representative nodes Qi, i=1:N on Ct and solving a

system of equations. The positions of Qi nodes are known from the same procedure in

the previous time frame. Uniform springs connect neighboring nodes on Ct+1 (Pi and

Pi+1 for i=1:N). The rest length of these springs is defined as l0,t+1=Lt+1/N , where

Lt+1 is the total length of the curve Ct+1. Reference springs connect each node Pi to

its corresponding reference point Mi, i=1:N , which is defined as the intersection of the

curve Ct+1 and a vector perpendicular to Ct at the node Qi. The rest length of these

springs is zero. The strength of the attraction is dependent on the spring constant,

which in turn defined to be a function of the local deformation degree.

We define the local degree of deformation at each node Pi as:

Di = c1.max

(
0,

(li + li+1)

2
− l0,t

)
+ c2.max (0, li+1 + li) + c3.max (0,− (li+1 + li))

(2.6)

c1, c2, c3 are constants and li is the contour length between the nodes Mi−1 and Mi on

Ct+1. This length can be negative if Mi appears before Mi−1. The first term increases in

the nodes where the curves Ct and Ct+1 are not parallel (their direction is not similar).

The second term increases in the nodes that the curvature on the curves Ct and Ct+1

are not similar. The last term in the above equation is non-zero if there is a discrepancy

between the order of Q nodes and P nodes. The function of this term is to increase the

deformation degree at the regions with non-matching order of nodes in subsequent time
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frames. Then we define the spring constants as functions of deformation degree.

Kref,i =
k1

k1 + k2Di
(2.7)

Kuni,i =
k3Di

k1 + k2Di
(2.8)

Kref,i is the constant of the reference spring which connects node Pi to the reference

point Mi. Kuni,i is the uniform spring constant which connects the node Pi to the node

Pi−1. k1, k2 and k3 are constants. With these relations, the uniform springs are stiffer

in the high deformation regions, and the reference springs are the dominant springs in

the low deformation regions. The stiff uniform springs in high deformation regions try

to keep the nodes Pi uniformly distributed on the curve Ct+1. If there is a topological

violation in the order of reference points Mi, the deformation degree increases, and the

uniform springs will be stiffer. That forces the P nodes to return to the same order

as the previous time frame. At any time frame t, we find the position of the reference

points on curve Ct+1 using the nodes Q on curve Ct. Then, the deformation degree and

the spring constant are calculated for i=1,2,..,N . Finally, we construct the governing

system of equations using the force balance on all nodes Pi:

Kuni,i+1 (SP,i+1 − SP,i − l0,t+1)−Kuni,i (SP,i − SP,i−1 − l0,t+1)−Kref,i (SP,i − SM,i) = 0

(2.9)

SP,i is the position of the point Pi in the coordinate system along the cell boundary Ct+1.

Positions of points Qi, Pi−1, and Pi+1 are defined in the same coordinate system. We

can find the position of nodes Pi on the curve Ct+1 by solving this system of equations.

Then, we can find the displacement and velocity fields on the curve, using the position

of nodes Qi on the curve Ct and the nodes Pi on the curve Ct+1,

With this algorithm, the mapping and the resulted displacement and velocity fields at

the regions close to the ends of the curves could be dependent on the position of end

points. However, the position of end points, determined in the cell edge tracking process

in JFilament (see the previous section) are not entirely reliable. Thus, we remove 5% of

the contour lengths at both ends from the displacement and velocity maps.
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Figure 2.10: Deletion of Lpd in B16-F1 cells changes the balance between lamellipo-
dial protrusion phenotypes. A) Spatiotemporal evolution of cell-edge in three distinct
types of lamellipodial protrusion phenotypes in B16-F1 wild-type cells. B) Velocity
maps, representing smooth, intermediate and erratic lamellipodial phenotypes. C) Ex-
ample curvature maps for each protrusion phenotype. D) Quantification of the fraction
of cells with the indicated genotypes displaying each lamellipodial phenotype (smooth,

intermediate or erratic). This figure is originally published in [10].

2.2.3 Velocity and curvature maps and morphodynamic parameters

We find all positions of representative nodes on the curve in all time frames, with which

the trajectory of all nodes during the whole measurement time can be found. Then the

velocity and displacement fields along the curve in all time frames are calculated. The

velocity map of the cell edge is plotted in a 2-dimensional coordinate system with x-axis

showing the time and y-axis showing the distance along the edge (Fig 2.10). Since the

tangential displacement of the nodes on the curve is not relevant to the morphodynamic

behavior of the cell, we only consider the normal displacement and velocity. This normal

velocity is illustrated with colors in the velocity map. In addition to the velocity map,

we can also find the curvature map. With the position of all nodes on the curve in all

time frames, we can calculate the local curvature of the curve. Similarly, the curvature

map of the cell can be constructed to show the smooth and curved locations on the cell

edge and their evolution in time (Fig. 2.10).
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Figure 2.11: Description of the morphodynamic parameters of the cell. This table is
originally published in [10].

The majority of the morphodynamic data of the cell are stored in the curvature and

velocity maps. This data, however, should be quantified to be useful for morphody-

namic analysis. We defined 20 parameters that can characterize the cell morphody-

namics. These parameters can be separated into 4 groups of protrusion-, retraction-,

dynamics/velocity- or curvature/geometry-related parameters. These parameters are

described in Fig. 2.11.
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2.2.4 Morphodinamical analysis of Lpd knocked out cells

Cell morphodynamics is an informative indicator of the underlying molecular pathways

that are involved in cell motility. In this section, we show the potential of morpho-

dynamic analysis in studying the molecular mechanisms related to cell migration. In

particular, we employ our morphodynamic analysis workflow to study the role of Lamel-

lipodin (Lpd), which is a protein that is related to cell motility. Lpd regulates the

cell motility and formation of lamellipodia by interacting with the WAVE complex to

activate the Arp2/3 complex [186, 187]. Overexpression of Lpd increases the velocity

of protrusion. It has been shown that conditional genetic knockout of Lpd impairs the

lamellipodia formation [188]. However, the permanent loss of Lpd and its effects on

motility has not been investigated yet. Therefore, B16-F1 mouse melanoma cell lines

with genetically deleted Lpd are generated. We analyze the cell morphodynamics in the

Lpd knockout cell lines and compare them with the control cells to study the effects of

permanent Lpd loss on the cells.

We find that the variability in protrusion phenotypes is significant in the cells of the

same population. This variability also exists in even a single cell at different times. We

employed our workflow to quantify the cell edge morphodynamics, despite the pheno-

type variability. The spatiotemporal evolution of the cell contours over the period of 2

min is illustrated for 3 generic cases in Fig. 2.10A. All the different protrusion patterns

in B16-F1 control and Lpd knockout populations can be classified into three classes of

smooth, intermediate, and erratic. In the smooth class, the cell edge protrudes persis-

tently and smoothly. In the intermediate case, the cell edge shows some fluctuations in

protrusion. The erratic cells exhibit rapid fluctuations with significant retractions. The

velocity maps of the cell contours are created for the same time periods. These velocity

maps clearly show the differences in the morphodynamic patterns of different protrusion

classes. The erratic case has intense protrusion/retraction regions with large velocities.

A few of these intense protrusion/retraction spikes are also observed in the intermediate

case (Fig. 2.10B). Curvature maps also show different curvature patterns between the

three classes. For example, the cell edge in the erratic class includes many regions of

high convex/concave curvature. The intermediate case also shows some highly curved

areas (Fig. 2.10 C).
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We analyzed several cells from the Lpd KO clones and investigated how the Lpd deletion

alters the protrusion classes compared to controls. We find that the fraction of cells in the

smooth and intermediate classes is decreased for the Lpd KO cells. The fraction of cells

in the erratic class is increased by a factor of 3.82 in the Lpd KO cells compared to the

control case. These results clearly show the role of Lpd in the stability of lamellipodial

protrusion.

2.2.5 Lpd loss impacts morphodynamic regime of the lamellipodial

protrusion

We compared Lpd KO and control cells additionally through 20 morphodynamic pa-

rameters. The values of these parameters are averaged and normalized for the sake of

illustration. Fig. 2.12 shows the difference between the 2 cell groups. Many conclu-

sions can be drawn from this figure. The ‘Average Advancement Velocity’ (parameter

1) is decreased significantly upon deletion on Lpd. Almost all of the protrusion-related

parameters are reduced (parameters 2-6) in the Lpd KO cells.

The deletion of Lpd also increases the ‘Retraction to Protrusion Ratio’ (parameter 12).

That is not only caused by the lower protrusion but also by higher retraction. The

retraction-related parameters (7–11) are all increased in Lpd KO cells. Our analysis

also shows that membrane fluctuations (parameter 13) are observed more frequently in

Lpd KO cells. Furthermore, the fluctuations are more vigorous and less predictable

(parameters 15 and 16, respectively). The geometry-related parameters show longer

concave and convex segments in Lpd KO cells (parameters 17 and 18). That is consistent

with the lower curvature variability over time and along the edge (parameters 19 and

20). This data suggests that Lpd also contributes to the local plasticity of the edge.

We further characterize the difference between the control and Lpd KO cell populations

using the principal component analysis (PCA). We excluded the geometry/curvature-

related parameters in this analysis. Our results show that 88% of the total variance

of the whole data set of control and Lpd KO cells can be captured with two principal

components, PC1 and PC2 (Fig. 2.13). We find 11 morphodynamic parameters to have

the highest contribution to the first principal component PC1. Those are the parameters

related to fluctuations or retractions. On the contrary, the parameters related to pro-

trusion characteristics of the edge have the highest contribution to the second principal
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Figure 2.12: Morphodynamic analysis of B16-F1 control and Lpd KO cells. Parame-
ters are classified into protrusion-, retraction-, dynamics/velocity- or geometry-related.
Data are represented as arithmetic means±s.e.m. (*P<0.05). Selected morphodynamic
parameters were each normalized by assigning their respective means to 0 and scaling
their s.d. values to 1. For description of each parameter, see Fig. 2.11. This figure is

originally published in [10].

component, PC2. Hence, PC1 and PC2 can be considered as the ‘retraction activity’

and ‘protrusion activity’ of the edge.

Cells with high PC1 are all from the Lpd KO population. All of the control cells show

low values of PC1. That suggests increased retraction-fluctuation activity at least in a

fraction of Lpd KO cells. The spread of cells along the PC2 axis seems to be similar.

We can also distinguish 2 different regimes in the PC1-PC2 plane. In the first regime,

which includes both control and Lpd KO cells, the correlation between PC1 and PC2

is negative. That means cells with higher protrusion activity have lower retraction-

fluctuation activity. The second regime on the right side of the plane only includes cells

from the Lpd KO group. We observe a positive correlation between protrusion and

retraction-fluctuation activity in this regime. That exhibit a behavioral difference in the

Lpd KO cells in this regime.
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Figure 2.13: PCA reveals distinct lamellipodial protrusion regimes for B16-F1 control
versus Lpd KO cells. A, B) Figures display the loadings of individual parameters to
principal components 1 and 2 (A, PC1; B, PC2). The larger the absolute value of a
given loading, the stronger a given parameter contributes to respective PC. Loadings
of high contribution are marked in yellow. The parameter numbers correspond to those
displayed in Fig. 2.12 and Fig. 2.11. PC1 mostly reflects retraction and PC2 reflects
protrusion activity. C) B16-F1 control cells (blue) and Lpd KO cells (red) are plotted
in PC1-PC2. Lamellipodial contours of eight selected cells (circles) are shown. Two
regimes can be distinguished in our cells. Regime 1, containing most cells of the B16-F1
wild-type population and characterized by a negative correlation between PC1 and PC2
(indicated with the pink line and Spearman correlation coefficient of 0.74, P<0.001).
Regime 2, comprised mostly of cells of the Lpd KO population and characterized by a
positive correlation between PC1 and PC2 (indicated with the green line and Spearman
correlation coefficient of 0.58, P<0.001). Projections of the direction of increasing
individual parameters on the PC1-PC2 plane are shown with green numbers. This

figure is originally published in [10].
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2.3 Conclusion and summary

Cell morphodynamics and cytoskeleton architecture are used in the field of cell motility

as indicators of internal signaling pathways. Although studies on cell functions, includ-

ing motility, are highly dependent on quantitative analysis methods of data obtained

from various imaging techniques, there are few publicly available general algorithms.

Many researchers develop ad-hoc analysis algorithms for their studies [185, 189]. In this

chapter, we implemented two general workflows for quantification and analysis of mor-

phodynamics and structure of the filamentous networks in the cell cytoskeleton, which

can contribute to the field of cell motility.

Recent improvements in cryo-ET sample preparation [190], automated data acquisi-

tion [191], image processing workflows [192], and data analysis allow the evaluation of

large data sets of ultrastructural architecture of filamentous assemblies and comparison

of various features between multiple experimental conditions. These improvements, al-

though very suitable for being combined with the genetic manipulation of cell lines via

CRISPR/Cas9 techniques, are yet to be routinely applied in workflows that facilitate

the high-throughput analysis and comparison of ultrastructural characteristics between

genetically modified cell lines.

In the first part of the chapter, we developed a computational toolbox for ultrastructural

analysis of filamentous networks. Our toolbox require minimal MATLAB proficiency

and no prior coding experience. Several graphical user interfaces (GUI) guide the user

through extracting outputs from large data sets in a time efficient manner. We defined

different ultrastructural parameters that could characterize the architecture of different

filamentous structures. These descriptors define the structural profile of filament assem-

blies which can be compared between different filament structures. Our toolbox also

provides additional detailed comparisons between different assemblies. The ultrastruc-

tural parameters can be calculated locally and compared between different regions of

the filament structures. Histograms of many properties, such as the orientation of fila-

ments, can be compared between cell groups. The toolbox can also find the correlations

between all ultrastructural parameters in each experimental group.

We used cryo-ET data of B16-F1 melanoma cells to show the visualization and analysis

possibilities in the toolbox. We analyzed several branched networks from lamellipodia
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of different experimental cell groups, including the control group and cells treated with

CK666. CK666 is an inhibitor of the Arp2/3 complex in the cell. CK666 application

enabled us to study the role of Arp2/3 on the architecture of the network. Our analysis

showed a change in the network architecture upon application of CK666. In particular,

the angular distribution and density of filaments changed dramatically after inhibition

of Arp2/3. This example showed the potential of the toolbox for discovering and charac-

terizing the role of different regulatory molecules involved in cell motility. In summary,

the GUI that we programmed for this toolbox facilitates data curation, noise reduction,

data visualization, parameter extraction and characterization of filamentous assemblies.

Cell morphodynamics is the complex output of cytoskeletal dynamics and its regula-

tory pathways, which can be used as a readout of the intracellular events. Although

some studies have used very simple descriptors for contour-based analysis of morphody-

namics [193–196], a complete description of the protrusion and retraction phenotypes,

which can differentiate between different modes of cells, requires a large number of elab-

orate metrics. Calculation of the morphodynamic descriptors requires the displacement

field on the cell boundary. Some studies used Level Set Method (LSM) to describe the

trajectory of points on the evolving cell boundary [197]. Machacek et al. proposed an

alternative method for mapping cell boundaries in two subsequent time frames [185]. Al-

though that method needs significant computations, it is computationally more efficient

than the LSM approaches. However, the method in [185] shows topological violations

in the mapping, particularly in the regions of cell boundaries with strong deformation.

Another study by Schindler et al. [198] recently proposed a one-parameter family of reg-

ularized contour flows based on Gaussian process regression to describe the trajectory

of points on the cell boundary.

In the second part of this chapter, we implemented a workflow to analyze cell morpho-

dynamics. This workflow requires time-lapse movies of cells from the top view as input.

We introduced an adaptive algorithm to map the points on the cell boundary curve in

one time step to the curve in the next time step. Our mapping algorithm comprises a

series of ”uniform” and ”reference” springs. We could find the corresponding position

of each point on the curve in the next time step by solving a set of equations. We sub-

stantially improved the mapping algorithm proposed by Machacek et al. [185] by using a

system of linear springs with adaptive stiffness as a function of local deformation degree.
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Our method is computationally efficient and results in realistic trajectories of points on

the boundary, even in high deformation regions.

Our algorithm can then find the displacement field on the cell boundary. The velocity

and curvature maps of the cell can be obtained from that. Those maps contain all the

morphodynamic information of a cell. We then defined about 20 elaborate descriptors

for the cell morphodynamics from these maps. A detailed morphodynamic profile of the

cell is defined with these descriptors, from which different morphodynamic modes can

be detected.

We employed our morphodynamic analysis workflow to investigate the role of a motility-

related protein, Lamellipodin (Lpd). Lamellipodin is believed to be a regulator of cell

motility by interacting with WAVE complex, which activates Arp2/3. We find that dele-

tion of Lpd decreases the number of cells with smooth morphodynamics. Furthermore,

we found multiple differences between control and Lpd knockout populations concerning

various aspects of protrusion, retraction, and geometry of cell edge. The impact of Lpd

deletion is characterized additionally using the principal component analysis (PCA).

In summary, in this chapter, we developed two valuable tools for analyzing and quantify-

ing edge morphodynamics and filamentous architecture in the cytoskeleton and showed

their enormous potential for studying the regulatory proteins.



Chapter 3

adhesion-velocity relation and

back-front interaction in

1-dimensional cell motility

3.1 Introduction

To understand the mechanisms that shape cell motility, one needs to analyze experi-

mental data first and then provide biophysical models that illustrate how fundamental

physical phenomena cause complex cell behaviors. In chapter 2, we introduced workflows

for analyzing two types of experimental data that are very important in understanding

cell motility.

In this chapter, we propose a biophysical model to study the effect of adhesion on cell

velocity. Our goal in this chapter is to provide new insight into the biphasic adhesion-

velocity relation as one of the constitutive relations in cell motility reported for many cell

types. We simplify the analysis by restricting cells to 1-dimensional motility to focus on

the basic rules that shape cell behavior. We analyze a large amount of data on the motion

of MDA-MB-231 cells on microlanes with alternating Fibronectin densities. Individual

cells are exposed to alternating adhesion strength in this setting. Our biophysical model

can describe cell velocity in the steady motion on the Fibronectin fields. We find the

basic elements required for the biphasic adhesion-velocity relation.

51
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In the second part of this chapter, we focus on the cell behavior on Fibronectin steps.

Steps of Fibronectin density on the microlanes provide the opportunity to observe cell

behavior in situations where front and back of the cell sense different adhesion strength.

We extend the model to capture the separate effects of adhesion at the front and back

parts of the cell, and identify the nature of front-back interaction in moving cells.

The experiments used in this chapter are performed in the Department of Physics at

Ludwig-Maximilians-University by Dr. Christoph Schreiber and Johannes C. J. Heyn

in the laboratory of Prof. Joachim O. Rädler. All the results presented in this chapter

have been published in [11].

3.2 Biphasic dependency of cell velocity on Fibronectin

density in MDA-MB-231 cells

3.2.1 Experiments

A novel two-step microcontacting protocol is developed by Christoph Schreiber to create

Fibronectin-coated microlanes with alternating densities. The width of the microlanes

is 15 µm , which restricts cell migration to 1 dimension. MDA-MB-231 breast cancer

cells are seeded on the microlanes (Fig. 3.3.2B, C). Nuclei are labeled fluorescently to

identify the positions of the cells. We take images every 10 min for 48 h. We then use

an adapted IDL particle tracking software to calculate the cell tracks. The time frames

in which cells are closer than a minimal distance of 66 µm to other cells are excluded.

Finally, we exclude the tracks shorter than a minimum duration of 5 h. That results in

more than 15000 single-cell tracks.

Cells are restricted to one-dimensional motion on the Fibronectin microlanes and fre-

quently traverse to fields with different densities (Fig. 3.3.2B, C). We analyzed the cell

velocity in the population and found the biphasic behavior with maximal velocity for in-

termediate Fibronectin densities (Fig. 3.2B). This biphasic dependency was reported by

several studies for different cell types [12–14, 85–87, 199]. However, the low statistics in

the previously published data did not permit a clear distinction between a monotonous

decrease of velocity and saturating velocity with increasing adhesion strength. The large
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Figure 3.1: Fibronectin lanes and cell motion. A) Fluorescence image of a Fibronectin
coated lane with fields of different Fibronectin density shown below. Scale bar is 150 µm.
B) MDA-MB-231 cells seeded on Fibronectin lanes. Overlay of phase contrast and
fluorescence images of patterns (red) and nuclei labelled with Hoechst (blue). Cells
are restricted to one-dimensional motion on the microlanes and frequently traverse to
fields with different Fibronectin densities. They sometimes also spontaneously reverse
direction or stay at one position for some time. C) Time course of the position of a
single cell migrating on the lane shown on top. Phase contrast images taken every 10

min. This figure is originally published in [11].

number of measurements allowed us to choose a small step size in coating densities. As

a result, we find an apparent saturating effect of Fibronectin density on the cell velocity.

The stepped Fibronectin lanes also enabled us to analyze the velocity changes at tran-

sitions between different Fibronectin densities with regard to the biphasic relation.

Fig. 3.2C presents increases (green) and decreases (red) of the median velocity during

transitions from Fibronectin density, Fibronectini, to Fibronectin density Fibronectinj .

Transitions from low to high density are shown above the diagonal (Fibronectini =

Fibronectinj). Below the diagonal, transitions are from high to low density. The ve-

locity does not change on the diagonal (full line in Fig. 3.2C). We find distinct pairs of

Fibronectin concentrations around the maximal velocity with the same velocities. This

means that the sharp step in Fibronectin concentration does not change the cell velocity.

This is a consequence of the biphasic adhesion-velocity relation, and it is manifested as

a second white diagonal line from top left to bottom right (dashed line in Fig. 3.2C).

Two regimes are separated by this second diagonal line: The velocity increases with

adhesion below the line. Thus it is in the rising phase of the adhesion-velocity relation.

Above this line, we observe the falling phase of this relation, and velocity decreases with

adhesion.
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Figure 3.2: The adhesion-velocity relation. A) Sketch of a cell with velocities of the
leading edge v, the retrograde flow vr, the network extension rate ve, the back velocity vb
and the related elements of the force balance of steady motion ζv and κvr. B) Measured
adhesion-velocity relation of MDA-MB-231 cells (symbols). The full line shows the fit
to Eq. 3.9 with the parameters listed in Table 3.2. Each data point contains on average
1000 cell tracks, but with decreasing numbers for extreme Fibronectin densities. C)
Relative velocities for all combinations of different Fibronectin densities. Distributions
of velocities before and after a transitions from FNi to FNj have been measured for
each pair of densities. The color coding compares the relation between the medians.

This figure is originally published in [11].

3.2.2 Model

The cell velocity v, protrusion velocity, and velocity of the cell’s rear are all equal during

steady motion. We focus on this steady motion on areas with homogeneous Fibronectin

density in this section. To describe the cell motion, we formulate a force balance at the

leading edge of the cell, taking into account all the major forces acting there. Substrate

exerts forces on the cell across their contact area. These forces act on different parts of

the cell and are transmitted to the leading edge through different mediators. We also

include these forces in the leading edge force balance.

The forces acting at the cell’s leading edge are depicted in Fig. 3.2A. Individual growing

filaments push the leading edge membrane with the force f . Adding a monomer to the

tip of these filaments should work against f . The force f increases the activation energy

for the polymerization reaction. Thus, f enters the Arrhenius factor e
− fd cos θ

kBT in the

polymerization rate. d is the length increment by addition of a monomer, θ denotes the

tilt angle of the filament, kB the Boltzmann constant and T the temperature [116, 117,
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200]. The average single filament force f is approximated by the total force per leading

edge contour length F divided by the number of filaments per leading edge contour

length N . With that, we can write the extension velocity of the network:

ve = V 0
e e

− gd
kBT

F
N − k− (3.1)

g is a geometric factor resulting from averaging over the tilt angle distribution of fila-

ments. V 0
e is the force-free extension rate, and k− is the barbed end depolymerization

rate. Now, We can evaluate intracellular forces based on the force-dependency of the

polymerization rate. The newly polymerized actin network partly moves in the direction

of cell protrusion and partly flows backward as the actin retrograde flow. The exten-

sion velocity ve is the vectorial difference (sum of the absolute values in one spatial

dimension) of the protrusion velocity v and retrograde flow velocity (Fig. 3.2A).

ve = v + vr. (3.2)

Velocities are proportional to forces in the highly viscous environment of moving cells

(low Reynolds number regime). The force that drives retrograde flow at the leading

edge should overcome the resistance caused by the interaction between the actin flow

and stationary structures in the cell. We model this force with viscous friction relation,

i.e., κvr.

In the following, we show how this coefficient κ is related to the local properties of the

flow. κ integrates actin network and adhesion properties across the whole F-actin flow

domain that is mechanically continuous to the lamellipodium [130]. Thus, we study a

1-dimensional viscoelastic flow with friction with the substrate. The advected Maxwell

model and the force balance equation can describe this flow [18, 133]:

h
∂(σ)

∂x
= ξ(V − v) (3.3)

4η
∂V

∂x
= (1 + τ

∂

∂t
+ τV

∂

∂x
)(σ − σmyo) (3.4)

with V being the local velocity of the viscoelastic flow in the cell frame of reference,

σ the tension in the network, σmyo the contraction caused by myosin motors in the

network, η viscosity, τ viscoelastic relaxation time, and h height of the actin network.
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ξ is the viscous friction coefficient between the substrate and the flow. These equations

are solved in the domain (0,l), with 0 being the cell leading edge and l the distance from

the leading edge with stationary actin (zero retrograde flow velocity in the lab frame of

reference). We can then find the cell velocity v and the actin network extension velocity

ve as functions of force and thus tension at the leading edge, F = −hσ(0).

ve = V 0
e e

ahσ(0)
N − k− (3.5)

v =
−hσ(0)

ζ
(3.6)

We use these velocities to obtain boundary conditions for the viscoelastic flow equations

(Eqs. 3.3, 3.4).

V (l) = −v, V (0) = v − ve (3.7)

With these boundary conditions, the steady-state flow profile across the domain (0,l)

and thus the retrograde flow at the leading edge can be found. The ratio of force to the

retrograde flow at the leading edge is then found to determine κ. We solve Eqs. 3.3, 3.4

for a range of values of ξ. The relation of κ and ξ can be well fitted with a power law

(Fig. 3.3). The resulting fitting parameters show that κ is a linear function of the square

root of ξl (table 3.1).
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Figure 3.3: Dependency of κ on ξ in the reference simulations and the fitted equation
(dashed lines). The model parameters used in the these simulations are: σmyo= 0 kPa,
v0 = 0.05 µms−1, k− = 0.005 µms−1, ζ = 5 nNs µm−2, h = 0.2 µm, η = 5 kPas,
l = 10 µm, a = 248 nN−1, and N = 248 µm−1. This figure is originally published

in [11].

This analysis clearly shows that the resistance against the actin flow can be modeled with
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ref. simulations v0 = 0.01 µms−1 v0 = 0.25 µms−1 η = 1 kPas η = 15 kPas σmyo= 0.1 kPa σmyo= 0.5 kPa ζ = 5 nNs µm−2

a 0.4261 0.4342 0.4438 0.1906 0.7942 1.25 0.8868 0.4274
b 0.5131 0.5059 0.511 0.5179 0.4898 0.5133 0.515 0.5121
c 0.03265 0.02315 0.0154 0.01096 0.03305 -0.3704 -1.402 0.03116

Table 3.1: The value of fitting parameters of the equation in Fig. 3.3 in a variety of
simulations. In each set of simulations, one parameter has been changed with respect
to the reference simulations (see caption of Fig. 3.3). The parameter b of the fitting is
close to 0.5 in all of the cases and the parameter c is negligible when σmyo = 0. This

table is originally published in [11].

a viscous friction κvr, with κ integrating the local properties of the flow and network.

Thus, we simplify modeling the spatial interactions between the actin network and the

stationary structures with the lumped parameter κ.

The force required to move the leading edge membrane is ζv, with the coefficient ζ

comprising drag resistance of membrane motion on the substrate. The detachment of

adhesion bonds at the rear of the cell is also included in the coefficient ζ. The force F

pushes the leading edge membrane and drives retrograde flow at the same time in the

opposite directions [15, 130]. We have

F = κvr − Fc = ζv + Fm. (3.8)

Fm is a velocity-independent force acting on the leading edge membrane, e.g., from a

force microscopy cantilever (positive when pushing against protrusion) or myosin activity

pulling from the rear. Fc is a force acting on the network at the cell front, e.g., from

contraction by myosin. With our choice of sign, contractile forces are positive. The cell

velocity can be determined uniquely (Eq. 3.9) using the basic thermodynamic relation

Eq. 3.1 and the low Reynolds number conditions of lamellipodial motility Eq. 3.8. The

velocity solution uses the Lambert function W0 [201]:

v =
N

aζ
W0

(
aV 0

e κζ

N(ζ + κ)
e

a
N(ζ+κ)

(ζ(Fc+κk−)−κFm)
)
− Fc + Fm + κk−

ζ + κ
. (3.9)

Eq. 3.9 relates the cell velocity to F-actin density via N , F-actin network structure via

a, polymerization rate via V 0
e , the depolymerization rate k−, cell geometry and adhesion

via κ and ζ and the forces Fc and Fm. Many experimental parameters do not show up in

Eq. 3.9 despite being known as affecting cell velocity. They do so via the parameters in

Eq. 3.9. For instance, the concentration of polymerizable actin monomers G enters via
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V 0
e like V 0

e = k0eG, or the myosin activity via Fc and ζ. Parameters κ and ζ depend on

the substrate adhesion. Adhesion determines the density of stationary structures inside

the cell and thus the friction coefficient κ. Adhesion also determines the drag force and

the required force to pull the cell rear off the adhesion bonds [12, 85–87, 202]. So the

parameter ζ is also affected by the adhesion.

Adhesion bonds trigger myosin-dependent feedbacks on their own dynamics [13, 14].

This and other pathways [31, 71, 82, 203–205] shape the dependencies of κ and ζ on

the coating density B. We will explore these dependencies κ(B) and ζ(B) by fitting the

equation for the velocity Eq. 3.9 to experimental results. If the affinities of all binding

steps determining κ(B) and ζ(B) are low, and surface binding is not saturated, a linear

dependency on B is a reasonable starting point. However, since velocities saturate at

large Fibronectin densities, κ(B) and ζ(B) should also be saturating functions. thus,

we choose

κ(B) =
κmaxB

nκ

Bnκ +Knκ
κ

, ζ(B) =
ζmaxB

nζ

Bnζ +K
nζ

ζ

. (3.10)

Most of the parameters of Eq. 3.9 can be determined by fitting. But, the scaling prop-

erties of this equation do not allow for a complete parameter value set. The factor a/N ,

which is multiplied to both κ(B) or ζ(B), can be scaled out of the equation. That means

we can not determine a/N uniquely. We have chosen the (experimentally reasonable)

value N=248 µm−1 [17, 47, 206], and that entails a/N=1 µm nN−1.

3.2.3 Fitting experimental data to Equations

We fit the Eqs. 3.9, 3.10 to the measured experimental data of the MDA-MB-231 cells

as well as the other cell types. The results of the fitting will be discussed in the following

sections. In this section, we describe the methods used for the fitting.

We employed Levenberg-Marquardt-method [207] for fitting the experimental adhesion-

velocity data. For the cell types that retrograde flow data were also available, we included

that in our fitting by calculating the retrograde flow from Eqs. 3.8, 3.9. We tested the

precision of the fitting by trying the Levenberg-Marquardt-method from different initial

parameter values. We find that the parameter values can be reproduced with a few

percent variability when starting with different initial conditions. Hence, we concluded

that the fitting procedure is reliable.
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Figure 3.4: The dependency of the cell velocity on the substrate coating density
in terms of the concentration of Fibronectin in the coating solution for CHO cells
(data from [12]) and PtK1 cells (data from [13]), the concentration of Arg-Gly-Asp
(RGD) functionalized poly-L-lysine-graft-(polyethylene glycol) copolymer (PLL-PEG-
RGD) for keratocytes (data from [14]). The sets of experimental data (symbols) were
fitted to Eq. 3.9. The parameter value results are listed in Table 3.2. There are also
retrograde flow data (x) available for keratocytes and PtK1 cells, which we included
in the fit. The fit for PtK1 cells deviates in the data point of retrograde flow at
5 µgml−1 from the experimental values. We discuss that deviation in the supplementary
information. Palecek et al. could collapse several experimental sets to a single universal
curve by relating the velocity to the detachment force, which is proportional to the
adhesion bond density [12]. We fit this universal relation data to Eq. 3.9 in panel
universal. However, the fit is not unique with 5 data points only and therefore we
did not continue the analysis with this data set (see also Table 3.2). We found the
introduction of (small) coating density independent terms κ08 10−5 nNsµm−2 and ζ0=7
10−4 nNsµm−2 in Eq. 3.10 to be necessary to obtain the inflection point the velocity
dependency of the CHO cells exhibits left of the maximum. They may indicate the
relevance of physical interactions between cell and substrate or coating-independent

surface bonds. This figrue is originally published in [11].

It is important to note that the precision of the fits is limited by our estimation of the

filament density N and geometrical factor g. Our estimation of 0.375 for g is only valid

for a uniform distribution of tilt angles between -70◦ and 70◦ [145]. However, different

distributions of filament angles have been reported in the literature [145, 208–210]. The

density of filaments is also reported within the range of 150-320 filaments per micron

in the literature [17, 18, 47, 206]. These uncertainties on g and N lead to uncertainty

in the estimated parameters of cells. The other factor that affects our fittings is cell

variability. We can clearly see the cell variability by comparing the maximum velocity

between the cells used in Fig. 3.2B and Fig. 3.14A. Thus, we expect that the uncertainty
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on parameters is comparable to cell variability.

3.2.4 Analysis of the adhesion-velocity relation

The result of fitting Eq. 3.9 to the MDA-MB-231 data set shown in Fig. 3.2B reveals

that the model can reproduce the velocity maximum and saturating behavior. We also

analyzed a variety of experimental data for different cell types from literature including

keratocytes [14], PtK1 cells [13], CHO cells [12], and a universal data set (Figs. 3.4, 3.8).

Palecek et al. could collapse several experimental sets to a single universal curve by

relating the velocity to the detachment force, which is proportional to the adhesion

bond density [12]. However, since the the number of data points was not sufficient, we

did not continue the analysis with this data set. (see Fig. 3.4 and Table 3.3).

The parameters resulting from the fits are listed in Table 3.2. The force F , retrograde

flow velocity vr and network extension rate ve are calculated using the resulting param-

eters and Eqs. 3.2-3.10. We find that the forces in keratocytes are in the same range as

the dynamic forces in [15, 211, 212]. They are also in agreement with experimental and

theoretical analyses of membrane tension in moving keratocytes [213]. Interestingly, we

find κ >> ζ in keratocytes (Fig. 3.8). This agrees with observations which show that

adhesion density vanishes towards the rear of the cell in [214, 215]. Because of the good

quantitative agreement with experimental results in Figs. 3.2, 3.4 and prior knowledge

on keratocytes, we conclude that all major relevant processes in the formulation of the

velocity equation are included (Eq. 3.9).

Our fitting results agree with all the experimental data points in all cell types except

a point in PtK1 cells. The experimental data in PtK1 cells show low cell velocity

and retrograde flow at small values of Fibronectin density (below 10 µgml−1). That

entails a significant drop in actin extension rate at low adhesion. It is not clear what

causes this drop. At low adhesion strength, the force is smaller, and the extension

rate should be even larger. Our fitting exhibit an increase of retrograde flow in a way

that the extension rate slightly increases (Fig. 3.8, PtK1 panel). We speculate that the

experimental data for retrograde flow has been taken at a distant point from the leading

edge, while the retrograde flow in our model is the flow rate at the edge. This can

explain the discrepancy.
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3.2.5 Forces

One of the most interesting findings is that the velocity-independent forces vanish, Fm=0

and Fc=0. That holds for all cell types except the universal set, in which Fc is very small

(Tables 3.2 and 3.3). That is a significant finding because it shows that all the forces

contributing directly to the leading edge force balance are velocity-dependent. Thus,

contractile forces produced by myosin directly linking adhesion sites to the leading edge

membrane or connecting adhesion sites by stress fibers do not noticeably enter the force

relations. With Fm=0 and Fc=0, we can also find the ratio of cell drag and actin flow

friction coefficients κ/ζ = v/vr. This relation provides a practical way to measure the

ratio κ/ζ.

We find that increasing adhesion increases the force generated at the cell front. Since

the extension rate of the actin network depends inversely on the force, ve decreases

with increasing adhesion. The reduction of ve is usually less than 30%, starting close

to the Fibronectin densities with the maximum velocity. Our fits show different relative

values of κ and ζ in different cells. Since ζ ≥ κ in PtK1 and CHO cells, a larger

fraction of the actin network extension turns into retrograde flow. In MDA-MB-231 and

keratocytes cells larger fraction of the actin network extension turns into the leading

edge protrusion velocity. The two types of ζ and κ relation show that adhesion can have

a more substantial effect on the cell front (κ ≥ ζ) or cell back (ζ ≥ κ). Cells are able to

migrate in both situations.

3.2.6 Stationary force-velocity relation

Although the dynamic force-velocity relation has been studied experimentally and the-

oretically [15, 211, 212], this relation has not been investigated in the stationary state.

From the experimental point of view, to obtain the stationary force-velocity relation, we

should give cells enough time to adapt to an applied force and then measure the velocity.

Our model provides a prediction for the stationary force-velocity relation. The external

force enters the model as Fm in Eq. 3.9. We find an almost linear decrease of velocity

with increasing force in keratocyte cells. This relation is different from the dynamic

force-velocity relation with a concave down shape [130]. The dynamic force-velocity
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relation has been measured with keratocytes pushing against an AFM cantilever until

the stall force is reached.

Figure 3.5: Stationary force-velocity relation of fish keratocytes as predicted by
Eq. 3.9. The measured dynamic force-velocity relation reported in ref. [15] is shown
in the inset. Note the different scales of the velocity axes. The inset shows the force
on a leading edge stretch of 4.4 µm. We determined the parameters of Eq. 3.9 from
the dynamic force-velocity relation with v = 0.240 µms−1 and vr = 0.068 µms−1 of
the force-free running cell and F stall

m = 0.1221 nN µm−1 [15]: κ = 0.435 nNs µm−2,
ζ = 0.123 nNs µm−2, V 0

e = 0.316 µms−1, Fc=0.000353 nN µm−1, k−= 0.00378 µms−1

[16], N = 300 µm−1 [17], g = 0.375 [18] and kBT/d = 1.51 10−3 nN. This figure is
originally published in [11].

The force required to stall the cell can be calculated from Eq. 3.9 with v = 0.

F stall
m =

N

a
W0

(
aV 0

e κ

N
e

a
N (Fc+k−κ)

)
− κk− − Fc. (3.11)

The stall force is not dependent on the drag coefficient ζ. If there is no contraction, the

stall force becomes zero when the friction coefficient κ vanishes. It can even get negative

if the myosin contraction is strong enough.

We can also find the retrograde flow velocity in the stalled state.

vr =
N

aκ
W0

(
aκVe

N

0

e
a
N
(Fc+k−κ)

)
− k−. (3.12)

The retrograde flow velocity in the stalled cell decreases with κ. It is maximal at κ=0

with the value of V 0
e e

a
N
Fc −k−. At large values of κ it obeys the relation (F pol

max+Fc)/κ.
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The upper limit of the force that a cell can generate is the maximum stall force F pol
max.

That can be achieved with very large values of κ. This force stalls polymerization

completely.

F pol
max =

N

a
ln

V 0
e

k−
. (3.13)

We determined the stall force for our four cell types (Fig. ). Interestingly, we found that

cells work in different force regimes. When κ ≪ ζ the force is close to the stall force.

That is the case for PtK1 and CHO cells. In particular, CHO cells have working forces

almost equal to the stall force. Consequently, the velocity is very slow in this cell type.

Forces are about one order of magnitude smaller than the maximal stall force F pol
max in

all the other cell types.

3.2.7 Dependency of κ and ζ on the ligand density

Our model entails that parameters κ and ζ increase with increasing ligand density B.

We investigated that relation in cells by staining Paxillin and F-actin in Fig. 3.9. Paxillin

is an adhesion site protein that can show the abundance of adhesion sites. Fig. 3.9A

shows that MDA-MB-231 cells form higher adhesion site density on high Fibronectin

concentration, than on low Fibronectin concentration (3.9B). Fig. 3.10A also shows a

cell on a Fibronectin step. The adhesion site density increases a few µm behind the

leading edge where the Fibronectin step is located. This experimental evidence confirms

the direct relation between adhesion site density and ligand density.

The relation of κ and ζ with B resulting from our fits shows large values of nκ and nζ in

MDA-MB-231 and CHO cells (see Table 3.2). The biological interpretation of this result

is that there is strong positive feedback from integrin to adhesion structures in these cell

types. The velocity in these cell types increases very fast with increasing the coating

density at low values of B (Figs. 3.2, 3.4). The increase of the force in dependence on B

is also very steep (Fig. 3.8). Many factors contribute to the feedbacks from integrin to

adhesion structures, including myosin activity [13, 14, 82, 216], F-actin flow [217], the

force acting on adhesion structures and catch bonds [87, 218–224]. We will investigate

the myosin contribution below.
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Figure 3.6: Predictions of Eqs. 3.8, 3.11, 3.13 with the parameters for the different
cell types listed in Table 3.2 resulting from the fits of experimental data to Eqs. 3.9, 3.10
shown in Figs. 3.2B, 3.4. The stall force F stall

m (Eq. 3.11) and the force F (Eq. 3.8) in
the moving cell are set by adhesion and polymerization parameters, the maximal force

F pol
max (Eq. 3.13) is set by polymerization parameters only.
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Figure 3.7: The stall force F stall
m (Eq. 3.11) and the retrograde flow velocity vr

(Eq. 3.12) in the stalled state in dependency on the retrograde flow velocity coefficient
κ. The parameters are the same as in Fig. 3.5 for the full lines. The dashed lines show
results with Fc=0.1 nN µm−1, k−= 0.1 µms−1. The dotted lines show the maximal
force F pol

max (Eq. 3.13) for each parameter value set. This figure is originally published
in [11].

The other two cell types, PtK1 cells and keratocytes show rather small values of nκ and

nζ . Velocity and force rise slower with increasing B in these cell types (Figs. 3.4, 3.8).

In keratocytes, the lateral extensions and wings are the regions with the main response

to ligand density increase [14]. The stress in the direction of motion is five times smaller

than the stress orthogonal to that direction [225, 226]. Thus, only a small part of the
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Figure 3.8: Upper row: Analysis of the experimental data with respect to retrograde
flow velocity friction coefficient κ and membrane drag coefficient ζ (Eqs. 3.10) as re-
sulting from the fits to Eqs. 3.9, 3.10 shown in Figs. 3.2B, 3.4 and Table 3.2. Lower
row: Analysis of the experimental data with respect to extension velocity ve (dashed
line, Eq. 3.2), retrograde flow velocity vr (full line, Eq. 3.8), cell velocity v (dotted line,
Eq. 3.9) and the force F (Eq. 3.8) acting on the leading edge membrane as resulting
from the fits to Eqs. 3.9, 3.10 shown in Figs. 3.2B, 3.4. This figure is originally pub-

lished in [11].

response may contribute to the propulsion. That can explain the small value of nκ and

nζ for keratocytes.

We applied Blebbistatin, Calyculin A, and Latrunculin A to MDA-MB-231 cells to

further study the positive feedback from integrin to adhesion structures. Blebbistatin

is an inhibitor of myosin II activity. We find that Blebbistatin-treated cells (10 µM)

are slower by about 40% (Fig. 3.10C). In this case, the adhesion velocity relation is

closer to a monotonic curve than a biphasic one. We also find that nκ and nζ are

substantially decreased compared to the control case (Table 3.2.9). We can quantify the

action of drugs on positive feedback with the ratio of κ (protrusive forces) to ζ (resisting

forces). This ratio increases with increasing B in all conditions. However, Blebbistatin

treatment decreases the κ to ζ ratio compared to the control case. That shows that

myosin contributes significantly to the positive feedback from Fibronectin to adhesion

structures.

Contrary to Blebbistatin, Calyculin A is an amplifier of myosin II activity. The appli-

cation of Calyculin A (0.25 nM) results in a broader maximum in the adhesion-velocity

relation (Fig. 3.10C). We also find that Calyculin A increases the ratio κ/ζ compared

to the control case. Thus, it strongly increases the density of adhesion structures in the

front regions of the cell where the protrusive force is generated.
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A

F-Actin / PaxillinF-ActinFibronectin Paxillin

B

Figure 3.9: Immunofluorescence of F-actin and paxillin. Row (A) shows a cell
on a high (40 ngcm−2), row (B) on a low Fibronectin density field (8 ngcm−2), both
migrating upwards. Cells are typically more elongated on high Fibronectin fields than
on low Fibronectin fields. Scale bars equal 10 µm. This figure is originally published

in [11].

Latrunculin A is an inhibitor of actin polymerization. We observed a much smaller ve-

locity after the application of Latrunculin A (0.1 µM). The adhesion-velocity relation is

monotonic in this case. Our fit shows a substantial reduction in the force-free polymer-

ization value V 0
e (Table 3.2.9). That is consistent with the drug’s effect as an inhibitor

of polymerization.

3.2.8 Parameters and their values

We find the parameters of the cells for each experimental data set by fitting the model to

the data. The parameter values for fitting the adhesion-velocity relation in MDA-MB-

231, CHO cells, keratocytes, and PtK1 cells are shown in Table 3.2. The parameters
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Figure 3.10: F-actin, adhesion sites and effects of inhibitors in MDA-MB-231 cells A)
fixed cell on a Fibronectin step (moving up, 8 ngcm−2 - 40 ngcm−2). Images of labelled
Fibronectin and Phalloidin stained F-actin are acquired with epi fluorescence, and
antibody stained Paxillin with TIRF microscopy. Scale bars equal 10 µm. B) Velocity
adhesion relation of MDA-MB-231 H2B mCherry control cells and cells treated with
10 µM (+-)-Blebbistatin, 0.1 µM Latrunculin A, or 0.25 nM Calyculin A. C) Ratios
of friction coefficients κ and ζ resulting from the fits in (B). This figure is originally

published in [11].

related to the universal data set are listed in Table 3.3 (see Fig. 3.4). Table 3.2.9 show the

values for the parameters from the fits of the drug application data sets (see Fig. 3.10).

Finally, the estimations of parameter values found in literature are presented in Table

3.5.

3.2.9 Comparison of parameters to values from literature

The agreement between the measured cell velocities and our fit results support the

parameter values that we found. The stall force that we found for keratocytes also

supports the cell parameters that we found (Fig. 3.5). To validate our results, we

additionally conclude some of the cell parameters indirectly from available experimental
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MDA-MB-231 CHO keratocytes PtK1 Units Eq.

V 0
e 0.0156 0.0571 0.197 0.030 µms−1 3.1

k− 0.0027 0.010 0.0017 0.0016 µms−1 3.1
nκ 8.77 7.712 1.94 2.11 3.10
Kκ 73.6 4.63 66.1 22.3 µgml−1, ngcm−2 3.10
nζ 7.59 7.528 1.36 1.53 3.10
Kζ 85.7 5.33 218.6 382 µgml−1, ngcm−2 3.10
κmax 70.1 13.8 6.12 2.60 nNsµm−2 3.10
ζmax 30.8 296.0 2.86 117 nNsµm−2 3.10
Fc 0 0 0 0 nNµm−1 3.8
Fm 0 0 0 0 nNµm−1 3.8
F pol
max
N 0.007 0.007 0.019 0.012 nN 3.13

Table 3.2: Parameter values resulting from the fit of Eqs. 3.9, 3.10 to the data sets
shown in Fig. 3.4 . The values g = 0.375 [18], gd/kBT=248 nN−1, N=248 µm−1 were

used for all fits. This table is originally published in [11].

Parameter universal Units

F-actin network extension
Eq. 3.1:
force-free network exten-
sion rate V 0

e

0.0374 µms−1

network depolymerization
rate k−

0.0038 µms−1

retrograde flow friction co-
eff. κ(B) Eq. 3.10:
Hill coefficient nκ 3.50
half-max. value Kκ 4.0 nN
max. value κmax 1.0 nNsµm−2

membrane drag coefficient
ζ(B) Eq. 3.10:
Hill coefficient nζ 2.22
half-max. value Kζ 11.0 nN
max. value ζmax 27.77 nNsµm−2

forces Eq. 3.8:
Fc 3 10−4 nNµm−1

Fm 0 nNµm−1

Table 3.3: Parameter values resulting from the fit of Eqs. 3.9, 3.10 to the universal
data set. The values g = 0.375 [18], gd/kBT=248 nN−1, N=248 µm−1 were used for
all fits. The five data points of the set universal were not sufficient to really constrain
the parameters of Eq. 3.9. We could determine the ratio ζmax/κmax (κmax=1.0), but

not the individual values. This table is originally published in [11].

data in the literature for different cell types. The results of the literature search for cell

parameters are listed in Table 3.5.

The parameter V 0
e in our model is proportional to the polymerization rate at the tip

of a single filament. This rate is proportional to the G-actin concentration [G] and

kon ≈ 10 µM−1 s−1 according to [16, 234]. Some mechanisms like funneling can increase
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Parameter control Calyculin A Blebbistatin Latrunculin A Units

F-actin network extension Eq. 3.1:
force-free network extension rate V 0

e 0.0227 0.0143 0.0226 0.0038 µms−1

network depolymerization rate k− 0.0006 0.0004 0.0008 0.0001 µms−1

retrograde flow friction coeff. κ(B) Eq. 3.10:
Hill coefficient nκ 6.72 4.68 2.87 7.89
half-max. value Kκ 63.5 75.1 80.3 217.4 ngcm−2

max. value κmax 344.9 587.0 155.9 164.1 nNsµm−2

membrane drag coefficient ζ(B) Eq. 3.10:
Hill coefficient nζ 6.45 4.10 2.77 4.68
half-max. value Kζ 51.6 60.5 53.0 1860 ngcm−2

max. value ζmax 95.6 61.6 109.5 23.3 nNsµm−2

forces Eq. 3.8:
Fc 0 0 0 0 nNµm−1

Fm 0 0 0 0 nNµm−1

Table 3.4: Results of the fits of the experimental data in Fig. 3.10B to Eqs. 3.9, 3.10.
The data show consequences of applying Calyculin A, Blebbistatin and Latrunculin A
to MDA-MB-231 cells. The values g = 0.375 [18], gd/kBT=248 nN−1, N=248 µm−1

were used for all fits. This table is originally published in [11].

MDA-MB-
231

keratocytes PtK1 Units

polymerization rate ≈ 0.27 [227] µms−1

force free network extension rate V 0
e ≈ 0.17 [228] µms−1

retrograde flow velocity vr order of
0.01 [229]

Fig. 3.4, 0.04 [14,
128], 0.07 [230]

Fig. 3.4,
0.015
[13, 73, 231]

µms−1

retrograde flow friction coefficient κ ≈ 100 [232] ≈ 4 [227], 10[225] ≈ 6 [73], 4
[231]

nNsµm−2

force on leading edge F few hundreds [15,
211, 230, 233]

pNµm −1

Table 3.5: Experimental results on cell parameters in different cell types. We did
not find any values for CHO cells. Retrograde flow velocities usually depend on the
distance from leading edge. In the cases of radial retrograde flow profile, the average
value over the lamellipodium width is reported in the table. This table is originally

published in [11].

the G-actin concentration available for polymerization at the cell front [235]. In ker-

atocyte, [G]≈10 µM , while the force-free network extension rate V 0
e is ≈ 0.17 µms−1

[228]. This polymerization rate is very close to our fitting results (Table ). The high

values of force-free polymerization rate in these cells can be explained by the funneling

mechanism [227]. Other factors like modulators of polymerization/depolymerization can

also limit the polymerization rate [236].

We see a large variability in the network extension rate ve of different cell types (from

high value of about 0.17 µms−1 for keratocytes [228] to low value of about 0.007 µms−1

for fibroblasts [237])). The reduction of extension rate by force can not explain this

large range. Thus, we expect that V 0
e also varies significantly, which can be explained

by the cell-type variability of the concentration of polymerization modulators and G-

actin. The variation in k− can also be explained by the variation in the modulators of
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depolymerization [236].

The parameter κ is an effective friction coefficient, that is defined as the ratio of pro-

trusive force, F , to the retrograde flow velocity, vr. F can be estimated experimentally

from the membrane tension at the leading edge membrane[233]. Measurement of the

stall force is another way to estimate the force. In keratocytes, the value of a few hun-

dreds of pNµm−1 is reported for both methods [15, 211, 230]. In other cell types, the

force has not been measured directly yet. However, we can still estimate the force by

integrating the traction stress over the regions close to the edge.

T̂ =

∫ l

0
T (x)dx (3.14)

T (x) is the local traction stress and l the width of a region close to the leading edge, in

which retrograde flow generates traction stress. The integral of traction T̂ can provide

an estimation for the force at the leading edge F . We can then find the parameter

κ by dividing the estimated force by the retrograde flow velocity. We find a good

agreement between the κ from our fittings and the indirect estimation of κ from literature

(Table 3.5).

3.3 Interaction of front and rear

So far in this chapter, we have considered the 1-dimensional steady motion of cells on

Fibronectin lanes to get an idea of intracellular forces based on the force dependency of

polymerization. The whole cell moves like a rigid body in steady motion, and we can not

investigate the interaction between the front and rear of the cell. Thus, a perturbation

of motion is required to study the mechanical properties of the front-rear interaction.

Fibronectin density step is a perturbation that disturbs the steady state force balance.

The dynamic response of the cell front and rear to the perturbation provides insights

into the front-rear interaction (Fig. 3.11). During transitions between areas with differ-

ential Fibronectin density, the front and rear of the cell sense different coating densities

(Fig. 3.11A). The cell velocity adapts to the Fibronectin density between transitions.

Fig. 3.11B shows the velocity of the cell during several transitions. The cell velocity in-

creases when the front enters a region with high Fibronectin density. After a while, when
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the cell rear reaches the high adhesion region, the velocity slightly decreases (Fig. 3.11).

On a low-adhesion to high-adhesion transition, the cell shows the opposite behavior.

When the cell front enters the low Fibronectin region, the velocity decreases, and when

its rear reaches that low-adhesion region, velocity increases again (Fig. 3.11). This ob-

servation confirms the idea that adhesion at the rear resists motion while adhesion at

the front supports motion.

In order to study the dynamics of the front and rear during the transition, the time

resolution of 10 min we used in our first experiments is not sufficient, as during this

time the cells usually move about 10 µm. Thus, we did a second set of experiments with

20 s time resolution to capture the dynamics. Due to the 1-dimensional nature of the

cell movement, it is possible to make kymographs from the phase-contrast movies (using

the middle line of the lanes) that nicely illustrate the dynamics of the cell motion over

time and allow to detect front and rear positions (Fig. 3.11A). These kymographs reveal

that the front motion is smooth with gradual velocity change over the Fibronectin steps

(Fig. 3.11B). On the contrary, the rear moves less smoothly with large fluctuations. We

find that even a transient protrusion can form and extend backwards at the cell rear.

To study the behavior of the front and rear on the steps separately, we introduce the

velocity of the back vb. The front velocity is the same as the cell velocity v. The velocity

of the cell rear fluctuates a lot, but on average, it is also equal to the cell velocity v

during the steady state motion.

The force resisting motion should be studied in more detail to understand the difference

between v and vb. Analyzing the cell length L on the Fibronectin steps reveals that it is

mainly determined by the adhesion density at the cell rear. Based on that observation,

we split the resisting force into two parts. The first contribution is from the drag force

required to pull the cell body and the front part of the cell ζcv. The second part is the

force required to pull the cell off the adhesion bonds at the rear ζbvb (Fig. 3.12A). In this

case, the length dynamics L̇ also enters the force balance equation. Thus, the stationary

force balance Eq. 3.8 turns into (taking Fc = Fm = 0 into account):

ζv − ζbL̇ = ζcv + ζbvb = κvr (3.15)
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Figure 3.11: Perturbation of steady motion at steps of different Fibronectin densi-
ties. A) We distinguish phases where cells are completely on one density segment, and
transition phases where cell front and back are on different densities. B) Kymograph
of a cell running through areas of different Fibronectin densities (given on the left).
We trace front (blue) and back (red) and provide the time course of front velocity and
cell length. Mean velocities and mean length are indicated by horizontal lines for each

phase. Scale bar is 100 µm . This figure is originally published in [11].

Travelling across a Fibronectin step takes about 50 min. That is sufficient to reach a

stationary state. In these stationary states, front and back move on different Fibronectin

densities but with the same velocities, v = vb. The cell length also does not change,

L̇=0. Thus, we have:

κvr = (ζc + ζb)v (3.16)

with ζ = ζc + ζb. We start our experimental investigations with the question for an

intrinsic Fibronection-related cell length. We analyzed the cell length on different Fi-

bronectin densities to discover whether it is dependent on the history of the cell. If the

cell length is independent of the cell history, the cell length should mainly be set by the

current Fibronectin density B under the cell. We consider the length of a cell on one

density and the length after transitions to the other density and back. The distribution

of the ratio of the new length and the old length peaks around 1 (Fig. 3.12B, C). Thus,

we conclude that cells have an intrinsic adhesion-dependent length L0(B).
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This observation motivates us to phenomenologically choose an elastic force as the the

force resisting cell stretching FS = E(L − L0). Thus, the force pulling on the rear

elastically stretch the cell ζbvb = E(L−L0) (Fig. 3.12A). Our data do not allow to find

the mechanisms by which cells realise this spring-like behavior. Two possible mechanisms

are a fast interaction of front and rear reported by Maiuri et al. [8] or a 1d-analogon to

a preferred shape in 2d [14, 238, 239].

Figure 3.12: Extended model with separate contributions of front and back regions
to the drag force. A) Sketch of the cell model with spring like front-rear interaction
force. B, C) The ratio of the mean lengths of individual cells after to before crossing a

density region. This figure is originally published in [11].

On the Fibronectin steps, the velocities of the cell ends depend on the local Fibronectin

density and also the density at the other end. The information from the other side

of the cells is transmitted by the elastic force FS . We define four different density

combinations by averaging across all measured data points in the different regimes. 99

single-cell tracks with a time resolution of 30 s were analyzed. We find 562 individual

Fibronectin situations at the front and back of the cell. These cases are then classified

into 4 groups, low Fibronectin at the back and front (LL), low Fibronectin at the back

and high Fibronectin at the front (LH), high Fibronectin at the back and low Fibronectin

at the front (HL), and finally high Fibronectin at the back and front (HH). We define

high and low as above or below 50 ngcm−2. Fig. 3.13 shows all the data points in the

four density combinations at front and back.

We measured the velocities of the front and back edges separately. This data and the
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Figure 3.13: Measured Fibronectin density combinations. 562 different combinations
of front and and back Fibronectin density were found (Colored points) from 99 single-
cell tracks. 4 generic phases (LL bottom left, LH bottom right, HL up left and HH
up right.) are defined according to the Fibronectin density at front and back of the
cell. Average density of Fibronectin in high and low fields are 80 and 30 ngcm−2,
respectively (Black points). Low and high are defined as Fibronectin densities lower

and higher than 50 ngcm−2. This figure is originally published in [11].

cell length in different combinations of Fibronectin at the front and back provide a

basis for our analysis of front and back forces. The friction coefficient κ is between the

retrograde flow and stationary structures in the front part of the cell. Thus, it only

depends on the Fibronectin density at the front. The drag coefficient ζ depends on

the Fibronectin density both at the front and back. We found that a Hill function can

reasonably represent the dependency of κ and ζ to the Fibronectin density B. We define

the dependency of ζ(Bb, Bf ) on the Bf and Bb similarly with a Hill function.

κ(Bf ) =
κmaxB

nκ
f

Bnκ
f +Knκ

κ
, ζ(Bb, Bf ) =

ζmax

(
wBb + (1− w)Bf

)nζ(
wBb + (1− w)Bf

)nζ +K
nζ

ζ

. (3.17)

w describes the contribution of Bb to ζ. w is not known a priori and will be estimated

from the dynamic behavior of cells on Fibronectin steps . With Eq. 3.17, ζ(Bb, Bf )

reduces to Eq. 3.10 when the cell is on a homogeneous part of the Fibronectin lane (w=1

or w=0). We can then describe the contributions of front and back to the resisting force

separately:

F = κvr = ζbvb + ζcv, (3.18)

Fc= 0 and Fm= 0 are taken into account in Eq. 3.18. When the front and back velocities

are equal (steady motion), ζ = ζc + ζb, and Eq. 3.18 turns into Eq. 3.8. ζc is dependent
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on both front and back Fibronectin densities. But ζb depends on the Fibronectin density

at the back of the cell only

ζb =
ζb,maxB

nζ

b

B
nζ

b +K
nζ

ζ

, (3.19)

With that, we find ζc as ζc(Bb, Bf ) = ζ(Bb, Bf )− ζb(Bb). For simplicity, we choose that

only the saturation value in Eq. 3.19 is different from Eq. 3.10 and not the parameters

Kζ and nζ . In the steady motion, the cell length that mediates front and back is affected

by ζb

ζbvb = E(L− L0). (3.20)

We can then find the cell velocity in each of the 4 different combinations of front and

back Fibronectin density according to Eq. 3.9:

vLL =
N

aζLL
W0

(
aV 0

e κLζLL
N(ζLL + κL)

e
a

N(ζLL+κL)
(ζLLκLk

−)
)
− κLk

−

ζLL + κL
(3.21)

vHH =
N

aζHH
W0

(
aV 0

e κHζHH

N(ζHH + κH)
e

a
N(ζHH+κH )

(ζHHκHk−)
)
− κHk−

ζHH + κH
(3.22)

vLH =
N

aζLH
W0

(
aV 0

e κHζLH
N(ζLH + κH)

e
a

N(ζLH+κH )
(ζLHκHk−)

)
− κHk−

ζLH + κH
(3.23)

vHL =
N

aζHL
W0

(
aV 0

e κLζHL

N(ζHL + κL)
e

a
N(ζHL+κL)

(ζHLκLk
−)
)
− κLk

−

ζHL + κL
(3.24)

We estimate ζ and κ at different Fibronectin combinations using the average low and

high Fibronectin densities BL and BH , respectively (3.13). κ only depends on the front

Fibronectin density, while ζ depends on both front and back Fibronectin. We can find

these parameters from Eq. 3.17:

κL = κ(BL), κH = κ(BH) (3.25)

ζHH = ζ(BH , BH), ζHL = ζ(BH , BL), ζLL = ζ(BL, BL), ζLH = ζ(BL, BH) (3.26)

We used the velocity and length experimental data in each of the 4 Fibronectin situations

to find the parameters of the Eqs. 3.17-3.24. The results of the fits are presented in

Figs. 3.14, 3.15, 3.16, and Table 3.6.

The model can reproduce the velocity not only for the homogeneous Fibronectin case

but also for the situations with different adhesion at the front and back. We find that ζ is

mainly determined by the Fibronectin density at the front ( Figs. 3.15, 3.16, Table 3.6).
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Thus, a substantial part of the resistance against the motion comes from the resistance

of the front part (including the cell body) ζcv. The contribution of different cell parts

to the resistance against motion is also reflected in the behavior of length L on the

steps. L is mainly determined by the Fibronectin at the back edge. The force stretching

the spring is ζbvb. When the cell back is on low Fibronectin, the length is minimal

due to lower stretching force, and it is maximal when the back is on high Fibronectin

(Fig. 3.14B). This agrees with the results of Hennig et al. [88]. Our simulations show

the same behavior and exhibit the most extended cells when both front and rear are on

high coating density (Fig. 3.14B) and forces are the strongest (Fig. 3.8).

Figure 3.14: Average velocity and length of cells in 4 combinations of Fibronectin
density at the front and back. A) Front velocity averaged over individual phases mea-
sured from 99 kymographs set in relation to simulation results. Error bars show the
standard error of the mean. B) Length averaged for individual phases and compared
to simulation results. Results of two-sided t-test: *** p<0.001, **** p<0.0001, ns not

significant. This figure is originally published in [11].

We could classify the cells into 2 groups with respect to their velocity behavior. Some

cells moving across the density regions in a given experiment are in the rising phase of

the adhesion–velocity relation and exhibit a smaller velocity v on low Fibronectin than

on high Fibronectin (vLL < vHH), and some are in the falling phase and show (vLL >

vHH). Cells in the group (vLL < vHH) of the adhesion–velocity relation show the higher

velocities when the cell front is on high density, since increasing Fibronectin density also

increases and, therefore, the force generated by the front region (Fig. 3.15). With cells

in the group (vLL > vHH), κ is close to saturation on both high and low Fibronectin

density (Fig. 3.16). Increasing adhesion at the front increases force generation not via

κ in this phase, but by increasing retrograde flow on the expense of the cell velocity v.

Therefore, velocities are the highest when resistance to motion is the lowest, i.e., when



Adhesion-velocity relation 77

the cell rear is on low density. These observations nicely illustrate that the biphasic

character of the adhesion–velocity relation results from competing forces.

A C

B D

Figure 3.15: A) Analysis of the experimental data in the group vLL < vHH with
respect to retrograde flow velocity, friction coefficient κ, and membrane drag coefficient
ζ as resulting from the fits to Eqs. 3.17 and 3.24. B): Analysis of the experimental
data in the group vLL < vHH with respect to extension velocity ve (dashed line),
retrograde flow velocity vr (full line), cell velocity v (dotted line), and the force F-acting
on the leading edge membrane as resulting from the fits to Eqs. 3.17 and 3.24.C) Front
velocity averaged over individual phases measured from 44 kymographs set in relation
to simulation results. Error bars show the standard error of the mean. D) Length
averaged for individual phases from the same kymographs as in C) and compared to

simulation results. This figure is originally published in [11].

cells with vLL <vHH all cells cells with vLL >vHH Units Eq.

V 0
e 0.0420 0.0374 0.0364 µms−1 3.24

k− 0.0013 0.0005 0.0012 µms−1 3.24
nκ 4.3883 4.1921 4.8513 3.17
Kκ 91.5122 85.8609 53.1185 ngcm−2 3.17
nζ 3.3569 3.5093 3.0509 3.17
Kζ 90.5096 99.3621 99.9418 ngcm−2 3.17
κmax 45.6928 35.1310 25.8810 nNsµm−2 3.17
ζmax 11.6791 15.6424 21.9652 nNsµm−2 3.17
ζb,max 0.9628 1.2736 2.0525 nNsµm−2 3.19
w 0.0679 0.1142 0.1828 3.17
E 0.0010 0.0011 0.0015 nNµm−2 3.20

Table 3.6: The parameter values corresponding to the plots in Fig. 3.15 (vLL <
vHH), the simulations in Figs. 3.14, , 3.18 (all cells), and the plots in Fig. 3.16 (vLL >
vHH). The values g = 0.375 [18], gd/kBT=248 nN−1, N=248 µm−1,Fc=0 nNµm−1,
Fm=0 nNµm−1, and L0=62 µm , were used for all fits. This table is originally published

in [11].
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A

B

C

D

Figure 3.16: A) Analysis of the experimental data in the group vLL > vHH with
respect to retrograde flow velocity, friction coefficient κ, and membrane drag coefficient
ζ as resulting from the fits to Eqs. 3.17 and 3.24. B): Analysis of the experimental
data in the group vLL > vHH with respect to extension velocity ve (dashed line),
retrograde flow velocity vr (full line), cell velocity v (dotted line), and the force F-acting
on the leading edge membrane as resulting from the fits to Eqs. 3.17 and 3.24.C) Front
velocity averaged over individual phases measured from 42 kymographs set in relation
to simulation results. Error bars show the standard error of the mean. D) Length
averaged for individual phases from the same kymographs as in (C) and compared to

simulation results. This figure is originally published in [11].

3.3.1 Elastic modulus

We find the elastic modulus value E ≈0.001 nNµm−2 from the fittings to length and

velocity data of different Fibronectin combinations 3.14. We analyzed the dynamics of

the back edge in single-cell tracks to check the validity of our estimation of E. Unlike

the front edge, which moves smoothly, the back edge exhibits much more dynamics.

The back velocity varies due to the formation and collapse of the back lamellipodia. We

investigate this topic in the next chapter in more detail. Here, we only use the variations

of back velocity to find another estimation for the parameter E.

Eq. 3.20 provides a relation between length, back velocity, back drag coefficient and

elastic modulus, i.e. ∆vb
∆L = E

ζb
. We analyzed the back velocity in single-cell tracks

and found the variation of length and back velocity during the slippage of the back

edge. We calculated ∆vb and ∆L between the moment that back velocity peaks and the

next time frame. We only considered significant peaks of back velocity for this analysis

to minimize the error. Fig. 3.17 shows the histogram of the ∆vb
∆L for all the analyzed
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cells. We find the mean value of about 0.01 s−1. The Fibronectin density values of

the analyzed cells are in the range of 20-110 ngcm−2. For this range of Fibronectin

density, we find ζ̂b ≈0.2 nNsµm−2, using Eq.3.19 and parameter values in Table 3.6. E

can now be estimated as E = ∆̂vb
∆L ζ̂b ≈0.002 nNµm−2. This is reasonably close to our

initial estimation from the step data fits. We also find the amplitude of typical length

oscillation to be about 20 µm, with some rare large length oscillations with amplitudes

up to 70 µm. With these numbers, we can estimate the variation of the elastic force

E(L− L0) in typical oscillations to be about 0.04 nNµm−1, and in large oscillations up

to 0.14 nNµm−1.

Figure 3.17: Histogram of ∆vb

∆L in rapid retractions of the cell rear. Inset: ∆vb and
∆L in retraction phase of a significant back oscillation event. This figure is originally

published in [11].

We can also compare our estimation of elastic modulus with the literature. The param-

eter E in our model is related to the Young modulus γ of the cell.

E = γh/L0, (3.27)

h is the height of the cell. We assume an average value of 0.5 µm for the height. That

gives us the γ for the MDA-MB-231 cells in the order of 0.1 kPa. The experimental value

of γ for MDA-MB-231 cells reported in [240] is in the same range, ≈0.2-0.3 kPa. Using

oscillatory magnetic twisting cytometry, Wang et al. found the stiffness of adherent

HASM cells to be ≈ 0.25 kPa [241], and the shear modulus of smooth muscle cells

to be on the order of 0.1 kPa [242]. Other studies reported the Young modulus of

adherent alveolar epithelial cells in the range of 0.029–0.258 [243] kPa, NIH/3T3 cell
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lines ≈ 0.1 kPa [244], adherent HASM cells ≈ 0.25 kPa [241], and smooth muscle cells

about 0.1 kPa [242]. This shows that our estimation of elasticity is consistent with the

experimental data.

3.3.2 The dynamic cell behavior on Fibronectin steps

Figure 3.18: Simulation of the transient behavior of cells upon Fibronectin coating
density change. Thin lines are individual measured trajectories, the green line shows the
average value. Simulation results with the detailed Fibronectin profile with additional
bumps as in Fig. 3.3.2 are shown by the yellow line. A, B) Front velocity during a
transition of the back from high to low Fibronectin (BHL) and low to high (BLH). C,
D) Back velocity during a transition of the front from high to low Fibronectin (FHL)
and low to high (FLH). E, F) Front velocity during FHL and FLH transitions. G, H)
Length dynamics during FHL and FLH transitions. The values of parameters used in
these simulations are shown in Table 3.6. This figure is originally published in [11].

We can now simulate the dynamics of a cell moving on a Fibronectin step using the

equations describing back and front velocity separately. The dynamics of the length can
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then be calculated as the difference between edge velocities. We have

v =
N

aζc
W0

(
aV 0

e κζc
N(ζc + κ)

e

(
aκ

N(ζc+κ)
(ζck−−E(L−L0))

))
− E(L− L0) + κk−1

(κ+ ζc)

vb =
E(L− L0)

ζb
(3.28)

dL

dt
= v − vb.

Motion of cells on Fibronectin steps is simulated using Eqs. 3.17-3.19 and 3.28. At the

same time, we tracked the edges in our 99 cell tracks to find the dynamics of cells on steps.

Analysis of the front and back velocities during the transitions between Fibronectin

densities reveals different characteristics of the front and back. We study different types

of transitions; front edge moves from low to high Fibronectin density (FLH), front edge

moves from high to low Fibronectin density (FHL), back edge moves from low to high

Fibronectin density (BLH), and back edge moves from high to low Fibronectin density

(BHL). We find that the front edge velocity v adapts rapidly and smoothly to the new

conditions upon transition to a different Fibronectin segment (FHL and FLH transitions

in Fig. 3.18). Our simulations with the parameters estimated in the previous sections

agree very well with the experimental data of the front transition dynamics.

However, we observe a different behavior during the back transitions BHL and BLH

than the front transitions. We find a peak of vb in the BHL transition (Fig. 3.19A). Our

simulations show the same peak during the BHL transition (Fig. 3.19A).

Interestingly, the back velocity also peaks during a BLH transition (although with a

smaller peak than BHL transitions). However, the simulation of the BLH transition

with a simple step of Fibronectin density does not show such behavior (Fig. 3.19B).

We investigated the density profile of Fibronectin on the lanes in more detail, and it

turned out that there is a small density maximum and smaller density minima on the

border of the low and high Fibronectin segments (A). The peak of the back velocity

during the BLH transition can be reproduced when we take into account these details

of the Fibronectin profile in our simulations (Fig. 3.19A, B). We also find that the front

velocity does not show such peaks during the BHL and BLH transitions (Fig. 3.18A, B).

The length of the cell drops abruptly during the BHL transition because of the peak

of the back velocity (Fig. 3.14C). There is also an increase of the length prior to this
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Figure 3.19: Back velocity and cell length on the Fibronectin steps. A) Back velocity
during a transition of the back from high to low Fibronectin (BHL) and B) from low
to high Fibronectin (BLH). A-D) Thin lines are individual measured trajectories, the
green line shows their average values. The black line show the simulated time courses
for a simple step profile of the Fibronectin density. Simulation results with the detailed
Fibronectin profile with additional bumps as in Fig. 3.3.2 are shown by the yellow lines.
C, D) Cell length for BHL and BLH transitions. This figure is originally published

in [11].

drop. Both observations are reproduced in simulations with detailed Fibronectin density

profiles. During the BLH transitions, the cell length increases first and then drops. The

simulations also reproduce that. The remarkable conclusion of our simulations on the

dynamic cell behavior during the transitions is that even small Fibronectin density

variations on the substrate can affect cell migration.

The other conclusion is that with our choice of the elastic force mediating the interaction

of front and back, we were able to reproduce the cell behavior in the transitions. The

time scale of the action of this elastic force is a few minutes. That is longer than the

viscoelastic relaxation time of cells [245]. This supports our choice of elastic force.
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3.4 Conclusion and summary

In this chapter, we studied the effect of adhesion on the balance of propulsive and

resisting forces and cell velocity. We investigated the nature of the forces that couple

the front and back of the cell and the adaptation of cell migration behavior to varying

adhesiveness of substrate.

We restricted cell motility to one-dimensional motion, which substantially simplified the

analysis by avoiding shape changes occurring on two-dimensional substrates. In addition,

since heterogeneities within cell populations easily obscure weak effects of adhesion, we

subjected individual cells to steps of adhesion strength and measured relative velocity

changes of single cells. For that, our experimental partners employed a novel two-step

microcontact printing technique to fabricate patterned Fibronectin lanes with steps of

coating density.

We investigated the mechanism of the biphasic adhesion–velocity relation and the char-

acter of the front–rear interaction by studying motion of cells on Fibronectin lanes

fabricated with two-step microcontact printing. We started with recapitulating the

biphasic adhesion–velocity relation for MDA-MB-231 cells. For that, we analyzed data

of more than 15000 single-cell tracks. The force balance at the leading edge and force

dependency of polymerization allowed derivation of a mathematical model and, thus,

for quantitatively analyzing our results and also published data for keratocytes, PtK1

cells, and CHO cells. This quantitative analysis provided mechanistic insight into the

biphasic relation. The stationary case with cell front and back moving on homogeneous

Fibronectin density with the same velocity was not sufficient to investigate the coupling

between front and rear. Therefore, we perturbed motion by alternating Fibronectin

density steps and analyzed the dynamics of cells during transition across the density

interfaces. This provided insight into the adhesion–length relation and the character of

the force mediating front–rear interaction.

In the first part of the chapter, we focused on the biphasic adhesion-velocity relation to

study the underlying mechanisms and, in particular forces in cells. We found how the

adhesion promotes both propulsive forces and resisting forces, which has been established

in many studies [12, 13, 31, 72, 85–87, 199, 202]. The traction forces beneath the cell

are directly related to the adhesion. Traction forms a dipole of opposing forces on the



Adhesion-velocity relation 84

substrate [246, 247]. Cells exert tension on the substrate in the kPa-range [72, 246,

248, 249]. That is equivalent to forces in the range of 100 nN [250]. Our results show

that motion-related forces acting on the leading edge membrane are in the range of

0.1 nNµm−1. That is in line with the experimental measurements of the forces [15,

211, 212] and membrane tension [213, 251]. We conclude that traction forces do not

directly control cell motion. Otherwise, the difference between two huge opposing forces

of 100 nN should be stabilized in a range of 0.1 nN.

Our mechanism suggests that the adhesion-controlled friction forces at the leading edge

control the cell velocity, not the traction forces. Leading edge adhesion-controlled forces

are 3 orders of magnitude smaller than the traction forces. Polymerization generates a

propulsive force that pushes the membrane forward and drives the retrograde flow. This

force is transmitted to the substrate through friction, in agreement with the molecular

clutch theory suggested in [252]. On the rising branch of the adhesion-velocity relation

(low adhesion values), when the adhesion increases, the friction and κ increase, which in

turn increase the pushing force at the leading edge and the cell velocity. On the falling

branch of the adhesion-velocity relation (high adhesion values), increasing the adhesion

leads to a rise of the resisting forces. That decreases the force-dependent polymerization

rate. The retrograde flow also increases, and a larger fraction of the actin extension

rate transforms to retrograde flow. As a result, the cell velocity decreases again. It is

important to note that all the forces involved in this mechanism are velocity-dependent.

The immediate feedback that is caused by velocity-dependency provides a fundamental

mechanism that can coordinate velocities of the front and back of the cell.

The force at the leading edge is proportional to retrograde flow and the friction coefficient

κ. Thus, cells have two ways to increase the propulsive force to overcome the stronger

adhesion at the back. They can either increase κ by more adhesion at the cell front

or increase the retrograde flow by less protrusion. We found that both approaches are

employed by cells. They adapt their adhesion for more powerful force generation [13,

14, 252]. When the κ is saturated and can not be increased more by adhesion, they

may increase the retrograde flow velocity (Fig. 3.8, MDA-MB-231 cells, PtK1 cells,

keratocytes). Our mechanism implicates a roughly conserved network extension rate

which is in line with earlier studies [18, 228, 253].

The dependencies of κ, ζ on the ligand density B are mediated by intracellular signaling
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pathways that are triggered by adhesion bonds (Eq. 3.10). Our results show strong

cooperativity in MDA-MB-231 and CHO cells (large values of nκ and nζ). At low

coating density, velocity rises very fast by about a factor 6 (Fig. 3.2, 3.4) in these cell

types. The rise of the force also occurs very fast (Fig. 3.8). This can be an indicator of

the feedback on adhesion strengthening by myosin [13, 14, 82, 216]. On the other side,

keratocytes and PtK1 cells exhibit smaller values of nκ and nζ . The rise of the force

and initial rise of velocity is slower in these cell types (Fig. 3.4, 3.8).

The fits of the adhesion-velocity relation Eq. 3.9 to the experimental data suggest

velocity-independent forces to be negligible, i.e. Fc =0 and Fm =0. That result raises a

question about the role of myosin in controlling cell velocity. Myosin contraction gener-

ates a velocity-independent force. There are diverse experimental results on the myosin

role. Some studies show a weak effect of myosin inhibition [252, 254–256], while others

suggest strong impact of myosin on the cell velocity [257–260]. Myosin density is high-

est in lateral and central regions of cells [14]. Contraction and the resulting flow occur

mainly in those regions [260]. Our results do not rule out the contribution of myosin

to motion. It only suggests that velocity-independent forces are not needed for steady

motion. Myosin may contribute to the actin flow and detachment of adhesion sites at the

cell back. However, according to our results, its contribution is not significant enough

to render forces velocity-independent.

It has been suggested in some studies that a gradient of adhesion is always required

for cell motion, such that the adhesion strength is stronger at the front than at the

back [78, 79]. In that picture, motion is the result of a tug of war between strong

adhesion sites at the front and weak ones at the back. Our experimental results show

that cells can move from high Fibronectin to low Fibronectin. On such Fibronectin steps,

the adhesion strength at the cell back can be stronger than at the front. With the tug of

war mechanism, we would expect to find a maximum Fibronectin step size at which the

transition motion stops. Our results within the step heights up to 90 ngcm−2 (which is

the dynamic range for the adhesion-velocity relation in MDA-MB-231 cells) show that

there is no such maximum Fibronectin step size (Fig. 3.8). Furthermore, we find that

the resisting forces of the cell motion are mainly generated in the same regions as the

protrusive force. Thus, there is no spatial separation for the tug of war mechanism.

In this chapter, we used a mechanical model to study the adhesion-velocity relation.
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Our conclusions supplement the earlier studies on the pathways controlling cell motility,

e.g., through myosin activation, F-actin density, and other feedbacks. Restricting cells

to one-dimensional motion allowed the mechanistic study of basic mechanisms involved

in motility without complications of a general two-dimensional case. The Fibronectin

steps enabled us to investigate cell adaptation to varying adhesion. We showed that

the mechanism with only velocity-dependent forces allows cells to move from high to

low adhesion and thus heterogenous substrates, as they encounter within organisms

or ’outside the lab’. Studying the transitions also provided insight into the front-rear

interaction. The quantitative mathematical framework that is proposed in this chapter

can explain the adhesion-velocity relation in all investigated cell types.



Chapter 4

multistability and

velocity-persistence relation in

1-dimensional cell motility

In chapter 3, we modeled the basic mechanisms involved in cell motility to investigate

the biphasic adhesion–velocity relation and the character of the front-rear interaction.

In that context, we looked at the motion of cells in the stationary state with front and

back edges moving on homogeneous Fibronectin density with the same velocity. We

also studied cell dynamics in situations where alternating Fibronectin steps perturb the

motion. Analysis of cells in these situations could provide insight into the character of

the front-rear force. The model we introduced in chapter 3 explains the general steady

motion of cells on long time scales and the average character of front-rear interaction in

the non-stationary case.

When we look on cell kymographs, we can see protrusion activities at the back of the

cell, which hints towards a back lamellipodium. We found oscillatory and non-oscillatory

states and rich dynamical behavior with MDA-MB-231 cells on time scales of about 10-

30 min. Also, cell trajectories exhibit frequent turns due to state and shape dynamics

processes. In 1-dimensional motion, change of direction represents transitions between

discrete states ’up going’ and ’down going’. The existence of the back protrusion and

this rich dynamic behavior cannot be captured with the model introduced in chapter 3.

87
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In this chapter, we again restrict cell motion to one spatial dimension to study different

states of cells and transitions between these states. We extend our model using non-linear

friction as motivated by the clutch mechanism. We also add a competitor lamellipodium

at the cell rear and modify the mechanical coupling of the front and rear accordingly. We

find that the new extended model can capture the dynamic states of the MDA-MB-231

cells. Using our extended mathematical model and our experiments on the motion of

cells in a range of Fibronectin concentrations, we search for a mechanism reproducing

universal characteristics of mesenchymal cell motility. The biphasic relation between

adhesion and velocity that is shaped by integrin signaling is one of these universal

characteristics, which we studied in chapter 3. The other well-established universal

characteristic of mesenchymal cell motility is the relation between persistence time and

cell velocity (UCSP) [261]. We find that the competition of lamellipodia can explain

the cell turns and provide a new mechanism for the UCSP. Our model shows that the

biphasic relation between retrograde flow velocity and friction force is a key element of

the oscillation mechanism, state transitions, and coupling between persistence time and

speed.

The experiments used in this chapter are performed in the Department of Physics at

Ludwig-Maximilians-University by Johannes C. J. Heyn and Dr. Christoph Schreiber

in the laboratory of Prof. Joachim O. Rädler. All the results presented in this chapter

have been published in [262].

4.1 Dynamic cell states

Tracking MDA-MB-231 cells over many hours reveals different dynamic states of these

cells. Those states can be captured in kymographs of cell motion. The kymographs are

produced using images of cells with time intervals of 20 s. We first identified these dy-

namic states in our data from chapter 3, i.e., on the stepped Fibronectin lanes (Fig. 4.1).

To test whether different states of cells and transitions between them are associated

with the Fibronectin density steps, we seeded MDA-MB-231 cells on Fibronectin lanes

with homogeneous density. Interestingly, we find the same dynamic features in the

kymographs of cells on homogeneous Fibronectin lanes (Fig. 4.2). Thus, the dynamic

states and transitions are intrinsic features of cells.
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Figure 4.1: Different dynamic states of MDA-MB-231 cells on stepped Fibronectin
lanes. A) Compilation of cell images in time intervals of 13 min. B) Kymograph
resulting from the cell trajectory in A. C-F) Different states of moving and spread cells.

G-I) Transitions between dynamic states.

We find cells in 4 different dynamic states. The first state is the spread (non-moving) cell

with a steady length (4.2B-E). In addition to the spread steady (SS) state, the spread

cells are also found in the oscillatory (SO) state. In the SO state, the cells’ length exhibit

protrusion and retraction cycles. Cells can move in two different ways: moving steady

(MS) and oscillatory (MO) states. In the MO state, the back protrusion exhibit cycles

of growth and retraction. The rear edge of the cell oscillates, exhibiting edge velocities

opposite to the cell velocity in certain phases of the oscillation. The outward motion of

the back edge can not arise from sticking of the edge to the substrate arresting it in the

lab frame of reference. But rather, it requires active pushing in the direction opposite

to cell motion. Cells can move in both up and down directions. Thus, we observe 6

different dynamic states in total. We have the unpolarized spread states SS and SO,
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and the polarized states MS and MO moving either up or down.

Cells can also switch to a different state spontaneously (4.2F-K). These state transitions

are taking place on homogeneous Fibronectin lanes without any external stimulation.

The cell states and transitions between them will be discussed in detail below.

There is of course a protrusion at the front edge of a moving cell. The occurrence of

many phases of negative (backward) back edge velocity indicates the existence of an

additional back protrusion. In our experiments, state transitions happen when both

front and back protrusions exist. The existence of the back protrusion is not obvious in

the MS state (4.2D). However, it is clear from the position of the nucleus that if there

exists a back protrusion, it is shorter than the front protrusion. It can also be observed

in the state transitions out of MS that the back protrusion emerges or extends prior to

the transitions. This observation suggests that the competition between front and back

protrusions leads to state transitions.

4.2 Mathematical Model

The observation of the existence of back protrusion and different cell states and transi-

tions in Fig. 4.2 motivated us to extend our model of cell motility presented in chapter

3 to a model with two protrusions at the front and back. Similar to chapter 3, we study

the 1-dimensional motility of cells on Fibronection microlanes. We keep our modeling

approach as in chapter 3 to model basic phenomena as simple as possible so that the

theory can represent the general behavior in many cell types.

In the model we introduce in this chapter, the cell body mediates the interaction of

the front and back protrusions (Fig. 4.3). We write the force balance equations of

the equivalent mechanical system of the cell (Fig. 4.3), including the front protrusion

(Eq. 4.1), cell body (Eq. 4.2), and back protrusion (Eq. 4.3).

Ff − E(Lf − L0)− ζfvf = 0 (4.1)

E(Lf − L0)− E(Lb − L0)− ζcvc = 0 (4.2)

−Fb + E(Lb − L0)− ζbvb = 0 (4.3)
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Figure 4.2: Different dynamic states of MDA-MB-231 cells on homogeneous Fi-
bronectin lanes. A) A typical trajectory of a MDA-MB-231 cell. B) Spread steady
state (SS) C) Spread oscillatory state (SO). D) Moving steady state (MS). E) Moving
oscillatory state (MO). F-K) Spontaneous transitions between different dynamic states.
Kymographs are created using cell images with the time interval of 30 s. The horizontal

scale bar represents 60min and the vertical scale bar 100 µm.

The relation between the force that couples the front and back of the cell and the length

is described well with an elastic spring based on chapter 3. We use the same elastic force

for front-nucleus and back-nucleus coupling. This elastic forces can be produced by mem-

brane tension [213, 222, 263–265] or any cytoskeletal element that is length-dependent.

The elastic forces are the 1-dimensional equivalent of the volume homeostasis of the cell.

There is a drag force between the moving cell and the surrounding environment (sub-

strate and surrounding fluid). We split the total cell drag into the contributions from

different parts of the cell. Drag coefficients ζf , ζb, and ζc describe the drags of the front

and back protrusions and the cell body. Finally, the forces produced by polymerizing

actin pushing the front and back edge membrane are denoted by Ff and Fb, respectively.

The positive sign of Ff and Fb indicates pushing the membrane outward. Ff and Fb
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Figure 4.3: Schematic illustration of moving cell (top) and the mechanical model cell
(bottom). The actin polymerization produces forces Fb, and Ff at the front and back
edges. Front and back protrusion edges move with velocities vf and vb, respectively.
The retrograde flow rates in the front and back protrusions are vr,f and vr,b. The friction
forces κbvr,b and κfvr,f resist the flow of actin. The front and back protrusions and cell
body experience drag with the coefficients ζf and ζb, resp. Elastic forces E(Lf − L0)
and E(Lb − L0) connects front and back parts of the cell to the cell body. The panels
at the bottom show the essential forces considered in the model and their dependencies
on velocities. The force required to detach the back of the cell from substrate Fde is
linearly related to cell velocity. The friction force of the actin retrograde flow exhibits a
biphasic dependency on the retrograde flow. The protrusion force Fp is logarithmically

related to the extension rate of the actin network ve.

balance in the spread state. When these forces are asymmetric, they cause motion. The

vectorial difference between edge velocity and retrograde flow velocity at the cell edges

equals the network extension rate. The extension rate of the actin network depends on

the pushing force (see chapter 3). That results in two equations for the front and back

edges:

vr,f + vf = V 0
e e

−
aFf
N − k− (4.4)

vr,b − vb = V 0
e e

−−aFb
N − k−. (4.5)
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The factor a is defined similarly to chapter 3 and accounts for filament orientation. V 0
e

is the force-free elongation rate of the network, k− is the depolymerization rate, and N

is the number of filaments per unit length of the edge contour. The lengths of the back

and front protrusions Lb,f dynamic variables, now. They change when the velocities of

the cell’s front, back, and nucleus are not equal.

dLf

dt
= vf − vc (4.6)

dLb

dt
= vc − vb. (4.7)

The forces generated by actin network extension at the cell edges also drive the retrograde

flow.

Ff = κfvr,f (4.8)

Fb = κbvr,b (4.9)

The friction between the flow and stationary structures in the cell quantified by the

coefficients κf,b resists retrograde flow. Adhesion site density sets the value of the friction

coefficients according to the equation in Fig. 3.3.

The edge velocities and the retrograde velocities at the front and back protrusions can

be found in dependence on the dynamic variables Lf,b and κf,b from the equations above.

vf =
1

ζf
W0

(
V 0
e κfζf

ζf + κf
exp

(
κf (k

−ζf − E(Lf − L0))

ζf + κf

))
−

E(Lf − L0) + k−κf
ζf + κf

, (4.10)

vb = −
1

ζb
W0

(
V 0
e κbζb

ζb + κb
exp

(
κb(k

−ζb − E(Lb − L0))

ζb + κb

))
+

E(Lb − L0) + k−κb
ζb + κb

(4.11)

Analogously, the retrograde flow velocities can also be found in dependence on L and κ
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vr,f (κf , Lf ) =
1

κf
W0

(
V 0
e κfζf

ζf + κf
exp

(
κf (k

−ζf − E(Lf − L0))

ζf + κf

))
−
−E(Lf − L0) + k−ζf

ζf + κf
(4.12)

vr,b(κb, Lb) =
1

κb
W0

(
V 0
e κbζb

ζb + κb
exp

(
κb(k

−ζb − E(Lb − L0))

ζb + κb

))
− −E(Lb − L0) + k−ζb

ζb + κb
(4.13)

We can also write the forces at the front and back edges as a function of L and κ

Ff = W0

(
V 0
e κfζf

ζf + κf
exp

(
κf (k

−ζf − E(Lf − L0))

ζf + κf

))
+

κf (E(Lf − L0)− k−ζf )

ζf + κf
(4.14)

Fb = W0

(
V 0
e κbζb

ζb + κb
exp

(
κb(k

−ζb − E(Lb − L0))

ζb + κb

))
+

κb(E(Lb − L0)− k−ζb)

ζb + κb
(4.15)

In the equations above, we have assumed the reasonable values Nf = Nb =248 µm −1

for simplicity. With those values we have a
Nf

= a
Nb

= 1 µm /nN (as in chapter 3). The

velocity of the cell nucleus can be obtained from the force balance:

vc =
E(Lf − Lb)

ζc
(4.16)

The flow of actin is opposed by the friction between actin and stationary structures in the

cell. Particularly, stress fibers and the intracellular interface of adhesion sites generate

frictional resistance against the retrograde flow of actin [217, 252, 266]. This friction is

the primary way of force transmission to the substrate [15, 71–73, 217, 225, 252, 266].

Unlike in chapter 3 where we focused on the stationary properties, here we study the

dynamic behavior. We use the noisy clutch dynamics to model the interaction of the

treadmilling actin network and the stationary structures in the cell,. This means that

the friction coefficient κ is a dynamic variable. The clutch mechanism is suggested and

supported by many theoretical and experimental studies [71–73, 217, 225, 252, 266]. It

has been shown that actin flow friction force has a biphasic relation with retrograde flow
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rate [73, 252, 267–269]. At small retrograde flow rates, the force increases with velocity,

and after a critical flow speed, the force decreases (Fig. 4.3). This biphasic relation

entails a stick-slip dynamics. If the retrograde flow increases in a working regime close

to the critical flow velocity, the friction force decreases while the protrusive force is

maintained. That accelerates the retrograde flow, and the protrusion slips. Stick-slip

dynamic is a common observation in nature and it is also suggested to be relevant in

cell motility [99, 100, 269].

The strength of the friction coefficient depends on the number of transient bonds between

the actin network and the intracellular interface of adhesion sites. The detachment of

these bonds is dependent on the retrograde flow in a nonlinear way. At slow retrograde

flow, the binding rate increases more than the unbinding rate with increasing retrograde

flow. Thus, the number of bonds increases with the retrograde flow in this regime. On

the contrary, at high retrograde flow speed, the unbinding rate exceeds the binding rate

when the retrograde flow increases. Consequently, the number of bonds decreases with

the retrograde flow rate. This motivates the choice of an unbinding rate term exponen-

tially dependent on the retrograde flow velocity like, which originates from lowering the

activation energy for the dissociation reaction by strain on the bond maintained by the

relative motion [269, 270]. So, for the κ dynamics, we have:

dκf
dt

= c1(κ
lim
f − (κf − κ0))− c2e

|vr,f |
c3 (κf − κ0) + ηf (t) (4.17)

dκb
dt

= c1(κ
lim
b − (κb − κ0))− c2e

|vr,b|
c3 (κb − κ0) + ηb(t), (4.18)

κ0 and κlim are the minimum and maximum values of the retrograde flow friction co-

efficient. The stochastic nature of the association and dissociation of bonds can cause

some noise on top of the deterministic dynamics in systems as small as protrusions [271].

Several studies have shown the relevance of the noise for cell adhesion and actin flow

dynamics [269, 272–275]. We added the noise terms ηf,b(t) to take this stochasticity into

account at the front and back protrusions.
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⟨ηb,f (t)⟩ = 0 (4.19)

〈
ηb,f (t)ηb,f (t

′)
〉

=
c1(κ

lim
b,f − κb,f ) + c2e

|vr,b,f |
c3 κb,f

ακlimb,f
δ(t− t′) (4.20)

The biphasic relation between the force and retrograde flow described above can be

obtained as the stationary state of Eqs. 4.17, 4.18.

Ff,b = vr,f,b

κ0 +
κlim

1 + (c2/c1)e
vr,f,b
c3

 , (4.21)

The maximum force is obtained at the critical flow rate vr,cr

vr,cr = c3W0

(
1 +

c1
c2
e−1

)
. (4.22)

W0 denotes the Lambert-W0 function. The biphasic relation between force and retro-

grade flow is shown in Fig. 4.3.

Adhesion and integrin signaling affect the retrograde flow friction via κlimf,b . The maxi-

mum friction coefficients κlimf,b as well as the drag coefficients ζf,b are Hill-type functions

of the Fibronectin density under the respective part of the cell Bf,b,c (see chapter 3).

κlimf = κ0 +
κmaxBnκ

f

Knκ
κ +Bnκ

f

, κlimb = κ0 +
κmaxBnκ

b

Knκ
κ +Bnκ

b

. (4.23)

The drag coefficients ζ at different regions of the cell are:

ζf = ζ0 +
ζmaxB

nζ

f

K
nζ

ζ +B
nζ

f

, ζb = ζ0 +
ζmaxB

nζ

b

K
nζ

ζ +B
nζ

b

, ζc = b

(
ζ0 +

ζmaxB
nζ
c

K
nζ

ζ +B
nζ
c

)
(4.24)

ζ0 is the minimum level of drag coefficient when there is no Fibronectin coating on the

substrate. The relative contribution of the cell body to the cell drag is described with

the parameter b.

The state of a cell can be described with 4 variables Lf , Lb, κf , and κb. The dynamics of

the cell is explained by a 4th order dynamical system of Eqs. 4.6-4.7, 4.17, and 4.18. In
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Figure 4.4: A) Schematic illustration of the simplified model for one protrusion. B)
The phase plane of a protrusion in the spread state (vc = 0). Nullclines of the system
are shown with black dashed lines. Two example trajectories with different behaviours
are illustrated in the phase plane. The green and orange lines show the variation of
the state after a small and large perturbations. The cell edge velocity is shown as the

background color.

the following sections, we simulate cells on 1-dimensional Fibronectin lanes in different

conditions using these equations.

4.2.1 Decoupled protrusions model

Studying cell behavior in phase space provides crucial insight. The phase space of our

system is a 4-dimensional space of the dynamic variables Lf , Lb, κf , and κb. Illustration

and investigation of the system behavior in this 4-dimensional space are not intuitive.

In this section, we introduce a simplified version of our model to help understand the

mechanisms producing dynamic behaviors. The cell body couples front and back in our

model. We can decouple the front and back dynamics by assuming a fixed vc. That

splits up the fourth order system into two second order systems describing front and

back protrusions. The effect of the other protrusion then appears in the parameter vc

(Fig. 4.4A). With that assumption, we have:

dκ

dt
= c1(κ

lim − (κ− κ0))− c2e
|vr |
c3 (κ− κ0) (4.25)

dL

dt
= v − vc =

1

ζ
W0

(
V 0
e κζ

(ζ + κ)
e

κ(k−ζ−E(L−L0))
(ζ+κ)

)
− E(L− L0) + k−κ

ζ + κ
− vc (4.26)
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vr(κ, L) =
1

κ
W0

(
V 0
e κζ

(ζ + κ)
e

κ(k−ζ−E(L−L0))
(ζ+κ)

)
− −E(L− L0) + k−ζ

ζ + κ
(4.27)

The dynamic variables of a protrusion are L and κ. We can now illustrate the phase plane

of a protrusion. Fig. 4.4B shows the phase plane in a spread cell (vc=0). Dashed lines

show the nullclines of the system on which dκ/dt = 0 or dL/dt = 0. The intersection

of the nullclines shows the equilibrium state of the system. If the state of the system

is perturbed to any point in the phase plane, it will go back to the equilibrium state.

Two trajectories of such perturbed states are shown in Fig. 4.4. There is a qualitative

difference between these two trajectories. The green line shows the return trajectory

for a small perturbation, i.e., the initial point of the trajectory is rather close to the

equilibrium point. This trajectory exhibits a quick and smooth return to equilibrium.

The brown line shows the return trajectory for a large perturbation. In this case, the

length L grows first at almost constant κ. Then κ falls rapidly to very tiny values.

Finally, the protrusion collapses (decreasing L) since the clutch disengages (small κ).

This is a slippage event through which the state of the system returns to equilibrium.

The lower right corner of the phase plane corresponds to the slippage phenomenon with

large negative edge velocities. In summary, we find that the trajectories experience

qualitatively different returns to the equilibrium depending on the initial perturbation.

Based on these notions, we introduced a basin of attraction in the phase planes in the

next sections (see Fig. 4.19).

4.3 Simulations and experiments

4.3.1 Simulations and data sets

We analyze the experimental cell tracks on 1-dimensional Fibronectin microlanes and

our simulated cell tracks with the same analysis methods. We draw biophysical conclu-

sions from our model based on the agreement between experiments and simulations. In

difference to the experiments in chapter 3, we created Fibronectin lanes with homoge-

neous Fibronectin density. All the experiments and simulations in this chapter are done

on homogeneous Fibronectin lanes, except the experiments and simulations related to

perturbing motion by Fibronectin steps in section 4.6.4. Fibronectin densities of the
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Name of
data set

Temporal
resolution

Treatment
Number of
cell tracks

Total
trajectory time

1 ctrl 30s 30 s control 221 2878 h
2 lat 30s 30 s Latrunculin A 127 2343 h
3 blebb 30s 30 s Blebbistatin 65 1165 h
4 ctrl 10min 10min control 9497 96577 h
5 lat 10min 10min Latrunculin A 3368 54809 h
6 blebb 10min 10min Blebbistatin 3728 47638 h
7 untreated 10min 10min untreated 6261 65378 h
stepped lanes 10min untreated 6158 76759 h

Table 4.1: List of experimental data sets.

lanes are determined via fluorescence intensity as in chapter 3. Time-lapse imaging is

also performed as in the previous chapter. We took the phase contrast images of cells as

well as the epi-fluorescence images of cell nuclei. Time-lapse imaging of cell and nuclei

are performed at 10 min or 30 s intervals for low temporal resolution and high tempo-

ral resolution analyses. Images are analyzed using a combination of MATLAB R2020a

(MathWorks) scripts and FIJI23 (ImageJ) macros. We obtain the trajectory of the po-

sition of nuclei from the low temporal resolution data with time intervals of 10 min. For

the high temporal resolution data with time intervals of 30 s, we find the data of the

front and back edges of the cell and front and back edges of the nuclei through manual

segmentation of cell and nuclei kymographs. With that, we can study the dynamics of

the cell edges. Due to time-consuming procedure of manual segmentation, the number

of cell tracks with the high temporal resolution is limited. Our high temporal resolution

data set includes about 400 single-cell tracks (about 6400 h imaging of single-cells) on

homogeneous Fibronectin microlanes with densities ranging from 0 to 40 ngcm−2.

The automatic procedure of cell nuclei tracking in low temporal resolution data allows

analysis of much more cell tracks. We can study the characteristics like adhesion-velocity

relation and persistence-velocity relation with these large data sets. Our low temporal

resolution data sets (including control and drug-treated conditions) contain about 22900

single-cell tracks in total. Cells are seeded on homogeneous Fibronectin lanes with

densities ranging from 0 to 120 ng cm−2. In addition, we also have one data set of

untreated cells and one data set on stepped Fibronectin lanes (from chapter 3). Table 4.1

lists all experimental data sets used in this chapter.

We simulate the cells on 1-dimensional Fibronectin lanes using the dynamical system



Multistability and UCSP 100

described in section 4.2. We performed groups of simulations with a single set of pa-

rameters (Table 4.2) for each experimental data set (Table 4.1). The parameters of each

simulation group were obtained from fitting to the experimental results. We have two

experimental control data sets, ”1 ctrl 30s” and ”stepped lanes”. Thus, we also have 2

control simulation groups, one on the homogeneous lanes (set 1) and one on the stepped

lanes (set 4). The parameters in these two simulation groups vary slightly. That could

be the result of the seasonal variability of cell behavior, since the experiments were car-

ried out with a time difference of several months (Table 4.2). Each simulation group

includes a few thousand simulated single cell tracks, each on a Fibronectin lane chosen

according to the Fibronectin densities in the corresponding experimental data set. We

simulated each cell for 15 h, starting from a random initial state (moving up, down,

or spread). In addition to the control data sets, we also have Latrunculin-treated cells

and Blebbistatin-treated data sets. The fitting of simulation results to the experimental

results allows finding the parameter sets related to these conditions (sets 2 and 3 in

Table 4.2). We find that fitting the application of Latrunculin requires only to reduce

the force-free actin polymerization rate V 0
e . This agrees with the known biochemical

action of Latrunculin [276]. Blebbistatin treatment inhibits myosin, which in turn af-

fects integrin signaling pathways. That varies the parameters κ and ζ in the model (see

chapter 3). We find that a change of the parameters κmax and ζmax is sufficient to

observe similar results in simulations and experiments (set 3 in Table 4.2). Thus, our

results in this chapter confirm the results in chapter 3 about the action of Blebbistatin

on integrin signaling pathways.

Cells in a single experiment do not behave all the same. To include the cell-to-cell

variability in our simulations, we imposed random parameter value fluctuations of ±5%

from the reference parameter values listed in Table 4.2.

4.3.2 Identifying cell states

We start our analysis of the dynamic states of cells by introducing a method to identify

different states of cells from their kymographs. We first need an algorithm to find the

time points at which the cell state changes significantly. We employ an iterative change

point analysis like in [277] based on the cumulative sum. We can find the transition

points between two states of a cell. An episode with a single state is then defined as
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Parameter
Set 1:
control

Set 2:
Latrunculin

Set 3:
Blebbistatin

Set 4:
stepped lanes

Units

Figures

Figs. 4.4 4.6 4.7,
4.8, 4.9, 4.10,

4.11, 4.12, 4.14,
4.15, 4.16, 4.17,

4.19, 4.20, 4.21, 4.25

Figs. 4.13, 4.17,
4.21

Figs. 4.13, 4.18 Figs. 4.23, 4.24

E 3e−3 3e−3 3e−3 3e−3 nNµm−1

L0 10 10 10 10 µm
V 0
e 3e−2 2.2e−2 3e−2 3e−2 µms−1

k− 5e−3 5e−3 5e−3 3e−3 µms−1

c1 1.5e−4 1.5e−4 1.5e−4 2e−4 s−1

c2 7.5e−5 7.5e−5 7.5e−5 1e−4 s−1

c3 7.8e−3 7.8e−3 7.8e−3 8e−3 µms−1

κmax 35 35 20 30 nNsµm−2

Kκ 35 35 35 20 ngcm−2

nκ 3 3 3 3
κ0 1e−2 1e−2 1e−2 1e−1 nNsµm−2

ζmax 1.4 1.4 1.2 2.4 nNsµm−2

Kζ 50 50 50 50 ngcm−2

nζ 4 4 4 4
b 3 3 3 2
ζ0 1e−1 1e−1 1e−1 2e−1 nNsµm−2

α 2e−1 2e−1 2e−1 2e−1

Table 4.2: Parameters used for simulations. Simulations with parameter sets 1, 2, and
3 are related to the experimental data on homogeneous Fibronectin lanes. Parameter
set 1 is the control condition, set 2 is the Latrunculin-treated condition, and set 3 is the
Blebbistatin-treated condition. Parameter set 4 is used for the simulations on stepped

Fibronectin lanes in section 4.6.4.

the time between two consecutive change points. Since the time scale of oscillations in

cells is shorter than 1 h, we require a cell to be in a given state in order to appoint that

state to the cell. Thus, we exclude very short periods and append them to the preceding

episodes. Fig. 4.5B shows the detected change points for a cell kymograph.

The next step is to identify the state in each episode. In order to do that, we defined

two criteria to distinguish oscillatory/steady and spread/moving states. We calculate

the average velocity of cells during an episode. If the average velocity is smaller than

a critical speed of 0.002µms−1 , we consider the episode a spread state. Otherwise, the

cell is considered to be moving.

Investigation of the kymographs of the cells reveals that cells exhibit different modes

of oscillation. In-phase oscillations of the cell edges lead to a stationary cell body and

oscillatory cell length. On the other hand, anti-phase oscillations of the cell edges make

the cell body move in an oscillatory trajectory while having a fixed cell length. Thus, to

capture all the oscillation modes, an oscillation index is defined based on the dynamics

of cell length and the trajectory of the cell body. The kymographs of cells contain small
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Figure 4.5: Steps of identifying cell states. A) Manual segmentation (red lines) of the
cell (upper panel) and nucleus kymographs (lower panel). B) State change points with
significant dynamic behavior change in a single-cell track. C) 4 examples of identified

states with respective values of the average velocity and oscillation metric.

fluctuations, which are not related to the mechanisms we are discussing here. Therefore,

we filter the data to remove tiny fluctuations in the length and nuclear position before

calculating the oscillation index. Furthermore, the very slow variations of length can

not be considered as oscillation. They might be caused by slow mechanisms that change

membrane tension and cell elasticity. Long-term variations of nuclear position are also

related to the general movement of the cell, not oscillations. Thus, we apply a band-pass

filter with cutoff frequencies of 1 and 6 h−1 (the equivalent of 10 min and 1 h.) to the

nuclear position and length data to exclude the very fast and very slow trends in the

data. The level of oscillations can now be found from the filtered data. The length and

nuclear position vary more from their mean values in oscillatory cells. Thus, we can

define the oscillation index as the summation of the average absolute deviation of data

from the mean.

O =
1

n

n∑
i=1

(|Lf,i|+ |Xf,i|)] (4.28)

O is the oscillation index, Xf,i and Lf,i are the filtered nuclear position and length of the

cell at time frame i, respectively, and n is the number of time frames of the episode. This

oscillation index is then compared with the critical value of (5 µm ) to assess whether the

cell is oscillatory or steady in the episode. The critical values of velocity and oscillation

index are obtained by manual inspection of cell kymographs for the best classification of

states. The calculated oscillation index and average velocity are shown for four different

cell episodes in Fig. 4.5C.
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Figure 4.6: The biphasic adhesion-velocity relation in the experiments (green) on
untreated MDA-MB-231 cells (Table 4.1), and simulations (orange) with parameters of

set 1 (Table 4.2).

4.4 Adhesion-velocity relation

The first biophysical relationship we investigated is the relation between Fibronectin

density and cell velocity in our untreated data set (data set 7 untreated 10min). The

model extensions compared to chapter 3 require to redo this analysis. At any given

Fibronectin density, we averaged the velocity over all of the cell tracks on the lanes

with that Fibronectin density. We find the biphasic adhesion-velocity relation in our

experimental data as in chapter 3. At low Fibronectin densities, the cell velocity increases

with increasing Fibronectin density. After the maximum velocity at B ≈25 ng cm−2,

the velocity decreases with increasing Fibronectin density. We also find the saturation

of velocity at large Fibronectin densities (Fig. 4.6). We calculated the adhesion-velocity

relation from our simulation group 1 (Table 4.2). We find the same biphasic relation,

including the saturation of velocity at large Fibronectin densities (Fig. 4.6). Thus, the

extended model with 2 protrusions is also able to show the biphasic adhesion-velocity

relation. This shows that the Fibronectin signaling on drag and friction, which we

included in the extended model similar to the model in chapter 3, is a key element of

the model for the biphasic adhesion-velocity relation.

Fig. 4.6 illustrates a choice we have made for our study. Rather than fitting each

experimental observation perfectly, we decided to fit all experimental observations from

a single data set also with a single parameter set as good as possible.
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Figure 4.7: Dynamic cell states in experiments (upper sub-panels) and model (lower
sub-panels).

4.5 Dynamic cell states

4.5.1 Cell states

Firstly, we investigated whether the model is able to reproduce all the dynamic states

that we observed in the experimental data sets. For that reason, we simulated cells with-

out noise in the model. We found all 4 states of MDA-MB-231 cells in the simulations

(Fig. 4.7). The simulation results agree with experimental results regarding characteris-

tics like oscillation amplitude, frequency, and velocity. We also find that only the back

protrusion exhibits oscillations in the moving state, not the front protrusion. That also

agrees with the experimental kymographs (Fig. 4.7). We find that in the steady and

oscillatory moving states (MS and MO), the front protrusion dominates the back pro-

trusion. They work in an asymmetric manner while having symmetric parameters. This

’mechanical polarization’ does not need any signaling. The front and back protrusions

work in different regimes. The front protrusion has retrograde flow slower than the

critical retrograde flow vr,cr with strong friction between the actin flow and stationary

structures in the cell. The front protrusion can generate a strong force in this working

regime. On the other side, the back protrusion works in a completely different regime.

The retrograde flow is faster than vr,cr, since the actin network extension rate is added

to the cell velocity. The actin flow friction coefficient κb is small, and therefore the force

that the back protrusion can produce is also small (Fig. 4.8A). The cell is symmetric in

spread states (SS and SO), and both protrusions work in the same regime.



Multistability and UCSP 105

4.5.2 Oscillation mechanism

We describe an oscillation cycle in the state MO to understand the mechanism that

causes oscillations (Fig. 4.8A, B). We start from the moment that the friction coefficient

κb starts to decrease. The force pulling the edge Fb = E(L − L0) + ζbvb drives the

retrograde flow. With decreasing friction coefficient the retrograde flow vr,b speeds up.

The faster retrograde flow leads to further decrease of the friction coefficient κ, because of

the exponential dissociation rate (Eqs. 4.17, 4.18). With the accelerated retrograde flow,

the back edge velocity increases, since the polymerized actin network mainly flows inward

rather than pushing the membrane outward. The decrease of edge velocity decreases the

drag force ζbvb. The length of the back protrusion starts to decrease gradually, which

in turn decreases the elastic force. This process continues until κb is too small to to

balance Fb by friction forces. At that moment, the actin network slips with a large peak

of vr,b. At the same time, κb decreases further to its minimum value. The leading edge

membrane also retracts. The length and force of the back protrusion collapse, and the

protrusion can not transmit any force to the substrate. With the drop in force, the

retrograde flow also decreases. At this time, the bonds between the actin network and

stationary structures in the cell start to form again, which increases κb. The increase

of friction slows down the retrograde flow further. With the slower retrograde flow, the

polymerized actin network drive edge progression more effectively. Thus, vb increases,

which in turn increases the length and elastic force. This growing phase continues until

the time that the stretched protrusion collapses again. The front does not exhibit active

oscillations in the state MO. However, the oscillations at the back protrusion cause some

low amplitude passive oscillations at the front.

4.5.3 Excitation

Small perturbations can lead to large responses in an excitable system. We find that

the spread states SS and MS are excitable. The membrane velocities vf,b are zero in

the SS state, and the retrograde flow velocity vr equals the network extension rate. The

cell is in a tense state with two opposing forces from the two protrusions. Supercritical

perturbations of κ can disrupt this tense stats and trigger a cycle of protrusion-retraction

(Fig. 4.8C). This perturbation of κ may arise from the concurrent binding of some bonds

between the actin network and stationary structures in the cell. Random attachment
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Figure 4.8: Oscillatory and excitable states. A) Simulated time course of the edge
velocity v, retrograde flow vr, cell length L, friction coefficient κ and force F in simulated
state MO shown in Fig. 4.7 (blue front, red back). B) Measured time course of edge
velocity and cell length in the experimental state MO shown in Fig. 4.7 (blue front, red
back). C) Transition of the steady states MS (upper panel) and SS (lower panel) to

excitable with noise. Noise is switched on at the time marked by the red line.

and detachment of bonds create the chemical noise in the dynamics of κ, which is taken

into account in the model by the Gaussian white noise in Eqs. 4.17 and 4.18.

The protrusion-retraction cycle in the excitable states is very similar to the dynamics

of an oscillation cycle described in the previous section. Thus, the noisy dynamics of

attachment and detachment of bonds between actin network and stationary structures

causes oscillation-like behavior. The amplitude of the noise, as well as all other cell

parameters, determine whether the noise is supercritical - i.e. causing a large response

- or not. Thus, steady states with a low amplitude of noise exhibiting deterministic

behavior coexist with the oscillatory-like states with a high amplitude of noise. Fig. 4.7
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shows examples of experimental observations close to deterministic behavior, Fig. 4.2

shows also the noisy states, which are observed more frequently than the deterministic

ones.

4.5.4 Multistability

The bifurcation diagram in Fig. 4.9 shows that different cell states can coexist for a

range of Fibronectin densities. That illustrates the multistability in the system. At

very low values of Fibronectin density B, the system can only exist in the SS state.

Beyond the Fibronectin density, which is shown as the branch point, a protrusion can

work in 3 regimes, high κ (front), intermediate κ, and low κ (back). If a protrusion

is in the high κ regime, the opposing protrusion works in the low κ regime and vice

versa. The working regime of protrusions determines the dominating protrusion and

the front and back of the cell in the moving state. The cell velocities are shown for the

three branches in Fig. 4.9B. The other possibility is that both protrusions work in the

intermediate κ regime, which implicates the spread state. The green diamond markers

show the Hopf bifurcation points on the three branches. At the Fibronectin densities

larger than the Hopf bifurcation points, the state of the cells changes to oscillatory. The

Hopf bifurcation of the middle branch (the spread state) occurs at lower Fibronectin

densities than the other two branches. In this case, we observe the coexistence of SO

and MS states in a range of Fibronectin densities.

We find that the relative position of Hopf bifurcation points on the three branches of the

system can change at other parameter values. Three other possibilities for the relative

position of the Hopf bifurcation points on the system branches are shown in Fig. 4.10.

Those different situations are generated by only a slight change in parameter values.

Possible transitions between cell states corresponding to each case are shown in the

lower panels of Fig. 4.10. Thus, considering the cell-to-cell variability within cells both

in experiments and simulations, the states SS and MO can also coexist. In summary,

both moving states can coexist with both spread states.
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Figure 4.9: Bifurcation diagrams showing multistability in cells. Cell states (noise-
free model) presented by their value of the friction coefficient κ for a range of B (A)
and the cell velocity (B). At low B, only the state SS exists. At concentrations larger
than the branch point, moving states (top and bottom branches) and a spread state
(middle branch) coexist. At concentrations larger than the Hopf bifurcations points,

the steady states become oscillatory.

4.5.5 Probability of dynamic cell states and transitions between them

We analyzed the kymographs created from our high temporal resolution experimental

data sets to determine the states of cells. The kymographs of simulated cells are also an-

alyzed with a same method. Then the fractions of time that cells spend in each dynamic

state are calculated for the whole experimental and simulation data sets (Fig. 4.11). We

find a very good agreement between simulations and experiments in the control sets.

All observed transitions are depicted in Fig. 4.12A. Fig. 4.12B shows the fraction of

transitions from a given state in the experimental data. The agreement between the

experimental and simulation results shown in Fig. 4.12C is very good. The dark blue

lines in Fig. 4.12A are the transitions that can be explained with the multistability aris-

ing from our model. Both spread states can coexist with both moving states. Also, a

moving state in the downward direction can coexist with its upward moving analog. The

noise terms in the variable κ of the model can drive the transitions between coexisting

states. We assume that the state transitions in the real cells are also caused by the noise

in adhesion dynamics. Thermal noise affects cells as a microscopic system in many as-

pects [278–281]. The effect of thermal noise on the adhesion sites is even more significant

because the length scale of an adhesion site is at least two orders of magnitude smaller

than the cell size. Furthermore, we observed that cells change their state spontaneously
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Figure 4.10: Multistability in cells with 3 different parameter values. The upper row
shows the cell states presented by their value of the friction coefficient κ for a range
of B. Dashed lines show the oscillatory regime. The lower row shows the possible
transitions between cell states related to the bifurcation diagrams in the upper row.
Transitions between states coexisting in the model are shown by the dark blue lines.
The parameter values of set 1 are used (Table 4.2), with (A) c3 = 0.009 µms−1 , (B)

c3 = 0.01 µms−1 , and (C) c3 = 0.007 µms−1 .

Figure 4.11: Probability of occurrence of the 4 cell states. The probabilities obtained
for experiments and simulations on the same range of Fibronectin concentrations (see

4.3.1).

without any apparent external stimulation. That is also in line with the noise-induced

transition hypothesis. Another important experimental observation that supports the

noise in the κ dynamics is the transitions caused by tiny bumps of Fibronectin density

(Fig. 4.24). This shows that even a tiny change in the value of κ, caused by noise in-

stead of bumps in Fibronectin density, can trigger a transition to a different state. We
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Figure 4.12: The transitions between the cell states in control conditions. A) All
the 6 dynamic states, including upward and downward motion in moving states (shown
with arrows). Transitions between coexisting states in the model are illustrated with
dark blue lines. B, C) Probability of transitions between different states in experiments

(B) and simulations (C). The bars are color-coded as in panel A.

discuss the effect of tiny bumps of Fibronectin density in section 4.6.4. In summary, the

mentioned arguments and the good agreement between the simulations and experiments

results make us conclude that the noise in adhesion dynamics is the cause of transitions

between cell states.

We also observed some transitions that can not be explained with the multistability of

the system. That includes the transitions between SO and SS and between MO and

MS. These transitions are shown with light blue color in Fig. 4.12. We believe that

these transitions might arise from the state classification algorithm we used. Our state

classification method can not distinguish an oscillatory state from a noisy excitable

state. The shortest dwell time of a cell in a state is 1 h in our state classification

method. Having such a minimum duration criterion is necessary for state classification.

It is possible that noisy excitable cells both in experiments and simulations do not

show significant oscillation-like dynamics in a period of time longer than 1 h and then

start to show such behavior. Our state classification algorithm detects two different

states in this situation, and thus a transition from steady to oscillatory. The transitions

from oscillatory to steady states can be detected similarly. We applied the same state

classification method to the experiments and simulations and obtained similar statistics
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for transitions. Since the parameters are kept constant in time for a simulated cell, we

can attribute the transitions oscillatory←→steady to the occurrence of steady periods

during a noisy excitable state. Interestingly, while this statistics might report in part

duration statistics of silence (activity) in the excitable state, experiments and simulations

do pretty well agree with regard to it.

4.5.6 States and transitions in drug-treated cells

In addition to the control cells, we also analyzed Latrunculin- and Blebbistatin-treated

cells to find the fraction of states and transitions. Fig. 4.13A shows a lower fraction of

moving states upon application of Latrunculin. The probability of oscillatory states is

also decreased in Latrunculin-treated cells. We find a good agreement between the frac-

tion of states in simulations and experiments. The probabilities of transitions resulting

from the simulations also agree very well with the experimental results. It is important

to note that we only reduced the value of network extension rate V 0
e in Latrunculin sim-

ulations compared to the control simulations. We have changed this parameter directly

according to the biological role of Latrunculin as an inhibitor of actin polymerization.

That is also in line with our results in chapter 3. Surprisingly, only this change in the

parameters can reproduce the results of the Latrunculin-treated cells. Thus, we can

conclude that a lower extension rate is directly associated with reducing the probability

of oscillatory and moving states.

Analyzing Blebbistatin-treated cells reveals that the probabilities of states are almost

similar to the control condition (Fig. 4.13B). We again find a very good agreement

between simulations and experiments both for states and transition probabilities. For

simulating the effect of Blebbistatin, we only changed two parameters κmax and ζmax

such that the ratio κ/ζ decreases. That is according to our results on the effect of

Blebbistatin application in chapter 3.
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Figure 4.13: Dynamic cell states and transitions in Latrunculin (A) and Blebbistatin
(B) treated cells. Left column: Fraction of cells in the dynamic cell states in experi-
ments and simulations in a (same) range of B. Middle column: Probabilities of state
transitions in the experiments. Right column: Probabilities of state transitions in the
simulations. Latrunculin A and Blebbistatin simulations are conducted with the pa-

rameter values listed in Table 4.2.

4.6 Cell persistence and UCSP

4.6.1 Reversal of direction

In principle, we can imagine a reversal of direction to occur by the disappearance of the

front protrusion, termination of cell motion, subsequent formation of a new protrusion

at the other side of the cell, and motion in the new direction. However, that is not what

we observed. We observed that reversal only occurs when a back protrusion exists and

competes with the front protrusion before the reversal. Front and back protrusion swap

roles during the transition.

We need to have a closer look at the front and back edge velocities during the reversal of

direction (in both MS and MO states) to study the reversal mechanism. Edge velocities

are shown in Fig. 4.14A, B. Thin lines are velocities of single cells, and the thick lines

show the average of all cells. trev is the moment that the cell nucleus changes direction

of motion. We find that about 10 min before trev, the back edge velocity starts to slow

down. A few minutes before trev, the back edge velocity gets negative, i.e., starts to
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Figure 4.14: Edge dynamics during the reversal of direction. A, B) Front (vf ) and
back (vb) velocities during a reversal in experiments (A) and simulations (B). Thin
lines show individual cells and thick lines are average over all cell tracks. trev is the
time when the cell nucleus changes direction. C) The probability of back protruding
(negative velocity) around the reversal time trev. D) The probability of front slippage
(negative peak of front velocity larger than 0.1 µms−1 ) around the reversal time trev.

protrude in the opposite direction. The front velocity slows down with some delay after

the back. The front edge keeps moving in the same direction a few minutes longer than

the back edge. A few minutes later, the front can not resist the pulling of the back

anymore and retracts fast. That is a slippage event that shows up as a negative peak in

Fig. 4.14A, B. The probability of back protruding (negative velocity) around the reversal

time is shown in Fig. 4.14C. This probability starts to increase from its background level

(related to the back oscillations) a few minutes before the reversal time trev. It is close to

the new background value of 0.8 at the reversal time. Fig. 4.14D shows the probability

of front slippage, which is defined as the peak of front velocity larger than 0.1 µms−1

toward the cell body. Front slippage probability increases after the reversal time. These

results strongly support a mechanism in which active protrusion of the rear stops front

motion, reverses the direction of cell motion, and entails the collapse of the former front

protrusion in a slippage event. We find that the simulation results agree very well with

the experiments.
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4.6.2 Force-retrograde flow regimes of back and front protrusions

The force-retrograde flow relation is biphasic (see Eq. 4.21) in the stationary state. This

creates two different regimes a protrusion can work in. The first regime is the rising

branch of the biphasic relation, i.e., vr <vr,cr in which the force increases with the

increasing retrograde flow velocity. The second regime is the falling branch, vr >vr,cr

in which the force decreases with the increasing retrograde flow velocity. Since the

retrograde flow equals the vectorial sum of edge velocity and network extension rate, it

is not symmetric for front and back protrusions. At the front, extension rate and edge

velocity are in the opposite directions, while at the back protrusion, the extension rate

and edge velocity are in the same direction. That entails lower retrograde flow velocity

vr at the front protrusion (see Fig. 4.22). We find that the front protrusion in a moving

cell always works on the rising branch, while the back works on the falling branch of

the force-retrograde flow velocity relation. The separation of back and front retrograde

flow velocities depends on the cell velocity. In fast cells, the asymmetry in the values

of retrograde flow velocities of back and front is larger than in slow cells (Fig. 4.15).

The roles of front and back swap in a reversal of direction. Thus, the reversal should be

harder in faster cells whose protrusions have very asymmetric retrograde flow velocities.

In other words, there must be a relation between cell velocity and reversal probability.

We looked at the front and back retrograde flow velocities in the simulations during

the reversal of motion direction. The right panel in Fig. 4.15 shows that initially, the

retrograde flow at the front is lower than at the back. After the reversal the retrograde

flow velocity values also swap.

There is a characteristic difference between the two regimes of force-retrograde flow

velocity. If the back pulls and slows down the front edge motion, retrograde flow in-

creases. This increase of retrograde flow entails higher force generation, which opposes

the pulling of the back and tends to weaken the decrease of front edge velocity due to

pulling. If the front pulls stronger and speeds up the back edge motion, the retrograde

flow velocity also increases. However, in this case, the increase of retrograde flow veloc-

ity entails lower force resisting motion, since the back retrograde flow operates on the

falling branch of the friction force - velocity relation.. Thus, the back protrusion even

amplifies the effect of pulling from the front.
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Figure 4.15: Left: The biphasic force-retrograde flow relation in the stationary state.
vr,cr is the critical flow rate with maximal force. The stationary states of back and
front protrusions in a fast and a slow cell are shown with symbols. Right: Retrograde
flow in both protrusions of moving cells during a direction reversal. Thin lines show
individual cells, and thick lines are average over all the cell tracks. trev is the time
when the cell nucleus changes direction. The results are obtained from the simulations

shown in 4.14B.

We investigated the change of force-retrograde flow regimes in front and back protrusions

during a reversal of direction. Here, the noise is not present, and the reversal is triggered

by instantaneous perturbation of κ at the back. If this perturbation is not strong enough,

the reversal is not successful, and protrusions return to their initial working regime after

a while (Fig. 4.16A). The trajectory of front and back protrusions in the force-retrograde

flow plane is shown in the bottom panel. A sufficiently large perturbation can trigger a

successful reversal (Fig. 4.16B). In this case, the front and back swap their steady states

on the rising and falling phases of the force-retrograde flow velocity curve (Fig. 4.16B,

bottom panels) . We used the single protrusion model to obtain the flux lines of the

system in the force-retrograde flow velocity plane (instead of the κ-L plane). Fig. 4.16C

shows these flux lines for a front protrusion with positive vc (upper panel), a back

protrusion with negative vc (bottom panel), and a protrusion in the spread state with

zero vc (middle panel). It is important to note that these plots are obtained by assuming

fixed cell body velocity. Nevertheless, they can still approximate the flux lines of the

full model with coupled front and back and variable vc. It can be seen that the flux

lines converge to a steady state point which is located on the rising branch for the front

protrusion, the falling branch for the back protrusion, and again the falling branch for

the spread protrusion. Transition of the stationary state from the rising to the falling

branch of the clutch upon vc → -vc is another illustration of the role swap of protrusions

during direction reversal.
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Figure 4.16: Force and retrograde flow at both protrusions of a moving cell during
a direction reversal. A, B) An unsuccessful (A) and successful (B) back excitation.
The successful back excitation leads to cell reversal. Kymograph, friction coefficient
κ, and velocity are shown during a back excitation. Blue and red indicate the front
and back protrusions. An instantaneous increase of κ triggers the back excitation.
The trajectories of the state of back and front protrusions in the force-retrograde flow
plane are shown in the lower panels. The initial perturbations of κb are indicated by the
dashed part of the red line. The steady-state biphasic force-retrograde flow is illustrated
with the gray line. (C) Flux lines in the force-retrograde flow plane obtained using the
model for a single protrusion (4.2.1). The cell velocity is assumed to be positive (up),
zero (middle), and negative (bottom). The green line shows the stationary biphasic
force-retrograde flow relation. Nullclines of the system are shown with purple dotted
lines. The simulations in this figure are performed using the parameter values of set 1

with B = 20 ng cm−2.

4.6.3 The UCSP

In the previous sections, we investigated the mechanism of the reversal of direction.

The probability and frequency of reversal events can be quantified with the persistence

time. The persistence time is defined as the average period of time that cells keep

their direction of motion (between two consecutive reversals). We determined the aver-

age velocity of cells during a unidirectional motion episode from the distance between
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Figure 4.17: Persistence-velocity relation. A) Definition of the persistence time. B)
The relation between persistence time and cell velocity in control and Latrunculin-

treated cell populations.

nuclear positions in consecutive reversals divided by the time period between those re-

versals. Fig. 4.17 shows the relation between the cell velocity and cell persistence. We

find an increasing relation between cell velocity and persistence, as reported in earlier

studies [8]. This universal coupling between cell speed and persistence time (UCSP) is

another general experimental observation reported for many cell types and in 1, 2, and

3-dimensional migration. Some theories have been proposed to explain this relation,

including a mechanism based on the attachment of polarity factors to the actin network

and a depletion zone at the leading edge that appeared as a result of the actin flow [8].

On the basis of this mechanism, Mauiri et al. predict that cell persistence depends

exponentially on the network extension rate (and consequently, cell velocity).

We found also increasing persistence with increasing cell velocity in our experiments

similar to Mauiri et al. (Fig. 4.17). The results of our simulations also match the

experiments very well, not only in the control condition but also in Latrunculin A-

treated cells (and Blebbistatin-treated cells in Fig. 4.18). We find that the application of

Latrunculin A, which decreases the F-actin polymerization rate, increases the persistence

time of the cell. We simulated the Latrunculin A effect by decreasing the parameter

V 0
e (Table 4.2). Interestingly, we find that our experimental results on the effect of

Latrunculin A on cell persistence time are in contradiction to the prediction of [8]. With

the mechanism of [8], Latrunculin A-treated cells with lower network extension rates

should have lower persistence times.

We have taken the agreement between simulations and experiments as an encouragement
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Figure 4.18: The relation between persistence time and cell velocity in Blebbistatin-
treated cell population.

to investigate the reversal mechanism with the model in more detail. We conclude from

the existence of front and back protrusions at the reversal time and the growth of back

protrusion before the reversal time that the cell reversal occurs as a result of competition

between the back and front protrusions. We investigate the stability of back and front

protrusions to understand the competition mechanism and how it is affected by velocity.

The single protrusion model (section 4.2.1) is used to obtain the phase planes of front

and back protrusions in the MS state (Fig. 4.19). We defined a basin of attraction

in the phase plane of each protrusion based on the characteristic difference between

the trajectories (see section 4.2.1). When a protrusion is perturbed from the steady

state, it can either go directly back to the steady state or experience a collapse. If the

perturbation moves the state of the system to a point inside the basin of attraction (the

gray area in Fig. 4.19), it returns to the steady state without collapsing. Comparing the

basins of attraction in fast and slow cells reveals that the front protrusion of a fast cell

has a larger basin of attraction than the front protrusion of a slow cell. This means that

the front protrusion is more stable in fast cells. However, for the back protrusion, the

situation is the other way around. The basin of attraction of fast cells is smaller than

that of slow cells. Thus, the back protrusion in fast cells is less stable than the one of

slow cells. In summary, increasing velocity makes the front protrusion more stable and

the back protrusion less stable. We also find that a sufficiently large increase of length

(moving from the equilibrium point to the right) is a perturbation that can draw the

state of a front protrusion out of its basin of attraction and make it collapse (Fig. 4.19).

Hence, an strong pulling of the back protrusion, which increases the length, can force

the front protrusion to collapse.
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Figure 4.19: Basin of attraction in the phase plane of protrusions. The grey area
illustrates the basin of attraction, and black lines show flux lines. Trajectories starting
outside of the basin of attraction experience a collapse before reaching steady state
(red dot). Trajectories starting within the basin of attraction lead to the steady state

without collapse.

In the MS state, when the back protrusion goes through an excitation, it pulls the front

via the cell body (Fig. 4.20). The stronger and longer the back pulls, the larger is the

collapse probability. This probability also depends on the resistance of the front pro-

trusion against the pulling from the back. To understand how back excitation duration

depends on the cell parameters, we simulated hundreds of cells with parameters chosen

randomly in a wide range (from 0.2 to 2 times the parameter values of the control con-

dition in Table 4.2). In these simulations, we applied the noise only at the back of the

cells to minimize the impact of the front protrusion on the back excitation. Interest-

ingly, we find that the retrograde flow velocity at the back protrusion correlates very well

with the duration of the back excitation, regardless of the cell parameters. We conclude

that retrograde flow velocity is the main determinant of the back excitation duration. In

other words, the variation of cell parameters can only affect the back excitation duration

through variation of retrograde flow.

Similarly, we performed a set of simulations with cells of random parameters to inves-

tigate the front resistance. In those simulations, the motion of the nuclei of steadily
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Figure 4.20: Duration of back excitation, front resistance time, and resistance length.
The cartoon illustrations in the upper row define these characteristics. The lower
panels show the duration of back excitation and resistance length in dependence on
the retrograde flow rate at the back and front protrusions. Each dot is the result of
a simulated cell with parameter values randomly chosen from large parameter ranges.

The red markers indicate the cells in Fig. 4.22

moving cells has been stopped instantaneously. The front edge continues to protrude

after the nucleus arrest until the length of the front protrusion becomes so long that

it cannot resist the pulling by the elastic force anymore and collapses. We looked at

the dependency of the front resistance length on cell parameters. Fig. 4.20 shows that

higher retrograde flow decreases the stability of a protrusion. Again, we find that the

retrograde flow velocity at the front protrusion can describe the front resistance length

regardless of the cell parameters. Thus, the relations between stability characteristics

of front and back protrusions and retrograde flow are fundamental and robust features.

A cell should have a stable front and an unstable back for persistent motion. Generally,

higher cell velocity decreases the retrograde flow velocity at the front and increases that

at the back. That is shown schematically in Fig. 4.22A. The network extension rate

equals the vectorial difference of membrane velocity and retrograde flow velocity. Since

the dependency of the extension rate on the force is not strong, for simplicity, we assume

equal extension rates at front and back. Thus, the back retrograde flow speed equals the

extension rate plus the cell velocity, and the front retrograde flow equals the extension

rate minus the cell velocity (see Fig. 4.22A). Fast cells have slow retrograde flow at the
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Figure 4.21: Duration of back excitation and front resistance length in dependence
on the cell velocity in the MDA-MB-231 experimental data and simulations.

front and fast retrograde flow at the back, which results in a stable front, an unstable

back, and thus a persistent motion.

We investigated the relationship between the duration of back excitation and front resis-

tance length in dependence on the cell velocity also experimentally. We find the duration

of back excitation episodes and their average over a moving state of a cell. We then de-

termine the average velocity of the cell body over the same moving episode and relate

it to the duration of back excitation in Fig. 4.21.

We calculate the resistance length of the front protrusion by finding the collapse events.

A collapse is defined as a retraction (negative velocity) of the front with at least 2 µms−1

shrinkage. The resistance length of the front is defined as the shrinkage length in the

collapse. We then relate the resistance length to the average velocity of the cell body

during the protruding episode before the collapse in Fig. 4.21. We find a good agreement

between the experiments and simulations on the relations of front resistance length and

back excitation duration with the cell velocity. We find that increasing cell velocity

increases front resistance length and decreases the duration of back excitation. These

relations hold not only in the control condition but also in Latrunculin A-treated cells.

Application of Latrunculin A inhibits actin polymerization and thus decreases the ex-

tension rate. Therefore, the retrograde flow velocity decreases both at the front and the
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Figure 4.22: Relations between retrograde flow rates at the front and back protrusions
in different conditions. A) Cartoon of the velocities in fast and slow cells. In the front
protrusion, retrograde flow is the difference between extension rate and cell velocity. At
the back, retrograde flow is the sum of extension rate and cell velocity. The difference
between back and front retrograde flow velocities is larger in the fast cells. B) The
effect of Latrunculin on retrograde flow and cell persistence. Extension rate is slower
in Latrunculin-treated cells. Thus, retrograde flow is slower at both front and back
protrusions. Slower retrograde flow increases back pulling slightly and front resistance

substantially, which increases cell persistence.

back (Fig. 4.22B). The slower retrograde flow at the back increases the duration of back

excitation. At the same time, the slower retrograde flow velocity at the front increases

the front resistance length. We find that due to the convexity of the relations of back

excitation duration and front resistance length with the retrograde flow, the applica-

tion of Latrunculin A affects the front protrusion more than the back protrusion. The

back excitation lasts longer, but the front resists even more. That makes a cell more

persistent.

In summary, we find that the mechanical competition between front and back protrusions

can explain the UCSP and the effect of Latrunculin A on the persistence time. The key

elements of this mechanism are the elastic interaction of front and back protrusions

and the noisy clutch mechanism (nonlinear friction of retrograde flow and stationary

structures in the cell).
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4.6.4 Perturbing motion by Fibronectin steps

Studying cells on homogeneous Fibronectin lanes enabled us to investigate the mecha-

nisms that shape the general relations in cell motility. However, in vivo cells usually need

to migrate in diverse conditions with heterogeneous adhesion. In this section, we study

the effect of heterogeneous adhesion on cell behavior. We used our control experiments

in chapter 3 with the cells moving on the Fibronectin density steps (data set ’stepped

lanes’ in Tables 4.1 and 4.2), to investigate how asymmetric adhesion affects the front

and back protrusions.

Front and back of the cell sense different adhesion on a Fibronectin density step. The

possible deterministic scenarios of a cell located on a Fibronectin step are illustrated in

the two-parameter bifurcation diagram in Fig. 4.23A. Parameters B1 and B2 are the Fi-

bronectin densities before and after a step, with before and after are defined according to

the positive direction of the distance axis along the Fibronectin lane (positive and neg-

ative velocities are also defined accordingly). For simplicity, we assume the Fibronectin

density at the cell body Bc to be the average of the Fibronectin densities at the cell

protrusions, B1 and B2. We find that the system is bistable on the Fibronectin steps

(the green area in Fig. 4.23A). The two stable states have opposite velocity directions

- either into the high or into the low adhesion area. Consequently, cells do not move

towards the high adhesion necessarily for a wide range of Fibronectin density combi-

nations, since they might be in the state with velocity toward the low adhesion area.

Indeed, we observe motion in both directions in experiments (see Fig. 4.24C). Thus, the

multistability of the model can also explain the cell behavior on Fibronectin steps. Only

in the extreme cases of very large steps (purple regions) the deterministic model entails

that cells are moving towards the high adhesion field.

Although the cells are able to move in both directions in the noise-free model in a wide

range of step heights, their absolute velocities are not identical in the two directions

(Fig. 4.23B).

When the leading edge of the moving cell crosses the Fibronectin step, the adhesion

strength changes at the front protrusion. Therefore, we investigated the effect of Fi-

bronectin density on the stability of the front protrusion in such a situation. Fig. 4.23C

and D show the basin of attraction that we defined in the previous sections for a front

protrusion moving to a high Fibronectin density field and a low Fibronectin density
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Figure 4.23: Cell states on Fibronectin steps. A) 2D bifurcation diagram with respect
to Fibronectin densities forming the step B1 and B2. The purple regions correspond
to very large step heights in which Cells can move only in one direction. In the green
regions, cells are bistable with both upward and downward moving states. B) Cell
velocity for a range of Fibronectin densities at the front B2 and fixed Fibronectin
density at the back B1=60 ng cm−2 (along the dotted line in panel A). C, D) The
basin of attraction (gray area) and state trajectories (black lines) in the phase plane

for different values of Fibronectin density at the front.

field, resp. We find that higher adhesion increases the size of the basin of attraction at

the front protrusion and makes it more stable. Thus, we can conclude that when the

front protrusion moves to a higher Fibronectin density field, the probability of reversal

decreases and the probability of passage increases.

We quantified the probability of cells moving in either direction with the passing and

turning around probabilities (Fig. 4.24A). The other possible scenario is when cells get

stuck on the step. We find a good agreement between simulations and experiments.

The bottom right and top left corners in Fig. 4.24C and D indicate moving to lower

and higher adhesion strengths, respectively. Fig. 4.24B shows the probability of passage

over the step in dependence on the step height (B). We find a larger probability of

passage toward higher Fibronectin density. That is consistent with our conclusion from

the basins of attractions in Fig. 4.23C and D.

We saw small local maxima of Fibronectin densities on the border of neighboring fields,
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in chapter 3. Here we use these artifacts to check the effect of small Fibronectin per-

turbation on cell motility behavior. We found all the steps to have heights smaller than

10 ng cm−2. The Fibronectin densities on the two sides of the step are almost similar

with those small and short steps, and only the local peak of Fibronectin density might af-

fect the cells’ behavior. We find that these Fibronectin ’bumps’ change the probabilities

of passage, getting stuck, and reversal compared to the cell motion on a homogeneous

segment with the same density.

Our simulations also show that even in very large Fibronectin step heights (purple

regions in Fig. 4.23 A), the transient, moving state caused by noise can last enough that

enables cells to cross a step toward lower adhesion strength (Fig. 4.24). Thus unlike the

noise-free model, we find some cells moving towards the lower adhesion fields even with

very large step heights.

We conclude that the mechanisms introduced in our model can also explain the cell

behavior in heterogeneous Fibronectin conditions.

4.7 Stationary force-velocity relation and stall force

In the last part of this chapter, we investigate the stationary force-velocity relation for

a moving cell and find the stall force. For that, we study a cell with an external force

applied to its leading edge membrane. Thus, we added the external force Fm to our

force balance equation and derived the velocity.

Ff − E(Lf − L0)− ζfvf − Fm = 0 (4.29)

With the new force balance at the front, Eq. 4.10 changes to:

vf =
Nf

aζf
W0

(
V 0
e aκfζf

Nf (ζf + κf )
exp

(
aκf (k

−ζf − E(Lf − L0)− Fm)

Nf (ζf + κf )

))
−
E(Lf − L0) + Fm + k−κf

ζf + κf
,

(4.30)

Eq. 4.30 is used together with the other equations to find the velocity in the stationary

state. We only discuss the results of the deterministic model here. In Fig. 4.25, forces,

the cell and retrograde flow velocities are shown in dependence on Fm. We find that

increasing Fm decreases the cell velocity. At low values of Fm, increasing the external
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Figure 4.24: Cell behavior at Fibronectin steps. A) Probabilities of passing, reversing
direction, and getting stuck on the midlane homogeneous area and at Fibronectin steps
with a height up to 10 ng cm−2 (bumps). The cell nucleus is observed in the range
between the step and 40 µm before the step. A direction reversal is defined when the
cell exits the range from the entry point (40 µm before the step). A pass is counted
when cell crosses the step. If the cell nucleus remains in the range longer than a dwell
time of 5.5 h (defined according to our definition of a spread cell), it got stuck. B)
The probability of passing Ppass in dependence on the step height averaged over all the
steps. C, D) Ppass in dependence on the B1 (before the step) and B2 (after the step).

White color indicates data not measured.

force decreases the membrane velocity, which in turn increases the retrograde flow ve-

locity. Here the front protrusion is working on the rising branch of the force-retrograde

flow curve. Thus, the force at the front Ff also increases with Fm. By further increasing

Fm, the retrograde flow velocity at the cell front vr,f reaches the critical retrograde flow

vr,cr (Fig. 4.25, middle). This situation corresponds to the maximum force in Fig. 4.15.

Beyond this point, Ff is saturated and can not be increased by further increasing Fm

(Fig. 4.25, right). That is a new regime of stationary force velocity with an almost linear

relation.

vf =
1

ζf
(κfvr,cr − (E(Lf − L0) + Fm)) (4.31)

The stall force can be found as the force by which the motion stalls, i.e., κfvr,cr =

E(Lf − L0) + Fm.
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Figure 4.25: Stationary force-velocity relation. Left: The dependency of the cell
velocity v to the external force Fm.Fstall

m is the force that stalls the cell motion. Middle:
Retrograde flow in both protrusions of a moving cell in dependence on the external
force Fm. The critical velocity vr,cr is shown with the dashed line (see section 4.2.)
Right: Forces at both protrusions of a moving cell in dependence on the external force
Fm. The parameter values of set 1 (Table 4.2) with Fibronectin density B=45 ng cm−2

are used in this analysis.

Similar to our prediction in chapter 3, here we also find a monotonously decreasing

dependency of velocity to the external force in the stationary state. However, unlike

chapter 3 and other models that use linear friction and find linear force-velocity rela-

tion [130], here we predict a nonlinear relation with two different regimes.

4.8 Conclusion and summary

Following our biophysical model in chapter 3, which could provide mechanistic inside

into the biphasic adhesion-velocity relation, in this chapter, we focused on other consti-

tutive relations in cell motility. In addition to biphasic adhesion-velocity relation, state

dynamics, and the UCSP appear to describe the motile behavior of many different cell

types. Their generality and concurrency strongly suggest that a single mechanism should

explain all three of them. In this chapter, we extended our model to search for such

a mechanism. Our experimental collaborators carried out a series of experiments with

MDA-MB-231 cells on 1-dimensional lanes in a range of Fibronectin concentrations. We

analyzed more than 23000 single-cell tracks. We extended our model based on the basic

experimental observations. We then used our experimental data on MDA-MB-231 cells

to validate our theory.

The hypothesis guiding our study in this chapter was that the intracellular dynamics

generating multistability also determines the physical characteristics of cell motion. Ac-

cordingly, we first established the multistable dynamics and verified it with the state

dynamics of MDA-MB-231 cells. We expected that the same parameterized dynamics
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exhibits physical motion characteristics of MDA-MB-231 cells like the cellular response

to adhesion strength (adhesion-velocity relation), to external force (force-velocity rela-

tion) and the characteristics of random motion (UCSP).

In the first part of this chapter, we focused on the internal cell mechanisms that pro-

duce different dynamic states, and analyzed the motion of MDA-MB-231 cells on 1-

dimensional Fibronectin lanes with homogeneous density instead of stepped density

profiles to exclude the effect of external perturbation. We also analyzed the dynamic

reaction of cells to the Fibronectin steps in the last part of the chapter. Restricting cells

to 1-dimensional motion turned direction changes into a transition between two discrete

and easily distinguishable states up and down.

We could distinguish 4 dynamic states of cells on the 1-dimensional lanes. Cells can be

spread or moving and exhibit either steady or oscillatory morphodynamics. We find the

coexistence of oscillatory and steady morphodynamics in cells. That is the experimental

manifestation of multistability.

Based on our experimental observations on the activities at the back of the cell, we added

a protrusion at the back and the cell body. The main constituents of the final model are

the force balance, the integrin signaling, and additionally the noisy clutch mechanism

of friction between the actin network and stationary structures in the cell, to capture

the dynamic states of cells. We found that our model reproduces all the dynamic states

of MDA-MB-231 cells observed in the experiments. The front edge moves with almost

constant velocity in all moving states. The biphasic dependency of this velocity on the

adhesion can also be reproduced with the extended two-protrusion model despite the

back protrusion activity.

The new model also reproduces the transitions and their statistics between the dynamic

states. These noise-induced transitions show the multistability of the system, similar

to our experimental observations. A critical component of the model required for the

multistability of the system is the clutch mechanism of retrograde flow. This non-

linear element of the model leads to oscillatory dynamics in certain situations. Also, it

results in different working regimes of protrusions, including the symmetric protrusions

that emerge in spread cells and dominant-submissive protrusions that occur in moving

cells. A ’mechanical polarization’ appears in the moving cells with the slower retrograde

flow in the dominant protrusion at the front and faster flow at the submissive back
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protrusion. Noise in the dynamics of the clutch mechanism can change the working

regime of protrusions leading to the transition between dynamic states of cells, including

start or stop of motion and reversal of the motion direction.

We studied the UCSP and provided an explanation for the positive correlation of cell

velocity and persistence time based on the mechanical stability of competing protrusions.

We found that the inhibition of actin polymerization by application of Latrunculin A

leads to longer persistence times for moving cells. This finding can not be explained

by the current theory for the UCSP proposed by Maiuri et al. [8]. The mechanism in

[8] predicts a shortening of the persistence time upon decreasing the network extension

rate. However, our mechanism, based on the competition of front and back protrusions

and retrograde flow as the most important indicator of the stability of protrusions,

predicts a longer persistence time upon Latrunculin application in agreement with our

experimental results.

We also analyzed the perturbation of cell motion by Fibronectin density steps. We

measured and simulated the passing probability of MDA-MB-231 cells across steps and

find very good agreement between our theory and experiemts. We found that cells are

not necessarily moving to the higher Fibronectin density fields, as explained by the

bistability of the model in the heterogeneous Fibronectin density case. The probability

of cells passing a step towards higher Fibronectin density is larger, due to the more

stable front protrusion.

Our model also provides a prediction for the stationary force-velocity relation. This

relation has not been measured experimentally yet. However, our prediction (also our

prediction in chapter 3) is very similar to earlier studies, e.g., in [130]. Interestingly,

the stationary force velocity relation exhibits specific features set by the friction law

of retrograde flow. Models with linear friction provide an (almost) linear stationary

force-velocity relation. Our model using the clutch friction law, provides a relation with

two regimes separated by a kink in the relation. Hence, experiments of the stationary

force-velocity relation applying an external force could reveal the intracellular retrograde

flow friction law.

Finally, we showed that the mechanical system comprising actin network and membrane

tension is sufficient to explain many general properties of cells, including adhesion-

velocity relation, oscillatory dynamics, multistability, and UCSP. Signaling pathways
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affect this system by setting its parameters, but do not cause multistability and the

state dynamics. Our drug treatment experiments provided additional perturbations for

verification of our theory. Latrunculin A perturbed the network extension rate, and

Blebbistatin the adhesion structure density. Parameter changes reflecting only these

biochemical actions of these drugs were sufficient to reproduce the experimental results.

That provides strong confirmation for our theory - strong confirmation for the right

choice of processes and interactions defining it. The Latrunculin application allowed us

to test and compare the predictions of our model with the previous theories. The main

conclusion of this chapter is that a model comprising well-established basic constituents

can reproduce constitutive relations in cell motility, which explains the universality of

these relations.
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Summary and conclusion

Eukaryotic cells have various fundamental features that are conserved across different

organisms over hundreds of millions of years of evolution. One of these basic features

is motility. This ancient behavior of cells still plays a crucial role in the development

and maintenance of different species, including humans. One of the leading causes of

death is also closely related to cell motility. Cancer is responsible for about one in six

deaths worldwide. The most significant clinical challenge in controlling this disease is the

metastatic spread of cancer cells. This highlights the great importance of understanding

the mechanisms controlling cell motility.

Although modes of motility vary largely between different cells, some features and re-

lations are observed universally in all cell types. Those universal constitutive relations

hint toward fundamental mechanisms that all cells share. Understanding those basic

mechanisms could be a critical step toward gaining the capability to manipulate and

control cell migration clinically.

In this thesis, we employed biophysical analysis and modeling to study cell motility. All

the attempts to understand the complex system of a cell start with some experimental

observations. Cell morphodynamics and the architecture of the cytoskeleton are two

important sources of experimental data used to understand the cell’s internal signaling

pathways. New cell imaging techniques provide large data sets of the time evolution

of cell boundary and complete contour data of filaments in the cell volume. Those are

both complex observations, which in the raw form may not provide much insight into the

internal cell mechanisms. However, quantifying these experimental observations can help

131



Summary 132

to understand underlying mechanisms that shape cell morphodynamics and cytoskeletal

structure.

In chapter 2, we presented two workflows for the ultrastructural analysis of filamentous

networks in the cytoskeleton and the morphodynamic analysis of cell boundary. In the

first part of chapter 2, we developed a computational toolbox for the semi-automatic

quantification of filamentous networks from pre-processed cryo-electron tomograms, fa-

cilitating the analysis and cross-comparison of multiple experimental conditions. GUI-

based components of the toolbox simplify the processing of data and allow users to

obtain a large number of ultrastructural parameters describing filamentous assemblies.

We demonstrated the feasibility of this workflow by analyzing cryo-ET data of untreated

and chemically perturbed branched actin filament networks and that of parallel actin

filament arrays. We compared the data of B16-F1 melanoma cells from the control pop-

ulation and the cell population treated with CK666. We showed the change in the archi-

tecture of the branched actin networks upon inhibition of the Arp2/3 complex by CK666.

We further analyzed bundled filament assemblies and showed the structural difference

between a filopodium and a microspike. We showed that our ultrastructural analysis

toolbox can ease the identification of key differences between experimental groups and

facilitate the in-depth analysis of ultrastructural data in a time-efficient manner.

In the second part of chapter 2, we introduced an analysis workflow that characterizes

the morphodynamics of the cell edge in moving or spread states. The first step was

calculation of the displacement field on the cell boundary. For that, we proposed a

mapping algorithm based on a mechanical system of springs to determine the trajectory

of points on the cell boundary over subsequent time frames. We substantially improved

the mapping algorithm proposed by Machacek et al. [185] by using linear springs with

adaptive stiffness as a function of local deformation degree. Our method is computation-

ally efficient and results in realistic trajectories of points on the boundary, even in high

deformation regions. The velocity and curvature maps of the cell edge are then analyzed

using our mapping algorithm. We then defined morphodynamic profiles for cells using

20 mathematical descriptors, which can be separated into four groups of protrusion-,

retraction-, dynamics- or geometry-related parameters.

We used our morphodynamic analysis workflow to demonstrate the role of a motility-

related protein, Lamellipodin (Lpd), in the persistent motion of cells. The difference
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between morphodynamic profiles of B16-F1 melanoma cells from the control population

and the Lpd knockout population revealed morphodynamic effect of Arp2/3 deactiva-

tion through Lpd deletion. We also discovered two different morphodynamic regimes in

control and Lpd knockout cells using principal component analysis (PCA). One regime

found only with Lpd knockout cells is associated with a positive correlation between re-

traction/fluctuation activity and protrusion activity. The other one, comprising a mix-

ture of Lpd knockout and control cells, is associated with a negative correlation between

retraction/fluctuation activity and protrusion activity. This example demonstrates the

potentials of our morphodynamics analysis workflow for studying the regulatory proteins

of motility.

After familiarizing ourselves with morphodynamics and motility by intense data analysis,

we introduced our biophysical model to study the constitutive relations in cell motility.

We started with the biphasic adhesion-velocity relation. Cell motion was restricted to

1 dimension by 1-dimensional Fibronectin lanes with alternating density. That simplifi-

cation enabled us to study the basic mechanisms shaping the biphasic adhesion-velocity

relation without dealing with the complications arising in 2-dimensional motility. We

analyzed data from more than 15.000 single-cell tracks. We constructed our model using

three well-established components, the force balance, the basic thermodynamic relation

for actin polymerization, and the integrin signaling. We derived an analytical expression

for the adhesion-velocity relation comprising the dependency of cell velocity on forces,

drag and friction coefficients, and a simple response function for the effect of integrin

signalling on these coefficients.

Our model suggests that the adhesion-controlled friction and drag forces at the leading

edge regulate cell velocity, not the traction force from stress fibers connecting adhesion

sites, despite them being three orders of magnitude larger. Actin polymerization extends

the network and pushes the membrane forward. The reaction force from the leading edge

membrane drives the retrograde flow of actin. The propulsive force is transmitted to

the substrate through friction dependent on the substrate’s adhesiveness. The drag

forces resisting cell motion also depend on the substrate’s adhesiveness. Our mechanism

suggests that in the rising phase of the adhesion-velocity relation, increasing adhesion

mainly increases the propulsive forces at the cell front. At the falling phase of the

adhesion-velocity relation, however, increasing adhesion increases the resisting forces

at the cell rear and body. That increases the membrane tension at the leading edge,
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which in turn decreases the force-dependent actin polymerization rate. Furthermore,

the fraction of actin extension rate, which turns into the retrograde flow, increases as

well. Hence, the cell velocity decreases with increasing adhesion in this phase.

We found the motility parameters by fitting the model to the data of 4 different cell

types. The propulsive force at the leading edge depends on retrograde flow velocity and

the friction coefficient between actin network and stationary structures in the cell. We

found that different cells employ different strategies to increase their propulsive forces.

They can either increase the friction coefficient of the actin flow κ by more adhesion

at the cell front, or increase the retrograde flow, especially after saturation of κ. One

of the most important findings from our analysis was that we found negligible velocity-

independent forces in all cell types. This finding suggests that myosin contraction, which

is velocity-independent, is not required for cell motion. Myosin may contribute to actin

flow and detachment of cell trailing edge, but its contribution is not significant in the

studied cell types. Alternatively, our mechanism suggests a critical role for myosin in

the amplification of integrin signaling. Our experimental data on the cells treated with

blebbistatin (a myosin inhibitor) confirm this role of myosin in the signaling pathways

from integrins.

The alternating Fibronectin densities on the micro-lanes used in our experimental setting

allowed investigation of the back-front relation in moving cells. We extended the model

to incorporate the separate effects of adhesion at the cell back and front. We analyzed the

data of the back and front edges of the cells passing over Fibronectin steps. A comparison

of the cell length before and after crossing a Fibronectin segment revealed that cells have

an intrinsic length that is dependent on the adhesion. Thus, we modeled the front-back

interaction with an elastic force and showed that this force could reproduce the behavior

of the back edge of cells moving on a Fibroncetin step. We also found an estimate for

the elastic modulus of MDA-MB-231 cells, which is in agreement with the literature.

Another critical experimental observation in MDA-MB-231 cells was that cells could

move from high to low Fibronectin density. It has been suggested before that motion

arises from a tug of war between the back and front of the cell [78, 79]. In that picture,

the adhesion strength in moving cells should be stronger at the front. We could not

find any maximum Fibronectin density step height for cell motion in our data. Our

mechanism suggests that cells are able to move even from very high Fibronectin density
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to low densities and do not get stuck at local maxima of adhesion on substrate. That is

due to the fact that all the forces involved in cell motility are velocity-dependent forces.

Thus, the stronger adhesion at the cell back only decreases the cell velocity and can not

stall motion.

Another picture of cell motility is compatible with our data, which accounts for the

ambivalent role of myosin. It is obvious, that contraction can pull a load only up to

the point of attachment of the contracting fiber to the substrate. Something has to go

ahead and create the new attachment points. This going ahead would be one function of

the protrusion mechanisms we describe. At the same time, the small forces we describe

cannot move large loads. This might be the function of myosin contraction. That leads

to a picture with myosin running a heavy duty machinery dragging the heavy load like

nucleus and cell body, and actin polymerization forces move only a tent covering the

heavy duty machinery. Both motions are synchronised by the generation of adhesion

sites for stress fibers in substrate regions newly conquered by polymerization driven

protrusion.

We could provide a mechanistic picture of the forces shaping biphasic adhesion-velocity

relation and the front-back interaction in moving cells. We then focused on the more

dynamic aspects of cell motility. By analyzing the front and back edge dynamics of

MDA-MB-231 cells on micro-lanes with homogeneous Fibronectin coating, we found four

dynamic states, moving with steady length, moving with oscillatory length, spread with

steady length, and spread with oscillatory length. We also found transitions between

these states in single cells. The cell’s back edge can protrude in oscillatory and excitable

states. Moving cells could also change their direction of motion. We found that the

back edge always protrudes before the reversal of the direction of motion. Based on

these evidences, we added an active protrusion at the back of the cell in our model.

Moreover, we modified the friction coefficient between the actin network and stationary

structures in the cell, κ, to a dynamic variable. We defined the dynamics of κ based

on the well-established clutch mechanism, including attachment of bonds and velocity-

dependent detachment of bonds. That implies the accelerated rupture of bonds with a

faster retrograde flow of the actin network.

The modified model reproduces all the dynamic states of the MDA-MB-231 cells. We

find that the cell’s front edge moves with almost constant velocity in all dynamic moving
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states, as captured with our initial model. The oscillatory back dynamics could also be

reproduced with our extended model. The adhesion-velocity relation in the extended

model was also biphasic, and the activities caused by back protrusion did not affect this

relation qualitatively. Thus, we concluded that the main factors controlling adhesion-

velocity relation are protrusive and resisting forces and integrin signaling.

Our extended model showed that cells are multistable systems with different coexisting

stable states. We found that the noise included in our ’noisy clutch mechanism’ can

explain and reproduce all the state transitions and their statistics we observed in our

experimental data. That noise is caused by the stochastic formation and breakage of

bonds. The probabilities of states and transitions in our simulations perfectly matched

the experimental results. Analysis of the back and front edges of the cells during the

reversal of motion direction showed that the reversal process is started and caused by

the back edge protruding and pulling the front. In other words, the reversal results from

a mechanical competition between the back and front protrusions. Our model showed

the exact same mechanism of cell reversal. We then studied another universal experi-

mental observation, the UCSP law. Our model could reproduce the positive correlation

between cell speed and persistence time. We additionally investigated the UCSP law in

cells treated with Latrunculin A, an inhibitor of actin polymerization. We find the same

positive correlation between cell velocity and persistence in our experiments and sim-

ulations. Strikingly, we found that Latrunculin A treatment increases cell persistence.

That result contradicts the current theory for UCSP by Maiuri et al. [8].

Maiuri et al. explain the UCSP by a mechanism centered around the network extension

rate: the fast network extension in fast cells advects an F-actin-binding inhibitor of net-

work growth away from the protrusion tip and thus renders random protrusion collapse

unlikely. Maiuri et al. conclude that the faster the network extension rate the more

persistent the cell moves [8].

The reasoning of Maiuri et al. leading to the inhibitor advection mechanism requires the

data in their Fig. 2A as essential component [8]. They show increasing persistence time

with increasing network extension rate for mature bone marrow dendritic cells migrating

in a confined environment. Maiuri et al. report that no correlation between persistence

time and cell velocity across different adhesion conditions was observed in these data [8],

i.e., the UCSP is violated under their experimental conditions. That makes it difficult to
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discuss that data in the context of a UCSP mechanism. In line with the UCSP-violation,

the data are not compatible with our UCSP mechanism, and neither with the inhibitor

advection mechanism of Maiuri et al., since cell velocity and network extension rate are

not proportional within this data set. Another shortcoming of the inhibitor advection

mechanism is that an endogenous F-actin binding inhibitor of network extension has not

been identified yet.

The mechanism proposed in [8] predicts shorter cell persistence upon Latrunculin A

application. Alternatively, our model suggests that faster cell motion is associated with

slower and faster retrograde flow at the front and back protrusions, respectively. We

find that the stability of a protrusion is inversely correlated with its retrograde flow.

Hence, faster cells are more persistent due to their more stable front protrusion and less

stable back protrusion. Application of Latrunculin A reduces actin extension rate and

retrograde flow at both front and back protrusions. Nevertheless, the drop of retrograde

flow has a stronger impact on increasing the stability of front protrusion than the back.

That is due to the convex relation between stability measures and retrograde flow and

slower flow rate at the front protrusion than at the back.

With our approach and our data, the noisy clutch is sufficient to explain the UCSP by

spontaneous direction reversals based on protrusion competition.

We again studied the motion of cells on stepped Fibronectin lanes, this time with our

extended model. We find that cells on the steps are bistable and can move in both

directions. Our model suggests that the higher probability of moving towards higher

adhesion is due to the higher stability of the front protrusion in that case. The model also

provides a prediction for the stationary force-velocity relation. However, this relation has

not been measured experimentally yet, and further experimental studies are required.

In conclusion, we presented tools to analyze experimental data and a biophysical model

to understand the mechanisms of cell motility. We started our study with the aim of

understanding the universal constitutive relation in cell motility. A theory describing

a universal phenomenon should be as simple as possible, such that the large variety of

systems exhibiting the phenomenon can meet the theory’s requirements. Thus, we con-

structed our model with only well-established basic physical and biological constituents.

This approach led to a quantitative theory comprising several general observations of

mesenchymal motility: biphasic adhesion-velocity relation, universal coupling between
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cell speed and persistence (UCSP), multistability with different dynamic states, and

stationary force-velocity relation.
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and Martin Falcke. On the adhesion–velocity relation and length adaptation of

motile cells on stepped fibronectin lanes. Proceedings of the National Academy

of Sciences, 118(4), 2021. ISSN 0027-8424. doi: 10.1073/pnas.2009959118. URL

https://www.pnas.org/content/118/4/e2009959118.

[12] Sean S. Palecek, Joseph C. Loftus, Mark H. Ginsberg, Douglas A. Lauffenburger,

and Alan F. Horwitz. Integrin-ligand binding properties govern cell migration

speed through cell-substratum adhesiveness. Nature, 385(6616):537–540, 1997.

[13] Stephanie L. Gupton and Clare M. Waterman-Storer. Spatiotemporal feedback

between actomyosin and focal-adhesion systems optimizes rapid cell migration.

Cell, 125(7):1361 – 1374, 2006. ISSN 0092-8674. doi: DOI:10.1016/j.cell.2006.05.

029.

[14] Erin L. Barnhart, Kun-Chun Lee, Kinneret Keren, Alex Mogilner, and Julie A.

Theriot. An Adhesion-Dependent Switch between Mechanisms That Determine

Motile Cell Shape. PLoS Biol, 9(5):e1001059, 05 2011. doi: 10.1371/journal.pbio.

1001059.

[15] Juliane Zimmermann, Claudia Brunner, Mihaela Enculescu, Michael Goegler,

Allen Ehrlicher, Josef Käs, and Martin Falcke. Actin filament elasticity and retro-

grade flow shape the force-velocity relation of motile cells. Biophys J, 102(2):287

– 295, 2012.

http://www.sciencedirect.com/science/article/pii/S0092867415001804
http://www.sciencedirect.com/science/article/pii/S0092867415001804
https://www.pnas.org/content/118/4/e2009959118


Bibliography 141

[16] TD Pollard. Rate constants for the reactions of ATP- and ADP-actin with the

ends of actin filaments. J Cell Biol, 103(6):2747–2754, 1986. doi: 10.1083/jcb.103.

6.2747.

[17] Vivek C. Abraham, Vijaykumar Krishnamurthi, D. Lansing Taylor, and Fred-

erick Lanni. The actin-based nanomachine at the leading edge of migrating

cells. Biophys J, 77(3):1721 – 1732, 1999. ISSN 0006-3495. doi: DOI:10.1016/

S0006-3495(99)77018-9.

[18] Setareh Dolati, Frieda Kage, Jan Mueller, Mathias Müsken, Marieluise Kirchner,
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