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## ZUSAMMENFASSUNG

Aus den Aufnahmen mehrerer geeigneter Bilder können die 3D Informationen von einem Gegenstand oder einer Szene im Computer rekonstruiert werden. Für jedes Bild wird die Position im Raum sowie die Orientierung berechnet. Im Bereich Computer Vision wird diese Fragestellung seit mehr als zwei Jahrzehnten erfolgreich bearbeitet. Es entstanden in den letzten Jahren die ersten kommerziellen Produkte aus dem Bereich Structure from Motion, zu deutsch Struktur aus Bewegung. Mit vielen Anwendungsmöglichkeiten in den Gebieten des Reverse Engineering, der Archäologie und dem Erstellen von digitalen Stadtmodellen bieten diese Verfahren eine kostengünstige Alternative zu bestehenden Lasermesssystemen.

In dieser Arbeit wird eine Verarbeitungskette zum Erstellen von 3D Rekonstruktionen aus Bildsequenzen präsentiert, welche bestehende Verfahren robuster, zuverlässiger und schneller macht. Durch die modulare Herangehensweise, aufbauend auf einer einheitlichen relationalen Datenstruktur, können viele Neuerungen und Verbesserungen einfach und unabhängig in die Verarbeitungskette integriert werden. Jedes Modul erhält dabei Zugriff auf alle Daten. In jedem Bild werden markante Punkte erkannt und paarweise Punktkorrespondenzen zwischen zwei Bildern hergestellt. Es wurde ein neues Verfahren entwickelt, welches den nächsten Nachbarn in einem hoch dimensionalen Raum findet und auf die Beschreibung von markanten Punkten angewendet wird. Verschiedene neue Verfahren wurden in die Verarbeitungskette integriert, um effizient Schleifenschlüsse zu erkennen. Die relative Orientierung zwischen zwei Bildern wird zuverlässig mit Hilfe einer hierarchischen Clusteranalyse bestimmt. Aus Bilddrillingen, welche die relative Orientierung von Bildpaaren beinhalten, wird ein Graph erstellt, aus dem für jedes Bild die Position und Orientierung abgeleitet werden kann. Diese werden mit Hilfe von nichtlinearen Optimierungsmethoden verbessert, um ein möglichst genaues Ergebnis zu erzielen. Die Verfahren wurden auf verschiedenen Datensätzen mit einem besonderen Augenmerk auf die absolute und relative Genauigkeit evaluiert. Die Ergebnisse übertreffen Verfahren, welche als Stand der Technik gelten.


#### Abstract

Starting from several suitable images of an object or a scene, the 3D information can be reconstructed. For each image the pose of the camera is estimated. The corresponding research field within computer vision is known as structure from motion. Intensive research for more than two decades resulted in first commercial applications covering the area of reverse engineering, archaeology and city modelling. Thus, structure from motion is going to become a low cost alternative technology to laser based systems.

In this work, a toolchain for 3D reconstruction from an image sequence was developed. It contains new algorithms to enhance current approaches concerning robustness, reliability and speed. A modular approach was chosen enabling easy and independent integration of new algorithms. The underlying relational data structure is essential to access all data at any stage of the toolchain. As a first step interest points are detected in each image to establish point correspondences between two images. A new algorithm is presented to find the nearest neighbor in a high dimensional space, applicable to the description of interest points. Different approaches to efficiently detect loop closures are integrated. The relative orientation between image pairs is computed in a robust manner following a hierarchical clustering approach. A graph containing image triplets is then constructed from a set of relative orientations and the pose of each image is estimated from the graph. Utilizing non-linear optimization techniques, the initial pose of the images is refined to establish a more accurate solution. The complete toolchain is evaluated on several datasets with a strong focus on precision and accuracy. Current state of the art methods could be outperformed.
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## CHAPTER I

## Introduction

In the last decades computer vision has been influencing a broad range of newly arising technologies. With the growing interest and the wide availability of digital cameras at the beginning of the 21st century, computer vision research has found its way in many consumer products. Face detection in consumer cameras or human motion sensing as a gaming control device with a Microsoft Kinect are only two of many examples. Within computer vision, a major research field focuses on the 3D reconstruction of a scene from images in a geometric sense. Measuring in images has a long history and originally belonged to the research area of photogrammetry. At former times, specifically designed cameras were used by photogrammetrists. Nowadays, high quality consumer cameras can be used for the same task leading to astonishing results. With a suitable software, expensive 3D reconstruction techniques can be made available for consumers. Even an integration into smart phones seems to be possible. A key aspect of generating a 3D model automatically is the reconstruction of the camera pose, meaning the estimation of position and orientation of each image. While the camera is moving in space, the structure of the scene can be inferred. With complete knowledge of the scene, the computation of the path is simple and vise versa. As both the path and the 3D scene are unknown in advance, they have to be estimated at the same time. In robotics, this task is known as Simultaneous Localization and Mapping (SLAM). The computer vision community refers to this problem as Structure from Motion (SfM). The key difference between SLAM and SfM are the related applications and involved constraints. SLAM is most often used in realtime applications, whereas SfM finds the most accurate solution in an offline process. Those time constraints are crucial for the choice of algorithms regarding the solution. Most SLAM approaches rely on motion models and probabilistic filters, whereas SfM approaches utilize non-linear optimization techniques. This work presents a modular approach to solve the SfM problem, with the aim to enhance reliability as well as accuracy.


Figure 1.1: Camera mounted on a UAV [94].

### 1.1 Motivation

Humans acquire 3D information with their two eyes. Similarly, the same information, up to a scale factor, can also be gathered by one camera which takes several images of the scene from different positions. In genereal, SfM describes the process of computing the structure of a scene captured by a moving camera. Knowing the 3D structure or the positions of the camera provides the basis for many commercial applications. In the film industry those techniques have been used in match moving software to render synthetic objects in a real world video. SfM has been also used for automatic 3D movie generation of 2D films [37]. In both examples the visual appearance of the newly created video material is important as small errors are easily identified by human eyes and reduce the enjoyment while watching the film. In contrast to the visual appearance, the geometric precision is less important in both examples. On the other hand, applications related to architecture or reverse engineering require above all a high geometric precision.
SfM approaches are a cheap alternative to expensive laser scanners. While laser scanners directly produce a 3D point cloud of the scene by measuring the distance with a laser, image based approaches need computational power to compute the 3D scene. Nevertheless, SfM has several advantages over laser scanners. Cameras are light weight and can be mounted e.g. on an Unmanned Aerial Vehicle (UAV) (see Figure 1.1). For a LIght Detection And Ranging (LIDAR) system, a much larger aircraft would be needed to create digital terrain models
due to the weight of the laser. Even though light weight laser scanners have recently been introduced and mounted on a UAV [18], the measuring range of such a light weight system is most often limited to a few meters. Recently, with the UTM-30LX from Hokuyo, a mobile laser scanner with a range of 30 m has been introduced with a weight of only 210 g , but a minor precision of $\pm 30 \mathrm{~mm}$. As this laser scanner is designed for mobile robots, it is well suited to compute a map wherein the robot can navigate. However, it is not precise enough for measuring in point clouds. Beyond these technical disadvantages, this laser scanner is quite expensive with a price of more than $4000 €$.
One major advantage of camera based systems is the usability. An inexperienced user can take images with a low cost consumer camera and can still achieve a good 3D reconstruction. Only a trained professional is able to operate a LIDAR system. In applications which aim at creating a 3D reconstruction of an object, the data acquisition with a camera is done in a few minutes whereas the operation of a laser scanner takes much longer especially if the laser has to be moved to capture the object of interest from all sides.
SfM has also been used to reconstruct much bigger areas, such as the San Marco Square in Venice or the Colosseum in Rome [2, 20]. For those reconstructions only publicly available images from foto sharing sites such as Flickr.com were used.
Another use case for SfM is the generation of digital elevation models. For larger areas, this is done by satellites or aircrafts. A similar approach can be applied for smaller areas with model airplanes or UAVs [56].
Lately, several commercial applications which solve the SfM task have been introduced: Autodesk 123D Catch (formerly Photofly), Pix4d and Photosynth are the most prominent examples. All of them create good results on many different scenes, but still face challenges on others. One can say that the SfM problem is well understood but still lacks reliability and efficiency. Further research is necessary, before the problem can be regarded as solved.

### 1.2 Problem Statement and Contribution

This thesis describes a solution to the following problem: Given a set of images the described toolchain computes for each image the exterior orientation or the camera as well as a sparse 3D point cloud. The focus of this work lies on image sequences, at least three images shall visually overlap. The scene which
is to be reconstructed is assumed to be static, non static parts are detected as outliers. The toolchain relies on calibrated cameras, meaning that the interior orientation is known. The resulting 3D reconstruction is a metric reconstruction up to one scale factor. Restricting the images to be ordered in a sequence, allows the reconstruction of symmetric objects. Nevertheless, computing unordered images is possible but may produce errors due to wrong identified image matches. Computing the exterior orientation of the camera is referred to as computing the path of the camera. In contrast to most SLAM approaches, arbitrary motions are allowed and no motion model is assumed.

The SfM problem addresses many different subtopics which need to be solved. The topics follow the structure in which the data is processed in the pipeline. Contributions which are later described in the thesis are indicated.

- Massive data handling: The SfM problem cannot be solved without massive amounts of data. Handling the data efficiently simplifies the integration of new modules and the access to any data at any time in the toolchain.

Contribution:

A relational data structure is proposed which enables an efficient parallel computation of the data.

- Camera calibration: Each camera has an individual focal length. Most often the principal point is assumed to be at the center of the image. Since consumer cameras or cameras with wide angle lens often have a radial distortion, corresponding parameters need to be computed in a calibration step.
- Feature extraction/description: Points which are easy to identify in different views from different perspectives are called interest points. These points shall be found and extracted in all images. A description which is invariant to geometric as well as radio metric changes within the image is computed for each feature.
- Matching features: Given two sets of features where each set belongs to an image, correspondences between features are established. Respecting the epipolar geometry, wrong matches are eliminated.


## Contribution:

In this subtopic a new method is developed for matching Scale Invariant Feature Transform (SIFT) features. The new method, named Tree Based Hashing (TBH), outperforms Best Bin First ( BBF ) regarding speed and precision.

- Relative orientation: With a known internal calibration, the two view geometry can be solved from five point correspondences. The solution is influenced by noise and outliers. From a set of multiple solutions the best one is chosen. Choosing the right solutions is usually done with RANdom SAmple Consensus (RANSAC).


## Contribution:

In this work, a hierarchical clustering approach is presented. This Cross Compare Hierarchical Clustering (CCHC) can better cope with quasi-degenerate configurations and is more robust with respect to noise.

- Solving three view geometry: From two relative orientations and points identified in all three images, the scale between the second and the third camera position is computed in relation to the first and second camera.


## Contribution:

An empirically evaluated cost function is found, which represents the reliability of a triplet. This cost is taken as a weight to generate a graph of image triplets.

- Computing path from triplets: A graph structure is presented which consists of image triplets. Two triplets share an edge if two of the images are identical.


## Contribution:

Within the graph, a metric reconstruction for each image is found by selecting an initial triplet which is supposed to be most central. From this starting triplet a shortest path to each image is selected according to the edge weight.

- Detecting and closing loops: Returning to a place which has been seen before is common when capturing an object. Most often a circle is closed, but more complex loops are possible. Those shall be identified and the accumulated drift is distributed.


## Contribution:

The loop closure detection is handled in two ways. First, an appearance based approach is presented which defines a new descriptor for each image. This new descriptor is named Variance Descriptor Analysis (VDA). Second, a spatial voting scheme finds a loop closure candidate in case an initial camera path and a sparse 3D point cloud is given.

- Bundle Adjustment: Bundle Adjustment (BA) optimizes the computed results with a non-linear least squares optimization procedure.


## Contribution:

Within this work, a new BA parametrization is introduced which reduces the number of parameters. A 3D point is not any longer free in space, but it is attached to the image where it first appeared. The only unknown parameter which needs to be estimated is the inverse depth. A non-linear least squares optimization framework, named Open Optimization Framework (OpenOF) is presented to handle large optimizations efficiently.

The toolchain should be as generic as possible meaning that the reconstruction is not limited to a special scene type. The following scenes are used for demonstration purposes in this work:

- Model house to analyse the accuracy.
- House with images acquired by a UAV.
- Skeletons at the American Museum of Natural History.
- Street scene, captured with cameras mounted on a car.
- Courtyard acquired with a camera mounted on a Segway.
- Publicly available ground truth dataset.

Parts of the thesis have been published:

Cornelius Wefelscheid, Ronny Hänsch, and Olaf Hellwich. Three-dimensional building reconstruction using images obtained by unmanned aerial vehicles. In Proceedings of the International Conference on Unmanned Aerial Vehicle in Geomatics (UAV-g), Zurich, Suisse, Sep 2011

Cornelius Wefelscheid and Olaf Hellwich. OpenOF: Framework for sparse non-linear least squares optimization on a GPU. In VISAPP. SciTePress, 2013

Furthermore, the open source library, OpenOF, which has been developed within this work, has been used for geocoding SAR and optical satellite images:

Olaf Hellwich, Cornelius Wefelscheid, Jakub Lukaszewicz, Ronny Hänsch, Adnan M. Siddique, and Adam Stanski. Integrated matching and geocoding of SAR and optical satellite images. In IBPRIA 2013. Springer, June 2013

### 1.3 Outline

The structure of the thesis mainly follows the presented pipeline. Chapter II covers the theoretical background. The notation which is used within this work is stated in Section 2.1. Section 2.2 describes two camera models (pinhole and spherical camera model), followed by a detailed description of the incorporated feature detector and descriptor (Section 2.3). The mathematical basis of the non-linear optimization framework, OpenOF, is given in Section 2.4. The chapter concludes with the description of a Helmert transformation. Chapter III presents the underlying relational data structure. The chosen database model supports the development of a modular approach. Feature matching between two images, as well as detecting outliers is presented in Chapter IV. From all computed matches, a reliable camera path is estimated in Chapter V where a graph of image triplets is generated to find the best initial estimate which is then optimized with a non-linear least squares method. Chapter VI investigates loop closures, which can either be detected by the visual appearance of the images or by the path which has been reconstructed by the methods presented in Chapter V. The thesis
concludes with the results in Chapter VII and the conclusion and an outlook to future work in Chapter VIII.

## CHAPTER II

## Theoretical Background

The work is based on theoretical background described in this chapter. After a brief introduction of the mathematical notation, which is used throughout the work, two different camera models are described as those are used for different datasets. Within Section 2.3, the visual feature as well as the corresponding feature description is presented in detail. The new matching scheme of TBH as presented in Section 4.1.2 goes hand in hand with the description of a feature. Many stages of the toolchain incorporate non-linear least squares optimizations. Most often the Levenberg-Marquardt (LM) algorithm in conjunction with a Conjugate Gradient (CG) approach is used to handle large scale optimizations with thousands of parameters. Different robust cost functions are stated in Section 2.4.3 which are used in order to suppress outliers.

### 2.1 Notation

Throughout this work the following notation is used, if not stated otherwise: Bold letters are used for matrices and vectors. Commonly, capital letters are used for matrices, but not exclusively. Bold capital letters are used for 3D points as well, most often $\mathbf{X}$ in homogeneous coordinates. A small bold letter is used as projection into the image $\mathbf{x}$ as well in homogeneous coordinates. A 3D point in non homogeneous representation is denoted by $\hat{\mathbf{X}}$. The same holds for 2D points. Small non bold variables are used for scalars such as $s$ or $u_{0}$. Capital non-bold variables are used as single coordinate in 3D space such as $X, Y, Z$. A quaternion is denoted by $\mathbf{q}$. A certain element of a vector, a matrix or a quaternion is selected by square brackets $\mathbf{q}[0]$ for the first element as common in programming languages or by a lower index, respecting the mathematical formulation $\mathbf{q}_{1}$. In case a lower index is already used, to denote different variables, the squared bracket notation is used. The first element of a matrix is denoted as $\mathbf{A}_{11}$. A subpart of a vector or a quaternion is selected, e.g. $\mathbf{q}[1: 4]$ containing the element second to fourth,

| Name | Symbols | Description |
| :---: | :---: | :---: |
| Scalar | $s, f_{y}, f_{x}$ | scalar variable, small non-bold |
| Vector | $\mathbf{n}$ | vector variable, small bold |
| Vector element | $\mathbf{n}_{1}$ | $1^{\text {st }}$ element, mathematical notation |
| Vector element | $\mathbf{n}[0]$ | $1^{\text {st }}$ element, programming notation |
| Subvector | $\mathbf{n}[1: 4]$ | $2^{\text {nd }}$ to $4^{\text {th }}$ element, numpy notation |
| Matrix | $\mathbf{A}$ | matrix variable, capital bold |
| Serialized Matrix | $\tilde{\mathbf{A}}$ | capital bold with tilde |
| Matrix element | $\mathbf{A}_{11}$ | first row, first column |
| Matrix element | $\mathbf{A}[0,0]$ | first row, first column |
| Submatrix | $\mathbf{A}[1: 4,1: 4]$ | see description subvector |
| 2D point | $\hat{\mathbf{x}}$ | small bold with hat |
| Homogeneous 2D point | $\mathbf{x}$ | small bold |
| 3D point | $\hat{\mathbf{X}}$ | capital bold with hat |
| Homogeneous 3D point | $\mathbf{X}$ | capital bold |
| 3D coordinate | $X, Y, Z$ | capital non-bold |
| Quaternion 3D point | $\tilde{\mathbf{X}}$ | capital bold with tilde |
| Quaternion | $\mathbf{q}$ | small bold |
| Place holder | $C$ | camera parameters |

Table 2.1: Notation of the variables used in the thesis.
considering that counting is started at zero as it is common in numpy [69]. The quaternion representation of a 3D coordinate is denoted by a tilde, for compact writing of a spatial rotation using quaternions e.g. $\mathbf{q} \tilde{\mathbf{X}} \mathbf{q}^{-1}$. In some formulas a different representation of a 3D point is needed. In this case $\mathbf{X}, \hat{\mathbf{X}}$ and $\tilde{\mathbf{X}}$ represent the same point in corresponding form.

$$
\tilde{\mathbf{X}}=\left[\begin{array}{c}
0  \tag{2.1}\\
X \\
Y \\
Z
\end{array}\right]
$$

In case a tilde is above a matrix, the matrix is serialized to a vector.

$$
\begin{equation*}
\tilde{\mathbf{A}}=\left[\mathbf{A}_{11}, \mathbf{A}_{12}, \mathbf{A}_{13}, \mathbf{A}_{21}, \mathbf{A}_{22}, \mathbf{A}_{23}, \mathbf{A}_{31}, \mathbf{A}_{32}, \mathbf{A}_{33}\right]^{T} \tag{2.2}
\end{equation*}
$$

The notation, which is used throughout the work is summarized in Table 2.1.

### 2.2 Camera Model

Throughout this work, a pin hole camera model is assumed. In conjunction with BA (Section 5.4.3.1), additional distortion parameters are used, everywhere else undistorted images are assumed. A camera model describes the projection of a 3D point to a 2D image coordinate (see Figure 2.1). The 3D point $\mathbf{X}$ in homogeneous coordinates is projected by a function $f(\mathbf{X}, C)$ to a 2D image point x. Combines all internal and external camera parameters such as $[X, Y, Z]^{T}$ being the camera center and $\mathbf{q}$ the quaternion representing the rotation of the camera.

$$
\begin{equation*}
\mathbf{x}=f(\mathbf{X}, C) \tag{2.3}
\end{equation*}
$$

The internal camera parameters are denoted by $f_{x}, f_{y}$ being each the focal length in pixels. In case of square pixels, $f_{x}$ and $f_{y}$ are equal. The skew parameter is represented by $s$. $\left[u_{0}, v_{0}\right]^{T}$ is the principal point. All those parameters are found in the calibration matrix $\mathbf{K}$.

$$
\mathbf{K}=\left[\begin{array}{ccc}
f_{x} & s & u_{0}  \tag{2.4}\\
0 & f_{y} & v_{0} \\
0 & 0 & 1
\end{array}\right]
$$

Commonly, the projection is described by matrix multiplication (Equation 2.5), with $\hat{\mathbf{C}}=[X, Y, Z]^{T}$ combining the parameters of the camera center and $\mathbf{R}$ being the rotation from world to camera coordinate system and $\mathbf{I}$ is the $3 \times 3$ identity matrix. K, R and $\hat{\mathbf{C}}$ can be combined to the projection matrix $\mathbf{P}$.

$$
\begin{equation*}
\mathbf{x}=\mathbf{P} \mathbf{X}_{w}=\mathbf{K R}[\mathbf{I} \mid-\hat{\mathbf{C}}] \mathbf{X}_{w} \tag{2.5}
\end{equation*}
$$

The projection can also be described as a quaternion multiplication, transforming a point $\mathbf{X}_{w}$ from world coordinate system into a 3D point in camera coordinate system $\mathbf{X}_{c}$.

$$
\begin{equation*}
\tilde{\mathbf{X}}_{c}=\mathbf{q}\left(\tilde{\mathbf{X}}_{w}-\tilde{\mathbf{C}}\right) \mathbf{q}^{-1} \tag{2.6}
\end{equation*}
$$

The calibration matrix projects the point into the image plane resulting in sensor coordinates.

$$
\begin{equation*}
\mathbf{x}=\mathbf{K} \hat{\mathbf{X}}_{c} \tag{2.7}
\end{equation*}
$$

In case of a radially distorted camera, Equation 2.7 is extended by $k_{1}, k_{2}, k_{3}$ being the coefficients of a polynomial equation. Assuming $\mathbf{x}_{d}=\mathrm{x}$ is the distorted image


Figure 2.1: Distorted camera model.
point from Equation 2.7, the distance to the distortion center is computed as

$$
\begin{equation*}
r=\sqrt{\left(\hat{\mathbf{x}}_{d}-\hat{\mathbf{x}}_{c}\right)^{T}\left(\hat{\mathbf{x}}_{d}-\hat{\mathbf{x}}_{c}\right)} . \tag{2.8}
\end{equation*}
$$

Usually, it is assumed that the distortion center is the principal point:

$$
\begin{equation*}
\mathbf{x}_{c}=\left[u_{0}, v_{0}, 1\right]^{T} \tag{2.9}
\end{equation*}
$$

The undistorted image point $\mathbf{x}_{u}$ can be computed as

$$
\begin{equation*}
\mathbf{x}_{u}=\mathbf{x}_{d}+\left(\mathbf{x}_{d}-\mathbf{x}_{c}\right)\left(k_{1} r^{2}+k_{2} r^{4}+k_{3} r^{6}\right) . \tag{2.10}
\end{equation*}
$$

If necessary, the radial distortion model can be combined with a tangential distortion model [28]. An undistorted image is rendered by formulating the distortion model in respect of the undistorted image point. The color information of each pixel of the new image is taken from the distorted image. The new color value of the undistorted image is computed by transferring the point with the distortion model to the original image. As the point has a subpixel accuracy, the color information is interpolated between the surrounding pixels.
Recently, wide-angle fisheye lenses have gathered much attention as they are part of low cost sports cameras such as the GoPro HD HERO 2 camera. Their spherical lens produces a strong distortion, which cannot be modeled with Equation 2.10. Such a fish-eye camera needs a different distortion model (see


Figure 2.2: Fish-eye camera model.

Figure 2.2) [35]. The corresponding formula is given in the following equation.

$$
\mathbf{x}_{d}=\frac{1}{r}\left(\theta+k_{1} \theta^{3}+k_{2} \theta^{5}\right)\left[\begin{array}{c}
f_{x}  \tag{2.11}\\
f_{y} \\
1
\end{array}\right]\left(\mathbf{x}_{u}-\mathbf{x}_{c}\right)+\mathbf{x}_{c}
$$

In this case the radius $r$ and the angle $\theta$ are defined as

$$
\begin{equation*}
r=\sqrt{\left(\mathbf{x}_{u}-\mathbf{x}_{c}\right)^{T}\left(\mathbf{x}_{u}-\mathbf{x}_{c}\right)} \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta=\arctan \left(\frac{2 r}{f_{x}+f_{y}}\right) \tag{2.13}
\end{equation*}
$$

The parameters $k_{1}, k_{2}$ for the spherical distortion model and the parameters $k_{1}, k_{2}, k_{3}$ for the radial distortion model are estimated in a calibration procedure.

### 2.3 Features

Identifying features in images is an essential task in many computer vision applications. Features, as a review of the image processing literature shows, can
be divided in global and local features. Local features can be further divided in point, shape or region based features $[6,19,39,52,55,58,59,60,75]$. This work focuses on point based features, also known as distinct interest points, which have been proven in the past to be most successful for camera path estimation. Most of the geometric relations used in SfM are based on the projection of a 3D point into an image. Region based approaches, like maximally stable extremal regions (MSER), suffer from the lack of a stable center point. Perspective distortions move the center point when changing the viewing angle, thus knowledge of the orientation of the region has to be incorporated to compute a stable center point. Knowing that a region is a rectangle can solve the orientation problem [96]. In case of a rectangle, the center point is estimated by intersecting the two diagonals. Feature extraction can be subdivided into two parts, the detection and the description. In [57] a point based feature is defined to be invariant, stable, interpretable, distinct and seldom. The detection has to be precise in its position (stability) and a high recognition rate is essential (invariance). Furthermore, a feature needs a proper description which allows to reidentify the same feature in different images (distinctness and seldomness). The property that a feature should be interpretable is of minor importance for a SfM toolchain.

This work incorporates point based features such as SIFT, as they have proven to fulfill the task of SfM. Other features (GLOH [58], PCA-SIFT [36], SURF [6]) have been described, but none of them is superior compared to SIFT. Another feature operator with a high popularity is SURF, which is often used for realtime applications. It outperforms SIFT in respect of speed but at the expense of reliability [33]. SURF was early integrated into the well known computer vision library, OpenCV, and therefore spread in the community.

## Detector and Descriptor

A good feature for a 3D reconstruction task needs to have several properties. It has to be highly distinctive to match one feature against a large set of other features correctly. On the other hand, it has to be invariant to changes of the following properties:

- Scale: As the user moves around the object of interest, the distance between the camera position and the object varies, so it is required to match images taken at different scales. Also close up images shall be matched with images taken from far away.
- Translation/Rotation: As features appear in different positions in an image, the translational change should have no impact on either the detector or the descriptor. Images which are rotated around the viewing ray should still have the same description.
- Illumination: A controllable illumination of an object, as it is possible under laboratory conditions, is unlikely in real world applications. When taking images e.g. with a UAV the illumination changes from one side of the object to the other side or specular highlights illuminated by the sun may occur. Therefore, the feature has to be invariant to such circumstances to a certain degree.
- Viewpoint: When capturing an object from different perspectives, the appearance of an interest point changes, e.g a corner can look completely different from the other side. Invariance for large viewpoint changes can be achieved for planar scenes, but only a small angle between two viewpoints can be handled considering images of vegetation. Different studies have addressed the challenge of handling view point changes [38, 62, 99]. It is assumed to be the hardest invariance.

SIFT is invariant to a certain range of variations. It has been well studied in literature and proven to be reliable. It outperforms other feature extractors and descriptors [58].

## SIFT

SIFT was first described by Lowe in [51] and later in more detail in [52]. The method itself can be separated into two parts, the key point detection and the key point description.

The keypoint detection is based on finding local maxima and minima in scale-space. The scale-space represents the image structure at different levels of detail. This can be achieved by blurring the image with a Gaussian kernel. The definition of the scale-space is given in Equation 2.14 as the convolution of the kernel with the image [45].

$$
\begin{equation*}
L(x, y, \sigma)=G(x, y, \sigma) \star I(x, y) \tag{2.14}
\end{equation*}
$$



Figure 2.3: DOG for different scales and octaves [52].

Further, the Gaussian kernel is defined by

$$
\begin{equation*}
G(x, y, \sigma)=\frac{1}{2 \pi \sigma^{2}} e^{-\left(x^{2}+y^{2}\right) / 2 \sigma^{2}} \tag{2.15}
\end{equation*}
$$

For efficiency, the extrema are not detected in a linear scale-space but rather with the difference-of-Gaussians (DOG) from nearby scales using a constant factor $k$.

$$
\begin{equation*}
D(x, y, \sigma)=(G(x, y, k \sigma)-G(x, y, \sigma)) \star I(x, y) \tag{2.16}
\end{equation*}
$$

Equation 2.16 can be simplified to the substraction of two scale-space levels.

$$
\begin{equation*}
D(x, y, \sigma)=L(x, y, k \sigma)-L(x, y, \sigma) \tag{2.17}
\end{equation*}
$$

The scale-space can be further split up into different octaves to compute a bigger field of scales even more efficiently (see Figure 2.3). A maximum or minimum is found if all neighboring values for a voxel in the scale space grid are lower or higher, respectively. The cornerness and the contrast of each keypoint is computed to reject features with low contrast or keypoints which lie on an edge (see [52] for details).
The invariance w.r.t. scale and orientation is achieved by using the scale-space level in which the keypoint is detected as the scale. The dominant gradient


Figure 2.4: Area for estimating the feature description [52].
within a circular region around the keypoint with a radius of $1.5 \sigma$ is computed, in order to achieve rotation invariance. Therefore, a gradient histogram of 36 bins containing the gradient direction is generated. The bins are filled with the magnitudes of the corresponding direction, computed from the blurred image at the underlying scale (see Equations 2.18 and 2.19). The bin with the highest score represents the orientation of the keypoint. In case of a strong second orientation reaching a score of at least $80 \%$ of the highest score, a second keypoint with the corresponding orientation is created.

$$
\begin{gather*}
m(x, y)=\sqrt{(L(x+1, y)-L(x-1, y))^{2}+(L(x, y+1)-L(x, y-1))^{2}}  \tag{2.18}\\
\theta(x, y)=\tan ^{-1} \frac{L(x, y+1)-L(x, y-1)}{L(x+1, y)-L(x-1, y)} \tag{2.19}
\end{gather*}
$$

The description of a keypoint additionally relies on generating histograms of gradients. To describe each keypoint, the same circular area around the keypoint is examined as it was used previously. The area is partitioned in a $4 \times 4$ grid. Figure 2.4 shows an illustration of a $2 \times 2$ grid. For each tile a gradient histogram with 8 bins is computed, leading to a descriptor size of $4 \times 4 \times 8=128$. Rotation invariance is achieved by rotating the coordinates of the area used to compute the descriptor by the main orientation of the keypoint. Illumination changes are handled by normalizing the descriptor [52].

### 2.4 Non-Linear Least Squares Optimization

Within a SfM approach many different algorithms are computed with a direct linear transformation, e.g. the 8-point algorithm for computing the fundamental
matrix. For the latter, the solution minimizes the algebraic error. Usually, the user is interested in an optimal solution regarding a geometric cost function. Non-linear optimization techniques are necessary to minimize the geometric error. In the last years, the LM algorithm has been most commonly used especially in combination with BA. BA is one of the main algorithms in most SfM approaches, and is used as a final optimization step. In Section 5.4.3.3 a general framework for non-linear least squares optimization is presented which is based on theory described in Sections 2.4.1 and 2.4.2 which has been published in [95].

### 2.4.1 Levenberg-Marquardt

LM is regarded as standard for solving non-linear least squares optimization. It is an iterative approach which was first developed by Levenberg in 1944 and rediscovered by Marquardt in 1963. The algorithm determines the local minimum of the sum of least squares of a multivariant function. An overview of the family of non-linear least squares optimization techniques can be found in [54]. LM combines a Gauss-Newton method with a steepest descent approach. Given a parameter vector $\mathbf{x}$, the task is to find a vector $\mathbf{x}_{\text {min }}$ that minimizes the function $f(\mathbf{x})$ which is defined as the sum of squares of the vector function $r(\mathbf{x})$.

$$
\begin{equation*}
\mathbf{x}_{\text {min }}=\underset{\mathbf{x}}{\arg \min } f(\mathbf{x})=\underset{\mathbf{x}}{\arg \min } \frac{1}{2} \sum_{i=0}^{m} r_{i}(\mathbf{x})^{2} \tag{2.20}
\end{equation*}
$$

As the function is usually not convex, a suitable initial solution $\mathbf{x}_{0}$ needs to be provided. Otherwise, LM will not converge to the global optimum, but gets stuck in a local minimum, which might be far away from the optimal solution. In each iteration $i, f(\mathbf{x})$ is approximated by a second order Tailor series expansion.

$$
\begin{equation*}
\tilde{f}(\mathbf{x})=f\left(\mathbf{x}_{i}\right)+f\left(\mathbf{x}_{i}\right)^{\prime}\left(\mathbf{x}-\mathbf{x}_{i}\right)+\frac{1}{2} f\left(\mathbf{x}_{i}\right)^{\prime \prime}\left(\mathbf{x}-\mathbf{x}_{i}\right)^{2} \tag{2.21}
\end{equation*}
$$

To find the minimum, the first derivative of Equation 2.21 is set to zero, resulting in

$$
\begin{equation*}
\frac{\partial \tilde{f}(\mathbf{x})}{\partial \mathbf{x}}=f\left(\mathbf{x}_{i}\right)^{\prime}+f\left(\mathbf{x}_{i}\right)^{\prime \prime}\left(\mathbf{x}-\mathbf{x}_{i}\right)=\mathbf{0} \tag{2.22}
\end{equation*}
$$

The first order derivative at the point $\mathbf{x}_{i}$ can be replaced by the transposed Jacobian $\mathbf{J}^{T}$ multiplied with the residual. The second order derivative is approximated by the Hessian matrix given as $\mathbf{J}^{T} \mathbf{J}$. The parameter update
$\mathbf{h}=\mathbf{x}-\mathbf{x}_{i}$ in each iteration is conducted by solving the normal equation.

$$
\begin{equation*}
\mathbf{J}^{T} \mathbf{J h}=-\mathbf{J}^{T} r\left(\mathbf{x}_{i}\right) \tag{2.23}
\end{equation*}
$$

To include the gradient descent approach, Equation 2.23 is extended by a damping factor $\mu$.

$$
\begin{equation*}
\left(\mathbf{J}^{T} \mathbf{J}+\mu \mathbf{I}\right) \mathbf{h}=-\mathbf{J}^{T} r\left(\mathbf{x}_{i}\right) \tag{2.24}
\end{equation*}
$$

For $\mu \rightarrow 0$ LM applies the Gauss-Newton method and for $\mu \rightarrow \infty$ a gradient descent step is executed. If the update step does not result in a smaller error, the damping factor is increased pushing the parameters further towards the steepest descent. Else, the update is performed and the damping factor is reduced. In cases with a known covariance of the measurements, Equation 2.24 can be extended to

$$
\begin{equation*}
\left(\mathbf{J}^{T} \boldsymbol{\Sigma}^{-1} \mathbf{J}+\mu \mathbf{I}\right) \mathbf{h}=-\mathbf{J}^{T} \boldsymbol{\Sigma}^{-1} r\left(\mathbf{x}_{i}\right) . \tag{2.25}
\end{equation*}
$$

Instead of the Euclidean norm the Mahalanobis distance is minimized. Solving the normal equation is often the most demanding part of the algorithm. The computation of the Jacobian matrix can be also time consuming, but fortunately each element can be computed in parallel. If the normal matrix has a defined structure,

$$
\mathbf{N}=\left[\begin{array}{ll}
\mathrm{A} & \mathbf{B}  \tag{2.26}\\
\mathrm{C} & \mathrm{D}
\end{array}\right]
$$

with D being invertible, approaches such as the Schur complement can be applied [91]. In general the normal equation can be solved with a Cholesky decomposition. Another possibility is an iterative approach such as CG, which will be described in the next section.

### 2.4.2 Conjugate Gradient

The CG method is a numerical algorithm for solving a linear equation system $\mathbf{A x}=\mathbf{b}$ with $\mathbf{A}$ being symmetric positive definite and $\mathbf{x}, \mathbf{b} \in \mathbb{R}^{n}$. As CG is an iterative algorithm, there exists a residual vector $\mathbf{r}_{k}$ in each step $k$ defined as:

$$
\begin{equation*}
\mathbf{r}_{k}=\mathbf{A} \mathbf{x}_{k}-\mathbf{b} . \tag{2.27}
\end{equation*}
$$

CG belongs to the Krylov subspace methods [67]. Krylov subspace is described by

$$
\begin{equation*}
\mathcal{K}_{k}\left(\mathbf{A}, \mathbf{r}_{0}\right)=\operatorname{span}\left\{\mathbf{r}_{0}, \mathbf{A} \mathbf{r}_{0}, \mathbf{A}^{2} \mathbf{r}_{0}, \ldots, \mathbf{A}^{k-1} \mathbf{r}_{0}\right\} \tag{2.28}
\end{equation*}
$$

and is taken as the basis for many iterative algorithms. It has been proven that those methods terminate in at most $n$ steps [67]. CG is a highly economical method which does not require much memory or time demanding matrix-matrix multiplication. While applying CG, a set of conjugate vectors ( $\mathbf{p}_{0}, \mathbf{p}_{1}, . ., \mathbf{p}_{k-1}, \mathbf{p}_{k}$ ) is computed belonging to the Krylov subspace. In each step the algorithm computes a vector $\mathbf{p}_{k}$ being conjugate to all previous vectors. Only the previous vector $\mathbf{p}_{k-1}$ is needed and every other vector can be omitted, thereby saving memory. The algorithm is based on the principle that $\mathbf{p}_{k}$ minimizes the residual over one spanning direction in every iteration. CG is initialized with $\mathbf{r}_{0}=\mathbf{A} \mathbf{x}_{0}-\mathbf{b}, \mathbf{p}_{0}=-\mathbf{r}_{0}, k=0$. In each iteration a step length $\alpha$ is computed, which minimizes the residual over the current spanning vector $\mathbf{p}_{k}$.

$$
\begin{equation*}
\alpha_{k}=-\frac{\mathbf{r}_{k}^{T} \mathbf{r}_{k}}{\mathbf{p}_{k}^{T} \mathbf{A} \mathbf{p}_{k}} \tag{2.29}
\end{equation*}
$$

The update of the current approximate solution is given by

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{x}_{k}+\alpha_{k} \mathbf{p}_{k} \tag{2.30}
\end{equation*}
$$

which results in a new residual

$$
\begin{equation*}
\mathbf{r}_{k+1}=\mathbf{r}_{k}+\alpha_{k} \mathbf{A} \mathbf{p}_{k} \tag{2.31}
\end{equation*}
$$

The new conjugate direction is computed from Equations 2.32 and 2.33.

$$
\begin{gather*}
\beta_{k+1}=-\frac{\mathbf{r}_{k+1}^{T} \mathbf{r}_{k+1}}{\mathbf{r}_{k}^{T} \mathbf{r}_{k}}  \tag{2.32}\\
\mathbf{p}_{k+1}=\mathbf{r}_{k+1}+\beta_{k+1} \mathbf{p}_{k} \tag{2.33}
\end{gather*}
$$

Finally $k$ is increased. This procedure is repeated as long as $\left\|\mathbf{r}_{k}\right\|>\epsilon$ and $k<k_{\text {max }}$. Theoretically $n$ iterations could be necessary to solve the linear equation system, but in most cases, only a few iterations are needed to find a good approximation. Prove of convergence and a full derivation are given by [67].
For practical considerations the explicit computation of the matrix $\mathbf{A}=\mathbf{J}^{T} \mathbf{J}$ can
be omitted. Concatenating matrix-vector multiplications for $\mathbf{J}^{T}$ and $\mathbf{J}$ is faster and the numerical precision is higher. Such an approach is known as least squares CG.

### 2.4.3 Robust Cost Functions

When applying non-linear least squares optimization, the input data has to be free of outliers. As not all outliers can be excluded, introducing robust cost functions can avoid gross failures caused by outliers. Instead of optimizing $r_{i}(\mathbf{x})^{2}$ (see Equation 2.20), $g\left(r_{i}(\mathbf{x})\right)$ is optimized. In the standard least squares approach, which is based on a Gaussian noise assumption, the cost function is

$$
\begin{equation*}
g(y)=y^{2} \tag{2.34}
\end{equation*}
$$

with $y=r_{i}(\mathbf{x})$ being the result of the function of interest. As the Gaussian noise assumption does not hold for outliers, many different cost functions are proposed in literature [28]. The most common cost functions will be evaluated in Section 5.4.3.1 regarding BA. The simplest robust cost function is the truncated L2 function which is quadratic within an inlier range and constant otherwise.

$$
g(y)=\left\{\begin{array}{ll}
y^{2} & :|y|<\alpha  \tag{2.35}\\
\alpha^{2} & :|y| \geq \alpha
\end{array}\right\}
$$

Outliers influence the optimization only with a constant cost, but it is not differentiable at $|y|=\alpha$. Another popular cost function is the L1-norm.

$$
\begin{equation*}
g(y)=|y| \tag{2.36}
\end{equation*}
$$

This cost function is differentiable except for the origin. A combination of a quadratic and a linear cost has been introduced and named by Huber [30].

$$
g(y)=\left\{\begin{array}{ll}
y^{2} & :|y|<\alpha  \tag{2.37}\\
2 \alpha|y|-\alpha^{2} & :|y| \geq \alpha
\end{array}\right\}
$$

The cost is quadratic within an inlier range and linear otherwise.
Integrating a robust cost function in the LM algorithm is achieved by computing an individual weight which scales the squared cost function to the desired function. This enables the integration of arbitrary cost functions in the presented


Figure 2.5: Different cost functions.

| name | $0<\|y\| \leq \alpha$ | $\alpha<\|y\| \leq \beta$ | $\beta<\|y\|$ |
| :--- | :---: | :---: | :---: |
| L1 | $1 / \sqrt{\|y\|}$ |  |  |
| L1 truncated | $1 / \sqrt{\|y\|}$ | $\sqrt{\alpha} /\|y\|$ |  |
| L2 | 1 |  |  |
| L2 truncated | 1 | $\alpha /\|y\|$ |  |
| Huber | 1 | $\sqrt{2 \alpha\|y\|-\alpha^{2}} /\|y\|$ |  |
| Huber truncated | 1 | $\sqrt{2 \alpha\|y\|-\alpha^{2}} /\|y\|$ | $\sqrt{\alpha^{2}+2 \alpha(\beta-\alpha)} /\|y\|$ |

Table 2.2: Weight calculation for different cost functions

LM algorithm.

$$
\begin{equation*}
w=\sqrt{g(y)} /|y| \tag{2.38}
\end{equation*}
$$

Near the optimum for the L1 and L1 truncated case, special attention regarding divisions by zero is needed for the implementation. In Table 2.2 the explicit computation of the weight is shown for different cost functions with respect to their threshold parameters, $\alpha$ and $\beta$. It is assumed that $0<\alpha<\beta$ holds. In case a model has no parameters $\alpha$ and $\beta$ are set to infinity. The same holds for $\beta$ if only $\alpha$ is needed. A visual reprensentation of different cost functions is given in Figure 2.5.

### 2.5 Helmert Transformation

When acquiring a 3D reconstruction with a monocular camera, the resulting reconstruction is unique up to seven parameters. These parameters contain a translation, rotation, and a scale. The corresponding transformation is known as Helmert transformation or 3D similarity transformation. As the reconstruction is metric, two reconstructions of the same object only differ by one Helmert transformation. Given a set of $n$ points $\left\{\mathbf{X}_{1}, \mathbf{X}_{2}, \ldots, \mathbf{X}_{n-1}, \mathbf{X}_{n}\right\}$ and their correspondences $\left\{\mathbf{X}_{1}^{\prime}, \mathbf{X}_{2}^{\prime}, \ldots, \mathbf{X}_{n-1}^{\prime}, \mathbf{X}_{n}^{\prime}\right\}$, there is a transformation

$$
\begin{equation*}
\tilde{\mathbf{X}}_{i}^{\prime} \approx f\left(\tilde{\mathbf{X}}_{i}\right)=\tilde{\mathbf{t}}+s \mathbf{q} \tilde{\mathbf{X}}_{i} \mathbf{q}^{-1} \tag{2.39}
\end{equation*}
$$

with $\mathbf{t}$ being a translation, $\mathbf{q}$ a quaternion representing a rotation and $s$ is a scaling factor. The solution for $\mathbf{t}, \mathbf{q}, s$ can be found by solving the following least
squares optimization problem.

$$
\begin{equation*}
\underset{\mathbf{t}, \mathbf{q}, s}{\arg \min } \frac{1}{2} \sum_{i=0}^{m}\left(\tilde{\mathbf{X}}_{i}^{\prime}-f\left(\tilde{\mathbf{X}}_{i}\right)\right)^{2} \tag{2.40}
\end{equation*}
$$

This is achieved using the LM algorithm described in Section 2.4.1. LM usually needs a good initial solution, otherwise the initialization can cause the optimization to get stuck in a local minimum. This is the case especially when the two point clouds are rotated by 180 degree against each other. Since the optimization is unconstrained, the scale can become negative. In case of a negative scale, the transformation causes the transformed point cloud to be mirrored at the origin. Such a situation can be avoided by setting an approximate initial rotation which is then refined in the optimization.

## CHAPTER III

## Data Structures

The generation of a 3D model requires handling massive amounts of data. Former approaches stored temporary results in several files [81]. This complicates the integration of new ideas. An easy and fast access to all data is needed at any point in the toolchain. As other research areas face the same challenge, extensive research has been done by database specialists. Sophisticated approaches are described in the literature to handle massive amounts of data [14]. Especially, a deliberate design of the data structure is important to handle efficient reading and writing of the data. Most popular are relational databases such as MySQL, MSSQL or SQLite. Lately, also NoSQL (not only SQL) databases have gathered much attention due to their use by prominent companies such as Google and Facebook. In contrast to relational database models, NoSQL databases have no fixed scheme and are optimized to run on clusters to handle queries from thousands of users at the same time. They are not designed to combine entries from multiple tables in one query by using joins.

In this work a relational data model, which is capable of handling all information and gives easy access to prior computed results, is used. Thus, the 3D reconstruction can be modularized without keeping every information in memory or the need to handle massive reads and writes on the harddrive. The storage and compression of data is managed by the database server. All prior computed results are stored in an organized way. A fast access to the data is possible by inserting database indexes on certain values. The database generates hashtables for a direct access to the data. This increase in memory accelerates a database query as a complete search through the database is not necessary. Managing the data within a database speeds up the development cycles and makes improvements of any part of the toolchain easier. The database can also be used as common storage place to handle the data access by different computers at the same time. Since a further increase in frequency of one processor has physical limitations, multiprocessors are the way of choice to make processing faster. By
using an efficient data structure several cores can work at the same time on one 3D reconstruction. The principle can be further extended to the cloud, enabling the reconstruction of bigger areas in days or hours for which one computer would need several years.

## Relational Model

The relational model used in this work, describes the complete database for monocular camera path estimation. The database is designed not only to handle images from one, but from multiple cameras. The images of a stereo camera system or any arbitrary camera setup mounted on a rig can be managed. Also different 3D reconstructions can be handled at the same time in one database. The main idea is the separation of different reconstructions into projects. Two projects can be merged if they contain overlapping areas. A project consists of an ID, a title naming the object of interest, a detailed description of the project and a date when it was acquired (see Figure 3.1). Each project consists

| Project |
| :--- |
| -ID |
| - title |
| - description |
| -date |

Figure 3.1: A project contains a unique ID, a title, description and an acquisition date.
of several images. One image is referenced by a unique ID. The database entry of an image consists of a timestamp, the filename of the actual image, a project ID referencing to the project, a calibration ID and an ID to a position in case the spatial position of the images is already known. Otherwise the position ID will be -1 , indicating that the position is not yet known. Most often a limited number of cameras is involved in one project e.g. three cameras when using a trifocal camera setup. Each camera used in a project is designated an ID starting from 0 . The set of images taken by one camera is enumerated starting from a frame ID of 0 . The frame ID and the camera ID are integrated to improve manual investigations by the user. Only working with an image ID and a calibration ID can be confusing for the user, especially in combination with several projects and multiple cameras. In case of synchronous image acquisition, e.g. with a stereo system or a quadrifocal
camera setup (see Figure 8.2), each camera gets its own cam_ID. Images that differ in their cam_ID but have the same frame_ID are taken at the same time. Finally the status of an image is stored in feature_status, containing the current state of the feature computation (0: not computed, 1: computing, 2: done). If several computers are working on the same project, each computer will pick an image where the features have not yet been computed. Before each machine begins detecting features and computing the feature description the corresponding feature computation status is set to computing. Once a feature list is computed and stored in the database, the status is changed to done. The complete data structure for an image is visualized in Figure 3.2. Each image is additionally


Figure 3.2: The data structure for an image.
linked to a calibration structure (see Figure 3.3) containing the camera_name, a timestamp and a description to store additional information such as aperture and exposure of the camera. Furthermore, the structure contains the parameters belonging to the camera model which were presented in Section 2.2. Knowing from the relational database that several images share the same calibration, enables a restriction in the optimization (Section 5.4.3.1) as the internal camera parameters have to be identical for this set of images.

A feature based approach is used throughout this work (Section 2.3). The underlying data structure is not specified for the exclusive use of SIFT features but a rather general approach for point based features. One feature belongs to an image and is a projection of a 3D point. The latter is modeled even if it is not available yet. All point based feature have an image coordinate ( $\mathrm{x}, \mathrm{y}$ ). Color, scale and orientation can be useful when matching two features. An entry to store the type of description is available, as different types of features use different structures to describe a keypoint. They can be used at the same time,
but only features of the same type can be matched against each other. Being able to work with different kinds of features can make the pipeline much more stable. It is more likely that two different types of features will be invented which work successfully in different scenes than, a single one that solves all problems simultaneously. The database structure of a feature is shown in Figure 3.4. If different features were successfully matched, they are mapped to an identical 3D point. They are referenced in a later step to have the same global id. All feature matches are stored in one table. For faster data access not only the feature ID of the correspondences is stored but also the image ID that the feature belongs to. This information might be redundant, but it improves the data access performance significantly at the cost of more memory usage. Inspired by [10], not only the distance of the nearest neighbor (NN) in descriptor space is saved but also the ratio between the first and the second NN. The second NN has been introduced as the outlier distance [52]. Furthermore, different matching types can be stored as some are more reliable than others (see Figure 3.5). All matches go through different filter steps and the results are stored. By using this strategy it is possible to get back to less reliable matches before running out of matched features.

An important information in all SfM approaches is the relative orientation between two images. This information is computed from a set of matches of two images (Section 5.1). The stored information contains the relative translation as well as the relative rotation. The translation vector $\mathbf{t}=[\mathrm{tx}, \mathrm{ty}, \mathrm{tz}]^{T}$ is of unit length. The rotation is represented by a unit quaternion $\mathbf{q}=[\mathrm{q} 1, \mathrm{q} 2, \mathrm{q} 3, \mathrm{q} 4]^{T}$.

| Calibration |
| :--- |
| -ID |
| - camera_name |
| - description |
| - timestamp |
| - fx |
| - fy |
| -s |
| -u0 |
| -v0 |
| - k1 |
| -k3 |
| -k5 |

Figure 3.3: Structure containing the calibration of a camera.

| Features |
| :--- |
| - ID |
| - ID_image |
| - ID_point3d |
| -x |
| - y |
| - color |
| - scale |
| -orientation |
| - descriptor |
| -type |

Figure 3.4: Structure of a point based feature.

| Match |
| :--- |
| -ID |
| -ID_image1 |
| -ID_image2 |
| -ID_feature1 |
| -ID_feature2 |
| - distance |
| - ratio |
| -type |
| -filtered |

Figure 3.5: A match of two features is stored by their unique feature IDs.

When computing the path of images, redundant information exists as the relative orientation can be computed between all images where at least 5 points are matched. To have an indication which relative orientation is more stable, the depth ratio of the tracked points is stored as well. Since the length of the translation is fixed to 1.0, the mean depth of the triangulated points represents this ratio. The relative orientation is stored in the database as shown in Figure 3.6. At that stage of the processing chain the scaling between two images is not integrated yet. It can be included only when dealing with more than two images. Three images having corresponding features are handled as image triplet. The triplets are extracted from the match table with one SQL query. An image triplet is described by the relative orientation between image 1-2 and image 2-3. Although it is redundant, the relative orientation between image 3-1 is computed as well. If the distance between camera position $1-2$ is set to 1.0 , the length (base_scale_1-2-3) between $2-3$ will be computed if common feature points exist. Under the assumption that the relative orientations as well as the scales

```
Relative_Orientation
| ID
-ID_image1
-ID_image2
-tx
\bulletty
\bullettz
-q1
-q2
-q3
-q4
-depth ratio
```

Figure 3.6: Structure to save the relative orientation between two images as well as the depth ratio to the 3 D points.

| Triplet |
| :--- |
| •ID |
| -ID_image1 |
| -ID_image2 |
| -ID_image3 |
| -ID_relative_orientation_1-2 |
| -ID_relative_orientation_2-3 |
| -ID_relative_orientation_3-1 |
| - base_scale_1-2-3 |
| -base_scale_2-3-1 |
| -base_scale_3-1-2 |
| -bundle_error_1-2-3 |
| -bundle_error_2-3-1 |
| -bundle_error_3-1-2 |
| - nr_matches |

Figure 3.7: The relative orientations and the scales describe an image triplet.
are perfectly computed, the base_scale_1-2-3 represents the same information as the base_scale_2-3-1. Yet, this is not the case in practice. In the second case the relative orientations $2-3$ and $3-1$ are used to compute the scale. If the computation of one relative orientation fails due to outliers, the system is still able to compute reliable results. Each triplet is optimized with BA as described in Section 5.4.3.1. The resulting reprojection error as well as the number of points are stored enabling a comparison between different triplets regarding their reliability (see Figure 3.7 for the triplet data structure). The complete relational data structure is shown in Figure 3.8.
Figure 3.8: Complete relational data structure containing all information necessary to compute a path with a SfM approach.

## CHAPTER IV

## Matching and Point Identities

Finding correspondences between images can be separated into two domains: matching points and tracking points. Matching points is the general case in which two images show the same content from different perspective but no restrictions are made on the viewpoint difference.

Feature trackers, for instance the Kanade-Lucas-Tomasi (KLT) tracker, rely on an image sequence with a high frame rate e.g. a video [53, 89]. Only small changes between two frames are supposed to exist. Such procedures perform reliably and can be applied in realtime. The major drawback is the drift of points within a video sequence. The point in the initial frame might not be the same as the point in the last frame before the interest point is lost. This drift effect appears in particular in long image sequences. In SfM approaches the balance between a wide and narrow baseline has to be considered. A wide baseline produces in general an accurate 3D point since the intersection angle is larger than for a narrow baseline. In contrast, a narrow baseline simplifies the matching of two images. When a high accuracy is desired, images with a high resolution and a low frame rate are preferred over a video with a high frame rate but low resolution [26].

This work relies on matching images instead of tracking points over a video sequence. The acquired image sequence is sparse in comparison to a video, which makes tracking of feature points infeasible. When considering strong rotations a point can easily move hundreds of pixels between two frames. Nevertheless, a global id has to be assigned to a group of 2D points from several images belonging to an identical 3D point. From a set of pairwise images matches, a global id is propagated from one image point to another (see Section 4.2). These correspondences are used within the optimization described in Section 5.4.3.1. Mismatches can cause inconsistencies, which occur if feature points in one image share an identical global id. The next section describes the classical matching procedure as well as a novel method that allows fast matching. Different filtering


Figure 4.1: Illustration of two images where sparse feature points are matched.
procedures are discussed in Section 4.1.4 to produce a set of outlier free matches.

### 4.1 Matching

The matching problem can be defined as follows: Given two sets of features the aim is to find a set of tuples where two features of one tuple belong to the same 3D point. As the matching is only based on images, mismatches can occur particularly if repetitive structures are present. Those are often found in man made environments e.g. on facades. Figure 4.1 gives an illustration where two images have been matched to each other. The challenge is to find a large set of true matches while keeping the number of mismatches low, which can mathematically be described as finding the NN in a high dimensional descriptor space. As each feature has a description in $\mathbb{R}^{128}$, finding the NN is time consuming. The naive way of finding the NN is achieved by computing the distance of a descriptor $\mathbf{D}_{f}^{i}$, which is the $f$ descriptor of image $i$, to all descriptors $\mathbf{D}^{j}$ of image $j$. A match will be found if the Euclidean distance of the NN is less than a threshold $t$ and the ratio between the best match $m_{1}$ and the second best match $m_{2}$ is less than $r$. Comparing against the second best match has been introduced as comparing against the outlier distance [10]. Expressed in formulas:

$$
\begin{equation*}
\left\|\mathbf{D}_{f}^{i}-\mathbf{D}_{m_{1}}^{j}\right\|^{2}<t \tag{4.1}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\left\|\mathbf{D}_{f}^{i}-\mathbf{D}_{m_{1}}^{j}\right\|^{2}}{\left\|\mathbf{D}_{f}^{i}-\mathbf{D}_{m_{2}}^{j}\right\|^{2}}<r \tag{4.2}
\end{equation*}
$$

with

$$
\begin{gather*}
\mathbf{D}_{m_{1}}^{j}=\underset{\mathbf{D}_{g}^{j} \in \mathbf{D}^{j}}{\operatorname{argmin}}\left(\left\|\mathbf{D}_{f}^{i}-\mathbf{D}_{g}^{j}\right\|^{2}\right)  \tag{4.3}\\
\mathbf{D}_{m_{2}}^{j}=\underset{\mathbf{D}_{g}^{j} \in \mathbf{D}^{j} \backslash \mathbf{D}_{m_{1}}^{j}}{\operatorname{argmin}}\left(\left\|\mathbf{D}_{f}^{i}-\mathbf{D}_{g}^{j}\right\|^{2}\right) . \tag{4.4}
\end{gather*}
$$

Finding the NN for each point by a linear search has a complexity of $\mathcal{O}\left(n^{2}\right)$ if in both images $n$ points exist. In practice a linear search is too time consuming. Nevertheless, it is still of interest as it is taken as ground truth to evaluate the recognition rate of approximate methods. Many approximate NN approaches have been presented in the past to accelerate the matching [31, 63, 78]. In the next section, the BBF KD-tree matching approach is presented, which is the originally proposed matching scheme by Lowe [52]. A novel more efficient matching procedure, which is named TBH [42], combines the advantages of KD-trees and hash tables.

### 4.1.1 KD-Tree

NN search in high dimensions has been an ongoing research field. The most common approach is the KD-tree [8], which uses space partitioning in a k -dimensional space to divide the data in equal parts. This binary tree divides the space at each node into halfs. At first, the tree is constructed from the set of all features from one image. Once the tree is created, a query can be applied to find the NN. In case a query point is closer to a hyperplane than to the temporary NN, a backtracking is performed, to find the NN with a high probability. For the original KD-tree, a data point is stored in each node of the tree. It has been shown by [23] that KD-trees provide no speed up for higher dimensions (e.g. $k>10$ ). By now several modifications have been developed to increase the speed of KD-trees, which at the end results in an approximate NN approach. [7] describes a modification, named BBF, which was also applied in [52] for the data used in this work. BBF increases the probability that the NN is in a certain bin which is processed before others. This is achieved by storing all backtrackings in a heap sorted by the distance that a query point has to the bin. An approximate NN is found by early cutting off the priority queue. Specially adapted to the data, the next section describes an approach which extends the basic idea of BBF.


Figure 4.2: Histogram of two different dimensions with high and low variance.

### 4.1.2 Tree Based Hashing

TBH combines the advantages of a dynamic tree structure with fast direct access of hash tables [42]. Furthermore, TBH is an approach especially developed for the matching scheme described in Equations 4.1 and 4.2. In contrast to the general NN, the search space is restricted to points within a certain radius $t$ of the query point. Since a quadratic distance is used, only points within a maximum distance in one dimension of $\sqrt{t}$ are of interest. As $\sqrt{t}$ can still be large in comparison to the value range 0 to 255 of one dimension, it is assumed that for a true match the difference of two descriptor vectors is spread over several dimensions and not concentrated in one dimension. A strong change in one dimension implies a significant gradient difference in one bin which is not likely for a true match.

Experiments have shown that the error in one dimension is in most cases less than $0.1 \sqrt{t}$ for a valid match. Similar to randomized KD-trees [79], the variance of each dimension is evaluated. TBH splits the data in two sets at the mean of the dimension. Using only the dimensions with the highest variance has the advantage that the amount of points within a radius around the mean value is smaller than for a low variance (see Figure 4.2). In case a query point is near the mean value, both left and right child node need to be examined. This procedure is known as backtracking. The amount of points for which backtracking needs to be applied should be minimized, as it degrades the performance. Taking an amount
of $k$ dimensions in a decreasing order of their variance, a tree with a maximum of $2^{k}$ leaf nodes is generated. In contrast to general KD-trees, all data points are stored in the leaf nodes, so the tree can be converted to a hash table for fast bin access. KD-trees store the data in each node. TBH uses the tree to divide the data in bins. In each bin a linear search is performed. This combination of a search tree and a linear search results in a high precision and great performance.

For all features from the search set, a hash vector is computed. Each entry of the vector contains $\{0,1\}$. If the index value $x_{i}$ is less or equal than the mean value of the dimension $\mu_{i}$, then the hash value $h_{i}$ is 0 , otherwise it is 1 .

$$
h_{i}=\left\{\begin{array}{ll}
0 & : x_{i} \leq \mu_{i}  \tag{4.5}\\
1 & : x_{i}>\mu_{i}
\end{array}, i \in[1, k]\right.
$$

If the value $x_{i}$ is within a backtracking radius $W_{i}$ of the mean value $\mu_{i}$, two hash vectors will be generated. In a tree structure this is referred to as backtracking. A hash value is computed for the first $n$ dimensions, which are sorted by their variance in descending order. For one feature several binary hash vectors will be generated. Each hash vector can be transformed to a decimal value which represents the bin which stores the feature. A maximum amount of $2^{k}$ hash vectors will be generated if a backtracking in every dimension is necessary. Filling the hash table is fast, since only $k$ comparisons need to be applied. In contrast to KD-trees, not every subspace is evaluated to select the best dimension to split the data, but each dimensions is evaluated separately. This increases the performance significantly and allows a complete parallel computation of the hash vectors.

The backtracking radius $W_{i}$ is computed from two parameters. The first parameter $\tau$ represents the percentage of features which are allowed to lie within the backtracking radius. With this parameter a high amount of backtrackings can be avoided. Also an upper boundary of a maximum number of backtrackings can be computed, which is important for realtime usage with a deterministic time behavior. The second parameter relates to the threshold $\sqrt{t}$ and is called $W_{\text {max }}$. $W_{\max }$ remains for every dimension the same. It is expected that the maximum error is less than $10 \%$ of the overall allowed error.

$$
\begin{equation*}
W_{\max }=0.1 * \sqrt{t} \tag{4.6}
\end{equation*}
$$

$W_{i}$ represents the minimum of $W_{\max }$ and $W(\tau, i)$, with $W(\tau, i)$ computing a backtracking radius with a constant amount of points for which backtracking is


Figure 4.3: Precision and performance of TBH in contrast to BBF.
necessary.

$$
\begin{equation*}
W_{i}=\min \left(W(\tau, i), W_{\max }\right) \tag{4.7}
\end{equation*}
$$

Once all features have been inserted into the hash table, the query set is inserted as well. No backtracking is necessary for the query set, because it has been already performed in the search set. It can be also applied the other way around but the described order of the tasks has the advantage that the correspondences of a query feature need only be searched in one bucket. In each bucket a linear search is performed to find the best and the second best match.

### 4.1.3 Evaluation

For evaluation the speed of TBH is compared to BBF and linear search. Furthermore, the percentage of matches which overlap with the matches produced by a linear search is evaluated. For both evaluations two images were captured with a small difference in perspective and the correspondence search is performed. The feature lists of both images are truncated to plot the performance and precision over the number of features. Figure 4.3(a) shows the hit rate of TBH and BBF in comparison to a linear search. While the recognition of TBH improves with more features, BBF drops below $65 \%$. Figure 4.3(b) shows performance of TBH, BBF and linear search. As the matching time of linear search increases quadratically with the number of feature, it is not suitable for real applications. The execution time of TBH is twice as fast as BBF with a better precision. Adjusting the hit rate of BBF by adding more dimensions results in an increased execution time. The hit rate of TBH is remarkably high with up to $90 \%$. By increasing the amount of backtrackings, even a hit rate of $95 \%$ can be achieved


Figure 4.4: Epipolar geometry of two views.
but at the expense of speed.

### 4.1.4 Filtering

Filtering mismatches is an essential part for robust 3D reconstruction. As outliers are hard to model, a set of matches containing almost no outliers is necessary for a robust 3D reconstruction toolchain. In this section, three outlier filters are presented. The first filter is based on the epipolar geometry of two images, while the second approach filters using a trifocal tensor. The third filter uses the reprojection error after a BA step.

### 4.1.4.1 Epipolar Filter

The epipolar geometry generally describes the setup between two perspective views and a point in space. Figure 4.4 gives an illustration of two image planes and a 3 D point. The point $\mathbf{X}$ is projected into a camera $C$ as point $\mathbf{x}$ and in a second camera $C^{\prime}$ as point $\mathbf{x}^{\prime}$. Knowing the relations between the two image planes, a line $\mathrm{l}_{\mathrm{x}}^{\prime}$ can be computed where the corresponding point $\mathrm{x}^{\prime}$ must lie on and vice versa. This relation can be computed by knowing a set of at least 7 correspondences and is described by the fundamental matrix $\mathbf{F}$. The following constraint has to hold for each valid image correspondence $\mathbf{x}$ and $\mathbf{x}^{\prime}$ also known as the epipolar equation.

$$
\begin{equation*}
\mathbf{x}^{/ T} \mathbf{F} \mathbf{x}=0 \tag{4.8}
\end{equation*}
$$

The rank of $\mathbf{F}$ is 2 , which means $\operatorname{det}(\mathbf{F})=0$. Given $\mathbf{F}$, the line in the second view can be computed by $\mathrm{l}_{\mathrm{x}}^{\prime}=\mathbf{F x}$. As the second point is fixed to a line, this relation is used to detect outliers.

Before being able to reject outliers, the fundamental matrix is computed with the well known normalized 8 point algorithm [28]. As the initial set of correspondences computed in Section 4.1.2 still contains outliers, a RANSAC approach is used for a robust estimation. Once the fundamental matrix has been determined, all matches are evaluated using the Sampson distance. The Sampson distance is the first-order approximation of the geometric error [27]. The geometric error is important for real world applications, as the algebraic error is only a mathematical construct. The error can be computed by triangulating $\mathbf{x}$ and $\mathbf{x}^{\prime}$ and back projecting the resulting 3 D point $\mathbf{X}$ in the two images. The difference between the back projected 2D point and the actual measurement is the geometric error. Since this procedure is time consuming, the Sampson error is used in practice. In case of the fundamental matrix, the error $\epsilon$ of a point $i$ is given by

$$
\begin{equation*}
\epsilon=\frac{\mathbf{x}_{i}^{\prime T} \mathbf{F} \mathbf{x}_{i}}{\left(\mathbf{F} \mathbf{x}_{i}\right)_{1}^{2}+\left(\mathbf{F} \mathbf{x}_{i}\right)_{2}^{2}+\left(\mathbf{F}^{T} \mathbf{x}_{i}^{\prime}\right)_{1}^{2}+\left(\mathbf{F}^{T} \mathbf{x}_{i}^{\prime}\right)_{2}^{2}} \tag{4.9}
\end{equation*}
$$

The subindex $j$ of the bracket $(. .)_{j}^{2}$ refers to the $j^{\text {th }}$ entry of the containing vector. In case $\epsilon$ is higher than a predefined threshold, the match is rejected. Otherwise the matches are stored in the database with the structure presented in Figure 3.5.

### 4.1.4.2 Trifocal Filter

As outliers can still pass the epipolar filter if the selected point lies on the epipolar line, an additional filter step can be applied for image triplets. The trifocal tensor is utilized to estimate the projective relation between three views. With the underlying data structure, one can efficiently acquire matches which coincide with three images. When a feature from image one is matched with image two and three, the corresponding features from image two and three have to match as well. Having a list of triplet matches, the trifocal tensor $\mathbf{T}$ is computed in a robust manner following the approach presented in [90]. The trifocal tensor is a $3 \times 3 \times 3$ tensor describing the trilinear relations. Knowing three corresponding points ( $\mathrm{x}, \mathrm{x}^{\prime}, \mathrm{x}^{\prime \prime}$ ), they must fulfill

$$
\begin{equation*}
\left[\mathbf{x}^{\prime}\right]_{\times}\left(\sum_{i} \mathbf{x}_{i} \mathbf{T}_{i}\right)\left[\mathbf{x}^{\prime \prime}\right]_{\times}=\mathbf{0}_{3 \times 3} . \tag{4.10}
\end{equation*}
$$



Figure 4.5: Camera setup illustrating the trifocal tensor with point correspondences.

From $\mathbf{T}$, three projection matrices $\mathbf{P}_{0}, \mathbf{P}_{1}, \mathbf{P}_{2}$ are created. A 3 D point $\mathbf{X}$ is computed for each triplet ( $\mathbf{x}, \mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}$ ) (see Figure 4.5). The maximum reprojection error of each triplet decides whether the triplet passes the filter or is rejected in further computational steps.

### 4.1.4.3 Filter after Bundle Adjustment

In contrast to the trifocal filter, a metric triplet is computed in the processing chain. A metric triplet consists of two relative orientations and one scaling factor. Each triplet is optimized by a BA. The optimization refines the camera parameters as well as the 3D points. As presented in Section 2.4.3, the optimization has a robust cost function to reduce the influence of outliers. After the optimization, each point $\mathbf{X}_{i}$ is projected in each camera $j$. If the reprojection error in one camera is higher than a threshold $\epsilon$, the corresponding matches will not pass the filter.

$$
\begin{equation*}
\max _{j}\left\|\mathbf{P}_{j} \mathbf{X}_{i}-\mathbf{x}_{i, j}\right\|<\epsilon \tag{4.11}
\end{equation*}
$$

There are many triplets with overlapping matches, since one image pair can belong to many different triplets. A filter strategy is applied in which each triplet can verify but not reject a match. Otherwise matches could be rejected by wrong computed triplets. The filter is only applied to triplets which could be successfully bundled. A triplet is accepted if the mean reprojection error is low (less than 2 pixel) and the optimized scale and relative orientation is within a certain range of the initial input. Otherwise, it is assumed that the BA solution is only a local minimum. If the maximum error of the reprojection of point $i$ is less than $\epsilon$, the
entries in the database which form the matches are marked as passing the filter (see Figure 3.5). Thus, a match can still be marked as passing the filter when it is part in other triplets.

### 4.2 Point Identities

Tracking describes the procedure of following a feature over an image sequence. It is essential that the feature always belongs to the same point in space and does not drift away over time. The most popular tracking approach is the KLT-Tracker [ $53,89,77]$, which has been shown to work well with video sequences. In this work local features are more suitable, because consecutive frames can look significantly different. Nevertheless, pairwise matches between features have to be grouped to assign a unique id to corresponding features. This is necessary for the final optimization step described in Section 5.4.3.1. As this optimization can only handle outliers to a certain degree, a correct id propagation is essential.
A set of feature pairs of several image combinations serve as the input to id propagation. The set follows the structure presented in Figure 3.5. At first the global ids of all features belonging to the project are set to 0 . For each image, iterating over all images according to the order of the frame id, a set of features is selected which has predecessor matches which passed the filter. This procedure results in features which exhibit matches to images with a lower frame id. To avoid mislabeling, only the features, where the corresponding match is marked as filtered, are selected. If different filtering approaches are available, it will be recommended to start with matches which passed the most reliable filter. In case no more matches are found, going back to less reliable filter approaches or even assigning ids to matches which did only pass the epipolar filter is possible. As most features have more than one predecessor, it can occur, that ids of the predecessors are different. There are two possibilities to solve this situation. The first method merges the different ids to a unique id, which can result in gross errors in case of mismatches. The second more reliable method computes the id which is most probable. The id is assigned following a decision by majority to keep the computation time low. In case there is no predecessor with a global id different to zero, a new id is generated and assigned to all predecessors as well as to the current feature. If an inconsistency is detected, e.g. two features in one image share an identical global id, the global id of all corresponding features is reset to 0 . For a more programming oriented description see Algorithm 1.

```
Algorithm 1 Assign global ids to features.
    for all \(i m\) in images do
        for all feature in im do
            if feature has filtered predecessors then
            preFeatures \(=\) getPredecessors (feature)
            \(i d=\) getIdWithHighestProb(preFeatures)
            if \(i d>0\) then
                assign \(i d\) to feature
            else
                            assign new id to feature and all preFeatures
            end if
            end if
        end for
        checkAndCorrectInconsistency \((\) im \()\)
    end for
```


## CHAPTER V

## Multi View Geometry

This part of the thesis describes the computation of the pose (translation and rotation) of each image which will be computed relative to a reference coordinate system. In computer vision this task is known as SfM. In robotics the same problem is addressed under the term SLAM [12]. In SfM approaches the problem can be divided in computing the relative orientation between two images and selecting the scale between their camera positions. For two images the scale is ambiguous. For three images a scale can be computed e.g. in a triplet between image two and three. This scale is relative to the scale which was arbitrarily chosen between camera position one and two. The first two camera poses commonly define the reference coordinate system. The first camera is placed at the origin. If no prior knowledge is given (through markers or ground control points (GCP)) the distance between the first and second camera position will be set to a known metric distance or simply to 1.0. While moving through the scene, the errors that occur when concatenating the relative orientations and propagating the scale will accumulate with every new image. An essential task is the reduction of the accumulated error in an optimization step. If the initial computation of the path is unspecific due to the accumulation of large errors, it is likely that the non-linear optimization will only find a local minimum. A good initial estimate is needed in order to find the satisfying solution. A graph-based method to estimate a reliable initial path by propagating the scale over image pairs and triplets, for which parameters are estimated with a high accuracy, is presented in the following sections. As it is not possible to select a scale separately for an image pair without prior knowledge, the presented algorithm is based on image/camera triplets. A score is assigned to each triplet based on an empirically evaluated cost function.

### 5.1 Relative Orientation

The relative pose of two images can be described by the essential matrix. It holds the following condition based on the epipolar geometry where $\mathbf{q}$ and $\mathbf{q}^{\prime}$ are normalized image coordinates of a homogeneous point $\mathbf{p}$ from one view and $\mathbf{p}^{\prime}$ the corresponding point in a second view. The definition of normalized image coordinates is given by

$$
\begin{equation*}
\mathbf{q}=\mathbf{K}^{-1} \mathbf{p} \tag{5.1}
\end{equation*}
$$

The essential matrix is analogous to the fundamental matrix, but for the calibrated case, which is directly computed from normalized image coordinates.

$$
\begin{gather*}
\left(\mathbf{q}^{\prime}\right)^{T} \mathbf{K}^{\prime T} \mathbf{F K q}=0  \tag{5.2}\\
\left(\mathbf{q}^{\prime}\right)^{T} \mathbf{E q}=0 \tag{5.3}
\end{gather*}
$$

Various algorithms have been described previously to compute the essential matrix from a list of point pairs. In all cases the internal calibration of the cameras has to be known and a minimum of 5 point pairs is needed to compute the essential matrix [65]. The essential matrix is a $3 \times 3$ matrix, which holds the following conditions:

$$
\begin{equation*}
\mathbf{E}=\mathbf{R}[\mathbf{t}]_{\times} \tag{5.4}
\end{equation*}
$$

where $[\mathbf{t}]_{\times}$is the skew-symmetric matrix of the translation vector $\mathbf{t}$ and $\mathbf{R}$ is the rotation between the first and second camera. The decomposition of $\mathbf{E}$ is calculated using Singular Value Decomposition (SVD)[28]

$$
\begin{equation*}
\mathbf{E}=\mathbf{U D V}^{T} \tag{5.5}
\end{equation*}
$$

with $\mathbf{U}$ and $\mathbf{V}$ being orthogonal matrices and $\mathbf{D}$ is a diagonal matrix.

$$
\mathbf{D}=\left(\begin{array}{lll}
s & 0 & 0  \tag{5.6}\\
0 & s & 0 \\
0 & 0 & 0
\end{array}\right)
$$

Since the skew-symmetric matrix in Equation 5.4 has rank 2, the essential matrix has as well a rank of 2 , so the last diagonal element of $\mathbf{D}$ is zero. Additionally, the two nonzero eigenvalues have to be equal. The rotation $\mathbf{R}$ has two algebraically
valid solutions which can be composed by

$$
\begin{equation*}
\mathbf{R}_{1}=\mathbf{U W} \mathbf{V}^{T} \tag{5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{R}_{2}=\mathbf{U} \mathbf{W}^{T} \mathbf{V}^{T} \tag{5.8}
\end{equation*}
$$

with

$$
\mathbf{W}=\left(\begin{array}{ccc}
0 & -1 & 0  \tag{5.9}\\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

The translation vector $\mathbf{t}$ is the eigenvector belonging to the eigenvalue zero in $\mathbf{D}$, which is the last/third column of $\mathbf{U}$. The scale of $\mathbf{t}$ is ambiguous. Usually the vector is normalized to a length of 1.0.

$$
\begin{equation*}
\mathrm{t} \sim \mathrm{U}[:, 2] \tag{5.10}
\end{equation*}
$$

With $\mathbf{t},-\mathbf{t}$ and two rotation matrices, four possible solutions exist, but only one solution is valid regarding the underlying camera geometry. The cheirality constraint enforces the triangulated point to be in front of both cameras, so the right solution can be easily identified [28].

Different algorithms to estimate the essential matrix have been presented in literature [46, 65, 71, 28]. Many algorithms have problems with critical motions or degenerate point configurations. A detailed analysis of those algorithms can be found in [72, 74]. The five-point pose estimator [65] has been proven to produce reliable results even under certain critical configurations. A minimal parametrization is always preferable. The section proceeds as follows. A method to select well distributed points is described before reviewing the five-point algorithm. The outcome of this algorithm serves as input for the newly developed CCHC approach which replaces RANSAC in the toolchain presented in this thesis.

### 5.1.1 Selecting Distributed Points

To compute a reliable relative orientation it is essential to select well distributed points, otherwise the result can be wrong or unstable. Since five points are needed to compute the essential matrix, a well distributed set of five point pairs should to be selected to compute a precise relative orientation. The first point is selected randomly with a uniform distribution. After the first point


Figure 5.1: Selectable points in blue with the radius representing the weight, already chosen points in red.
was added to the set of chosen points, all other points are weighted according to their squared summed distance to already chosen points. In each iteration a new point is selected randomly from a distribution which is generated considering all weights. Assuming a number of $n$ points and $m$ selected points, the weight for each point is computed by

$$
\begin{equation*}
w_{i}=\sum_{j=1}^{m}\left\|\mathbf{p}_{i}-\mathbf{q}_{j}\right\|^{2} \tag{5.11}
\end{equation*}
$$

for $m>0$ where $\mathbf{q}_{j}$ is an already selected point and $\mathbf{p}_{i}$ is a candidate. To select a new point according to the weights, an accumulated weight is computed:

$$
\begin{equation*}
c_{i}=\sum_{j=1}^{i} \frac{w_{j}}{\sum_{k=1}^{n} w_{k}} \tag{5.12}
\end{equation*}
$$

A random number $r \in[0,1)$ is taken to select the index of a new point.

$$
\begin{equation*}
\text { index }=\min i \mid c_{i}-r>0 \tag{5.13}
\end{equation*}
$$

This point is removed from the list of candidates and inserted in the list of selected points. This procedure is repeated until the amount of five selected points has been reached. An intermediate result, in which three points were chosen (red) and two points need to be selected, is shown in Figure 5.1. Additionally, the
weights of the candidates (blue) represented by their radius are displayed.

### 5.1.2 Five-Point Algorithm

This section follows the approach presented in [65, 83]. As already shown by Kruppa in 1913 [40], the relative orientation between two calibrated images can be computed by a minimum of 5 point pairs [86]. To solve the relative orientation, the roots of a tenth degree polynomial need to be computed [65]. This special case can be solved in closed form with the help of Gröbner basis [83]. Since the essential matrix has rank two the following equation holds:

$$
\begin{equation*}
\operatorname{det}(\mathbf{E})=0 \tag{5.14}
\end{equation*}
$$

Starting from Equation 5.6 the following cubic constraint is formulated since the two non-zero eigenvalues are equal:

$$
\begin{equation*}
\mathbf{E E}^{T} \mathbf{E}-\frac{1}{2} \operatorname{trace}\left(\mathbf{E E}^{T}\right) \mathbf{E}=0 \tag{5.15}
\end{equation*}
$$

At first Equation 5.3 can be rewritten as a scalar product.

$$
\begin{equation*}
\tilde{\mathbf{q}}^{T} \tilde{\mathbf{E}}=0 \tag{5.16}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{\mathbf{q}}=\left[\mathbf{q}_{1} \mathbf{q}_{1}^{\prime}, \mathbf{q}_{2} \mathbf{q}_{1}^{\prime}, \mathbf{q}_{3} \mathbf{q}_{1}^{\prime}, \mathbf{q}_{1} \mathbf{q}_{2}^{\prime}, \mathbf{q}_{2} \mathbf{q}_{2}^{\prime}, \mathbf{q}_{3} \mathbf{q}_{2}^{\prime}, \mathbf{q}_{1} \mathbf{q}_{3}^{\prime}, \mathbf{q}_{2} \mathbf{q}_{3}^{\prime}, \mathbf{q}_{3} \mathbf{q}_{3}^{\prime}\right]^{T} \tag{5.17}
\end{equation*}
$$

A vector $\tilde{\mathbf{q}}$ exists for each point pair, resulting in a total number of five vectors. The scalar product of each vector is combined in a design matrix $\mathbf{A}$ with a size of $5 \times 9$.

$$
\begin{equation*}
\mathbf{A} \tilde{\mathbf{E}}=0 \tag{5.18}
\end{equation*}
$$

Since A has not full rank, applying a SVD to $\mathbf{A}^{T} \mathbf{A}$ results in four eigenvalues equal to zero. Defining the vectors forming the null space as $\tilde{\mathbf{X}}, \tilde{\mathbf{Y}}, \tilde{\mathbf{Z}}, \tilde{\mathbf{W}}$, the essential matrix is given by

$$
\begin{equation*}
\mathbf{E}=x \mathbf{X}+y \mathbf{Y}+z \mathbf{Z}+w \mathbf{W} \tag{5.19}
\end{equation*}
$$

with $x, y, z, w$ being unknown scalars. As the essential matrix can be multiplied by an arbitrary scalar and still represents the same camera configuration, one
parameter can be chosen arbitrarily e.g. $w=1$. From Equations 5.14 and 5.15 it is possible to formulate ten third-order polynomial equations with unknowns $x, y, z$. The equation system can be either solved by Gauss-Jordan elimination [65] or with the help of Gröbner basis [16, 83]. A maximum of ten real solutions can exist. The geometrically correct solution can be selected by taking at least one additional point into account. Both $[65,83]$ suggest to use RANSAC in an additional step to select the solution which is supported by most of the other point pairs. Especially in the case of critical configurations, RANSAC often selects a degenerate configuration [21]. The next section presents a Hierarchical Clustering (HC) approach as a better alternative to RANSAC for computing the relative orientation.

### 5.1.3 Hierarchical Clustering

In man made environments, the majority of points may lie on a plane, which is a critical configuration for many algorithms such as the 8-point algorithm [72]. In contrast, the 5-point algorithm is stable to planar configurations [65]. In general, a configuration of two cameras and 3D points is critical if all points and the camera centers lie on a ruled quadric [34]. In practice, quasi-degenerate configurations appear. In this case most of the points lie on a critical surface and only a small subset of points is not in a critical position. It is most important to include these points in the computation of a correct relative orientation. Often these points are mistakenly identified as outliers. A standard RANSAC approach seems to prefer such degenerate configurations [21]. RANSAC assumes that a potential true solution was found because of a high number of inliers which all belong to a degenerate surface. But even if a correct solution was in the set of drawn samples, RANSAC often selects a degenerate solution. The degenerate solution better fits the data, resulting in a higher number of inliers. For the true solution many inliers could possibly be marked as outliers due to noise. Defining an outlier threshold can be complicated as the statistics of the data is not known. Degenerate configurations appear quite often in real world data. Images of houses, where most of the interest points lie on a flat surface, are a prominent example.

A modified HC approach is presented here which is able to handle quasi-degenerate configurations robustly and efficiently. In comparison to RANSAC, which finds the consensus in the input space, the here presented HC approach additionally establishes the consensus in solution space. A distance measurement in the underlying space has to be defined to be able to apply HC.


Figure 5.2: General hierarchical clustering scheme.

In case of the relative orientation, the motion belongs to a Lie Group. With the corresponding Lie Algebra, the distance measurement is taken from the associated vector space. Similarly, Subbarao et al. [87] applied a mean shift approach to reliably find the relative pose of two cameras. In their case, they assume that the relative pose between consecutive frames only changes by a small amount. A prior solution is taken as a starting point for mean shift clustering.

The presented approach handles the general case, where only two images with putative point correspondences are given. HC belongs to the group of agglomerative clustering methods which build the clusters bottom up. At the beginning each data point (here the relative orientation) forms a single cluster. In each iteration the two closest clusters are merged until only one cluster is left or the cost of merging two clusters is too high. Figure 5.2 shows a general HC scheme.

Within HC, a linkage criterion between two clusters is needed. The criterion is based on a certain distance between the entries of two clusters. Considering rotations and translations, several distance measurements are possible. A rotation in 3D space belongs to the special orthogonal group $S O(3)$ which is a subgroup of a general linear group $G L(3)$ with the following properties:

$$
\begin{equation*}
S O(3)=\left\{\mathbf{R} \in G L(3) \mid \mathbf{R R}^{T}=\mathbf{I}, \operatorname{det}(\mathbf{R})=1\right\} \tag{5.20}
\end{equation*}
$$

An invertible transformation of homogeneous coordinates in 3D belongs to the group $G L(4)$. Since a relative orientation is a special form of the $G L(4)$ it is represented by the subgroup $S E(3)$.

$$
S E(3)=\left\{\left.\left(\begin{array}{cc}
\mathbf{R} & \mathbf{t}  \tag{5.21}\\
0 & 1
\end{array}\right) \in G L(4) \right\rvert\, \mathbf{R} \in S O(3), \mathbf{t} \in \mathbb{R}^{3}\right\}
$$

The Lie group $S E(3)$ has a corresponding algebra $\mathfrak{s e}(3)$ which is the tangent space. As the special Euclidean group $S E(3)$ is not a vector space and has no distance measurement, the correspondence between the Lie group $S E(3)$ and the Lie algebra $\mathfrak{s e}(3)$ is established by an exponential mapping

$$
\begin{equation*}
\exp : \mathfrak{s e}(3) \rightarrow S E(3) \tag{5.22}
\end{equation*}
$$

and vice-versa

$$
\begin{equation*}
\log : S E(3) \rightarrow \mathfrak{s e}(3) \tag{5.23}
\end{equation*}
$$

In the tangent space the distance measurement is defined. A more detailed description how to present an Euclidean motion as a lie algebra can be found in [3].
In the presented approach the distance measurement is simplified to the relative translation. In many cases the relative rotation is well established but when only a small parallax exists, the relative translation can be wrong. This results in a much faster solution with only a small loss of accuracy.

### 5.1.3.1 Cross Compare Hierarchical Clustering

Given a set of $n$ relative orientations and their corresponding five point pairs from which each relative orientation was computed, a new HC approach is proposed. This modified HC is named CCHC. First, a distance matrix containing the distances between each relative orientation is computed. In the conventional HC approach, the two clusters which have the closest distance are selected and merged to a bigger cluster. The distance matrix is updated according to the new cluster. Recomputing the distance of the new cluster to all other clusters can be time consuming.

This work proposes a winner-takes-it-all merging procedure. In each merging step one cluster (sample) survives. No new distances need to be computed. The cluster which survives is defined by a strategy termed cross compare. A cross
similarity between two relative orientations is computed to define which relative orientation is superior. The cross compare is twofold. In a first step the number of inliers are counted in a cross compare manner.

The inlier count of an essential matrix $\mathbf{E}_{A}$, computed from points $\mathbf{p}_{i}, \mathbf{p}_{i}^{\prime}$, is evaluated with the points from which $\mathbf{E}_{B}\left(\mathbf{q}_{i}, \mathbf{q}_{i}^{\prime}\right)$ is computed and vice versa. In a second step, the Sampson error is computed also in the cross compare manner, if both relative orientation have the same amount of inliers.

$$
\begin{align*}
& \epsilon_{A}=\sum_{\forall i} \frac{\mathbf{q}_{i}^{\prime T} \mathbf{E}_{A} \mathbf{q}_{i}}{\left(\mathbf{E}_{A} \mathbf{q}_{i}\right)_{1}^{2}+\left(\mathbf{E}_{A} \mathbf{q}_{i}\right)_{2}^{2}+\left(\mathbf{E}_{A}^{T} \mathbf{q}_{i}^{\prime}\right)_{1}^{2}+\left(\mathbf{E}_{A}^{T} \mathbf{q}_{i}^{\prime}\right)_{2}^{2}}  \tag{5.24}\\
& \epsilon_{B}=\sum_{\forall i} \frac{\mathbf{p}_{i}^{\prime T} \mathbf{E}_{B} \mathbf{p}_{i}}{\left(\mathbf{E}_{B} \mathbf{p}_{i}\right)_{1}^{2}+\left(\mathbf{E}_{B} \mathbf{p}_{i}\right)_{2}^{2}+\left(\mathbf{E}_{B}^{T} \mathbf{p}_{i}^{\prime}\right)_{1}^{2}+\left(\mathbf{E}_{B}^{T} \mathbf{p}_{i}^{\prime}\right)_{2}^{2}} \tag{5.25}
\end{align*}
$$

Assuming $\mathbf{E}_{A}$ is the correct solution and the points $\mathbf{q}$ belong to a degenerate configuration, the points $\mathbf{q}$ nevertheless support the correct solution, whereas not all points $\mathbf{p}$ will support the degenerate solution. In this case A has more inliers than B , the relative orientation A is superior to B and wins the merge. If there are outliers within the point samples $\mathbf{q}$, only a partial amount of the samples will support $\mathbf{E}_{A}$ but hardly any points $\mathbf{p}$ will support $\mathbf{E}_{B}$, as it represents a false estimate produced by outliers. Again A has more inliers than B and the relative orientation A wins the merge. In case the number of inliers are the same, $\epsilon_{A}$ and $\epsilon_{B}$ decide which relative orientation is superior. When only one cluster is left, the relative orientation which survived most merges is selected as solution. In most cases, this cluster is identical with the final cluster. A programming oriented description is given in Algorithm 2.

### 5.1.3.2 Good Sample Probability

The main parameter within CCHC is the number of relative orientations that are computed. In RANSAC, the probability to draw no outliers is

$$
\begin{equation*}
p_{n o}=\left(1-\epsilon_{o}\right)^{s} \tag{5.26}
\end{equation*}
$$

with $s$ being the number of points which are necessary to compute the model and $\epsilon_{o}$ is the percentage of outliers. The probability that a set of $n$ models contains at least one model which is computed from a good point set is

$$
\begin{equation*}
p=1-\left(1-p_{n o}\right)^{n} . \tag{5.27}
\end{equation*}
$$

```
Algorithm 2 Choosing a relative orientation from multiple samples
    reloriVector=computeMultipleRelativeOrientations()
    nrValid=reloriVector.size() //number of remaining clusters
    \(\mathbf{C}=\) computeCostMatrix(reloriVector)
    while nrValid \(>1\) do
        \(\mathrm{i}, \mathrm{j}=\operatorname{getMinInd}(\mathbf{C})\)
        \(i n_{1}, i n_{2}=\) crossInlier(reloriVector[i],reloriVector \([j]\) )
        if \(i n_{1}==i n_{2}\) then
            \(\epsilon_{1}, \epsilon_{2}=\) crossSimilarity (reloriVector[i],reloriVector[j])
        else
            \(\epsilon_{1}=i n_{2}\)
            \(\epsilon_{2}=i n_{1}\)
        end if
        if \(\epsilon_{1}<\epsilon_{2}\) then
            \(\mathrm{C}[\mathrm{j},:]=\infty\)
            \(\mathrm{C}[, \mathrm{j}]=\infty\)
            incSurvivedMerges(reloriVector[i])
        else
            \(\mathrm{C}[\mathrm{i},:]=\infty\)
            \(\mathrm{C}[:, \mathrm{i}]=\infty\)
            incSurvivedMerges(reloriVector[j])
        end if
        nrValid=nrValid-1
    end while
    winInd=getIndexMaxSurvived(reloriVector)
    return reloriVector[winInd]
```

For CCHC, Equation 5.27 needs to be changed to the probability mass function of the binomial distribution to ensure a cluster size of at least $c$.

$$
\begin{equation*}
p=1-\sum_{k=0}^{c-1}\binom{n}{k} p_{n o}^{k}\left(1-p_{n o}\right)^{n-k} \tag{5.28}
\end{equation*}
$$

Generalizing Equation 5.28, with a probability to draw a good sample $p_{g s}$, leads to

$$
\begin{equation*}
p=1-\sum_{k=0}^{c-1}\binom{n}{k} p_{g s}^{k}\left(1-p_{g s}\right)^{n-k} . \tag{5.29}
\end{equation*}
$$

Under the circumstances of outliers and points on a degenerate surface, the probability to draw a good sample is the product of $p_{n o}$ and $p_{n d}$.

$$
\begin{equation*}
p_{g s}=p_{n o} p_{n d} \tag{5.30}
\end{equation*}
$$

If at least $m$ points need to be drawn from the non-degenerate set of points to computed a valid model, the probability $p_{n d}$ is computed as

$$
\begin{equation*}
p_{n d}=\sum_{i=0}^{s-m}\binom{s}{i} \epsilon_{d}^{i}\left(1-\epsilon_{d}\right)^{s-i} \tag{5.31}
\end{equation*}
$$

with $\epsilon_{d}$ being the percentage of degenerate points.

### 5.1.3.3 Evaluation CCHC vs. RANSAC

This section compares CCHC with RANSAC for the 5- and 8-point algorithm. A simulation, in which most 3D points lie on a plane and only a small percentage is spread arbitrarily in space, is used to compare these two approaches. Since a plane is not a degenerate configuration for the 5 -point algorithm [83], the 8 -point algorithm is used for the evaluation also. Two virtual cameras are placed randomly in a box of size $1 \times 1 \times 1$ and with an offset of -2 in z-direction, looking towards the center (see red box in Figure 5.3). For each pair of virtual cameras, the projection of the 3D points is used to calculate a set of 1000 relative orientations with the 5 -point algorithm presented in Section 5.1.2 with well distributed points as presented in Section 5.1.1. As this planar configuration is not critical for the 5 -point algorithm, the simulation is repeated with relative orientations computed from the 8 -point algorithm. The probability to compute at least 20 good samples is higher than $99 \%$ for each evaluated configuration.


Figure 5.3: Top view of the simulation setup with degenerate points in red.

The probabilities are computed as discussed in Section 5.1.3.2. From this set of relative orientations the one which is closest to the true camera configuration is to be chosen. The accuracy of CCHC and RANSAC is computed for different amounts of Gaussian noise which is added to the projection of the 3D points. The accuracy is also evaluated with different percentages of outliers. For evaluating the outlier behavior the amount of Gaussian noise is fixed to $\sigma=2.0$. The number of points (blue) which does not lie on the degenerate surface is varied from 10-80 points, while 100 points lie on a plane. For each combination (noise / outlier and number of points) the simulation is repeated 1000 times. The outlier threshold within RANSAC and CCHC is set to $3 * 2$ pixel. The error is measured as the minimum angle between the true translation vector and the estimated one. The mean absolute error (MAE) as well as the root mean square error (RMSE) between the estimated and the true solution are shown in Figures 5.5 and 5.6 with no outliers. The performance of both approaches decreases with increasing amount of noise.

For the 5 -point algorithm, the slope of RANSAC is much larger than the slope of CCHC. The performance of RANSAC is similar for different number of points in front of the plane. CCHC is more precise for the quasi-planar case. The influence of noise decreases for CCHC for more than 60 point in front of the plane (see Figure 5.5).


Figure 5.4: Distribution of the relative translation.

For the 8-point algorithm, the behavior is different. CCHC performs much better than RANSAC if only 10 points are in front of the plane. CCHC shows to be more stable to quasi-degenerate configurations. The performance of RANSAC and CCHC increases as more points are in front of the plane. For the non-degenerate configuration both approaches perform similar (see Figure 5.6).

Figures 5.7 and 5.8 show the performance under the influence of outlier. The results produced by CCHC are at least as good as the results from RANSAC. Most of the time the results are better. The density of the cluster center has a big influence about the results of CCHC. For this reason the improvement with CCHC is much larger for the 5 -point algorithm than for the 8 -point algorithm. Please note that the range of the $y$-axis differs for the 5-point algorithm and the 8 -point algorithm

In addition to simulated data, CCHC and RANSAC are evaluated on real world data. The stereo setup from the car dataset (see Section 7.4) is chosen to evaluate the relative orientation. In this setup, the orientation of the camera pair remains constant whereas the scene changes while driving around. Due to the spherical lense of the GoPro HD HERO 2 camera the appearance of the object in both images changes a lot, especially at the margin of the images. In total 5000 images from a video sequence were extracted, each stereo pair is matched, and the relative orientation is computed. For 4954 out of 5000 images the computation of

| CCHC | RANSAC |
| :---: | :---: |
| 0.37 | 0.77 |

Table 5.1: RMSE of the relative translation difference to ground truth.
the relative orientation was successful. The computation failed for the remaining pairs due to an insufficient number of correct matches. Once again, for each pair 1000 relative orientations were computed, which served as input for CCHC and RANSAC. The results were compared to ground truth, which has been computed from manually selected image pairs which were free of outliers and optimized by BA. Figure 5.4 shows the distribution of the relative orientation projected onto the X-Z plane. The samples produced by RANSAC show a wide spread over the complete area, whereas most samples of CCHC are concentrated near the ground truth. The visual impression is also confirmed by the calculation of the RMSE (see Table 5.1). The results of CCHC outranks those of RANSAC by a factor of 2 .

(a) 10 points in front of plane.

(c) 30 points in front of plane.

(e) 50 points in front of plane.

(g) 70 points in front of plane.

(b) 20 points in front of plane.

(d) 40 points in front of plane.

(f) 60 points in front of plane.

(h) 80 points in front of plane.

Figure 5.5: Comparison between CCHC and RANSAC (5-point algorithm).
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Figure 5.6: Comparison between CCHC and RANSAC (8-point algorithm).


Figure 5.7: Comparison between CCHC and RANSAC (5-point algorithm) with outlier and noise $=2.0$.


Figure 5.8: Comparison between CCHC and RANSAC (8-point algorithm) with outlier and noise $=2.0$.


Figure 5.9: Camera triplet.

### 5.2 Camera Triplet

Once the relative orientation has been computed for all matched image pairs, camera triplets which have common matches can be defined. These triplets can be efficiently found by accessing the underlying data structure. For two cameras the scale is arbitrary and can only be defined by prior knowledge. The presented approach is based on camera triplets where a relative scale between camera B and C exists. It is called relative scale, as it is relative to the first camera pair (A-B) (see Figure 5.9). The complete path estimation task is reduced to the problem of iteratively concatenating triplets to generate a metric map. It is essential for concatenating triplets, that two triplets share two cameras, because a metric transformation between the overlapping cameras exists.

Each triplet is associated with a certain error. By concatenating triplets, the error increases with every triplet. It is necessary to select triplets which are considered to be most precise. The quality of a triplet depends on several parameters: Number of matches, BA error, relative scale, relative depth and distribution of matches. It can be traced back to the quality of two relative orientations and the accuracy of the relative scale. As in practice the covariance of a relative orientation is time consuming to compute, two triplets are compared using the presented parameters. A high number of matches stabilizes the configuration. The reprojection error after BA is also a valuable indicator. In the photogrammetric sense, the camera configuration is more accurate if the baseline to depth ratio his high, here denoted as the inverse, the relative depth. If both pairs (A-B,B-C) have similar relative depth, the relative scale will be close to 1.0. Additionally, the distribution of points within each image of the triplet is considered. All these attributes are concatenated in an edge cost function (Section 5.3.2).


Figure 5.10: Camera triplet with scale.

### 5.2.1 Scale Selection

For scale selection, two relative orientations $\left(\mathbf{t}_{A B}, \mathbf{q}_{A B}\right)$ and $\left(\mathbf{t}_{B C}, \mathbf{q}_{B C}\right)$ are given, parametrized by the translation vector $\mathbf{t}_{A B}$ from camera $A$ to camera $B$ and a quaternion $\mathbf{q}_{A B}$ describing the rotation between $A$ and $B$. The same applies for the tuple $B C$. Placing camera $B$ in the origin as a canonical camera with the projection matrix $\mathbf{P}_{B}$, the projection matrix of camera $A$ is defined as

$$
\begin{equation*}
\mathbf{P}_{A}=\mathbf{K}_{A} \mathbf{R}_{A B}^{T}\left[\mathbf{I} \mid \mathbf{t}_{A B}\right] \tag{5.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{P}_{C}=\mathbf{K}_{C} \mathbf{R}_{B C}\left[\mathbf{I} \mid-s \mathbf{t}_{B C}\right] \tag{5.33}
\end{equation*}
$$

for camera C , with $\mathbf{R}_{A B}$ and $\mathbf{R}_{B C}$ being the rotation corresponding to the quaternion $\mathbf{q}_{A B}$ and $\mathbf{q}_{B C}$, respectively. $s$ remains the only unknown parameter. Everything else is computed as described in Section 5.1. With $s=1.0$ the camera centers of B and C have a distance of $\left\|\mathbf{C}_{B}-\mathbf{C}_{C}\right\|=1.0$. The same holds for camera A and B. From the projection matrix $\mathbf{P}_{A}$ and $\mathbf{P}_{B}$ as well as $\mathbf{P}_{B}$ and $\mathbf{P}_{C}$, two point clouds are computed with the elements denoted as $\mathbf{X}_{A B}^{i}$ and $\mathbf{X}_{B C}^{i}$ (see Figure 5.10). To compute the scale between the three cameras, the interception theorem can be applied.

$$
\begin{equation*}
\frac{s_{i}}{\left\|\mathbf{C}_{B}-\mathbf{C}_{C}\right\|}=\frac{\left\|\mathbf{C}_{B}-\mathbf{X}_{A B}^{i}\right\|}{\left\|\mathbf{C}_{B}-\mathbf{X}_{B C}^{i}\right\|} \tag{5.34}
\end{equation*}
$$

As the distance between camera B and C is set to 1.0, Equation 5.34 simplifies to Equation 5.35.

$$
\begin{equation*}
s_{i}=\frac{\left\|\mathbf{C}_{B}-\mathbf{X}_{A B}^{i}\right\|}{\left\|\mathbf{C}_{B}-\mathbf{X}_{B C}^{i}\right\|} \tag{5.35}
\end{equation*}
$$

Each 3D point votes for one scale. For robustness the scale is selected as the quantile mean over the complete set of all computed scales.

### 5.2.2 Tile Variance within a Triplet

Well distributed points are essential to calculate the geometric information of a triplet. The distribution of the points can be expressed as the variance of a 2D histogram. For each image the variance of the points is computed separately. By discretizing the image in a grid of $n \times n$, the number of matched features per bin is computed. The 2D histogram M is normalized. All entries add up to 1.0.

$$
\begin{equation*}
\sigma^{2}=\frac{1}{n^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(\mathbf{M}_{i, j}-\frac{1}{n^{2}}\right)^{2} \tag{5.36}
\end{equation*}
$$

The final variance of a triplet is represented by the mean of three variances.

### 5.3 Graph Generation

The triplets, which are computed according to Section 5.2, are used to form a graph. The graph structure contains two different node types. The first type represents a triplet (yellow) with its image ids, whereas the second node type (red) represents a single image (see Figure 5.11). The graph is a directed weighted graph in which two nodes of type 1 will share an edge if two images of the triplet are identical. A connection between node type 1 and node type 2 will be established if they share the same image. The weight of each incoming edge depends on the quality of the triplet. The cost of an edge between node type 1 and 2 is 0.0 . Before discussing the generation of the path, other SfM approaches which rely on a graph structure are reviewed briefly.

### 5.3.1 Related Approaches

Most approaches which work with a graph structure aim at handling thousands of images of online foto collections such as Flickr. They focus on the problem of finding a set of images which covers the general structure of the


Figure 5.11: Graph representation, with yellow nodes containing triplets and red nodes representing a single camera position [94].
scene. All other images can then be included in the scene by spatial resectioning. Snavely et al. [82] generate a skeletal graph of images. Two images share an edge if the relative orientation has been successfully computed. To find the skeletal graph, they first create a maximum leaf spanning tree. This tree is transformed into a t-spanner by adding additional edges. Each edge in the graph is associated with a covariance computed in a BA step. Associating the covariance with the Hessian matrix from a non-linear optimization may not work for strongly non-linear systems. As the Hessian is the linear approximation of the current estimate, it even may not belong to the linearization of the optimal solution. In case the BA gets stuck in a local minimum, the computed covariance can mislead the algorithm. For this reason, the presented approach uses a cost function which combines measured parameters rather than using an approximated covariance whose computation is time consuming. Li et al. [43] use an even simpler method and weight the edges in the graph with the number of inliers supporting the estimated relative orientation model. Similarly, Bartelson et al. [5] construct a two view matching graph from wide baseline image sets where the number of correspondences is used as similarity value between two images. This matching graph is transformed to a maximum spanning tree. A set of triplets which meet certain criteria are derived from the graph and are used to calculate the orientation of the images. This work defines the goodness of a triplet as described in the next section.

### 5.3.2 Edge Weight

A graph, as described in the previous section, may contain thousands of nodes, but only a small number is considered for computing the positions of the cameras. The quality of the camera positions depends on the selected triplets. The triplets are selected according to the edge weight within the graph. A minimal cost is desirable. The definition of the edge weight has a strong influence on the camera path. Several different parameters can be taken into account to define the quality of a triplet:

- $n$ : Number of points supporting the triplet
- $\epsilon$ : Reprojection error in pixel from the BA step
- $s$ : Relative scale within the triplet (A,B,C)
- $d_{1}$ : Relative mean depth between A and B
- $d_{2}$ : Relative mean depth between B and C
- $\kappa$ : Tile variance of a triplet

From these parameters an edge weight is empirically derived to select the most precise triplets. This cost function consists of five parts in which each part is related to the quality of the triplet. A small reprojection error $\epsilon$ within BA is desirable. To achieve a similar parallax between camera pair $\mathrm{A}, \mathrm{B}$ and $\mathrm{B}, \mathrm{C}$, the distance between camera A and B should be close to the distance between camera $B$ and $C$. This configuration is assumed to be more stable than one, where camera B and C almost overlap. A similar parallax is incorporated in the cost function as $(1-s)^{2}$, which holds for motions parallel to the object of interest. This formulation can also result in a small cost if the parallax is almost zero, as it will be the case if the camera moves in the viewing direction by a distance of 1.0 . Since this is an unstable configuration, a second cost is included. The relative depths between camera pair $\mathrm{A}, \mathrm{B}$ and $\mathrm{B}, \mathrm{C}$ are compared to each other. Configurations, in which the relative depths of both pairs are similar, are preferred. It is formulated as

$$
\delta=\left\{\begin{array}{ll}
\left(1-\frac{d_{1}}{d_{2}}\right)^{2} & : d_{1} \leq d_{2}  \tag{5.37}\\
\left(1-\frac{d_{2}}{d_{1}}\right)^{2} & : d_{2}<d_{1}
\end{array}\right\} .
$$

Additionally, the tile variance as described in Section 5.2.2 is included in the complete cost function. Two different edge cost functions have shown to produce

| Edge cost function | Mean camera difference to ground truth |
| :---: | :---: |
| $1 / n$ | 5.59 |
| $\delta$ | 5.93 |
| $\epsilon$ | 7.88 |
| $\\|1-s\\|$ | 8.25 |
| $\kappa$ | 10.61 |
| $(1-s)^{2}$ | 12.03 |
| $\delta / n$ | 9.27 |
| $\epsilon \delta / n$ | 8.99 |
| $\\|1-s\\| \epsilon \delta / n$ | 9.78 |
| $\kappa \epsilon \delta / n$ | $\mathbf{2 . 9 6}$ |
| $\kappa\\|1-s\\| \epsilon \delta / n$ | 8.56 |
| $\kappa(1-s)^{2} \epsilon \delta / n$ | $\mathbf{4 . 4 5}$ |

Table 5.2: Evaluation of different edge cost functions.
reliable initial estimates, first

$$
\begin{equation*}
\frac{\kappa(1-s)^{2} \epsilon \delta}{n} \tag{5.38}
\end{equation*}
$$

and second

$$
\begin{equation*}
\frac{\kappa \epsilon \delta}{n} . \tag{5.39}
\end{equation*}
$$

Each edge is weighted by this formula. The incoming edge is the edge corresponding to the triplet, as transitioning to a new camera will always produce a cost. This cost function is evaluated empirically on the benchmark dataset Castle-P30 (Section 7.2). Several different cost functions have been evaluated and the initial path was compared to ground truth. Table 5.2 shows how good the initial path is estimated in comparison to ground truth. Many more combinations have been evaluated but only a comprehensive collection is presented here. Considering each parameter separately, Table 5.2 shows that the most important parameter is the number of matches as used in [43]. Simply combining separate parameters does not necessarily lead to a good initialisation. As the numbers are only produced on one dataset with given ground truth, the behavior may be different for other datasets. Nevertheless, reliable results have been computed with both presented cost functions.

### 5.4 Path Estimation

Based on the graph structure described in Section 5.3, various camera paths can be created by selecting different triplets. To compute a promising path, a
stable initial node is important. The betweenness centrality is computed for each node, to select a node which is most central.

### 5.4.1 Betweenness Centrality

The betweenness centrality is based on the measurements of all shortest paths that exist in a graph. The general idea is that a node will have a higher centrality if it is part of many shortest paths. Assuming a set of nodes $V$ with $u \in V$ and $t \in V$, the betweenness centrality of a node $v \in V$ is defined as

$$
\begin{equation*}
\left.C_{B}(v)=\frac{2}{(n-1)(n-2)} \sum_{v \neq u \neq t} \frac{\sigma_{u t}(v)}{\sigma_{u t}} \right\rvert\, \sigma_{u t}>0 \tag{5.40}
\end{equation*}
$$

with $\sigma_{u t}$ being the number of all shortest paths from $u$ to $t$ and $\sigma_{u t}(v)$ being the number of all shortest path from $u$ to $t$ passing through $v$. It is assumed that at least one shortest path between $u$ and $t$ exists [70, 22].
Since the scope of this work lies on connecting cameras and not triplets, a betweenness centrality is computed only from paths that connect nodes of type 2 . As the graph in Figure 5.11 is a directed graph with the camera nodes being sinks, the sink camera nodes are duplicated (red nodes) and inserted as source nodes (blue nodes) as shown in Figure 5.12. Now the shortest paths from each source node to all sink nodes are computed. The triplet node with the highest betweenness centrality is selected as starting node.
This algorithm has a complexity of $\mathcal{O}\left(n^{2}\right)$ in the number of cameras when the number of triplets is not considered. The number of triplets influences the complexity of finding the shortest path. The computation of the shortest paths can be time consuming for many cameras. An approximate solution can be found by generating groups of cameras. Since the images are supposed to be taken as a sequence, they follow a spatial order. A set of consecutive images, which will be close in space, can be grouped together. In the graph representation extra group nodes are included, which are either connected to source or to sink camera nodes (see Figure 5.13). The approximate solution is established by computing the betweenness centrality between the groups instead of single cameras.

### 5.4.2 Camera Pose

Once the initial node is selected, the pose of each image is computed by propagating the pose over a list of image triplets. The triplets are selected by


Figure 5.12: Graph with additional sink camera nodes in blue.


Figure 5.13: Graph with additional group nodes in green.
computing the shortest path to each image from the most central node. Each triplet defines a local coordinate system between three images which differs only in one similarity transformation to the global coordinate system. Since two triplets which are connected within the graph always share two identical images the overall scale can be propagated from one triplet to the other. For the initial node the first image A is set to the origin looking in z-direction. The second image B is placed at $\mathbf{C}_{B}=\mathbf{t}_{A B}$ with a rotation $\mathbf{q}_{B}=\mathbf{q}_{A B}$. $\left\|\mathbf{t}_{A B}\right\|$ defines the scale of the global coordinate system. The camera parameters of the third image C is defined as

$$
\begin{gather*}
\tilde{\mathbf{C}}_{C}=s_{A B} s_{A B C} \mathbf{q}_{B}^{-1} \tilde{\mathbf{t}}_{B C} \mathbf{q}_{B}+\tilde{\mathbf{C}}_{B}  \tag{5.41}\\
\mathbf{q}_{C}=\mathbf{q}_{B C} \mathbf{q}_{B} \tag{5.42}
\end{gather*}
$$

with $s_{A B}$ being the global scale between images A and B and $s_{A B C}$ being the relative scale of the triplet between image A, B, and C. Following this procedure, the next triplet is selected. Two images of the new triplet are already reconstructed with a known position. These two images are inserted into Equations 5.41 and 5.42 as image A and B to compute the parameters of the third image and insert it into the global coordinate system.

### 5.4.3 Camera Pose Optimization

In all SfM approaches, BA is the most important part. The non-linear least squares optimization is added as a final refinement step. Snavely et al. [81] used BA in each step an image is added to the path. Applying BA in each step results in a high computational cost. However, it stabilizes the result. Bundler has become a popular piece of software which is used in many different areas for reconstructing 3D scenes, e.g. archeology and geodesy.
BA can be time consuming especially when dealing with large scenes. Agarwal et al. [1] investigated the scaling of different BA methods for large scenes. Recently different approaches have been presented to accelerate BA [11, 32, 98].
The next section reviews the classical BA method before presenting a novel optimization scheme inspired by the parametrization of [12] originally developed for extended Kalman filter (EKF). Further, a general optimization framework, OpenOF, is presented which is successfully used for arbitrary least squares optimizations [95]. The framework was developed during this work and made publically available under GNU GPL v3 license. OpenOF has the advantage over other BA implementations e.g. Sparse Bundle Adjustment (SBA) [49], Simple

Sparse Bundle Adjustment (SSBA) [100] and Parallel Bundle Adjustment (PBA) [98] that not only the reprojection error but rather arbitrary cost functions can be minimized. All known implementations have some kind of limitations. Most often, the open source implementations assume that all images are either taken by the same camera (all internal parameters are identical) or all images are from arbitrary cameras [98, 100]. OpenOF can also handle special setups, such as several cameras are mounted on a rig.

### 5.4.3.1 Bundle Adjustment

The name bundle adjustment refers to the rays of light beginning at 3D points and projecting into different cameras. This bundle of rays between 3D points and images is optimized with a non-linear optimization algorithm as described in Section 2.4.1. The parameters which are optimized belong to a set of $n 3 \mathrm{D}$ points $\left\{\mathbf{X}_{1}, \mathbf{X}_{2}, \ldots, \mathbf{X}_{n-1}, \mathbf{X}_{n}\right\}$ and $m$ images $\left\{C_{1}, C_{2}, \ldots, C_{m-1}, C_{m}\right\}$. Additionally, measurements $\mathbf{x}_{i j}$ represent the projection of a point $i$ in image $j$. The function that is optimized is defined in Equation 5.43, where $f$ is the projection of a 3D point to image coordinates, defined in Equation 2.3.

$$
\begin{equation*}
\underset{\forall \mathbf{X}, \forall C}{\operatorname{argmin}} \sum_{\forall \mathbf{x}_{i j}}\left(\mathbf{x}_{i j}-f\left(\mathbf{X}_{i}, C_{j}\right)\right)^{2} \tag{5.43}
\end{equation*}
$$

Usually, one 3D point is only present in a limited number of images. This results in a sparse structure of $\mathbf{J}^{T} \mathbf{J}$ (see Equation 2.23). Modelling the sparse structure, as described in Section 2.4.1, avoids tremendous computation time, as even a middle-sized problem consists of thousands of 3D points and hundreds of images. Popular approaches, such as SBA [49], utilize the Schur complement for efficiently solving the normal equation within the Levenberg-Marquardt algorithm. This works well due to the special sparse structure of standard BA. Yet, with increasing complexity of the structure the Schur complement has its limitations. If the images are all taken with the same camera, the internal calibration is constrained to be the same for all images. In OpenOF it is also possible to define groups of images which have the same internal calibration. Further constraints can be easily integrated e.g. several cameras mounted on a car having a fixed distance and orientation to each other.


Figure 5.14: Inverse point parametrization with source and destination camera [95].

### 5.4.3.2 Inverse Bundle Adjustment

The inverse BA [95] is a ray based parametrization. In contrast to BA, a 3D point is not free in space, but it is attached to the image in which it first appeared in the processing chain. A 3D point is parametrized by a source camera $C_{s r c}$, a unit vector $\mathbf{n}$ and the inverse distance $d$ (see Figure 5.14). More formally speaking, the 3 D point $\mathbf{X}$ is defined in quaternion notation as

$$
\begin{equation*}
\tilde{\mathbf{X}}=\frac{1}{d} \mathbf{q}^{-1} \tilde{\mathbf{n}} \mathbf{q}+\tilde{\mathbf{C}} \tag{5.44}
\end{equation*}
$$

with $\mathbf{q}$ being the quaternion representing the rotation and $\mathbf{C}$ denoting the camera center of the source camera. The optimization function changes from Equation 5.43 to Equation 5.45. The derivative of this function is more complex than before since $\mathbf{X}$ is a function itself.

$$
\begin{equation*}
\underset{\forall \mathbf{X}, \forall C}{\operatorname{argmin}} \sum_{\forall \mathbf{x}_{i j}}\left(\mathbf{x}_{i j}-f\left(\mathbf{X}_{i}\left(C_{s r c(i)}, \mathbf{n}, d\right), C_{j}\right)\right)^{2} \tag{5.45}
\end{equation*}
$$

The big advantage of this approach is the reduction of parameters by $2 n$. Additionally, the number of measurements is reduced because no projection for the source camera is necessary. The ratio between parameters and measurements is most important for the convergence. Assuming a fixed intrinsic calibration, the ratio of the inverse parametrization is smaller than the ratio of the standard parametrization, for $n>7, m>3$.

$$
\begin{equation*}
\frac{7 m+n}{2 n(m-1)}<\frac{7 m+3 n}{2 n m} \tag{5.46}
\end{equation*}
$$



Figure 5.15: Optimization objects interact with different measurement types.

The reduction of the parameter space also leads to a disadvantage. A 3D point cannot acquire arbitrary positions in space. Since the point is fixed to the viewing ray of the source camera, the only free parameter is the depth. The image orientation has to change, to take in an arbitrary position. Since all points enforce a certain orientation of the image, arbitrary 3D point positions are not possible.

The adjusted parameters, which are more likely to be closer to the optimal solution than the initial parameters, can be further optimized with a standard BA parametrization to overcome this disadvantage.

### 5.4.3.3 OpenOF

OpenOF [95] is a general framework for least squares optimization which was developed within this work. It is build in order to efficiently combine general cost functions. The sparse structure of BA is incorporated by using a coordinate list (COO) matrix format. Each value is stored by its row and column. To solve the non-linear least squares system, OpenOF follows the algorithms presented in Section 2.4. With sparseLM [48] and g2o [41] two alternative libraries are available to solve this general problem. Due to the modular structure, OpenOF can incorporate any kind of robust cost function. Similar to g2o, where only the Huber cost function can be used, OpenOF can define for any measurement a different robust cost function. Currently, the robust cost functions presented in Section 2.4.3 are integrated.

In contrast to other approaches, OpenOF allows for an easy integration of new models. The optimization scheme follows the layout shown in Figure 5.15. The parameters to be optimized are grouped into so called optimization objects. In case of BA, there are four optimization objects: 3D point, 2D measurement, internal camera parameters, external camera parameters. Two
types of parameters exist for each object: On the one hand parameters that can be modified by the optimization and on the other hand constant parameters. In case of sensor data, all parameters belong to the second type and are constant. For some models it might be useful to include the parameters as variable and constant e.g. a position of a vehicle is given by different onboard sensors. The position is further adjusted respecting the variance of the different sensors.

These optimization objects serve as input to measurement types which represent a cost function. Each measurement type defines one cost function, e.g. the reprojection error. To have a wide diversity in the design of an optimization, it is possible to hold an optimization object constant in one measurement type and refine it in a different measurement type. While in other approaches the Jacobi matrix of the cost function needs to be provided, OpenOF generates a sparse Jacobi matrix by symbolic differentiation. The objective function is defined in the high level scripting language python. The python module sympy [88], which is an open source library for symbolic mathematics, makes it possible to define complex cost functions in an abstract and readable manner. High level libraries often come at the expense of speed. Since least squares optimization is highly demanding regarding computational cost, this problem is overcome by fast c++ code which runs on NVIDIA graphics cards and is automatically generated from the scripting language. OpenOF is successfully used in ongoing projects for refining drift and position parameters of satellites [29] as well as a project for dense 3D reconstruction [92]. In the latter case, algebraic as well as numerical differentiations are mixed.

### 5.4.3.4 Evaluation

For evaluation, inverse BA is compared against BA, both computed with OpenOF. Both methods are evaluated against simulated data as well as a real world dataset. The performance is compared with two open source BA implementations, SSBA [100] and PBA [98]. The latter is implemented for the GPU and CPU, respectively. In contrast to SSBA, PBA uses CG similar to OpenOF. The performance of OpenOF is shown to be comparable to the specially optimized PBA. All evaluations are performed on an Intel i7 with 3.07 GHz, 24 GB RAM and a NVIDIA GTX 570 graphics card with 2.5 GB memory. Synthetic data shown in Figure 5.16 is used for evaluation. The 3D points are randomly generated and placed on the walls of a cube. The points are only projected into cameras for which the points are directly visible in reality,


Figure 5.16: Setup of points (blue) and cameras (red) for the simulated data [95].
assuming the cube is not transparent. The cube has a size of $10 \times 10 \times 10$. The cameras are positioned on a circle with a radius of 8 , facing the center of the cube. The points are projected into a virtual camera with an image size of $640 \times 480$ and a focal length of 1000 measured in pixel. The principal point is defined to lie in the center of the image. To simulate SfM approaches where the initial camera position is rather a rough estimate, Gaussian noise is added to the camera position. Normally distributed noise of 0.5 pixels is applied to the measurements. Furthermore, new points are triangulated from the noisy projections instead of using the original 3D point, resulting in a more realistic setup. With known positions of the cameras, the convergence of the five BA implementations introduced above is investigated by continuously increasing the noise of the camera position. Within the simulation 100 cameras and 1000 points are used. The overall estimate of each method is transformed to the original cameras with a Helmert transformation. The distance error between the estimated and true camera position is shown in Figure 5.17(a) for different amounts of noise. For each noise level on the camera position the mean of 5 iterations is plotted. Within our test the GPU implementation of PBA did not converge in most cases, as shown in Figure 5.17(a). Every other method shows a similar precision for $\sigma<0.6$. For $\sigma>0.6$, inverse BA shows a better convergence than the other methods due to fewer degrees of freedom. Especially the CPU version of PBA most rarely converged for noise $\sigma>1.2$. The convergence problem of PBA results in increased computation time (Figure 5.17(b)), while the other approaches stay constant in time. To evaluate the speed of the algorithms, each method runs with a constant amount of Gaussian noise while concomitantly increasing the number of cameras. This reduces the distance


Figure 5.17: Applying normally distributed noise on the camera positions (100 cameras) [95].


Figure 5.18: Changing the number of cameras with constant amount of noise on the camera position $(\sigma=0.5)$ [95].
between two cameras and increases the number of projections of one 3D point. As expected, SSBA, using a direct solver implemented on a CPU, shows the lowest performance. Regarding the described example, the approaches using CG (OpenOF and PBA) operate much faster than the one with a direct solver (see Figures 5.18(a) and 5.18(b)). The GPU version of PBA cannot be taken into account because it did not converge.

The real world data evaluation is performed on a dataset with 390 images taken with a Canon EOS 7D camera (see Figure 5.19(b)). The pictures were taken in the American Museum of Natural History in New York within the scope of a project aiming at the reconstruction of extinct animals. Figure 5.19(a) shows the final reconstruction computed with PMVS2 [24]. The path computed with


Figure 5.19: Three mammoths acquired at the American Museum of Natural History [95].


Figure 5.20: Convergence of the mammoth dataset [95].

OpenOF is illustrated in Figure 5.19(c). The convergence rates of SSBA and OpenOF are compared against each other. PBA is not included in this part of the evaluation due to a different metric system for the residuals which could not be adapted. As shown in Figure 5.20(a), the convergence of SSBA and OpenOF is similar for BA with respect to the number of iterations. Regarding the number of iterations relative to the overall time, the CG approach outperforms the direct solver. This speedup is even larger for datasets where the amount of overlapping images is higher, as shown in the synthetic evaluation. The convergence rate of inverse BA is better than of BA.

### 5.4.4 Merging Reconstructions

A single object of interest is frequently acquired multiple times. There are different reasons for capturing multiple datasets of the same object: Either parts of the objects which were missed in the first round are captured in a second iteration or the images are acquired with different distances to the object. The precision of a reconstruction can be computed by merging multiple reconstructions and estimating discrepancy between those.
It is assumed that each project contains a list of 3D points and their 2D correspondences (see Figure 3.8 for a complete overview of the given data structure.). From two sets of 3D points the subset of points which is identical in both projects is identified and the correspondences between those points is established. The SIFT descriptor is used to establish the correspondences. Since each 3D point is constructed from multiple 2D points, a 3D point can be described by multiple SIFT descriptors. For simplicity only one descriptor is chosen for each point. Li et al. [44] proposed to either take the average of the descriptors or to take all descriptors. In this work a 3D point is represented by the descriptor which is closest to all other descriptors. The task of merging two reconstructions is reduced to matching two sets of descriptors as described in Section 4.1. Once the correspondences are established, the transformation between the two projects is computed with a Helmert transformation. Since the correspondences may contain outliers, the Helmert transformation is computed with a robust L2 truncated function. This method is repeated until all reconstructions are merged.

## CHAPTER VI

## Loop Closure

When acquiring an image sequence, it is common to move in a circle around the object and return to the starting point. Identifying such a situation is known in literature as 'loop closure detection' [4]. Revisiting a location can be identified with two different approaches, whereby both approaches have advantages and disadvantages. Combining both approaches can help to achieve a stable and reliable solution. The first approach is based on the visual appearance of the scene while the second makes use of the pose of the camera (spatial loop closure). Identifying the loop closure only by visual appearance may cause errors, especially if repetitive structures are present in the scene. Due to symmetric structures, opposite walls of a room may look similar. Humans are able to differentiate between two scenes by identifying small objects that are missing in the other image (see Figure 6.1) but many examples exist where even those small differences are missing. In such a case only spatial loop closure detection can be applied. The drawbacks of spatial loop closure detection become visible in long image sequences such as the car sequence presented in Section 7.4. The position error increases with every image. At the end the error may have become too large to detect a spatial loop closure. Combining both approaches leads to a robust solution.


Figure 6.1: Example scene which might mislead an appearance based loop closure detection.

### 6.1 Image Based Loop Closure Detection

Humans are able to recognize previously visited places by their visual appearance. For loop closure detection, the content of the image plays an important role as well. The most straight-forward approach is a linear search in all previously captured images: A new image is matched with all previous images. If the number of matches exceeds a certain threshold, it will be most likely that a loop closure is detected. Since image matching is time consuming, the amount of image pairs that are matched needs to be limited. The image based loop closure detection degrades to the problem of finding images which are likely to match. It does not necessarily mean that a loop closure exists, if two images match.

A common approach defines for each image a bag of visual words [66] by inserting the descriptors in a vocabulary tree. Each leaf node of the tree represents a visual word. In this thesis, a new approach is proposed which describes one image only by one descriptor. All features which describe an image are merged by feature pooling [9]. In contrast to other feature pooling methods, the variance which appears in each dimension of the SIFT descriptors is used to form the new descriptor. Two images are assigned as matching candidate if the cosine similarity between the descriptors is below a certain threshold. In the next section vocabulary trees are described in detail, followed by a novel more effective method, the VDA.

### 6.1.1 Vocabulary Trees

Vocabulary trees are by now the most common way to detect loop closures using only images. The basic idea was first presented in [80]. Nevertheless, it was not spread until [66] in the SLAM community. Vocabulary trees rely on so called 'visual words'. Based on millions of SIFT descriptors of different objects a hierarchical k -means clustering is constructed in feature space. Each cluster center represents a visual word. From the hierarchical clustering a vocabulary tree is generated. The leaf nodes are identical with the visual words. Generating the clusters is time consuming. However, the resulting tree is not only discriminative for specific training data, but can produce reliable results for rather general images.
Two sets of images exist: The database and the query images. All features of the database images are inserted in the vocabulary tree. Each leaf node consists of a
list containing the image indices of the inserted features (inverted files).
For each visual word the Term Frequency Inverse Document Frequency (TF-IDF) is applied, originally invented for text mining, to calculate the relevance of each visual word regarding an image. The TF-IDF consists of two parts which are multiplied with each other. The first part is the Term Frequency (TF) defined as the quotient of the frequency of a visual word $n_{i, w}$ in an image $i$ and the total number of visual words $n_{i}$ in the image. The complete TF-IDF is defined as

$$
\begin{equation*}
t f i d f(i, w)=\frac{n_{i, w}}{n_{i}} \log \frac{N}{N_{w}} \tag{6.1}
\end{equation*}
$$

where $N$ is the total number of images and $N_{w}$ is the total number of images where the word $w$ appears. A sparse descriptor with a length equal to the number of leaf nodes of the tree is created for each image. This descriptor contains the scores of the TF-IDF for the visual words occurring in this image. The descriptor is normalized afterwards.

For querying an image, the normalized difference between the query descriptor and the database descriptors can be efficiently computed. The best $n$ matches from the database are selected as loop closure candidates.

### 6.1.2 Variance Descriptor Analysis

VDA is a new method proposed in this thesis which describes an image with a single vector and computes an appearance based similarity value between images. This descriptor has only a size 128 and can be computed in a complete parallel manner. Detecting loop closures with vocabulary trees is a reliable, well established method, but is computationally costly. For devices with less computational power such as mobile robots or smart phones efficient methods like VDA are important.
Similar to vocabulary trees, VDA produces a set of matching candidates which is only a small percentage of all possible candidates. Considering $m$ images, the aim is to build a similarity matrix $\mathbf{M}$ containing the results of a cost function $\operatorname{sim}(i, j)$ for image $i$ and image $j$. To compute $\operatorname{sim}(i, j)$, a new descriptor, called Variance Descriptor (VD), is created for each image. Since two images will match if many of the SIFT features of one image have a correspondence in the second image, a new descriptor is computed out of all features of one image. The challenge is to achieve an efficient data reduction while remaining discriminative. As shown by TBH, data can be distinctively divided in a 128 dimensional space according to


Figure 6.2: Appearance similarity matrix (VDA) of KPM dataset.
its variance. Thus, the new descriptor contains the variance over each dimension. More formally speaking, given a descriptor $\mathbf{D}_{f}^{i}$ of a feature $f$ from image $i$, the $\mathrm{VD} \mathbf{V}^{i}$ is computed as in [94] with $n$ being the number of features of image $i$.

$$
\begin{equation*}
\mathbf{V}^{i}=\frac{1}{n-1} \sum_{f=1}^{n}\left(\mathbf{D}_{f}^{i}-\overline{\mathbf{D}}^{i}\right)^{2} \tag{6.2}
\end{equation*}
$$

The similarity $\operatorname{sim}(i, j)$ is computed as the cosine similarity, the inner product of the normalized vectors.

$$
\begin{equation*}
\mathbf{M}_{i, j}=\operatorname{sim}(i, j)=\frac{\mathbf{V}^{i T} \mathbf{V}^{j}}{\left\|\mathbf{V}^{i}\right\|\left\|\mathbf{V}^{j}\right\|} \tag{6.3}
\end{equation*}
$$

The angle between $\mathbf{V}^{i}$ and $\mathbf{V}^{j}$ remains smaller than 90 degree, because each value in $\mathbf{V}$ is positive as the variance is always positive, resulting in a similarity value in the range 0.0 to 1.0. Figure 6.2 shows a similarity matrix for a path surrounding an object twice. The path belongs to the Königliche Porzellan Manufaktur (KPM) dataset in Section 7.3.

### 6.1.3 Evaluation

The following section compares the results achieved by VDA with those generated by the use of vocabulary trees. The chosen dataset belongs to the court yard of the KPM. The court yard was circled two times. The ground truth for a binary similarity matrix is generated by matching each image with all other


Figure 6.3: Number of matches of the KPM dataset.
images. In Figure 6.3, the maximal number of matches is set to 8000 for better visual appearance. VDA and vocabulary trees are evaluated with a Receiver Operating Characteristic (ROC) curve in Figure 6.4 considering different number of matches as ground truth. A true positive count will be achieved if a similarity is detected and the ground truth in Figure 6.3 has more than $t$ matches. A false positive event will be counted if a similarity is detected, but the two images have less than $t$ corresponding matches. Applying a threshold to the similarity matrix in Figure 6.2 transforms the score into a binary decision. By changing the threshold, the ROC curve is computed. The chosen dataset does not contain any misleading symmetric structures. Otherwise, the automatic ground truth generation, which is used in this example, would not be valid. Further evaluations on a dataset with symmetric structures are presented in Section 7.1.1 on the Faller Train Station (FTS) dataset. The results in Figure 6.4 show a remarkably high recognition rate for vocabulary trees with a true positive rate of $95 \%$ with less than $10 \%$ false positives for $t>500$. Nevertheless, VDA achieves also a high recognition rate considering the substantial data reduction, which was applied. A vocabulary tree with 1 million visual words were used, resulting in a descriptor size of 1 million. In contrast, the descriptor size of VDA is only 128. VDA is superior to vocabulary trees concerning resources. On the FTS dataset in


Figure 6.4: ROC for VDA and vocabulary trees (VOC).

Section 7.1 a speedup of a factor of 350 was achieved. As a conclusion, VDA should be applied if speed and limited resources have to be considered. If speed is of second rank, vocabulary trees will usually yield a better recognition rate.

### 6.2 Spatial Loop Closure Detection

After successfully creating an initial path, a spatial loop closure detection can be applied to refine the results. Usually, the user returns to a position near the point where he started taking the images of the object. However, to discriminate this common scenario from exceptions, a fast and reliable approach is essential. The algorithm presented here uses a set of camera positions and a sparse point cloud. Usually, one 3D point is captured by several cameras. At first, the mean viewing direction $\mathbf{n}_{i}$ of each point to all corresponding cameras which triangulated this point is computed. This approximates the direction to the images corresponding to the point. A similar direction of a query image might
lead to a loop closure detection.

$$
\begin{equation*}
\mathbf{n}_{i}=\frac{1}{m} \sum_{j=1}^{m} \frac{\hat{\mathbf{C}}_{j}-\hat{\mathbf{X}}_{i}}{\left\|\hat{\mathbf{C}}_{j}-\hat{\mathbf{X}}_{i}\right\|} \tag{6.4}
\end{equation*}
$$

A list of cameras, which were part in the triangulation process, is associated with the respective 3D point. For each point the angle between the viewing ray computed in Equation 6.4 and the ray which goes from the camera center to the point is calculated and a threshold $\alpha$ is applied

$$
\begin{equation*}
\arccos \left(\frac{\mathbf{n}_{i}^{T}(\hat{\mathbf{C}}-\hat{\mathbf{X}})}{\left\|\mathbf{n}_{i}\right\|\|(\hat{\mathbf{C}}-\hat{\mathbf{X}})\|}\right)<\alpha \tag{6.5}
\end{equation*}
$$

with $\mathbf{X}$ being the location of the 3D point and $\mathbf{C}$ being the camera center. In cases where the angle is smaller than the threshold $\alpha$ the image lies in the same direction as the images which triangulated the point. In this case the point votes for a loop closure regarding the respective image. Else, a negative vote is applied. Equation 6.5 is applied for all points and all cameras leading to a complexity of $\mathcal{O}(n m)$. If the angle difference is larger than $\alpha$ the camera may still be able to see the point, but the feature matcher will not be able to match the corresponding features within the images as the viewpoint difference is too large. All votes are stored in a similarity matrix. A loop closure is detected for each positive entry in the similarity matrix. This voting scheme has the advantage that no fixed threshold on the similarity matrix needs to be applied. A loop closure candidate is accepted if half of the sparse points correspond to an image vote for a loop closure, meaning a positive entry in the similarity matrix. The algorithm is outlined in Algorithm 3 with $n$ points and $m$ images.

## Evaluation

In the KPM dataset loops need to be closed. The initially estimated path, shown in Figure 6.5, produced duplicated walls due to accumulated errors. Only after matching the images forming a loop, a correct result was achieved (see Figure 6.6). Since the camera positions of the second circle around the courtyard is still in a short range to the correct position, the presented spatial loop closure procedure works well. The accumulated votes as well as a binary image of the spatial similarity matrix are shown in Figure 6.7. This binary image is used to match image pairs that have not been matched before. From the new matches, potential

```
Algorithm 3 Generating spatial similarity matrix
    for \(i=1\) to \(n\) do
        for \(j=1\) to \(m\) do
            if \(\angle\left(\mathbf{C}_{j}-\mathbf{X}_{i}, \mathbf{n}_{i}\right)<\alpha\) then
                for all id in getIds( \(\mathbf{X}_{i}\) ) do
                    \(\mathbf{M}_{j, i d}=\mathbf{M}_{j, i d}+1\)
                        \(\mathbf{M}_{i d, j}=\mathbf{M}_{i d, j}+1\)
                end for
            else
            for all id in getIds \(\left(\mathbf{X}_{i}\right)\) do
                \(\mathbf{M}_{j, i d}=\mathbf{M}_{j, i d}-1\)
                \(\mathbf{M}_{i d, j}=\mathbf{M}_{i d, j}-1\)
            end for
                end if
        end for
    end for
```

new triplets arise. These triplets are computed and the respective matches are marked as filtered if they pass the filter step described in Section 4.1.4.3. Once the global ids are regenerated, the path is computed once again and BA is able to close the loop with the new correspondences. The resulting sparse point cloud is shown in Figure 6.6. The duplicated walls have vanished and the images of the two circles are close together, as the driver took the same path for the long straights.

### 6.3 Closing the Loop

In case of a long camera path with more than 1000 images, the gap between the cameras forming the loop can be large. If only the point correspondences are given, BA might not be able to close the loop. Especially when using a robust optimization method, these measurements are handled as outliers. In such a case it proved to be useful to distribute the errors equally between the cameras which are in the triplet propagation chain between the cameras which form the loop. Considering a begin image with a frame number $f_{B}$ and an end image with the number $f_{E}$, all images for which $f<f_{B}$ hold are supposed to be in the propagation chain situated before the begin of the loop. Images for which $f>f_{E}$ holds are after the loop. All other images are in consecutive order by their frame id within the loop. In the following formulas it is assumed that cameras $f_{B}$ and $f_{E}$ are identical in position and rotation. This is valid if the image is included

Figure 6.5: Sparse point cloud with camera poses after initial path computation.


Figure 6.6: Sparse point cloud with camera poses after loop closure matched.


Figure 6.7: Spatial similarity matrix for loop closure.
in the graph two times with different frame ids. First, an image is included by a triplet at the beginning of the loop and a second time at the end of the loop. A factor is computed which describes the impact that the closing transformation has on a certain image.

$$
s_{f}= \begin{cases}0 & : f \leq f_{B}  \tag{6.6}\\ \frac{f-f_{B}}{f_{E}-f_{B}} & : f_{B}<f<f_{E} \\ 1 & : f_{E} \leq f\end{cases}
$$

The closing transformation transforms camera $f_{E}$ onto camera $f_{B}$ by means of position and orientation. The closing transformation consists of a rotation $\mathbf{q}_{E B}$ and a translation $\mathbf{t}_{E B}$.

$$
\begin{gather*}
\mathbf{q}_{E B}=\mathbf{q}_{B}^{-1} \mathbf{q}_{E}  \tag{6.7}\\
\mathbf{t}_{E B}=\mathbf{t}_{B}-\mathbf{t}_{E} \tag{6.8}
\end{gather*}
$$

This transformation needs to be interpolated by the factor $s_{f}$ computed in Equation 6.6. Several approaches to interpolate a rotation have been discussed in [17]. The one applied in this work uses a linear approximation over the rotation angle $\alpha$, which results in a constant angular velocity. From $\mathbf{q}_{E B}$ the angle $\alpha$ as well as the rotation axis $\mathbf{v}$ can be extracted.

$$
\begin{equation*}
\alpha=2 \cos ^{-1}\left(\mathbf{q}_{E B}[0]\right) \tag{6.9}
\end{equation*}
$$



Figure 6.8: Closure of large gap in loop with 10000 cameras.

$$
\begin{equation*}
\mathbf{v}=\frac{\mathbf{q}_{E B}[1: 4]}{\left\|\mathbf{q}_{E B}[1: 4]\right\|} \tag{6.10}
\end{equation*}
$$

A new quaternion is defined for each camera which rotates the camera into the new coordinate system.

$$
\begin{equation*}
\mathbf{q}=\left[\cos \left(\alpha s_{f} / 2\right), \mathbf{v}^{T} \sin \left(\alpha s_{f} / 2\right)\right]^{T} \tag{6.11}
\end{equation*}
$$

The new position and orientation of each camera is defined as follows:

$$
\begin{gather*}
\tilde{\mathfrak{t}}_{f}^{\prime}=\mathbf{q}\left(\tilde{\mathbf{t}}_{f}-\tilde{\mathbf{t}}_{E}\right) \mathbf{q}^{-1}+\tilde{\mathbf{t}}_{E}+s \tilde{\mathbf{t}}_{E B}  \tag{6.12}\\
\mathbf{q}_{f}^{\prime}=\mathbf{q}^{-1} \mathbf{q}_{f} \tag{6.13}
\end{gather*}
$$

This procedure can be repeated if several loop closures within the dataset are detected. The newly defined solution is further optimized in a BA step. This time, the point correspondences in the loop will fit together and are not identified as outliers. The final BA is also necessary to adjust displacements which were erroneously included in the closing procedure since the gap of the loop was initially not linearly distributed on all cameras between camera $f_{B}$ and camera $f_{E}$. An example in which the initial path had a large error which could be closed is given in Figure 6.8.

## CHAPTER VII

## Results

This thesis describes a novel SfM toolchain with the aim to increase robustness and accuracy. The following chapter evaluates the performance of the newly presented approach. The evaluation is done on different datasets to show the universality of the pipeline. Special attention is paid to the accuracy and precision. If the ground truth is given, such as for the FTS and the Castle-P30 dataset, the global accuracy will be analysed by mapping the reconstruction to the ground truth with a Helmert transformation. Else, the precision of the dataset is evaluated by comparing multiple measurements. For each dataset, different aspects are selected which are analysed in detail. Different remarks are given concerning what is necessary for an accurate reconstruction such as reliable feature matches. It will be shown that the newly presented inverse BA is often able to converge even in cases where BA does not. Visual evaluation of the resulting sparse point cloud can give a qualitative assessment, but does not provide an objective and measurable performance criterion. The reprojection error is a measurable indicator for the quality of a reconstruction, but as it depends on the individual judgment of outliers, it is not an objective and unbiased performance criteria. The only mostly unbiased way to evaluate the performance of a reconstruction is the comparison to ground truth. If this is not possible, comparing multiple reconstructions against each other is the next best possibility. The datasets used for evaluation are chosen from different scenarios.

1. The FTS dataset is acquired in the lab with constant light conditions. The object of interest has a small size of 96 cm . It is used to evaluate the accuracy of the system in comparison to GCP. This dataset is taken also for evaluating the precision by comparing the results of multiple reconstructions of the same object.
2. The Castle-P30 dataset is publically available with a given ground truth [85]. It shows a courtyard with a medium size of approximately $50-60 \mathrm{~m}$.
3. The KPM dataset is aquired with a camera mounted on a Segway. The captured area has a size of approximately $2400 \mathrm{~m}^{2}$. The captured area is surrounded two times to have enough data to evaluate the precision by merging two reconstructions as well as evaluating the loop closure approach.
4. The Car dataset shows that the toolchain is able to handle even a dataset with $10^{4}$ images. The images are extracted from a video sequence acquired with a low cost outdoor camera mounted on a car.
5. The UAV dataset shows a house which was reconstructed from only 145 images.

Many more datasets have been successfully reconstructed but, only a representative set is seleceted to show the generality of the algorithms.

### 7.1 Faller Train Station

The FTS dataset was acquired under lab conditions. The object of interest is a model house made by Faller ${ }^{\circledR}$ representing the train station Reichenbach. It has an overall size of $960 \times 400 \times 665 \mathrm{~mm}$. For evaluation, 90 points on the object are measured with a Leica TCRA 1103 tachymeter. The coordinates of the measured 3D points are optimized in a network adjustment [47] as shown in Figure 7.1. Each 3D point is connected to manually assigned image coordinates. According to the network adjustment, the GCP are measured with an average accuracy of approximate $\sigma=0.7 \mathrm{~mm} .200$ images are taken around the object with a Panasonic GF1, 20 mm prime lens, in full resolution $(4000 \times 3000)$. The indexed points are marked within 15 images well distributed over the dataset. An id is assigned to each point as visible in Figure 7.2 starting from id 100. As not all points could be computed with a high precision during a least squares network adjustment, the ids exceed the total number of points. The reconstructed camera path together with the sparse point cloud is visualized in Figure 7.5.

### 7.1.1 Loop Closure

When capturing the FTS images, the object was surrounded two times. The first circle captured the lower part of the object whereas the second captured the roof. Each circle produces one loop closure as visualized by the red pyramids in Figure 7.5. The first loop closure appears after the first full circle around the


Figure 7.1: Ground truth measurement adjustment (JAG3D [47]).


Figure 7.2: FTS with marked coordinates of GCP.

| VDA | VOC |
| :---: | :---: |
| 0.2 | 69.6 |

Table 7.1: Speed comparison of VDA and VOC in seconds.


Figure 7.3: Example of a wrongly identified loop closure by VDA and VOC.
lower part of the object is closed, approximately between image 0 and image 85. The second loop closure is located at image 95 , which has a strong overlap with image 198. It closes the loop which captured the roof of the train station. The symmetric structure of the train station is challenging for image based loop closure procedures. The two loop closures were successfully detected by VDA and the spatial loop closure strategy, as shown in Figure 7.4. The similarity matrices of the image based methods (Figures 7.4(a) and 7.4(e)) show a false loop closure between image 20 (Figure 7.3(a)) and image 65 (Figure 7.3(a)). This failure does not occur in the spatial loop closure method, but there is a wrongly identified closure between image 105 and image 160. The viewing angle between these two images is in the accepted range which was set empirically to 21.5 degrees, but the surface of the roof is not visible in the other image. Intersecting the binary appearance and spatial similarity matrix leads to the decision matrix in Figure $7.4(\mathrm{f})$. The newly presented VDA approach finds the same loop closures as estimated with the vocabulary tree, but with a smaller computational effort. The time comparison shown in Table 7.1 was computed on an Intel i7 with 3.07 GHz. Only one CPU was used to make a fair comparison. All loops were found with no false positive detection by intersecting the spatial and visual loop closure detection.


Figure 7.4: Loop closure analysis of the FTS dataset.


Figure 7.5: Reconstructed camera path with sparse point cloud.

### 7.1.2 Accuracy

From the reconstructed path, the manually marked correspondences are triangulated. Since the reconstruction is unique up to seven parameters, a Helmert transformation is computed which transforms the reconstruction to the GCP. As BA is an important aspect of the reconstruction, the initial path, which was generated as described in Section 5.4.2, is subsequently optimized with different robust cost functions, which is parametrized by the threshold in Tables 7.2 and 7.3 (see Figure 2.5 for different cost functions). Each bundled path is used to triangulate the manually assigned image coordinates which correspond to the measured GCP. The sparse set of points is then transformed to the ground truth as described in Section 2.5, and the resulting differences are listed in Table 7.2 and summarized in Figure 7.6(a). The same evaluation is repeated (Table 7.3 and Figure 7.6(b)), but this time the global ids are generated from all feature matches (only epipolar filter applied) and not only the matches which were filtered by a camera triplet. This time the global ids contain much more outliers, which strongly influences the standard BA parametrization.

The choice of a robust cost function with its parameters is in practice not an easy task. The threshold in pixel is chosen in a wide range to present the impact the parameter has on the convergence of the different methods. For the optimal


Figure 7.6: RMSE of the FTS dataset for different BA configurations corresponding to Tables 7.2 and 7.3.

|  |  | OpenOF |  |  | OpenOF Inverse |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Thresh. <br> in Pixel | SSBA | L2 T. | Huber T. | Huber | L2 T. | Huber T. | Huber |
| 0.5 | 1.149 | 32.232 | 1.354 | 1.110 | 36.738 | 19.552 | 1.225 |
| 1.0 | 1.115 | 1.108 | 1.132 | 1.117 | 25.824 | 1.120 | 1.172 |
| 1.5 | 1.116 | 1.111 | 1.129 | 1.121 | 1.517 | 1.208 | 1.168 |
| 2.0 | 1.135 | 1.164 | 1.159 | 1.110 | 1.129 | 1.172 | 1.187 |
| 2.5 | 1.140 | 1.222 | 1.150 | 1.145 | 1.189 | 1.176 | 1.171 |
| 3.0 | 1.139 | 1.143 | 1.144 | 1.115 | 1.176 | 1.177 | 1.174 |
| 3.5 | 1.144 | 1.172 | 1.143 | 1.112 | 1.171 | 1.190 | 1.168 |
| 4.0 | 1.145 | 1.165 | 1.142 | 1.111 | 1.203 | 1.175 | 1.172 |
| 4.5 | 1.149 | 1.156 | 1.140 | 1.109 | 1.198 | 1.172 | 1.172 |
| 5.0 | 1.145 | 1.146 | 1.138 | 1.125 | 1.183 | 1.170 | 1.171 |
| 5.5 | 1.143 | 1.141 | 1.137 | 1.130 | 1.181 | 1.175 | 1.170 |
| 6.0 | 1.143 | 1.140 | 1.137 | 1.117 | 1.181 | 1.180 | 1.667 |
| 6.5 | 1.143 | 1.139 | 1.141 | 1.128 | 1.175 | 1.227 | 1.169 |
| 7.0 | 1.143 | 1.140 | 1.139 | 1.143 | 1.175 | 1.169 | 1.168 |
| 7.5 | 1.143 | 1.140 | 1.139 | 1.108 | 1.175 | 1.169 | 1.168 |
| 8.0 | 1.143 | 1.139 | 1.137 | 1.108 | 1.175 | 1.169 | 1.168 |
| 8.5 | 1.143 | 1.137 | 1.138 | 1.108 | 1.172 | 1.168 | 1.168 |
| 9.0 | 1.143 | 1.137 | 1.137 | 1.108 | 1.171 | 1.168 | 1.210 |
| 9.5 | 1.143 | 1.137 | 1.128 | 1.253 | 1.171 | 2.167 | 1.202 |
| 10.0 | 1.143 | 1.143 | 1.126 | 1.143 | 1.169 | 1.167 | 1.167 |

Table 7.2: RMSE in mm compared to ground truth with filtered feature matches (filter from Section 4.1.4.3). The truncation of Huber T. is applied at twice the threshold.

|  |  | OpenOF |  |  | OpenOF Inverse |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Thresh. <br> in Pixel | SSBA | L2 T. | Huber T. | Huber | L2 T. | Huber T. | Huber |
| 0.5 | 2.043 | 14.095 | 1.089 | 2.318 | 1.120 | 1.095 | 2.309 |
| 1.0 | 472.328 | 1.089 | 1.088 | 2.676 | 1.098 | 1.103 | 2.536 |
| 1.5 | 469.797 | 1.135 | 1.122 | 3.050 | 1.125 | 1.280 | 2.767 |
| 2.0 | 378.866 | 1.091 | 1.177 | 3.438 | 1.178 | 1.090 | 3.018 |
| 2.5 | 386.183 | 1.115 | 1.217 | 3.745 | 1.236 | 1.115 | 3.261 |
| 3.0 | 377.273 | 1.154 | 1.253 | 4.105 | 1.085 | 1.140 | 3.485 |
| 3.5 | 377.223 | 1.177 | 1.305 | 4.465 | 1.090 | 1.193 | 3.679 |
| 4.0 | 380.081 | 1.200 | 1.364 | 4.905 | 1.101 | 1.192 | 3.903 |
| 4.5 | 377.184 | 1.224 | 1.426 | 5.217 | 1.118 | 1.217 | 4.132 |
| 5.0 | 377.195 | 1.248 | 1.533 | 5.542 | 1.134 | 1.279 | 4.339 |
| 5.5 | 377.226 | 1.265 | 1.728 | 5.922 | 1.146 | 1.307 | 4.550 |
| 6.0 | 3.738 | 1.299 | 1.794 | 6.233 | 1.190 | 1.344 | 4.804 |
| 6.5 | 377.767 | 1.335 | 1.871 | 6.538 | 1.179 | 1.386 | 4.975 |
| 7.0 | 4.118 | 1.371 | 1.930 | 6.816 | 1.197 | 1.440 | 5.171 |
| 7.5 | 377.370 | 1.401 | 1.996 | 7.126 | 1.217 | 1.379 | 5.360 |
| 8.0 | 4.441 | 1.437 | 2.053 | 7.392 | 1.231 | 1.418 | 5.571 |
| 8.5 | 4.663 | 1.521 | 2.118 | 7.655 | 1.245 | 1.511 | 5.715 |
| 9.0 | 4.760 | 1.622 | 2.176 | 7.892 | 1.302 | 1.561 | 5.914 |
| 9.5 | 4.931 | 1.698 | 2.227 | 8.067 | 1.312 | 1.624 | 6.046 |
| 10.0 | 5.088 | 1.768 | 2.234 | 7.176 | 1.334 | 1.679 | 6.213 |

Table 7.3: RMSE in mm compared to ground truth with all feature matches (only epipolar filter applied). The truncation of Huber T. is applied at twice the threshold.
solution the outlier threshold might be small (less than a pixel) but setting the threshold initially to a small value can cause the optimization not to close a loop as the measurements of the images forming the loop are treated as outliers.

The SSBA implementation does not converge for many different thresholds as shown in Table 7.3 by the high RMSE. While all BA approaches worked reasonably well for the filtered case, the novel inverse depth BA mostly outperforms the other approaches for the unfiltered case.

Outliers have less impact on the overall solution, due to the smaller degrees of freedom of inverse BA over standard BA. OpenOF L2 T. should be compared to OpenOF Inverse L2 T. etc. As shown in Figure 7.6 the truncated robust cost functions perform better in case of outliers, where the Huber norm performance better on the filtered feature matches. Applying strict outlier filters is mostly a good choice, but also correct feature matches are sometimes filtered out. Comparing Tables 7.2 and 7.3 shows that on average the filtered feature matches perform better, but the most accurate result was found with all feature matches. The reconstructed path shows a high accuracy with a RMSE of 1.085 mm for the GCP. The accuracy is close to the accuracy of the ground truth. It will be more and more complicated to generate a ground truth which has to be a magnitude better than the system which should be evaluated.

### 7.1.3 Precision

In case no ground truth is given, the quality of a reconstruction can be evaluated by reconstructing the object of interest from two datasets. These two reconstructions are merged as described in Section 5.4.4. Each reconstruction contains approximately 25000 sparse points. A correspondence was found for 1100 points with a SIFT matching ratio of 0.6 . It is assumed that many of these correspondences are outliers, due to the symmetric structure of the object. The Helmert transformation is computed in two steps: First, all 1100 correspondences are used to compute the transformation with a robust L2 truncated cost function. The threshold, which is applied for the difference in one dimension, is decreased in 3 steps to 0.005 m . Second, only the points which have an error of less than 5 mm (ca. $62 \%$ ) are used to refine the calculated transformation. The error of the points are sorted in increasing order. Figure 7.7 shows the results for all 1100 points. The best $40 \%$ of the points have an error of less than 1.68 mm . This value coincides with the accuracy computed in the last section. The last $30 \%$ can be interpreted as outliers.


Figure 7.7: Precision of the FTS dataset.

### 7.2 Castle-P30

The Castle-P30 dataset from [85] comes with 30 images at a resolution of $3072 \times 2048$ (see Figure 7.8). It captures the court yard of the Ettlingen-Castle. The dataset comes along with the internal as well as the external camera parameter. The ground truth is established with a LIDAR system by measuring targets which are also visible within the images. [85] states a position accuracy of the ground truth for the Herz-Jesu-R23 dataset of 1-2 cm. A similar accuracy for the Castle-P30 dataset is assumed, even though the covered area of the Castle-P30 dataset is much larger in comparison to the Herz-Jesu-R23. The maximum distance of two cameras in the dataset is 44.97 meters. With only 30 images of the court yard, the dataset is relative sparse. In most cases only three images overlap. The dataset is reconstructed with the presented pipeline, as well as with VisualSFM [97]. Both pipelines successfully reconstructed the dataset. The computed camera positions are transformed with a Helmert transformation to ground truth. The position error and the orientation error of the cameras are plotted in Figure 7.9. The corresponding MAE and RMSE are shown in Table 7.4. The new developed inverse BA approach performs significantly better than BA and VisualSFM.


Figure 7.8: Sample image of the Castle-P30 dataset.


Figure 7.9: Distance and angle error of the Castle-P30 dataset.

|  | Inverse BA | BA | VSFM |
| :---: | :---: | :---: | :---: |
| Position MAE [m] | 0.0231 | 0.0272 | 0.0328 |
| Position RMSE [m] | 0.0273 | 0.0348 | 0.0416 |
| Orientation MAE [ ${ }^{\circ}$ ] | 0.0457 | 0.0619 | 0.0510 |
| Orientation RMSE $\left[{ }^{\circ}\right]$ | 0.0496 | 0.0695 | 0.0661 |

Table 7.4: MAE and RMSE of Inverse BA, BA and VisualSFM.


Figure 7.10: Sample images of the KPM dataset.


Figure 7.11: Top view of the court yard of KPM [25] with an approximate camera path in black.

### 7.3 KPM

The KPM dataset was acquired at the factory of Köngliche Porzellan-Manufaktur in Berlin. The dataset consists of 280 images taken with a Panasonic GF1, 20 mm prime lens. In contrast to the FTS dataset, the image resolution is reduced to $2815 \times 2112$ pixels. This reduction is necessary to acquire images with 3 frames per second (FPS) in the continuous shooting mode of the camera, otherwise the data transfer within the camera would not be capable of handling all incoming data and writing the images onto a memory card. The camera was mounted on a Segway. The captured area has a size of approximately $60 \times 40$ meters. Sample images as well as a top view of the area


Figure 7.12: Precision of the KPM dataset.
are shown in Figures 7.10 and 7.11. The images were acquired by driving with a constant speed two times around the square to produce a high overlap for the loop closure procedure. The camera was mounted perpendicularly to the driving direction, capturing the buildings on the opposite side of the square. The loop is closed for the first time at frame 150 and for the second time at 270 as discussed in Chapter VI. As no ground truth of the dataset exists only the precision is evaluated by splitting the dataset into two equal sets of images. Therefore, the frames were assigned alternating to the first and the second dataset. The datasets were reconstructed individually. The resulting reconstructions are merged and the error of the merging procedure is used as evaluation measure indicating the precision of the two reconstructions. The distance of the best $40 \%$ of the points is less than 13.6 cm (see Figure 7.12). Considering the covered size, the dataset is around 60 times larger than the FTS dataset. Multiplying the precision of the FTS dataset with the size results in $10.08 \mathrm{~cm}=60 \times 0.168 \mathrm{~cm}$. The obtained precision is lower due to the lower image resolution. Nevertheless, the result is more than satisfying considering the size of the object.


Figure 7.13: Acquisition setup with two GoPros on a car.

### 7.4 Car

This dataset was acquired with two GoPro HD HERO2 cameras mounted on a car as shown in Figure 7.13. Videos with a resolution of $1920 \times 1080$ pixels and 30 FPS were captured and converted to individual images. The cameras have a field of view of $170^{\circ}$ and a strong radial distortion. The fish-eye camera model is used to undistort the images. A total of 8100 images were extracted from each video, but only a subset of 5000 images was selected for reconstruction. Areas where many similar or identical images exist, e.g. when the car stopped at a red traffic light, were thinned out. The path has a total length of about 1.9 km with an overlap of 200 m . The video streams were synchronized manually up to $1 / 60 \mathrm{sec}$. For the reconstruction, the streams are assumed to be independent. The GPU based inverse BA implementation is limited by the amount of memory of the graphics card. For this reason, the graph was separated in overlapping chunks of 400 cameras. The camera path is reconstructed for each chunk and optimized by inverse BA. For each chunk, the mean distance of all synchronized image pairs is scaled to an absolute scale which was measured manually. The accumulated drift of the path is shown in Figure 6.8. The loop was closed with the approach presented in Section 6.3. Both, the driven and the reconstructed path are shown in Figure 7.14. This figure was created by manually overlaying the reconstructed path on the image from Google maps adjusting the scale and


Figure 7.14: Driven path in blue, reconstructed path in red [25].
rotation. The overlay of the calculated path and the map fit accurately. In summary, the presented approach works even for large scale reconstructions with several thousand images. Incorporating further information such as a true stereo constraint or additional sensors, e.g. Global Positioning System (GPS), could make the results even better.

### 7.5 UAV

In contrast to the Segway and the car, where the movement is restricted to a near planar surface, the UAV has the ability to capture images with full degrees of freedom. This dataset consists of 145 images. The camera (Panasonic GF1) is mounted on a Falcon 8 (see Figure 1.1) from Ascending Technologies. Because the payload is specified with 500 g , it is impossible for the UAV to carry a suitable laserscanner, but it can carry a high quality compact system camera. Sample images of the dataset are given in Figure 7.15. Figure 7.16(a) shows the calculated camera path according to the workflow developed in this thesis. The path is not regular, reflecting the windy conditions during the flight. Other approaches, which are based on motion models, would probably fail under such


Figure 7.15: House acquired by a UAV.
circumstances. From the camera path a quasi dense point cloud is computed utilizing Patch-based Multi-view Stereo (PMVS) [24]. The point cloud in Figure 7.16(b) shows many details even in areas which do not belong to the house such as a street light. The amount of details indicate a well reconstructed camera path.

In summary, it could be shown, that the approach which is proposed in this thesis gives good results for a variety of different examples. The datasets were chosen from different scenarios with completely different scales. Camera paths with a length of a few meters up to 1.9 km have been reconstructed. The presented approaches outperform state of the art methods in either robustness, speed or accuracy.


Figure 7.16: Camera path and quasi dense point cloud for the UAV dataset.

## CHAPTER VIII

## Conclusion and Outlook

Within this thesis a modular approach for solving the SfM problem has been presented. The SfM problem can be subdivided into different modules. Improvements in either robustness or computational speed have been introduced at different stages of the toolchain. Data handling, feature estimation, geometry computation and non-linear optimization are the most important modules, which are needed for a robust 3D reconstruction system. The center of the approach is a well designed data structure, which every module of the toolchain can access and update, thus simplifying the integration of new modules or the exchange of existing modules. The relational data model is suitable for the data, which is computed in each step of the toolchain. Currently, the main limitation when computing a 3D reconstruction by several clients lies in the performance of the MySQL database. Performance might be further improved by choosing a distributed database system optimized for serving massive amounts of data to different clients. Each client can process different sets of images, which makes the approach capable of being used in a cloud.

The second important part of the toolchain is the feature extraction. It includes the detection of interest points with a high repeatability rate. Furthermore, a distinctive description is assigned to a feature to find a match in a set of thousands of other features. With TBH a new matching method is presented, which was demonstrated to be superior to KD-trees and BBF. The main challenges in 3D reconstructions occur if the images taken by the users are either too sparse, resulting in a small overlap, or the viewing angle between two views changes too much. A perfect feature detector and descriptor is not invented yet. Great improvements can be expected if it is possible to match images with a large view point difference. Currently, the best available solution is SIFT which is incorporated in the presented toolchain.

Current research in SfM assumes static scenes. Dynamic parts are detected as outliers and filtered out. In case a moving object covers large parts of the image,


Figure 8.1: Computational power comparison between GPUs and CPUs [68].
potentially the surrounding scene is filtered out. When acquiring images with a car, similar challenges occur, e.g. when a bus drives in front of the car and the back of the bus may cover more than $50 \%$ of the image.

So far, all SfM approaches are based on distinct interest points, but lately a new approach which considers every pixel in an image has been presented in the SLAM community [50, 64]. This is possible due to the high processing power of GPUs (see Figure 8.1 for a comparison). Incorporating every pixel of an image in a BA step can increase the precision by an order of a magnitude and directly results in a dense reconstruction. The dense point cloud and the camera positions are optimized at the same time. The relatively small amount of memory of consumer graphics cards is the main limitation.

A lack of experience in image acquisition or bad conditions can lead to missing or noisy data. In case of offline processing systems, these errors are not detected before processing the images. At that point in time, it might be costly or even impossible to return to the object and capture the missing parts. Computing a rough estimate of the object in realtime to detect if parts are missing, could avoid this problem. But the dependence between accuracy and time is not linear, it rather follows a step function. The number of iterations within RANSAC is the main parameter to adjust the runtime. In case the number of iterations is too
low, the results will be completely wrong not following a normal distribution.
Instead of enabling the system to process bad data, improving the image acquisition is another approach. Simplifying the process of image acquisition can have a great impact when getting the technology in the consumer market. Instead of acquiring images, high resolution videos could prevent the following typical errors:

- Large viewpoint change.
- Only two images overlap instead of three.
- Capturing the scene as panorama with no baseline.

Most of these errors occur easily when taking images, because often the user moves to a position, makes several photos of the surrounding scene and then moves to a different position, mostly far away from other positions and repeats the process. However, when making a video, the user moves slowly around the object and intuitively performs the correct movement. With the video mode of digital single-lens reflex (SLR) cameras, high quality videos for 3D reconstructions can be made due to high quality lenses of the cameras. But, as shown by Strasdat et al. [84], a high number of features in contrast to a high framerate results in better accuracy. So it might be necessary to select an optimal set of key frames from the video.

Other research areas handle tracking of cars for video surveillance systems [13] or detecting and analysing people movements [93]. In both examples the camera is assumed to be static. Merging SfM with those areas could lead to interesting new applications, e.g. video surveillance with UAVs or driver assistance systems [73]. In this case both the camera as well as the objects of interest move. Reconstructing surrounding cars and predicting their pathways could be a promising application [76].

A logical extension handles not only moving but deformable objects [15]. Analysing the deformation of animals takes already part in current research. A camera system such as the quadrifocal camera setup in Figure 8.2 can be used to capture synchronous images of non-rigid objects such as animals. Each quadruple is reconstructed and the motion is analysed between multiple reconstructions. Once the surface of the object is reconstructed, a template is generated and the surface can be tracked by only one camera [61]. Considering multiple templates and multiple cameras, a complete non-rigid object can be modeled.


Figure 8.2: Quadrifocal camera setup to capture deformable objects.

Within this work complete SfM toolchain was developed, many challenging problems have been solved and new ideas have been presented. Especially, OpenOF can be a cornerstone for further research topics as it not only covers the interest of the computer vision community but can be used by everybody who has a non-linear least squares optimization problem.
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