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The present paper is concerned with exterior electromagnetic shaping in two dimen-

sions. We model the conductors by regular densities which leads to a finite value for

the objective and makes a line-search realizable. In order to compute the pressure

on the surface we optimize an Augmented Lagrangian by a Newton method using a

second order approach for the Lagrange multiplier. Since the underlying state func-

tion satisfies an exterior boundary value problem, we compute its first and second

order derivatives by boundary integral equations which are solved numerically by

a fast wavelet Galerkin scheme. Numerical results demonstrate that we arrive at a

fast and robust algorithm for the solution of the considered class of problems.
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Abstract. The present paper is concerned with exterior electromagnetic shaping

in two dimensions. We model the conductors by regular densities which leads to

a finite value for the objective and makes a line-search realizable. In order to

compute the pressure on the surface we optimize an Augmented Lagrangian by

a Newton method using a second order approach for the Lagrange multiplier.

Since the underlying state function satisfies an exterior boundary value problem,

we compute its first and second order derivatives by boundary integral equations

which are solved numerically by a fast wavelet Galerkin scheme. Numerical results

demonstrate that we arrive at a fast and robust algorithm for the solution of the

considered class of problems.

Introduction

In the present paper we consider a cylindric vertical column of molten liquid metal

with planar, simply connected cross section falling down in an electromagnetic field

generated by vertical conductors. The frequency of the imposed current is very high

such that the magnetic field does not penetrate into the metal and the electromag-

netic forces are reduced to the magnetic pressure acting on the interface. In the

equilibrium case, a stationary horizontal cross section of fixed volume arises and the

three dimensional problem reduces to a simpler two dimensional model.

Seeking the stationary cross section can be reformulated as a shape optimization

problem, where the underlying state function is the solution of an exterior bound-

ary value problem for the Laplacian. Introducing a suitable Newton potential, the

boundary value problem can be transformed to a boundary integral equation.

Electromagnetic shaping has been addressed in several papers. Novruzi, Pierre, and

Roche [22, 23, 24] considered exterior and interior magnetic shaping by shape opti-

mization via boundary integral equations. Conformal mapping methods have been
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applied by Colaud, Henrot, and Pierre [2, 19]. Interior shaping without surface ten-

sion employing singular integral equations has been treated by Crouzeix, Feat, and

Sayas [3, 4]. The stability of shapes in exterior shaping without surface tension has

been investigated in Descloux [10]. To study stablity in a more general context, suf-

ficient optimality conditions for shape problem have been considered in Dambrine

and Pierre [8, 9].

In previous papers, the conductors have been modeled by Dirac masses which leads

to an infinite objective. We model the conductors via regular densities with radii

ε > 0. Then, as we will show, the objective is finite, which makes us possible to

perform a line-search. Moreover, by the limiting process ε → 0, we will provide an

explanation for the formal contradiction of an infinte objective and the existence of

a regular shape gradient observed in previous papers.

The underlying exterior boundary value problem can be solved efficiently by the

boundary element method. We apply a wavelet Galerkin scheme which produces

approximate solutions within discretization error accuracy offered by the underlying

Galerkin method at a computational expense that stays proportional to the number

of unknowns, [6, 15, 18, 25]. As it is shown in [13, 14], this results in powerful first

and second order shape optimization algorithms.

The Langrange multiplier of the optimization problem corresponds to the pressure

on the surface of the liquid metal. Due to its physical meaning we optimize an Aug-

mented Lagrangian by a Newton iteration, which provides a very accurate compu-

tation of the Lagrange multiplier. Mårtensson [21] proposed a second order method

for the Lagrange multiplier. We provide numerical results which demonstrate that,

using using the Mårtensson’s approach, the Lagrange multiplier converges faster

than in the case of the standard first order method for the multiplier.

The paper is organized as follows. Section 1 is dedicated to the modeling, in par-

ticular the formulation of the shape problem and our ansatz for the conductors. In

Section 2 we give a brief introduction to the shape calculus. Then, we overview in

Section 3 how to derive first and second order derivatives of the state function by

boundary integrals equations. Section 4 is concerned with the discretization of the

boundary and the wavelet Galerkin scheme. In the last section, that is Section 5, we

present our numerical results.

1. Modeling

1.1. Model problem. The given configuration satisfies the subsequent physical

model. We denote the stationary cross section of the cylindric vertical column of
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liquid metal by Ωc ∈ R
2 and let x = [x1, x2] ∈ R

2. Further, we introduce the

following quantities:

• the density current vector j0(x) = [0, 0, j0(x)]T ,

• the total magnetic field B(x) = [B1(x), B2(x), 0]T ,

• the vacuum permeability µ0,

• the surface tension σ,

• the outer unit normal vector n = [n1, n2]
T of Ωc,

• the curvature κ of Γ = ∂Ωc, and

• the volume V (Ωc) = |Ωc| of the liquid metal.

Then, in case of the quilibrium, the cross section of the liquid metal and the related

magnetic field satisfy the system of equations

∇× B = µ0j0 in Ω := R
2 \ Ωc,(1.1)

∇ · B = 0 in Ω,(1.2)

B ·
[

n
0

]
= 0 on Γ,(1.3)

‖B‖2

2µ0
+ σκ = p constant on Γ,(1.4)

B = O(‖x‖−2) as ‖x‖ → ∞,(1.5)

provided that Ωc fulfils V (Ωc) = V0. The unknowns of the problem are the boundary

Γ = ∂Ω and the pressure constant p in the equilibrium condition (1.4).

1.2. Reformulation as a shape optimization problem. Introducing a scalar

potential U : Ω 7→ R, condition (1.2) implies the ansatz

B(x) = ∇×




0

0

u(x)


 =




∂U
∂x2

(x)

− ∂U
∂x1

(x)

0


 .

From the boundary condition (1.3) we deduce ∂U/∂t ≡ 0, where t = n⊥ =

[n2,−n1]
T denotes the tangent vector. This yields U ≡ const. on Γ. For sake of

convenience we choose const. = 0. Hence, in view of (1.1) and (1.5), the scalar

potential U has to satisfy

−∆U = µ0j0 in Ω,

U = 0 on Γ,

U = O(1) as ‖x‖ → ∞,

∇U = O(‖x‖−2) as ‖x‖ → ∞.

Let us define the total energy of the system by

(1.6) Ê(Ω) := Ĵ(Ω) + σP (Ω),
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where

Ĵ(Ω) := − 1

2µ0

∫

Ω

‖∇U‖2dx, P (Ω) =

∫

Γ

1dσx.

Note that P (Ω) is the perimeter of the domain Ωc. Then, the equilibrium domain Ω⋆

can be viewed as a stationary point of the shape functional (1.6) under the constraint

that V (Ωc) = V0 be imposed. Being more precise, for sufficiently regular domains

and data, it holds the following necessary condition.

Theorem 1.1 (Necessary condition). If Ω⋆ is optimal, then there exists a λ⋆ 6= 0

such that
{‖∇U‖2

2µ0

+ σκ− λ⋆

} ∣∣∣∣
Γ⋆

≡ 0 and |Ω⋆| = V (Ω⋆) = V0.

Proof. First, the Lagrangian is introduced as usual

(1.7) L(Ω, λ) := E(Ω) − λ
(
V (Ω) − V0

)
.

Applying, for example, a shape calculus by a smooth nontangential boundary per-

turbation field d ∈
(
C2(Γ)

)2
, i.e., Γt = Γ + td, the solution Ut and E(Ωt) are well

defined if t is sufficiently small. Using standard results (cf. [28]), we arrive at the

following expression for the directional derivative

dL(Ω, λ)[d] = lim
t→0

L(Ωt, λ) − L(Ω, λ)

t
=

∫

Γ

〈d,n〉
{‖∇U‖2

2µ0
+ σκ− λ

}
dσx.

The claim dL(Ω, λ)[d] = 0 for all nontrivial d yields the desired result. �

Remark 1.2. The necessary condition is just the equilibrium condition (1.4). Con-

sequently, the Lagrange multiplier λ⋆ corresponds to the unknown pressure constant

p. Moreover, a stable equilibrium satisfies the sufficient optimality condition.

We assume that the magnetic field is generated by vertical live wires at the position

xi and of the amperage αiI each, i = 1, . . . ,M . We investigate two concepts of

modeling such wires, namely, either Dirac masses αiIδ(xi) or as regular density,

namely αiI/(πε
2)χBε(xi). Herein, I denotes the unity of amperage and

Bε(xi) := {x ∈ R
2 : ‖x − xi‖ ≤ ε}.

Of course, any piecewise constant and compactly supported density j0 provides a

finite energy and sufficient regularity for the existence of a shape gradient. Since the

modeling by Dirac masses leads to an infinite energy, we proceed the present paper

with a regular density and will consider Dirac masses as the limit ε → 0 as far as

possible.
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We simplify the formulation of the quantities as follows. We set A := 2σ/(µ0I
2),

j = j0/I, and u := U/(µ0I). Hence, the scaled total energy is given by

E(Ω) = J(Ω) + AP (Ω)

with

J(Ω) = −
∫

Ω

‖∇u‖2dx,

Consequently, determining the free surface is equivalent to the following shape op-

timization problem

(1.8) E(Ω) → min
Ω⊆R2

subject to V (Ωc) = V0

with

(1.9) V (Ωc) =

∫

Ωc

1 dx.

1.3. Newton potential for circular conductors. The exterior boundary value

problem with respect to u can be reformulated as a boundary integral equation if

we find a suitable Newton potential Nj ∈ C1,1(R) satisfying the equation

(1.10)

−∆Nj = j in R
2,

Nj = O(1) as ‖x‖ → ∞,

∇Nj = O(‖x‖−2) as ‖x‖ → ∞.

Then, the ansatz

(1.11) u = Nj + v

yields the problem of seeking a harmonic function v satisfying

(1.12)

−∆v = 0 in Ω,

v = −Nj on Γ,

v = O(1) as ‖x‖ → ∞,

∇v = O(‖x‖−2) as ‖x‖ → ∞.

Lemma 1.3. Assume
∑M

i=1 αi = 0 and consider M circular conductors with finite

diameter ε, that is

(1.13) j(x) =

M∑

i=1

αi

πε2
χBε(xi), x ∈ R

2.

Then, a Newton potential Nj ∈ C1,1(R) satisfying (1.10) is given by

(1.14) Nj =

M∑

i=1

Nij , where Nij(x) =





αi

4π

[
1 − ‖x−xi‖

2

ε2 − 2 log ε
]
, x ∈ Bε(xi),

−αi

2π
log ‖x − xi‖, x 6∈ Bε(xi),
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Proof. For the i-th conductor we make the ansatz

Nij(x) =




ci − αi‖x−xi‖2

4πε2 , if x ∈ Bε(xi),

di log ‖x − xi‖, if x 6∈ Bε(xi),

with unknown constants ci, di ∈ R. The claim Nj =
∑M

i=1Nij ∈ C1,1(R) yields the

equations

ci −
αi

4π
= di log ε, − αi

2πε
=
di

ε
, i = 1, . . . ,M.

that is

ci =
αi

2π

[
1

2
− log ε

]
, di = −αi

2π
, i = 1, . . . ,M.

If and only if
∑M

i=1 αi = 0 there holds

lim
‖x‖→∞

Nj(x) = lim
‖x‖→∞

M∑

i=1

αi log ‖x − xi‖ = lim
‖x‖→∞

M∑

i=1

αi log
‖x − xi‖

‖x‖

and, hence, Nj = O(‖x‖−1) and ‖∇Nj‖ = O(‖x‖−2) as ‖x‖ → ∞. �

Remark 1.4. If
∑M

i=1 αi 6= 0 we conclude Nj = O(log ‖x‖) and ‖∇Nj‖ = O(‖x‖−1)

as ‖x‖ → ∞, i.e., the Newton potential decays not sufficiently fast. This is obvious

from the physical point of view, since the over-all amperage has to be zero.

Note that both, the behaviour at infinity as well as Nj in a neighbourhood of Γ is

independent of ε provided that minM
i=1 dist(Ωc,xi) > ε.

1.4. Computation of the objective. First, we prove the following lemma which

is helpful if we consider circluar conductors with diameter ε tending to 0.

Lemma 1.5. Given a regular density j according to (1.13), then there holds

(1.15) J(Ω) =

∫

Ω

−j(x)u(x)dx =

∫

Ω

−j(x)Nj(x)dx +

∫

Γ

Nj(x)
∂u

∂n
(x)dσ,

where n is the inner normal with respect to the exterior domain Ω.

Proof. We define ΩR = Ω∩BR(0) with a sufficiently large R > 0. Using u = v+Nj

and applying Green’s formula repeatedly leads to

J(Ω) = lim
R→∞

∫

ΩR

−‖∇u(x)‖2dx

= lim
R→∞

{∫

ΩR

−j(x)u(x)dx −
∫

∂ΩR

u(x)
∂u

∂n
(x)dσ

}

= lim
R→∞

{∫

ΩR

−j(x)Nj(x)dx −
∫

∂ΩR

Nj(x)
∂u

∂n
(x) + u(x)

∂v

∂n
(x)dσ

}
,
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that is the assertion since j is compactly supported and (1.10), (1.12) imply

u(x) = O(1),
∂u

∂n
= O(‖x‖−2), as ‖x‖ → ∞.

�

Next, we compute the first part in more detail and consider the conductors tending

to Dirac masses, that is ε → 0. Inserting (1.13) and (1.14), we get for the domain

integral on the right hand side of (1.15)

∫

supp j

Nj(x)j(x) dx =

M∑

i=1

∫

Bε(xi)

M∑

k=1

Nij(x) · αi

πε2
dx

=
M∑

i=1

∫

Bε(xi)

M∑

k=1

[
Nij(x) −

M∑

k=1
k 6=i

αk

2π
log ‖x − xk‖

]
αi

πε2
dx

= T1 + T2 + T3.

Herein, the first term T1 represents the infinite part of the energy

T1 = −
M∑

i=1

∫

Bε(xi)

α2
i

2π2ε2
log ε dx = − log ε

M∑

i=1

α2
i

2π
ε→0−→ ∞,

while the remaining terms T2 and T3 represent the finite parts

T2 =
M∑

i=1

α2
i

4π

∫

Bε(xi)

α2
i

4π2ε2

[
1 − ‖x − xi‖2

ε2

]
dx =

1

8π

M∑

i=1

α2
i ,

T3 = −
M∑

i=1

M∑

k=1
k 6=i

αiαk

2π2ε2

∫

Bε(xi)

log ‖x − xk‖ dx ε→0−→ −
M∑

i=1

M∑

k=1
k 6=i

αiαk

2π2
log ‖xi − xk‖.

By neglecting T1 there remains a finite energy for ε = 0 (Dirac masses)

J(Ω) =
1

8π

M∑

i=1

α2
i −

M∑

i=1

M∑

k=1
k 6=i

αiαk

2π
log ‖xi − xk‖ −

∫

Γ

Nj(x)
∂u

∂n
(x) dσ.

Nevertheless, a more promising consequence is presented in the next lemma.

Lemma 1.6. The shape gradient at an arbitrary admissible domain is independent

of ε provided that minM
i=1 dist(Ωc,xi) > ε. In particular, the shape gradient exists in

a limiting sense even in the case of Dirac masses, i.e., for ε = 0, despite the fact of

an infinite energy.

Proof. Consider the conductors in the positions xi with amperage αi and the domain

Ω fixed. By taking into account (1.14), (1.15), Remark 1.4 and the above consid-

erations, one confirms that ε occurs only in expressions which do not depend on
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the actual shape. Hence, there is no influence in the difference E(Ωt) − E(Ω) for

arbitrary regular perturbed domains Ωt (|t| ≤ t0) and, consequently, no influence in

the shape gradient and higher order shape derivatives. For ε = 0, the limiting shape

gradient might be viewed as the shape gradient of the finite part of the energy. �

Remark 1.7. The formal contradiction between the existence of a regular shape

gradient and an infinite energy in the case of Dirac masses was already observed

and discussed in [24]. Nevertheless, the above Lemma provides a more complete

explanation for that interesting fact. Moreover, based on the above results, a line-

search is realizable in the optimization algorithms.

2. Shape calculus

2.1. Boundary variation. The outer security set of the shape problem (1.8) is

given as D = R
2 (the hold all set). We consider as admissible domains all domains

Ω ⊆ D ⊆ R
2 such that Ωc is a bounded domain of smoothness C2,α, α > 0, and

star-shaped with respect to Bδ(0).

It is rather convenient to identify the domain Ω ∈ C2,α with a parametric rep-

resentation of its boundary Γ = ∂Ω. Due to the star-shapedness this parametric

representation can be chosen in polar coordinates

Γ :=

{
γ(φ) = r(φ)

[
cosφ

sinφ

]
: φ ∈ [0, 2π]

}
,

where r ∈ C2,α
per [0, 2π] is a positive function with r > δ and

(2.16) C2,α
per [0, 2π] = {r ∈ C2,α[0, 2π] : r(i)(0) = r(i)(2π), i = 0, 1, 2}.

As standard variation for perturbed domains Ωε and boundaries Γε, respectively, we

introduce a function dr ∈ C2,α
per [0, 2π]

rε(φ) = r(φ) + εdr(φ),

where γε(φ) = rε(φ)er(φ) is always a Jordan curve. Herein, er(φ) = [cos φ, sinφ]T

denotes the unit vector in the inner radial direction of Ω.

The main advantage of this simple approach is a complete embedding of the shape

problem into a Banach space setting. That is, both the shapes and its increments,

can be viewed as elements of C2,α
per [0, 2π].

2.2. Shape derivatives. Next, we adopt the shape calculus developed in [11, 12]

to our shape optimization problem. Based on this shape calculus, the assertion of

Theorem 1.1 can be derived as well.
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Remark 2.1. In [14] we considered the minimization of functionals of the form

J(Ω) =

∫

Ω

h(x)u(x)dx → min,

with a sufficiently smooth function h and the state function u satisfying the Poisson

equation with some Dirichlet data. Due to (1.15), the abstract framework of [14] can

be applied if we consider the case of finite diameter of the conductors (ε > 0), since

a piecewise constant and compactly supported j is regular enough for performing the

shape calculus in an exterior domain. Moreover, the treatment of the perimeter in

the energy functional (1.6) is straightforward.

According to (1.14) and (1.15) the objective is computed via

(2.17) E(Ω) =

∫

Γ

[
∂u

∂n
Nj + A

]
dσ + C,

where C = C(ε, α1, . . . , αM ,x1, . . . ,xM). Consequently, the shape gradient of this

functional reads

(2.18) ∇E(Ω)[dr] =

∫ 2π

0

dr r

{ [
∂u

∂n

]2

−Aκ(φ)

}
dφ.

The boundary integral representation of the shape Hessian is given by

∇2E(Ω)[dr1, dr2] =

∫ 2π

0

dr1dr2
∂u

∂n

{
∂u

∂n
+

r2

√
r2 + r′2

∂2u

∂n2
+

rr′√
r2 + r′2

∂2u

∂n∂t

}

− 2r√
r2 + r′2

dr1
∂u

∂n
· ∂du[dr2]

∂n

+
A

√
r2 + r′2

3

{
r2dr′1dr

′
2 + dr1dr2

(2r′2 − r2)(r′2 − rr′′)

r2 + r′2

}
dφ.(2.19)

Herein, du[dr2] denotes the local shape derivative of the state function which solves

(2.20)
∆du = 0 in Ω,

du = dr2 〈er,n〉 ∂u
∂n

on Γ.

Note that the last term on the right hand side of (2.19) implies implies the H1-

coercivity of the hessian.

With respect to the volume one finds the derivates

∇V (Ωc)[dr] =

∫ 2π

0

dr rdφ, ∇2V (Ωc)[dr1, dr2] =

∫ 2π

0

dr1 dr2 dφ.
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3. Boundary integral formulation

In order to compute the shape functional and its gradient we require only the nor-

mal derivative ∂u/∂n. Hence, its knowledge is sufficient to perform a first order

optimization method. But the computation of the Hessian requires also second or-

der derivatives, namely ∂2u/∂n2 and ∂2u/(∂n∂t).

The ansatz (1.11) leads to the normal derivative ∂u/∂n according to

∂u

∂n
=
∂v

∂n
+
∂Nj

∂n

with the Newton potential Nj defined in (1.14) and v satisfying the boundary value

problem (1.12). We introduce the modified single layer operator V and the double

layer operator K defined by

(Vu)(x) := − 1

2π

∫

Γ

log ‖x − y‖
{
u(y) −

∫

Γ

u(z)

|Γ| σz

}
dσy +

∫

Γ

u(z)

|Γ| σz,

(Ku)(x) :=
1

2π

∫

Γ

〈ny,x − y〉
‖x − y‖2

u(y)dσy.

Then, the normal derivative of v is given by the Dirichlet-to-Neumann map

(3.21) V ∂v
∂n

= −
(1

2
−K

)
Nj.

Remark 3.1. The modification of the single layer operator yields a solution ∂v/∂n

satisfying
∫
Γ
∂v/∂ndσ = 0, cf. [20]. This ensures v(x) → 0 and ‖∇v(x)‖ = O(‖x‖−2)

as ‖x‖ → ∞.

If we denote the function space of all squared integrable functions on Γ with respect

to the canonical inner product by L2(Γ) and the associated Sobolev spaces by Hs(Γ),

s ∈ R, then, in this context, V : H−1/2(Γ) → H1/2(Γ) defines an operator of the

order −1 while 1
2
−K : H1/2(Γ) → H1/2(Γ) defines an operator of the order 0.

Next, according to [14], due to zero Dirichlet boundary conditions, we find the

equation

∂2u

∂n2
= κ

(
∂Nj

∂n
− ∂v

∂n

)
− j,

that is ∂2u
∂n2 can be derived directly from the first order derivative ∂v/∂n. Finally,

from (1.11) we deduce

∂2u

∂n∂t
=

∂2v

∂n∂t
+
∂2Nj

∂n∂t

with the unknown function ∂2v/(∂n∂t). It is advantageous to choose again a bound-

ary integral formulation since we do not loose the regularity of ∂v/∂n. In accordance
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with [14, 26, 27], let the operators

[
V, ∂

∂t

]
: H−1/2(Γ) → H1/2(Γ),

[
1
2
−K, ∂

∂t

]
: H1/2(Γ) → H1/2(Γ).

denote the commutators of V and 1
2
−K. Then, differentiation of (3.21) with respect

to the tangent vector yields the boundary integral equation

(3.22) V ∂2v

∂n∂t
=

(1

2
−K

)∂Nj

∂t
+

[1

2
−K, ∂

∂t

]
Nj −

[
V, ∂
∂t

] ∂v
∂n

.

4. Discretization

4.1. Finite dimensional representation of boundaries. Since the infinite di-

mensional optimization problem cannot be solved directly, we replace it by an finite

dimensional problem. Based on the polar coordinate approach, we can express the

smooth function r ∈ C2,α
per ([0, 2π]) by the Fourier series

r(φ) = a0 +

∞∑

n=1

an cosnφ+ a−n sinnφ.

Hence, it is reasonable to take the truncated Fourier series

(4.23) rN(φ) = a0 +

N∑

n=1

an cosnφ + a−n sin nφ.

as approximation of r. We mention that also other boundary representations like B-

splines can be considered as well. The advantages of our approach is an exponential

convergence rN → r if the shape is analytical.

Since rN has the 2N + 1 degrees of freedom a−N , a1−N , . . . , aN , we arrive at a finite

dimensional optimization problem in the open set

AN := {a−N , a1−N , . . . , aN ∈ R : rN(φ) > 0, φ ∈ [0, 2π]} ⊂ R
2N+1.

Then, via the identification rN ⇔ ΩN , the finite dimensional approximation of

problem (1.8) reads as

(4.24) E(ΩN) → min subject to V (Ωc
N ) = V0

The associated gradients and hessians have to be computed with respect to all

directions dr, dr1, dr2 = cosNφ, cos(N − 1)φ, . . . , sin(N − 1)φ, sinNφ.
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4.2. The wavelet Galerkin scheme. Boundary element methods provide a com-

mon tool for the solution of boundary integral equations. In general, cardinal B-

splines are used as ansatz functions in the Galerkin formulation. But discretizing the

boundary integral equations (3.21) and (3.22) with respect to such single-scale bases

yields densely populated system matrices. In combination with the ill-posedness of

the single layer operator and its commutator, the solution is of at least quadratic

complexity.

The crucial idea of the wavelet Galerkin scheme is a change of bases, i.e., applying

appropriate wavelet bases instead of the traditional single-scale bases. On the one

hand, based on the well known norm equivalences of wavelet bases, the diagonals

of the system matrices define optimal preconditioners, cf. [5, 7, 25]. On the other

hand, the resulting quasi-sparse system matrices can be compressed without loss of

accuracy such that the complexity for the solution of the boundary integral equations

becomes linear , cf. [6, 16, 17, 18].

For a fixed domain, we have to solve the boundary integral equations (3.21) and

(3.22) several times, namely, the Dirichlet-to-Neumann map (3.21) applies to the

state function and the associated local shape derivatives, while (3.22) has to be

evaluated for the state function. Hence, an efficient realization discretizes both, the

boundary integral operators on the left and on the right hand side of the given

boundary integral equations. This requires a mixed formulation in order to achieve

the optimal order of convergence.

For sake of convenience, we choose the parametrical representation of the boundary

in accordance with

γ : [0, 1] → Γ, s 7→ γ(s) := r(2πs)

[
cos(2πs)

sin(2πs)

]
.

On the level l, we subdivide the interval [0, 1] equidistantly into 2l intervals. On this

partition, we consider 1-periodic piecewise constant (d = 1) and piecewise linear

(d = 2) spline wavelets as constructed in [1] which we denote by Ψ
(d)

L :=
{
ψ

(d)

l,k

}
.

Such wavelets provide vanishing moments of order d̃, that is

∫

R

ψ
(d)

l,k (s)sαds = 0, 0 ≤ α < d̃.

According to [16, 17], it suffices to consider piecewise constant wavelets with d̃ = 3

vanishing moments and piecewise linear wavelets with d̃ = 2 vanishing moments.

Setting

Ψ
(d)
L :=

{
ψ

(d)

l,k ◦ γ−1
}
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we obtain (curved) piecewise constant and linear wavelet bases on the boundary Γ.

It is well known that the bases Ψ
(d)
L are uniformly stable in H−1/2(Γ) and H1/2(Γ),

respectively, cf. [1, 29]. We refer the reader to [1, 18, 25] for further details.

We make the ansatz ∂v/∂n = Ψ
(1)
L vL and ∂2v/(∂n∂t) = Ψ

(1)
L ṽL. Then, introducing

the system matrices

(4.25)
VL := (VΨ

(1)
L ,Ψ

(1)
L )L2(Γ), ṼL :=

([
V, ∂

∂t

]
Ψ

(1)
L ,Ψ

(1)
L

)
L2(Γ)

,

KL :=
(
(1

2
−K)Ψ

(2)
L ,Ψ

(1)
L

)
L2(Γ)

, K̃L :=
([

1
2
−K, ∂

∂t

]
Ψ

(2)
L ,Ψ

(1)
L

)
L2(Γ)

,

the data vectors

uL := (Nj,Ψ
(2)
L )L2(Γ), ũL :=

(∂Nj

∂t
,Ψ

(2)
L

)
L2(Γ)

and the mass matrix

GL := (Ψ
(2)
L ,Ψ

(2)
L )L2(Γ),

the boundary integral equation (3.21) corresponds to

VLvL = −KL

(
GL

)−1
uL,

while (3.22) corresponds to

VLṽL = KL

(
GL

)−1
ũL + K̃L

(
GL

)−1
uL + ṼLvL.

Consequently, we have to compute only four system matrices for each new domain,

but solving the discrete systems several times with different data vectors (see sub-

section 4.1). We mention that
(
GL

)−1
uLΨ

(d)
L and

(
GL

)−1
ũLΨ

(d)
L denote the L2-

othogonal projections of the given Dirichlet data Nj and ∂Nj/∂t onto the space of

the piecewise linears.

Theorem 4.1. Let the domain Ω be fixed and sufficiently smooth. Then, the compu-

tational expense for solving (3.21) and (3.22) by the wavelet Galerkin scheme stays

proportional to the number of unknowns.

Assuming further the directions dr, dr1, dr2 sufficiently smooth and fixed, the dis-

cretization errors are given by

|(E − Ê)(Ω)| = O(h3
L),

|(∇E − ∇̂E)(Ω)[dr]| = O(h2
L),

|(∆E − ∆̂E)(Ω)[dr1, dr2]| = O(h2
L),

where hL = 2−L denotes the step width on the level L and Ê, ∇̂E, ∆̂E indicate the

approximate solutions.

Proof. The first statement is a consequence of [6, 16, 17, 18]. The second statement

is proven in [14]. �
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5. Algorithms and numerical realization

5.1. The wavelet BEM solver. In this subsection we like to demonstrate the

power of our BEM solver for the computation of the shape functional E(Ω), its

gradient ∇E(Ω) and its hessian ∇2E(Ω).

We choose the domain Ω as an ellipse with semiaxies 1/2 and 1 which we approximate

via 33 Fourier coefficients (N = 16). On the level L, we compute the solutions

EL(Ω), ∇EL(Ω) ∈ R
33 and ∇EL(Ω) ∈ R

33×33 with respect to all Fourier coefficients

in accordance with Subsection 4.1. In Table 5.1 we tabulate their relative errors

measured with respect to the associated Euclidean norms. As reference solution

we use the solutions on the level L = 14, that is 2L = 16384 piecewise constant

and linear boundary elements each. The bracketed values indicate the ratio of the

previous error and the present error. A cubic order of convergence implies a ratio of

8 while for a quadratic order the ratio should be close to four. One figures out of

Table 5.1 rates of convergence as predicted in Theorem 4.1, i.e., a cubic order with

respect to the shape functional and quadratic orders with respect to its gradient and

Hessian.

L 2L |(E14−EL)(Ω)|
|E14(Ω)|

‖(∇E14−∇EL)(Ω)‖
‖∇E14(Ω)‖

‖(∇2E14−∇2EL)(Ω)‖
‖∇2E14(Ω)‖

cpu-time

5 32 1.9e-03 5.1e-02 8.1e-01 0.5 sec.

6 64 2.8e-04 (6.7) 5.5e-03 (9.3) 1.0e-01 (8.1) 0.9 sec.

7 128 2.0e-05 (14) 7.1e-04 (7.7) 5.9e-03 (17) 1.8 sec.

8 256 1.3e-06 (16) 1.7e-04 (4.3) 9.3e-04 (6.3) 4.1 sec.

9 512 2.2e-07 (5.7) 4.2e-05 (4.0) 2.7e-04 (3.4) 9.5 sec.

10 1024 8.0e-09 (28) 1.0e-05 (4.0) 7.5e-05 (3.6) 21 sec.

11 2048 2.5e-09 (3.2) 2.6e-06 (4.1) 1.9e-05 (3.9) 50 sec.

12 4096 1.3e-09 (2.0) 6.2e-07 (4.2) 4.7e-06 (4.1) 113 sec.

13 8192 1.1e-11 (110) 1.2e-07 (5.0) 9.6e-07 (4.9) 288 sec.
Table 5.1. Relative errors of approximation and over-all computing times.

The last column of Table 5.1 contains the over-all computing times to derive the

measured quantities. Unfortunately, the ascent of the computing times is only nearly

linear. We suppose that this results from cache-based effects of the computer. But

let us remark that, on the level L = 13, we compute four system matrices and solve

two linear systems (with a lot of different right hand sides) in less than five minutes.

5.2. Augmented Lagrangian Approach. On the one hand, it is well known that

the pure Lagrangian functional is not useful, in particular if the optimal Lagrange

multiplier is not known in advance. On the other hand, a simple penalty method is
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neither very accurate nor does it compute the Lagrange multiplier which corresponds

to the pressure. Hence, we consider an Augmented Lagrangian method for equality

constraints

(5.26) Lc(Ω, λ) = E(Ω) − λ
(
V (Ωc) − V0

)
+
c

2

(
V (Ωc) − V0

)2
.

Of course, a stationary domain of Lc(Ω, λ
⋆) satisfies the necessary condition of The-

orem 1.1 derived from the pure Lagrangian functional (1.7), and vice versa.

The optimization algorithm for the Augmented Lagrangian method reads as follows:

• initialization: choose initial guesses λ(0) and Ω(0) for λ⋆ and Ω⋆, respectively,

• inner iteration: solve Lc(Ω, λ
(n)) → min with initial guess Ω(n),

• outer iteration: update λ(n+1) = λ(n) − c
(
V (Ωc) − V0

)
and choose Ω(n+1) as

the solution from the inner iteration.

In the inner iteration, we employ a Newton scheme as described in the previous

sections combined with a quadratic line-search. In order to ensure a reliably value

for the Lagrange multiplier, ten outer iterations are performed. Note that if the

Euclidean norm of the gradient of (5.26) is larger than 5, we perform only quasi

Newton steps. We compute six different examples as specified in Figure 5.1. Herein,

the positions and the amperages of the conductors can be found. The parameters

V0 and A are chosen according to Table 5.2.

The numerical setting is as follows. We approximate the boundary via 65 Fourier

coefficients, that is the choice N = 32 according to (4.23). Therefore, the approxi-

mate gradient is a vector ∈ R
65 and the Hessian a matrix ∈ R

65×65. The boundary

integral equations (3.21) and (3.22) are discretized using 512 (L = 9) piecewise con-

stant and linear boundary elements each. Consequently, we pay tribute to the more

complicated domains and double the number of Fourier coefficients as well as BEM

unknowns in comparison to [13, 14].

We start the optimization process always with the circle of volume V0 centered in

0 and λ(0) = 0. Note that the choice c = 50 is required to achieve convergence of

the Newton method. Setting c substantially smaller than 50 yields divergence of the

second order optimization algorithm. In the last three columns of Table 5.2, we list

the over-all number of Newton iterations, the final Euclidean norm of the gradient

of (5.26) and the computed Lagrange multiplier.

5.3. Mårtensson’s approach. As we have shown in [14], the Newton scheme

makes a line-search nearly obsolete in comparison to first order methods. As a con-

sequence, the bottleneck during the iteration process is now the slow (first order)

approach of the Lagrange multiplier.
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Figure 5.1. Examples 1–6 (from left to right and top to bottom).
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Example V0 A iterations ‖∇Lc(Ω, λ)‖ λ cpu-time

1 π 0.001 27 2.171e-13 3.010e-02 163 sec.

2 π 0.007 36 3.471e-12 7.573e-02 215 sec.

3 3π/4 0.010 29 2.007e-12 3.541e-01 141 sec.

4 3π/4 0.500 39 2.843e-09 9.738e-01 138 sec.

5 3π/4 0.010 40 3.129e-13 8.856e-02 262 sec.

6 3π/4 0.100 41 5.071e-07 2.191e-01 202 sec.
Table 5.2. Setting and results of Examples 1–6 using the Augmented

Lagrangian functional.

Mårtensson [21] proposed a second order method for the Lagrange multiplier. More

precisely, the multiplier is seen as a function depending on the primal variable, i.e.,

the actual domain Ω, namely

(5.27) λ = λ(Ω) =
〈∇V (Ωc),∇E(Ω)〉
〈∇V (Ωc),∇V (Ωc)〉 .

Instead of the constant multiplier in the shape functional (5.26), a first order Taylor

expansion of the above multiplier function, developed at the given initial guess Ω(n),

is inserted into the Augmented Lagrangian functional, that is

L(n)
c (Ω) = E(Ω) −

[
λ(Ω(n)) + ∇λ(Ω(n)) · (Ω − Ω(n))

](
V (Ωc) − V0

)
(5.28)

+
c

2

(
V (Ωc) − V0

)2
.

Herein, the difference Ω − Ω(n) has to be understood as the difference of the as-

sociated Fourier coefficients. Of course, the gradient and the hessian are slightly

different compared to those of (5.26), but the computation is straightforward and

all ingredients appear also in the first and second order derivatives of (5.26).

Using Mårtensson’s approach, the optimization algorithm reads as follows:

• initialization: choose an initial guess Ω(0) for Ω⋆

• inner iteration: solve L
(n)
c (Ω) → min with initial guess Ω(n),

• outer iteration: choose Ω(n+1) as the solution from the inner iteration.

Likewise as in the previous subsection, we employ a Newton scheme combined with

a quadratic line-search in the inner iteration. But now we stop the outer iteration if

the norm of the gradient of the functional (5.28) is less than 1e-6.

We underly the set-up of the optimization algorithm identically to that in the pre-

vious subsection, except the penalty parameter is chosen considerably smaller since

c = 50 yields divergence. It turns out that c = 5 is a good choice. We remark that
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Example iterations ‖∇L(n)
c (Ω,Ω(n))‖ λ cpu-time

1 13 1.593e-08 3.010e-02 89 sec.

2 14 1.483e-07 7.573e-02 89 sec.

3 15 4.544e-08 3.541e-01 102 sec.

4 15 2.117e-07 9.738e-01 101 sec.

5 21 4.092e-07 8.856e-02 162 sec.

6 24 3.257e-07 2.191e-01 199 sec.
Table 5.3. Results of Examples 1–6 using Mårtensson’s approach.

we do not have any reasonable explanation why c depends such strong on the cho-

sen approach for the Lagrange multiplier. As the results in Table 5.3 confirm, the

convergence of the optimization algorithm is accelerated considerably without com-

promising the accuracy. The number of iterations is about 50% less in comparison

with the first order approach. The costs for Mårtensson’s approach are negligible

compared to the saved computing time resulting from the reduced number of itera-

tions.
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