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Abstract
This dissertation deals with the processing and interpretation of TEM data, which was mea-

sured in a basin structure in NW China. The work was conducted within a DFG-project in col-
laboration with other geoscientific work groups. Besides the analysis of geophysical data
within a conductivity model of the subsurface, other important goals were the classification of
results in a broader geological framework as well as the classification of results in the subgoal
of the DFG-project, i.e. examination of the tectonics of the basin structure. For this, in addition
to the geophysical work, petrological and remote sensing related investigations were con-
ducted. 

In the course of data preparation, theoretical considerations regarding the characterization
of TEM signals in the wavelet domain were made. They led to the design of a novel noise pre-
diction filter in the wavelet domain. With this filter, a simultaneous elimination of several har-
monic noise frequencies from a signal can be achieved. It was demonstrated, that this filter has
a certain tolerance to non-stationarity in the harmonic noise.

With the newly developed approaches, an improvement of processed data could be achieved
for some data-sets from NW China, but since the geophysical work areas are located in non-
populated regions with a generally very low noise level, the processing did not lead to signifi-
cant improvements for most of the data-sets when compared to the common processing tech-
niques. 

Since the analysis of TEM-data should not be restricted to 1D Inversion only, the 3D model-
ing program TEMDDD was tested within a model study. It could be demonstrated that the pro-
gram is suitable for the computation of transient data for the coincident loop configuration. In
the course of this model study, the creation of input models for the program turned out to be a
time-consuming factor, just as well as the still relatively high time need for the 3D modeling
itself. Therefore, a tool for the rapid generation of TEMDDD input files for arbitrary 2D block
models and a parallelization in terms of the automatic distribution of computations over net-
works were developed to facilitate the 2.5D modeling of data from NW China.

In the analysis of remote sensing data prior to fieldwork a hypothetical, about 130 km long,
NS-striking, tectonical axis was identified along the eastern margin of the Ejina Basin. The two
work areas, where geophysical investigations were carried out, are situated at the northern
(Jingsutu Structure) and southern (Gurinai Structure) end of this axis.

In the northern part, the axis is ending in the basement, where the Jingsutu Structure is
developed as a NNE-striking, sediment-filled depression. Apart from the geophysical investi-
gations, additional petrological investigations were carried out. In the interpretation of TEM
data, the 1D inversion models as well as the model from 2.5D modeling show highly conduc-
tive units with thicknesses of at least 350 m in the central part of the structure. These units are
interpreted in conjunction with geological maps as Late Jurassic and Quaternary sediments.
3



Abstract
Because of the distinct conductivity contrasts at the eastern and particularly at the western mar-
gin of the structure, normal faults were interpreted there and the structure was referred to as a
graben. On the basis of Ka/Ar-datings of samples from the nearby Jingsutu Pluton, it is
assumed, that the structure´s main formation phase can be attributed to Early Jurassic exten-
sional movements, which can be traced all over NW China.

The central and southern part of the postulated tectonic axis are formed by the Gurinai
Structure. At the southern margin of this structure, the second work area is located. It is largely
covered by Quaternary and Holocene sediments. In addition to conclusions about the hydrol-
ogy of the work area, which can be drawn from 1D inversion models of the TEM, special inter-
est was put on the outcome of the 1D joint inversion of MT-, TEM- and DC-data. The
associated section of 1D models shows a pronounced trough-like increase of thicknesses of
Holocene and Prequaternary sediments in the western part of the structure. By means of a
strike analysis of MT data, which is not in the scope of this thesis, a NS-striking of this trough-
like structure was interpreted. On the basis of these results, the interpretation of SRTM data
and because of the similar geometric forming, it is seen in direct connection with the Jingsutu
Structure and thus, counts as evidence for the actual existence of the postulated NS-striking
tectonic axis, which links the western margin of the Gurinai Structure with the western margin
of the Jingsutu Structure. The fact, that the tectonic axis in the range of the Gurinai Structure is
morphologically evident in the Quaternary/Holocene sediments - visible in the SRTM data - is
considered as an evidence for neotectonic activity. 

In the central array of the Ejina Basin, other lineaments were analyzed by means of SRTM
data. These additionally indicate, that parts of the basin were tectonically influenced in Late
Quaternary times. 
4



Zusammenfassung
Die vorliegende Arbeit beschäftigt sich mit der Aufbereitung und Interpretation von TEM-

Daten, die in einer Beckenstruktur in NW China gemessen wurden. Die Arbeiten wurden im
Rahmen eines DFG-Bündelprojektes in Zusammenarbeit mit anderen geowissenschaftlichen
Fachrichtungen durchgeführt. Neben der reinen Analyse der geophysikalischen Daten im
Rahmen eines Leitfähigkeitsmodells des Untergrundes, war auch die Einordnung der erzielten
Ergebnisse in den größeren geologischen Rahmen sowie die Einordnung in das übergeordnete
Teilziel des DFG-Bündelprojektes (tektonischer Aufbau der Beckenstruktur) von Bedeutung.
Hierzu wurden neben den geophysikalischen Messungen auch petrologische sowie ferner-
kundliche Untersuchungen durchgeführt. 

Im Zuge der Datenaufbereitung wurden theoretische Überlegungen zur Charakterisierung
von TEM-Signalen im Waveletbereich angestellt. Diese ergaben u.a. ein neuartiges "noise pre-
diction filter" im Waveletbereich, das die gleichzeitige Eliminierung mehrerer harmonischer
Störfrequenzen ermöglicht. Es konnte gezeigt werden, daß dieses Filter eine gewisse Toleranz
gegenüber nicht-stationären Einflüssen im harmonischen Rauschen hat. 

Mit den neu entwickelten Ansätzen konnten während der Bearbeitung der Meßdaten aus
NW China in einigen Fällen Verbesserungen erzielt werden. Da die geophysikalischen
Arbeitsgebiete aber in nicht besiedeltem Raum lagen, wurden aufgrund des hier generell sehr
geringen Rauschpegels für die meisten Datensätze keine signifikanten Änderungen gegenüber
der bisherigen Prozessierung festgestellt. 

Da die Datenauswertung nicht nur auf die reine 1D Modellierung von TEM Daten und die
1D-Joint Inversion von TEM-, MT-, und DC-Daten beschränkt werden sollte, wurde das
3D Modellierungsprogramm TEMDDD im Rahmen einer Modellstudie getestet. Es konnte
gezeigt werden, daß das Programm zur Berechnung transienter Daten für die koinzidente Spu-
lenanordnung geeignet ist. Hierbei erwies sich - neben dem immer noch grossen Zeitbedarf für
die Berechnung eines 3D Untergrundmodells - die Erstellung von Eingabemodellen für das
Programm als zeitintensiver Faktor. Darum wurden zur Vorbereitung der Datenmodellierung
der Meßdaten aus NW China mit dem Programm TEMDDD Werkzeuge entwickelt, die eine
einfache Generierung von 2D Untergrundmodellen und die Verteilung von Berechnungen über
Computernetzwerke erlauben. 
Sebastian Hölz, TU Berlin



Zusammenfassung
Aufgrund fernerkundlicher Analysen im Vorfeld der Geländearbeiten, wurde entlang des
östlichen Randes des Ejina Beckens eine hypothetische, ca. 130 km lange, NS-streichende
tektonische Achse ausgewiesen. Die beiden Arbeitsgebiete befinden sich im nördlichen
(Jingsutu Struktur), bzw. südlichen (Gurinai Struktur) Endbereich der Achse. 

Im nördlichen Bereich endet diese Achse im Basement, wo die Jingsutu Struktur eine NNE-
streichende, sedimentgefüllte Depression ausbildet. Diese Struktur wurde außer mit geophysi-
kalischen Methoden zudem petrologisch untersucht. Die 1D Inversionsmodelle sowie das
Modell der 2.5D Modellierung weisen im Zentralbereich der Struktur niederohmige Einheiten
mit einer Mächtigkeit von mind. 350 m aus, die in Verbindung mit geologischen Karten als
spätjurassische und quartäre Sedimente interpretiert wurden. Aufgrund der scharfen Leitfähig-
keitskontraste am östlichen und insbesondere am westlichen Rand der Struktur wurden dort
Abschiebungen interpretiert und die Struktur als Graben angesehen. Anhand von Ka/Ar-Datie-
rungen im nahegelegenen Jingsutu-Pluton wird vermutet, daß die Hauptbildungsphase der
Struktur auf frühjurassische Extensionsbewegungen zurückzuführen ist, die in Gesamt - NW
China nachgewiesen sind. 

Der zentrale und südliche Bereich der postulierten tektonischen Achse wird durch die
Gurinai Struktur gebildet. An deren südlichem Ende liegt das zweite Arbeitsgebiet, das im
wesentlichen durch quartäre und holozäne Sedimente geprägt ist. Neben Rückschlüssen auf
die Hydrologie des Arbeitsgebietes, die aus den 1D Inversionsmodellen der TEM gezogen
werden können, ist im Rahmen dieser Arbeit insbesondere das Ergebnis der 1D Joint Inversion
von MT-, TEM- und DC-Daten von Interesse. Die zugehörige Sektion von 1D Modellen zeigt
zum westlichen Bereich der Struktur hin einen starken trogförmigen Mächtigkeitsanstieg der
holozänen und präquartären Sedimente. Anhand der Streichwinkelanalyse von MT-Daten, die
nicht Bestandteil dieser Arbeit ist, wurde ein NS-Streichen dieser trogförmigen Struktur inter-
pretiert. Aufgrund dieser Ergebnisse, der Interpretation von SRTM-Daten sowie der ähnlichen
geometrischen Ausprägung, wird sie im direkten Zusammenhang mit der Jingsutu Struktur
gesehen und gilt demnach als Beleg für die Existenz der postulierten NS-streichenden tektoni-
schen Achse, die den westlichen Rand der Gurinai Struktur mit dem westlichen Rand der
Jingsutu Struktur verbindet. Die Tatsache, daß sich die tektonische Achse im Bereich der
Gurinai Struktur durch die quartären und holozänen Sedimente hindurch morphologisch aus-
prägt (sichtbar in den SRTM-Höhendaten), wird als Beleg für eine hier mögliche neotektoni-
sche Aktivität gesehen.

Im Zentralbereich des Beckens wurden weitere lineamentartige Strukturen mit Hilfe von
SRTM-Daten untersucht. Auch diese deuten darauf hin, daß Teilbereiche des Ejina Beckens
spätquartär tektonisch beeinflußt worden sind. 
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1 Introduction
In the years 2000-2004 a multidisciplinary geoscientific investigation was carried out in the

Ejina Basin, Inner Mongolia, NW China. The project's general geoscientific objective was
focused on the study of basin sediments, which are composed of lacustrine alluvial fan depos-
its from the drainage system of the river Ruoshui, in order to reconstruct the paleoclimatic
environmental changes. The endorheic, intracontinental basin was chosen as the target for
investigations, because it contains a substantial Quaternary sedimentary record and, as part of
the Alashan Plateau, was assumed to be tectonically stable (e.g. WANG ET AL., 1997; WÜNNE-
MANN & HARTMANN, 2002). Although tectonic stability of the basin was originally assumed,
recent publications demonstrate an influence of neotectonic deformation processes on the
sedimentation within the basin (e.g. HARTMANN, 2003; WANG ET AL., 2004). Therefore, it was
important to get a basic understanding of the tectonic setting of the basin to be able to distin-
guish between changes in the sedimentation environment induced by climatic changes and
those caused by the tectonic activity within the basin.

To contribute to the general geoscientific objective, the specific task of the geophysical
workgroup was the characterization of the physical properties, distribution, and thicknesses of
sediments and the underlying crystalline basement in the basin. A combination of three
electromagnetic methods (transient electromagnetics, magnetotellurics, geoelectrics) was used
to gain information about the distribution of the subsurface electric resistivity. 

Work areas for the geophysical investigation were chosen following the visual inspection of
satellite images. They are located in the eastern part of the Ejina Basin, NW China, where
several distinct geomorphological features together form an approximately 130 km long,
hypothetical, N-S striking tectonical axis. In the scope of this thesis, results from the evalua-
tion of transient electromagnetic (TEM) data from two of these work areas are presented.
These are the work area in the Jingsutu Structure (chap. 4.2) and the work area in the Gurinai
Structure (chap. 4.3). They are located at the northern end southern end of the hypothetical tec-
tonical axis, respectively. 

TEM measurements, which were conducted along several profile lines in the two work
areas, were carried out in the coincident loop configuration with a loop size of 100x100 m2,
which - under ideal conditions - allows an interpretation of the data in terms of the subsurface
Sebastian Hölz, TU Berlin



Introduction
resistivity structure down to a depth of at maximum 400 m. In comparison to the extension of
the hypothetical tectonical axis it was therefore necessary to obtain additional information to
achieve more than local interpretations of TEM data. 

From a geophysical viewpoint this is achieved by the joint interpretation and 1D joint inver-
sion (chap. 4.3.2) of TEM data and magnetotelluric (MT) data, which was acquired in the same
work areas (BECKEN, 2005). In terms of the geoscientific objective, additional petrological
investigations (chap. 4.2.2) and the evaluation of remote sensing data (chap. 4.1.2 &
chap. 4.1.2) were needed to integrate the results of the TEM investigations into the general
geological framework. 

All TEM measurements in China were carried out with the LAPTEM acquisition system.
Since little information about this device was available and the quality of the measuring appa-
ratus was put into question in the course of a discussion between Panaitov and Spies
(chap. 2.2.1), it was necessary to go further into this matter. These questions are dealt with in
the appendix. Furthermore in terms of data quality and -processing, theoretical considerations
regarding attributes of TEM signals in the wavelet domain were made (chap. 2.4.2).

In the course of the project, K. Árnason granted permission to use his 3D modeling code
TEMDDD. Prior to the analysis of the measured TEM data, the question of numeric stability of
the program was raised, which is dealt with in chap. 2.3.2 and chap. 2.3.5. During the per-
formed modeling, the creation of input files for TEMDDD at more complicated underground
models turned out to be a time-consuming factor in addition to the relatively high time need for
the computations. Therefore, it was indispensable for the analysis of real data to speed up these
processes. This was achieved by programming a model generator with an appropriate user
interface (chap. 2.3.3) and the parallelization of computations over a message passing interface
(chap. 2.3.4). 
8



2 Theory & Methods
In this chapter, bold type small and bold type capital characters in formulas refer to vectors

and matrices, respectively. All regular type characters in formulas refer to scalar quantities.

2.1 TEM - General Introduction
The transient electromagnetic (TEM) method is a well established geophysical method,

which is used to investigate the distribution of the electrical conductivity in the underground.
Since the method measures the secondary fields of actively induced current systems, it is
inherently sensitive to good conductors1. Therefore, the method is frequently applied in
situations, where the investigated geological target is associated with spatial variations of the
conductivity. Amongst others, examples from literature for the application of TEM can be
found for mineral exploration (e.g. WEBB & ROWSTON, 1995), where e.g. sulfides or ore
bodies contrast with the surrounding basement, or for hydrogeological studies
(e.g. DANIELSEN ET AL., 2003), where groundwater and the confining aquifers are the target of
investigation.

Various measurement configurations
exist for the TEM method, which can
roughly be distinguished with respect
to the deployment of the measurement
system (ground-based or airborne), the
coupling of the transmitter to the
ground (inductive or galvanic), the
type of receiver (coil, SQUID2 or elec-
trodes) and the positioning of the
receiver with respect to the transmitter
(coincident, separate, inloop, bore-
hole). This thesis focuses on an induc-
tively coupled, ground-based system,

where transmitter and receiver are realized by coincident loops (Fig. 2-1). 

1. In the following terms like "conductor", "resistor" and alike always refer to "electrical conductor" and "electrical
resistor", respectively.

2. Superconductive Quantum Interference Device.

U

I
transmitter

receiver

t

U

t

I

induced current

~30°

Fig. 2-1: TEM coincident loop configuration. Transmitter-
and receiver-signals are further explained in Fig. 2-6.
Sebastian Hölz, TU Berlin



Theory & Methods
Such TEM systems usually use a bipolar waveform to generate a current in the transmitter
loop (Fig. 2-1, lower right), which excites a quasi static primary magnetic field while being
turned on. Based on Farraday’s law of induction, the current switch-off in the transmitter and,
thus, the breakdown of the associated primary magnetic field, induces eddy-currents in the
conductive underground. The strength and geometry of these eddy-currents depends on the
spatial distribution of the conductivity in the underground. Thus, the secondary magnetic field
associated with the eddy-currents carries information about the underground and is the mea-
sured quantity1 (Fig. 2-1, upper left). 

Due to the quasi infinite contrast in conductivity between the air and the underground, the
induced electric fields only have horizontal components (NABIGHIAN & MACNAE, 1991), i.e.
the induced electric field is tangential to the surface of the underground. Therefore, the induc-
tion due to the coupling of a magnetic source to the underground is often referred to as tangen-
tial electric2 or TE-mode (e.g. WARD & HOHMANN, 1987).

In the instant of the current shut-off in the transmitter
loop, the induced current system in the underground is
mostly confined to the position of the transmitter loop
(WEIDELT, 2000). With progressing time, the current
system quickly diffuses down and outward with respect
to the transmitter loop. Consequently, the measured sig-
nal in the TEM receiver coil drops rapidly in amplitude
(Fig. 2-1, upper left). NABIGHIAN (1979) introduced the
illustrative concept of "smoke rings" to describe the
diffusion of the current systems in a homogeneous half-
space. In Fig. 2-2 slices of these "smoke rings" (only
right half) are depicted for progressing times as contour
plots. It can be seen that the maximum of the current
density travels down and outward at an angle of ~30°
with respect to the transmitter at the surface (Fig. 2-1 &
Fig. 2-2).

The operating expense for the deployment of a coincident loop system strongly depends on
the size of the loop. For 100x100m2 loops - like the ones which were used for measurements
in China - the time need for the assembly or moving of loops from one measurement station to
the next is considerable. Therefore, measurements under such conditions are frequently carried
out along profile lines, which cross the geological target under investigation perpendicular to

1. Note that in common TEM systems, where a coil is used as receiver, the actually measured physical quantity is the
time derivative of the magnetic field. The direct measurement of the magnetic field can be achieved by using a
SQUID.

2. Alternatively, the term "transverse electric", which relates the fields to the surface normal, is also used.

Fig. 2-2: Current densities in a homo-
geneous halfspace for progressing times
after the current shut-off (from NABIG-
HIAN & MACNAE, 1991).
10



2.2  1D Modeling & Inversion
the assumed geoelectric strike direction. Due to logistical considerations, a further consolida-
tion of measurements, which would yield an areal coverage, can usually only be achieved
selectively. Consequently, TEM measurements, which were conducted during field work in
China, were carried out almost exclusively along profile lines perpendicular to the strike of the
investigated geological structures. 

2.2 1D Modeling & Inversion
The general theory for the TEM response of a layered halfspace is well established and can

be found e.g. in WARD & HOHMANN (1987). For the coincident loop configuration the
induced, normalized voltage Vnorm into a circular loop (radius r, Area A, transmitter current I)
on the surface (z=0) over a layered halfspace with the reflection coefficient rTE (TE-mode) is
given by:

2-1

In the above formula, μ0 and J1 are the magnetic permeability of free space and a
Bessel-function of the first kind, respectively. The normalization of the induced voltage to the
magnetic moment of the transmitter (IA) facilitates the comparability of measurements with
different loop sizes. In the following, voltages are implicitly assumed to be normalized to the
magnetic moment, if not stated otherwise, and the respective subscript will be dropped.

Generally, integrals of the form

2-2

can be evaluated efficiently using Hankel transform filters (JOHANSEN&SØRENSEN,1979;
CHRISTENSEN, 1990). To calculate 2-1, WEIDELT (1984) used a generalized Hankel transform
filter in the modeling code TEM1Dmod and in the inversion code TEM1Dinv. Additionally, he
showed that the transformation of 2-1 from the frequency into the time domain can also be
formulated in terms of a Fast Hankel Transformation. Thus, the transformation of 2-1 from the
frequency-wavenumber domain into the time-space domain involves two Hankel transforms
with suitable transform filters.

Generally, no analytical solutions exist for the calculation of transient signals for a coinci-
dent loop. However, at sufficiently late times the coincident loop response converges towards
the response of the inloop configuration1, for which analytical solutions exist for homogeneous

1. In the inloop configuration the receiver is realized by a small coil, which is located at the center of the transmitter
loop.
11



Theory & Methods
halfspaces (WARD & HOHMANN, 1987). Consequently, the transient response measured with a
coincident loop system - i.e. the time derivative of the vertical magnetic field - over a homoge-
neous halfspace exhibits a decay ~t-5/2 at late times. 

Certain aspects of such transient signals can be investigated by an approach described by
HANSTEIN (1996). To estimate the frequency contents of a transient signal in the time domain,
he uses the Hilbert transformation to construct a complex valued (analytical) signal in the time
domain (Fig. 2-3, left). The real part of this function ("Re" in Fig. 2-3) is defined by the
transient, here modeled for an arbitrary 1D underground model and the coincident loop config-
uration. The imaginary part ("Im" in Fig. 2-3), which is calculated by the Hilbert transforma-
tion, has the same amplitude characteristic as the transient, but a phase shifted by π/2. The so
constructed analytical signal defines an instantaneous phase, which can be used to calculate an
instantaneous frequency as its time derivative (Fig. 2-3, right, comp. 2-3). The instantaneous
frequency calculated from the transient signal clarifies that early times in a transient are
dominated by high frequencies, whereas at late times low frequencies prevail.

The original modeling code TEM1Dmod was extended to account for receiver- and
transmitter-effects (chap. 2.2.1), which may significantly influence TEM measurements. Due
to the complicated program structure, the forward code within TEM1Dinv was not changed
and work on this inversion code was not pursued. Instead, the extended modeling code
TEM1Dmod was combined with the external optimization routine lsqnonlin of the MATLAB
Optimization Toolbox (MATHWORKS, 2006). Using this combination, receiver- and transmitter
effects may now be considered in the inversion of data and several sets of data with distinct
receiver- or transmitter-configurations can be inverted simultaneously (chap. 2.2.2).
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Fig. 2-3: Analytical signal constructed by the Hilbert transformation of an arbitrary transient (left, dotted
line = negative values). The analytical signal is used to define an instantaneous frequency (right)
as time derivative of the phase (HANSTEIN, 1996).
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2.2  1D Modeling & Inversion
Furthermore, the use of an external optimization routine also greatly facilitated the creation of
a smooth inversion algorithm and the coding of an 1D joint inversion algorithm, which can be
used to jointly invert any combination of TEM-, MT- and DC-data (chap. 2.2.2). The new
inversion algorithm will be referred to as EM1Dinv.

2.2.1 Extension of 1D Modeling Code

Influence of Lowpass-Filters on TEM-Signals
To avoid aliasing effects, the bandwidth of most
TEM-systems is limited by analog lowpass-filters,
which have a corner frequency adjusted to the
Nyquist-frequency, i.e. half the sampling frequency.
Depending on the type of filter, this band-limitation may
lead to significant distortions of transients at early times,
especially for measurements over undergrounds with
high resistivities at shallow depths (EFFERSØ ET AL.,
1999; AUKEN ET AL., 2000).

In the LAPTEM device, two different Nyquist-filters are
implemented. They are designed as Bessel
lowpass-filters with cutoff frequencies of about 10kHz
and 50kHz for the old and new configuration, respec-
tively (s. Appendix, p. 140). Generally, on a logarithmic

scale Bessel filters exhibit a decay proportional to the filter order in the attenuation band and a
nearly constant amplification and linear phase in the pass band (Fig. 2-4). Because of the
phase-linearity for frequencies below the corner frequency, they are characterized by a
constant group delay across the passband, which leads to a constant time delay for frequencies
below the corner frequency (BUTTKUS, 1991). Generally, the group delay of filters with phase
characteristic φ(ω) is given by:

2-3

Therefore, the constant delay for frequencies in the pass band of a Bessel filter can simply
be calculated by evaluating 2-3 as finite difference for two arbitrary frequencies well below the
corner frequency. Thus, the influence of a Bessel filter on TEM-measurements can be
approximated by simply shifting the time base of a transient:

2-4
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Fig. 2-4: Magnitude response of a
Bessel filter (3rd order, fc=1Hz), calcu-
lated with 2-6.

dt = −dφ

dω

t → t + dt
13



Theory & Methods
Alternatively, the influence of the filter can also be evaluated directly by multiplication of
the transfer functions of filter and underground (2-1 & 2-6) in the frequency domain (multipli-
cation theorem) prior to the transformation into the time domain (EFFERSØ ET AL., 1999):

2-5

The complex transfer function of Bessel filters up to the order N=10 (excluding gain) can
be calculated according to a second-order sections representation by TIETZE & SCHENK (1985):

2-6

Using their coefficients (s. Appendix,
p. 140), the attenuation for a gainless filter is
-3dB at the corner frequency for all filter
orders (Fig. 2-4).

An exemplary calculation is used to clar-
ify the influence of a Bessel filter for the
model transient of a homogeneous halfspace
(Fig. 2-5, black). According to 2-3, the
group delay of a 6th order Bessel filter with a
corner frequency of 13kHz, similar to the
one used in the LAPTEM, is calculated to be
about 30μs, consequently shifting the time
base by the same amount (Fig. 2-5, dashed).
Due to the constant group delay or synony-
mous constant time shift for frequencies in the pass band, the distortion of the transient is
especially significant at early times. The estimation of the filter’s influence in the frequency
domain (Fig. 2-5, dotted) according to 2-5 & 2-6 leads to a similar time shift and for times suf-
ficiently larger than 1/fc the two methods are essentially equal. For times around 1/fc the two
methods to estimate the filter’s influence do not compare well and the second formulation has
to be preferred, since it is directly incorporated in the frequency domain.

In conclusion, the effect of Bessel filters in TEM-devices is especially significant at early
times and can lead to significant distortions of the measured signal. For times sufficiently
larger than 1/fc, the distortion is determined by a constant time delay and may thus be
considered by simply shifting the time base of the measurement. For times around 1/fc the
influence should be modeled by directly including the filter response in the frequency domain. 

no filter

frequency domain

constant group delay

Fig. 2-5: Influence of Bessel filter (fc=13kHz, 6th

ord.) on TEM-measurement.
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2.2  1D Modeling & Inversion
The Bessel filter was integrated into the modeling code TEM1Dmod according to the
formulation of TIETZE & SCHENK (1985) and was taken into account for the modeling and
inversion process of data measured in China.

Influence of Pulse Duration on TEM-Signals
In real TEM-measurements, the exciting transmitter waveform deviates from the step-

function assumed in the formulation of 2-1, thus, leading to distortions of the measured tran-
sients. The most pronounced influence of the transmitter waveform on measurements is caused
by the finite time (ramp-time), which is needed to shut-off the transmitter current (WEIDELT,
1984). The influence of the ramp-time is especially significant at early times in the transient
and needs to be determined precisely for a correct interpretation of data (s. Appendix, p. 144). 

In addition to the ramp-time, which was already incorporated in the modeling code and is
therefore not considered further in this chapter, the repetitive transmitter waveform can also
influence the measured signal (ASTEN, 1987). In a recent controversial discussion, PANAITOV

ET AL. (2002, 2004) and KRAUSE ET AL. (2005) see the repetitive transmitter signal as possible
cause for sign reversals at late times in their TEM inloop measurements using a SQUID
receiver. SPIES (2004) negates their explanation and concludes that the measured sign reversals
may be caused by the electronic of the measurement device, external noise sources or by
induced polarization. The discussion is of special interest for this thesis, because Panaitov,
Krause and colleagues used a LAPTEM device in their measurements. Since measurements in
China sometimes exhibited peculiarities comparable to the ones described by Panaitov and
colleagues, it will be investigated if these effects are due to the transmitter waveform or are
merely caused by the device’s electronic.
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Fig. 2-6: Schematic diagram showing the transmitter current (bottom) with a repetition frequency of 1/T0.
For the depicted bipolar waveform with 50% duty-cycle, which is used in many TEM-devices,
the pulse duration is ton=1/4T0. Measurements are performed, while the transmitter is turned off
(top, solid lines). They are superpositions of all previously excited transients as in 2-7.
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Theory & Methods
Generally, the influence of the transmitter’s pulse duration on TEM-signals is explained in
Fig. 2-6, which clarifies that every switching operation of the transmitter excites a new
transient. Consequently, the measured signal is the superposition of all previously excited
signals and, according to Fig. 2-6, the true voltage of a transient during the nth measurement
cycle is calculated by:

2-7

Voltages for coincident or inloop mea-
surements exhibit a monotonic decay, which
at late time is proportional to ~t-5/2 over a
homogeneous halfspace. Therefore, the sum
in 2-7 quickly converges. For the following
calculations, five cycles (n=5) are generally
sufficient to reach convergence. 

KRAUSE ET AL. (2005) show that the
influence of the transmitter signal on mea-
surements is especially strong for short pulse
durations over underground models with
decreasing resistivity towards larger depths.
The effect is exemplarily depicted for a
homogeneous halfspace and a 2-layer model
in Fig. 2-7 for the shortest pulse duration of
the LAPTEM (ton=10ms). 

To estimate the importance of the effect, the deviation between the pure step response v0
and the response including the influence of the transmitter’s pulse duration vton is calculated as
weighted root mean square (RMS), where only the nd samples with detectable voltages
(>10-1nV/Am2) are considered:

2-8

Fig. 2-8 depicts the calculated deviations for various pulse durations and underground
models. For homogeneous halfspaces (Fig. 2-8, left) the generally small deviation (s.a.
Fig. 2-7) is well below 10% for all pulse durations relevant for the LAPTEM (arrows in

Fig. 2-7: Two exemplary model responses with
(dashed) and without (solid) influence of finite dura-
tion of transmitter pulses (ton=10ms).
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2.2  1D Modeling & Inversion
Fig. 2-8). For layered models with a resistive top layer over a conductive halfspace the devia-
tion is generally more pronounced. In the calculations for Fig. 2-8 (right) the deviation is
maximized by varying the thickness of the top layer. For pulse durations of 100ms or lower,
which were frequently used during field measurements in China, the maximized deviations
exceed 5% and may reach values above 20% for models with highly resistive top layers.

In conclusion, the influence of the finite pulse duration of the transmitter signal may be
significant, especially for measurements with short pulse durations on undergrounds with a
shallow resistive layer. Generally, it can be reduced by increasing the pulse duration, which
also leads to an increase for the total acquisition time. The pulse duration was integrated as
selectable parameter into the modeling code TEM1Dmod and was taken into account for the
modeling and inversion process of data measured in China.

In terms of the presented results it seems unlikely that the sign reversals described by
Panaitov and colleagues are solely due to the transmitter waveform. They see the sign reversals
for transmitter pulse durations of 50ms (according to Fig. 4 & 5 in PANAITOV ET AL., 2002),
where the maximized error (→ Fig. 2-8) is around 10% for a highly resistive top layer. This
maximum deviation is far below the deviation needed to cause a sign reversal. Following the
argumentation of Spies, it seems more likely that the sign reversals are primarily caused by the
devices electronic, external harmonic noise or effects due to induced polarization. 

Fig. 2-8: Influence of the finite duration of transmitter pulses (compare Fig. 2-6). Possible pulse durations
of the LAPTEM are indicated by arrows. The deviation, calculated according to 2-8, is depicted
for homogeneous halfspaces (left) and for 2-layer models (right). For the latter, a maximum de-
viation was achieved in an optimization by varying the thickness of the resistive top layer (ρ1).
17



Theory & Methods
2.2.2 1D Inversion

1D Block- & Smooth-Inversion
Generally, a 1D inversion of TEM-data minimizes the misfit between measured data dmeas

and the calculated model response dcalc. The data vector dmeas contains the normalized volt-
ages measured at the time gates ti (i=1,…,nd). Several sets of measured data with different
acquisition parameters - e.g. varying ramp times or differing Bessel-filters - may be concate-
nated to form a single data vector. The model response dcalc is calculated using the extended
modeling code TEM1Dmod (chap. 2.2) for a horizontally layered earth model with the para-
meter vector p containing the logarithm of layer resistivities and layer thicknesses. The usage
of logarithmic parameters in p offers the advantage that negative model parameters are implic-
itly barred from the inversion. Additionally, the time gates and acquisition parameters (ramp
time, loop size, pulse duration, Bessel filter, etc.) as determined by dmeas enter the calculation
of dcalc. The misfit, aka objective function, to be minimized by the variation of p is expressed
in terms of the squared sum of residuals:

2-9

The above objective function is dominated by residuals belonging to the largest measure-
ment values, i.e. measurements during the earliest time gates in dmeas, which can be several
decades larger than those during the latest time gates (e.g. Fig. 2-7). Additionally, 2-9 does not
account for the quality of data. Therefore, it is necessary to introduce a weighting into the
objective function prior to the optimization. The weighting is denoted by the square weighting
matrix W, which has non-zero elements along the main diagonal only:

2-10

For TEM measurements, it is usually not appropriate to choose the inverse of the measure-
ments’ standard deviations as elements for W, since they are either not known exactly or, if
specified, also exhibit a large dynamic range spanning several decades between early and late
time gates (e.g. Fig. 2-19, p. 39). Instead, WEIDELT (1984) suggests the following weighting to
account for the large dynamic range:

2-11

The choice for the exponent q in 2-11 determines the relative weighting of early to late time
gates (or large to small measured values): If q equals 1, the weighting by the inverse of the
measured value at each time gate essentially equals a constant relative error floor. With a
choice of q<1, the emphasis of the objective function is shifted towards early time gates or
18



2.2  1D Modeling & Inversion
large amplitudes by assigning a higher relative precision. Either way, the actual quality of data
does not enter the weighting scheme and care has to be taken to avoid the influence of outliers
onto the objective function. 

In this thesis the weighting in the objective function is chosen according to 2-11 with an
exponent q=1, implicitly already used in 2-8. Because of limitations in the precision of the
LAPTEM (s. Appendix A, p. 133ff), which can introduce systematic errors especially signifi-
cant at early times, an increased importance of early time gates in the objective function is
undesirable. To avoid a possible influence of outliers or bad data values, all measured data with
a relative error above ~20% are rejected. It should be noted that, due the large dynamic in the
relative errors, the transition from accepted and rejected data values is abrupt and the value
chosen for the threshold will only have a minor influence on the amount of data which is
accepted or rejected.

Various algorithms exist for the minimization of the objective function. The original inver-
sion code TEM1Dinv and the new inversion code EM1Dinv, which is based on the optimiza-
tion routine lsqnonlin (MathWorks, 2006), both use the Levenberg-Marquardt optimization
algorithm (LEVENBERG, 1944; MARQUARDT, 1963). This standard algorithm is based on a
stabilized linearization of the least squares formulation and is suitable for the minimization of
nonlinear, continuous objective functions. Since it was used as is and not extended or altered in
the scope of this thesis, a detailed description of the algorithm has not been included here and
can instead be found in e.g. WEIDELT (1984) or COMMER (2003). 

Two different inversion strategies may be distinguished with respect to the number of model
parameters np in p with respect to the number of measurements nd in dmeas:

In a block inversion the number of model parameters is much smaller than the number of
measurements (np<nd). Typically, such a block inversion will use a 1D-model with 5 layers or
less ⇔ np≤9. In such an overdetermined problem, all model parameters can be left
unconstrained in the optimization. Additional external information about the underground’s
resistivity or layering, e.g. from boreholes or other geophysical methods, may be incorporated
easily by fixing the respective model parameters within the inversion. The final result of a
block inversion will to some extend depend on the number of free parameters and the starting
model. The resolution of model parameters in the final result of the block inversion can be
estimated by analysis of the singular values of the Jacobi matrix (e.g. WEIDELT, 1984; HÖRDT

ET AL., 1992). The block inversion is implemented in both inversion codes. The new inversion
code offers the advantage that several measurements with different acquisition parameters, e.g.
different ramp times or loop sizes, may be inverted simultaneously.

In a smooth inversion the 1D-model consists of many layers and only the layer resistivities
are free parameters, whereas the layer thicknesses remain fixed. The number of free model
parameters exceeds the number of measurements (np>nd) leading to an underdetermined
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Theory & Methods
inversion problem. In such an ill posed inversion problem, small perturbations of the data
vector dmeas will lead to arbitrary large perturbations of the resulting model vector p, thus,
yielding the inversion result useless. To overcome the ill posed problem, the optimized objec-
tive function needs to be regularized by imposing additional constraints on the norm of the free
model parameters or a similar measure (HANSEN, 1994):

2-12

In this so called Tikhonov regularization, L may be the identity matrix or the discrete
approximation of a derivative operator and the regularization parameter λ2 is a non-negative
number controlling the relative weighting of the constraint on p and the residual norm in the
objective function. A simple choice for L, which is used in EM1Dinv, was suggested by
CONSTABLE ET AL. (1987):

2-13

Here, L is a (np-1xnp)-matrix, where np is the number of free model parameters. A calcula-
tion of the model constraint in 2-12 with 2-13 leads to a sum with squared differences of the
free model parameters:

2-14

For large values of λ2, the objective function in 2-12 is dominated by the constraint on p and
the norm of the data residual is suppressed. This will lead to an increasing smoothness of the
inverted model parameters. In the limit λ2→∞, all free model parameters, i.e. the layer
resistivities, will be equalized in the inversion and the resulting model will be a homogeneous
halfspace. For small values of λ2, the objective function is dominated by the data residual. In
the limit λ2→0, the inverted parameter vector may be arbitrarily rough, thus, representing a
completely unrealistic underground model.
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2.2  1D Modeling & Inversion
Since the inversion result is greatly influenced
by the value of λ2, a proper choice of the regular-
ization parameter is needed to arrive at a good
compromise between data fit and model smooth-
ness. HANSEN (1994) uses an L-curve analysis to
determine the proper choice for the regulariza-
tion parameter: in his analysis the two summands
in 2-12 are plotted into an axis for varying values
of λ2. The resulting curve is L-shaped and the
proper value for the regularization parameter is
located in the vicinity of the turning point.
Fig. 2-9 depicts a similar approach, but plots the
normalized RMS (→ 2-9) against the regulariza-
tion parameter. According to turning points of
curves in Fig. 2-9, λ2 was chosen to be between
0.05-0.2 for the smooth inversion of data. 

1D Joint Inversion
A joint inversion, originally presented for electromagnetic methods by VOZOFF & JUPP

(1975), is used to simultaneously invert the data of different geophysical methods at one
location. In the scope of this thesis the joint inversion is used for a combination of TEM-, DC-
and MT-data (s. chap. 4.3.1, p. 112ff). The advantage of a joint inversion is generally seen in
the improvement of model resolution, because different geophysical methods have different
sensitivities to the distribution of physical parameters in the underground. Thus, a joint inver-
sion can help to reduce the ambiguity in the parameters of an inverted underground model, e.g.
demonstrated by HÖRDT ET AL. (1992) for a combination of MT- and LOTEM-data.
Additionally, the joint inversion can be used to estimate the magnitude of static shift in MT-
and DC-data (e.g. STERNBERG ET AL., 1988; MEJU, 2005). Static shift, caused by near surface
inhomogeneities of the conductivity distribution, can lead to a frequency independent distor-
tion of the electric field, consequently shifting the apparent resistivities of MT- and DC-data
by constant factors. Since the inductively coupled TEM method measures the time derivative
of the magnetic field, it is inherently unaffected by distortions of the electric field and can be
used for the estimation and correction of static shift. Finally, the simultaneous inversion of data
from different methods also serves as additional cross-check for the validity and quality of
measured data.

The implementation of a joint inversion extends the formulations for the 1D block- and
smooth-inversion to simultaneously invert the data of different geophysical methods. The
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Fig. 2-9: Influence of regularization parameter
λ2 in the optimization of 2-12 (results from three
exemplary stations of the N-profile in the Jingsutu
Structure (s. chap. 4.2.3, p. 95ff).
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Theory & Methods
objective function needs to include the residuals of all relevant methods and for a block
inversion the minimization problem can, similar to 2-10, be formulated as:

2-15

Here, the subscipt m is simply used to distinguish different methods included in the joint
inversion - e.g. m={TEM, MT, DC} - in which case the weighting matrices, measured data
and calculated model responses are chosen or calculated accordingly. Since the residuals of
different methods are calculated based on different quantities - e.g. normalized voltages
(TEM), phases (MT) or apparent resistivities (MT & DC) - additional, non-negative weighting
factors  are specified in 2-15 to balance the residuals of different methods. If the joint inver-
sion is performed with a 1D-model with many layers, the objective function in 2-15 needs to
be extended with a smoothness constrain on the model parameters p as in 2-12:

2-16

In the joint inversion, a possible static shift in the apparent resistivities of MT- or DC-data
is included in the associated summands of the objective functions (2-15, 2-16):

2-17

Within the joint inversion, the static shift factors sm (m={MT, DC}, apparent resistivity
only) are free parameters and constrained to positive values only. Since the static shift factors
are linear parameters in the inversion, a partitioned least square optimization (SMYTH, 2002) is
used, in which the linear parameters - i.e. the static shifts - are determined using a linear regres-
sion is in every optimization step.

2.3 2.5D Modeling - TEMDDD
Several 3D modeling codes for the TEM method were introduced in the past years (e.g.

WANG & HOHMANN, 1993; DRUSKIN & KNIZHNERMAN, 1994; TABAROVSKY ET AL., 1995;
ÁRNASON, 1999; COMMER & NEWMAN, 2004). In several model studies these 3D codes were
used to investigate the effects of 2D/3D structures on TEM measurements (e.g. GOLDMAN ET

AL., 1994; RABINOVICH, 1995; TOFT, 2001). Furthermore, the possibilities of applying
3D inversion techniques to sets of TEM model-data were also started to be investigated in
recent studies (e.g. HABER ET AL., 2004; NEWMAN & COMMER, 2005). However, at present the
interpretation of TEM field-data almost exclusively relies on 1D inverse modeling (e.g.
DANIELSEN ET AL., 2003; PAGANO ET AL., 2003; YOUNG ET AL., 2004; BARRETTA ET AL.,

λm
2
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2.3  2.5D Modeling - TEMDDD
2005; KAFRI & GOLDMAN, 2005) and only very few publications exist, where field-data was
modeled or inverted in 2D or 3D, e.g. for the LOTEM-method in MITSUHATA ET AL. (2002)
and COMMER ET AL., (2006), or for the TEM-method in SCHAUMANN (2001). For the applica-
tion of 3D codes to real field-data, flexible tools are required to facilitate the rapid generation
and adaption of underground models and according input-models for the 3D code. In the scope
of this thesis, such tools were developed (chap. 2.3.3) for the 3D modeling code TEMDDD,
which was made available for research purposes by Knútur Árnason (The National Energy
Authority of Iceland, Reykjavík, Iceland). Since there was only little experience to revert to
prior to the investigations, a numerical testing was first carried out to check the feasibility and
possible limitations of the program (chap. 2.3.2). Subsequently, the code was used for a model
study over basic 2D models (chap. 2.3.5). Generally, 2D models are constructed by keeping the
resistivity of input-models to TEMDDD constant perpendicular to the profile direction. Since
the modeled source field and the geometry of bodies are both 3D, but the represented
resistivity distribution is only 2D, such a modeling is frequently referred to as 2.5D modeling
(HOHMANN, 1988). The model study was aimed to further test the numerical stability of the
code, to assess the approximate time need for computations, to develop tools for the generation
of 2D models, and to get a deeper insight into possible misinterpretations when using a 1D
inversion code on an inherently 2D data set.

The restriction on 2D models was imposed, because field measurements in China were
almost exclusively carried out along approximately straight profile lines and measurements of
horizontal field components were not conducted. Such data sets do not contain enough infor-
mation to put useful constraints on the interpretation of a true 3D model. Therefore, in this case
a 3D modeling would be an over-parametrization of the model space and would only be appro-
priate, if external information about the resistivity structure were available.

The model study, as summarized in chap. 2.3.2 and chap. 2.3.5, was initiated in cooperation
with HILLER (2005), final results are from HÖLZ ET AL. (2006). It was inspired by a model
study of TOFT (2001), who also tested the feasibility of TEMDDD. When comparing our
model study to the one of TOFT (2001), main differences can be seen in the investigated loop
configuration (coincident loop ↔ inloop- and separate-loop), loop size (100x100m2 ↔
40x40m2), maximum considered time (tmax determined by resolution of the measurement
system ↔ fixed time range), and general 2D model type (dipping layer ↔ buried valley).
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Theory & Methods
2.3.1 TEMDDD - General Description
The program TEMDDD (ÁRNASON, 1999) formulates the

transient electromagnetic problem for a step-current excitation
in the time-domain by a finite difference formulation of
Maxwell’s equations on a staggered grid (YUE, 1966). In this
formulation, a 3D model is represented by a rectilinear grid
(Fig. 2-10), i.e. a tesselation of the 3D space by parallelepi-
peds, which are not necessarily congruent to each other.
Within each parallelepiped, hereafter referred to as cell, the
discretized physical quantity (→ conductivity) of the underly-
ing 3D model has a constant value. 

In the formulation, Maxwell’s equations are used in their quasistatic approximation:

2-18

Here, e and b are the electric and magnetic field, respectively, μ0 is the free space
permeability, σ is the conductivity and je is the source current density of the transmitter, which
is shut-off at t=0 (WEIDELT, 2000). 

The vectorial electric and magnetic fields in Maxwell’s differential equations are evaluated
on the rectilinear grid by approximating the according spatial differential operators in 2-18
with appropriate linear finite difference forms. In Fig. 2-11 one cell of the rectilinear grid
(white parallelepiped) exemplarily shows, how the electric and magnetic field are localized in
the middle of the edges and faces of cells, respectively. Each node, where the magnetic field is
evaluated, is surrounded by an elementary electric loop and similarly on the "staggered" grid
cell (gray parallelepiped), each node where the electric field is evaluated, is surrounded by an
elementary magnetic loop. These elementary loops are used to cast the spatial vector differen-
tial operators in 2-18 into finite difference forms. As consequence of the spatial formulation of
the finite difference approximation (comp. Fig. 2-11), transmitters in TEMDDD need to be
aligned with cell edges of the rectilinear grid and can either be grounded dipoles or inductively
coupled loops of rectangular shape (ÁRNASON, 2000). Similar to Fig. 2-11, receivers for the
vertical magnetic field are represented in TEMDDD by the z-component of the magnetic field
(or its time derivative) in the center of according cell faces.

Since electric fields are localized on cell edges and, thus, are bounded by the conductivities
of adjacent cells, the discretization of the second equation in 2-18 requires some sort of
material averaging scheme. A common approach is to assign an average conductivity, which is

Fig. 2-10: Rectilinear grid.

∇× e = −ḃ

∇× b = μ0 (σe + je)
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2.3  2.5D Modeling - TEMDDD
calculated as arithmetic average of the adjacent cells weighted by the associated volumina or
cross sectional area of involved cells (e.g. WANG & HOHMANN, 1993; WEIDELT, 2000). For the
electric field at the node (i, j-0.5, k-0.5) in Fig. 2-11 the material averaging for the conductivity
is:

2-19

Advanced material averaging schemes exist (e.g. MOSKOW ET AL., 1999), but are not con-
sidered in this thesis. Further elaborations on the formulation of the finite difference scheme on
a staggered grid can be found e.g. in WANG & HOHMANN (1993) or COMMER (2003).

The time dependency of the differential vector equations can either be solved by explicit
time-stepping as in WANG & HOHMANN (1993), where the time dependency in 2-18 is replaced
by a finite difference approximation, or by the reformulation of the problem as eigenvalue
problem, which is the case for TEMDDD. The latter formulation is solved by the Spectral
Lanczos Decomposition Method (SLDM) as proposed by DRUSKIN & KNIZHNERMAN (1988).
A concise description for both methods and suggestions for the discretization of spatial and
time parameters can be found in WEIDELT (2000) and further references therein.

celli,j,k

"staggered" celli+0.5,j+0.5,k+0.5

x

z

y

Fig. 2-11: Staggered grid scheme after YEE (1966). Within each cell (white parallelepiped) of the rectilinear
grid (s. Fig. 2-10) the discretized physical quantity (→ conductivity) is constant. The electric and
magnetic fields are evaluated in the middle of the edges and faces of cells, respectively. 

σ̄i,j−0.5,k−0.5 =

∑
Ij,Ik

(σV )i,Ij ,Ik∑
Ij ,Ik

Vi,Ij ,Ik

Ij = j − 1, j ; Ik = k − 1, k
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2.3.2 Numerical Testing
The dependency of accuracy and speed of TEMDDD on the choice of input parameters, e.g.

number of cells and spacing of cells within the discretization grid, was evaluated for layered
1D models. For these elementary models, transients were calculated with TEMDDD and com-
pared to reference 1D transients calculated with TEM1Dmod. Input parameters for TEMDDD
were chosen with respect to the generally applied measurement geometry and device specifics
of the LAPTEM:

• coincident-loop configuration, 100x100m2

• earliest time in transient: 30μs
• minimum voltage of transient: 10-2nV/Am2 
• resistivity range of models: 1-1000Ωm
• maximum error with respect to reference transient: <1%
• grid spacing in xy-direction (Δxy) ...

... constant for cells inside the loop

... increasing outside the loop

2-20

• grid spacing in z-direction (Δz) increasing downward

2-21

Since TEMDDD calculates the vertical magnetic field (or its time derivative) at the center
of cell faces only (s. Fig. 2-11), the transient response for the coincident-loop configuration
was calculated by numerical integration of the inloop-responses for all cells located inside the
loop. The minimum time for testing was chosen in correspondence to the earliest analyzable
time for the LAPTEM measurement system, which is determined by the minimum achievable
ramp time of ~30μs for a 100x100m2 loop (s. chap. A.3.2, p. 144ff). The maximum time limit
(tmax) was chosen variable. It was determined by the point in time, where normalized voltage
of the reference 1D transients dropped below the resolution of the measurement system. The
minimum normalized voltage resolved by the measurement system depends on the maximum
available gain, the effective resolution of the AD-converter, the used loop size and the
maximum transmitter current: 

2-22

Δxyi+1 = fxy ·Δxyi fxy > 1

Δzi+1 = fz ·Δzi fz > 1

Vmin ≈ 10
1000gain · 213

AD · 104
loop · 10Imax

· V
Am2

≈ 10−2 nV
Am2
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2.3  2.5D Modeling - TEMDDD
Even though the time dependency in 2-18 is approximated with different approaches in
time- stepping codes (e.g. WANG & HOHMANN, 1993) or codes based on the SLDM
(ÁRNASON, 1999), the accuracy of the solution is ultimately coupled to the Courant-Friedrichs-
Lewy criterion or a similar form (WANG & HOHMANN, 1993; WEIDELT, 2000). This criterion
relates the minimum number of required time steps Nt (or dimension of the generalized
derivative matrix for the SLDM) to the parameters of the discretization:

2-23

Here, tmax is the latest time channel of the calculated transient, and Δmin and σmin are the
minimum grid spacing and conductivity, respectively. Nt greatly influences the computational
time and has to be chosen with respect to the required accuracy of solution. Estimates as found
in several publications are summarized in Tab. 2-1.

Transients were first calculated with TEMDDD for homogeneous halfspaces (1-1000Ωm)
and compared to the 1D reference transients. The input parameters to TEMDDD were
successively adjusted to find an appropriate discretization for each halfspace. After some
testing, the factors controlling the outward (fxy→2-20) and downward (fz→2-21) increasing
grid dimensions were fixed to 1.15 and 1.17, respectively. The 100x100m2-loop was discretiz-
ised with 14x14 cells to stabilize the integration for the calculation of the coincident-loop
response. To keep model discretizations for input models of different half spaces comparable,

Resistivity 
of Halfspace

tmax [ms]

ORISTAGLIO & 
HOHMANN 

(1984)

ADHIDJAJA & 
HOHMANN 

(1989)

WANG & 
HOHMANN 

(1993)
WEIDELT (2000)

1 Ωm 191 156 190 953-1905 778-1555

10 Ωm 48 247 302 1512-3025 1235-2470

100 Ωm 12 391 479 2394-4787 1954-3909

1000 Ωm 3 618 757 3785-7569 3090-6180

Tab. 2-1: Number of required time steps (Nt) according to 2-23 with factors f as specified by different au-
thors. A minimum grid spacing of 5m is assumed. The maximum time tmax is determined by the
resolution of the measurements system (Vmin ~ 10-2nV/Am2).

Nt �
f

Δmin

√
tmax

μ0σmin

f 2= f 6=
f 6

α
-------=

α 0.1 0.2–=

f 1
α
---=

α 0.05 0.1–=
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larger grids were constructed by simply adding additional cells to the outer bounds of the
model. The dimensions of the added cells were chosen according to 2-20 and 2-21.

Calculations with the final grids (Tab. 2-2) yielded deviations between the 1D and 3D code
below 1% for all relevant times (tmax in Tab. 2-1). Only for the lowest resistivity of 1Ωm and
times <300μs the relative error exceeded 1% and reached values of up to 12% for the earliest
times. According to ÁRNASON (2000), this behavior for low resistivities and early times is due
to the high frequency cut-off caused by the discretization and can only be circumvented by
introducing a refined grid. However, further numerical testings with refined grids did not lead
to any significant changes in the calculations and, therefore, yielded the same deviations.
Alternatively, following the argumentation of SMITH & PAINE (1999), a plausible explanation
for the deviations could be seen in the fact that the 1D code and the 3D code inherently use
different loop geometries: while the 1D code calculates the transient response for a circular
loop, the discretization of the 3D code describes the transmitter as a rectangular loop. Ulti-
mately, the described deviations are negligible in the scope of this thesis, because they relate to
a model type which was not encountered during 2.5D modeling (s. chap. 4.2.3, p. 98ff).

In a second test, the calculated responses of TEMDDD were compared with reference tran-
sients for layered halfspaces (100Ωm |10Ωm |100Ωm and 10Ωm |100Ωm |10Ωm) with
varying interface depths. The discretization grids were constructed with respect to the discreti-
zation parameters found for the 100Ωm halfspace (Tab. 2-2). Generally, the comparison
yielded deviations <1%. Only for very early and very late times the relative error exceeded
1% and reached values of up to 5% for a few time steps. 

The numerical tests demonstrate the general applicability of TEMDDD for simple
1D model geometries. In chap. 2.3.5 (p. 34ff) the plausibility of results is further investigated
for calculations with TEMDDD for basic 2D models. Additional comparisons of TEMDDD
with other 3D TEM-codes were not performed in the scope of this thesis, but can be found in
TOFT (2001) and in ÁRNASON (1999).

Halfspace Nxy fxy Nz fz Nt Dim [m]

1 Ωm 42 1.17 24 1.15 1000 3112x980

10 Ωm 48 1.17 27 1.15 1500 5137x1504

100 Ωm 52 1.17 29 1.15 1800 7184x2000

1000 Ωm 56 1.17 32 1.15 3000 9900x3055

Tab. 2-2: Final optimized parameters of input models to TEMDDD for homogeneous halfspaces. Nxy and
Nz refer to the number of grid cells in xy- or z-direction. Nt approximately falls in the ranges
specified by WEIDELT (2000) (s. Tab. 2-2).
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2.3.3 2D - Model Generator
Generally, the generation of input-files for TEMDDD poses the problem that an arbitrary

2D resistivity model and the discretization grid for TEMDDD (s. chap. 2.3.2) are usually
non-conforming. Furthermore, a new input file needs do be generated for every station along a
profile, because the 2D resistivity model and the discretization grid are shifted with respect to
each other. In the scope of the model study, which was described in the previous chapters, a
first model generator for the automated generation of input-files for TEMDDD was developed
in cooperation with T. Hiller (HILLER, 2005). This first model generator allows the generation
of input-files for the basic model of a dipping layer by specifying the loop position, the angle
of inclination, and the resistivities of the top and bottom layer. However, to allow TEMDDD to
be used for the 2.5D modeling of real field-data, a much more flexible approach was needed to
account for general model geometries.

The new model generator developed in the scope of this thesis is based on the General
Polygon Clipper Library (GPCL by MURTA, 2007), which uses an algorithm by VATTI (1992)
to calculate the union ( ), intersection ( ), difference ( ), or exclusive disjunction
(= XOR; ) of two arbitrary 2D -polygons. A gateway function was programmed to make
the GPCL available within Matlab (HÖLZ, 2007). An example for the calculation of the inter-
section of two polygons is depicted in Fig. 2-12. The GPCL is very flexible, because each
polygon ...

• may be composed of a single face or several faces, 
• may have self-intersecting edges, and
• may contain an arbitrary number of holes.

Cell

Body

Cell ∩ Body

Fig. 2-12: Example for the application of the General Polygon Clipper Library, which is used to calculate
the intersection between a rectangular cell and an arbitrarily shaped polygon. The model geom-
etry is displayed on the left, the resulting intersection on the right.

A B∪ A B∩ A B–

A B⊕
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Fig. 2-13 exemplarily depicts the application of the new model generator for a 1D-model
with 3-layers and one 2D body. In the following, the first subscript i of a polygon pi not only
distinguishes different polygons, but also refers to the stacking order of polygons: polygons
with smaller first subscript can possibly overlap polygons with larger subindices, e.g. in the
example in Fig. 2-13, the polygon of the 2D body (=P1) is stacked on top of the polygons rep-
resenting the 1D model (=P2-4). For a general 2D model, which consists of a 1D
background-model with n-layers and m 2D bodies, the generation of input models involves
three main steps.

1. Calculate the difference of each polygon with all polygons, which are higher in
the stack order. This assures that polygons are pairwise disjoint:

2-24

2. Calculate the intersection between the disjoint polygons (pi) from 2-24 and all
cells (cj) of the discretization grid (sim. Fig. 2-12):

2-25
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Fig. 2-13: Illustration of TEMDDD input models (bottom) for an arbitrary 1D-model with three layers and
one 2D body (top), which are represented by polygons (P1-4) with fixed resistivities. The center
of the 100x100m2 loop is located at -50m (lower left) and at +50m (lower right), thus, shifting
the discretization grid along the profile. Resistivities of cells are calculated according to 2-26.

pi = Pi − Pj i = m + n, . . . ,2 j = i − 1, . . . ,1

p̃i,j = pi ∩ cj i = 1, . . . ,m + n j = 1, . . . , ncells
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2.3  2.5D Modeling - TEMDDD
3. Similar to 2-19, calculate an average conductivity ( ) for each cell (cj) with
respect to the area and conductivity (σ, A) of the intersected and disjoint
polygons ( ) from 2-25:

2-26

For a correct calculation of areas, the intersected and disjoint polygons currently may not
have any self intersecting edges. Since this is - under normal circumstances - always the case,
this special case poses no relevant restriction on the applicability of the model generator. The
calculation of average cell resistivities in 2-26 resembles the parallel connection of resistors.
The weighted average of conductivities is equal to the material averaging scheme in the finite
difference formulation of TEMDDD and can similarly be found in WANG & HOHMANN

(1993). It should be clarified that in the new model generator the averaging is purely applied to
solve the problem of projecting an arbitrary 2D resistivity distribution as represented by
polygons onto a predefined grid to define input models for the 3D code.

To add more flexibility for the modeling of field-data, the restriction of limiting a
2D body’s resistivity to a unique value is lifted. Local variations within a body can be
accounted for by assigning a resistivity value to each vertex of the body, exemplarily depicted
in Fig. 2-14. Accordingly, an adjustment for the calculation of a cell’s average conductivity in
2-26 is needed, where the local conductivity of a 2D body ( ) is estimated using a bilinear
interpolation.

A similar approach for the projection of 2D structures with locally varying resistivities onto
a non-conforming discretization grid of a finite difference code (geoelectrics) was recently

σj

p̃i j,

σ̄j =
1

Acj

n+m∑
i=1

(σA)p̃i,j

-100 0 100

0

100

200
-100 0 100

D
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 [

m
]

[m] [m]

loop

Fig. 2-14: Exemplary 2D body with a gradient resistivity structure in a homogeneous halfspace (left) and
resulting TEMDDD input-model (right). The calculation of resistivities for the input-model in-
volves a bilinear interpolation of resistivities inside the 2D body.

σ p̃i j,( )
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Theory & Methods
published by CHRISTIANSEN & AUKEN (2004). They use a weighting scheme similar to 2-26
for the averaging of cell resistivities, but limit the possible model space to arbitrary layered
models.

To facilitate work with the model generator,
the graphical user interface (GUI) ModelCre-
atorGUI was designed, which greatly simplifies
the creation of 2D models (Fig. 2-15). Similar
to common graphic-programs, a 2D body is
simply created by defining the vertices of a
polygon using either file import, keyboard, or
an interactive pointing device. A polygon or
single vertices can be dragged around with the
mouse to change the polygons’s position or
shape. Vertices may be added or removed at any
point to refine or simplify the polygons’s struc-
ture. Each polygon may represent a homoge-
neous resistivity distribution, in which case a
unique resistivity value is assigned to the repre-
senting polygon (s. Fig. 2-13), or it may have
locally varying resistivities, in which case a single resistivity value is assigned to each vertex
of the representing polygon (s. Fig. 2-14). Additionally to the 2D bodies, the 1D
background-model and the position of TEM-stations need to be defined prior to the generation
of input-files for TEMDDD. The position of stations determines the positioning of the
discretization grid relative to the 2D model.

Model creator and ModelCreatorGUI offer a great flexibility in the creation of 2D models.
Both are platform independent, but require Matlab to be installed on the operating system. The
model creator is not restricted to the projection of 2D models onto a rectangular grid, but can
also be used for projections onto triangular or other irregular grids.

2.3.4 Parallelization
The time need for the calculation of TEMDDD for a single input model with the discretiza-

tion grid derived in chap. 2.3.2 is in the order of 30min on current computer systems, e.g.
25min on an Intel Centrino, 2GHz, 2Gb RAM. For calculations along a profile line, the
computational time increases proportional to the number of stations along the profile. To
reduce the total time need and to make optimal use of available resources, the computational
process is parallelized by means of a job based message passing interface, which was imple-
mented in Matlab based on the TCP/UDP/IP-toolbox by RYDESÄTER (2003). 

Fig. 2-15: ModelCreatroGUI - graphical user in-
terface for the creation of 2D models.
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2.3  2.5D Modeling - TEMDDD
The parallelization involves an arbitrary number of MatlabClients and one central Matlab-
Server, which can reside on one computer utilizing several processors or be distributed on dif-
ferent computers, which are connected over a local network or the internet. New jobs - i.e.
input files for TEMDDD - are deposited in a specific directory on the MatlabServer. Upon
request of a MatlabClient, the server distributes available input-files over the TCP/IP connec-
tion to the client. Thus, server and client don’t need to share a common file system. Calcula-
tions are then performed on the client with a local copy of TEMDDD. Finished or erroneous
calculations are signaled from the client to the server and transferred into the appropriate
directories on the server.

The approach taken here is flexible regarding the possibility to add or remove clients from
the calculation network "on the fly": if a computer is free for calculations, the client simply
needs to be started and will seamlessly integrate into an existing network. Also, the server may
be interrupted and started later without affecting the calculations on the clients. 

Both, MatlabServer and MatlabClient, can be used on any operating system with installed
Matlab. Additionally, the client possibly needs a recompiled version of TEMDDD, which is
compatible to the operating system. Other than that, the parallelization can run on a completely
heterogeneous network. Both, MatlabServer and MatlabClient, were also implemented as
system-services under the Windows operating system. The implementation as service offers
the advantage that it is automatically started in the background after the operating system has
booted i.e. the service does not require a logged-on user. Furthermore, a service can be
protected from any user interaction, thus, preventing unwanted interferences of a user with the
server or client. The implementation of MatlabServer and MatlabClient as services into
operating systems like Linux is straightforward, but has not been tested, yet.

The parallelization approach described here, differs greatly from the one described by
COMMER (2003), who parallelized the internal calculations of his finite difference code by
dividing the 3D model into submeshes and distributing the calculations to individual proces-
sors. His approach offers the advantage that - depending on the number of available
processors - the computational time needed for the calculations of an individual station, i.e. for
a single input-file of a 3D model, may be greatly reduced. However, this approach greatly
depends on the available hardware and is harder to be generalized to a heterogeneous
infrastructure. In contrast, the approach taken here is easily scalable and can flexibly be
adjusted to the available computational resources. In a network with as many computer nodes
as stations to be calculated, the reduction for the time need is only limited by the slowest com-
puter in the network, since the time for communication between the MatlabServer and Matlab-
Clients is negligible with respect to the time need for the calculation with TEMDDD.
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2.3.5 2.5D Model Study
In this chapter, the results of a 2.5D model study by

HÖLZ ET AL. (2006) are summarized. The study was
aimed to test the plausibility of results calculated with
TEMDDD for a more complicated model type as com-
pared to the layered halfspaces used in chap. 2.3.2. Fur-
thermore, it was investigated what sort of effects are
introduced by the 1D inversion of inherently 2.5D data
and how possible misinterpretations may be avoided.

Input-models for TEMDDD for the basic model of a dipping layer (Fig. 2-16) were
constructed using the discretization parameters for the 100Ωm halfspace (Tab. 2-2). A basic
model generator was implemented (chap. 2.3.3) to facilitate the generation of input-models for
calculations along the profile, where the discretization grid is shifted with respect to the
2D model. For cells of the discretization grid intersected by the dipping layer of the 2D model,
an average conductivity value was calculated (→ 2-26). The angle of inclination was varied
between 10°-90° and resistivities for the upper and lower layer were chosen pairwise different
from a set of resistivities (10, 17.8, 31.6, 56.2, 100Ωm). "2.5D transients" were calculated
according to the model parameters along a profile across the dipping layer using TEMDDD. In
1D block inversions of these "2D transients" the number of layers was varied with respect to
the resulting RMS (→ 2-8). A maximum of three layers was sufficient to achieve a nearly
perfect data fit (RMS<1.5%) at all stations along the profile. 

Model sections of the 1D inversion models yielded similar results for all calculated
resistivity contrasts. They are, exemplarily, depicted for the resistivity contrast of
10Ωm:100Ωm in Fig. 2-17:

With the resistor as top layer and small to moderate angles of inclination (left column,
α≤30°), the sections of 1D inversion models closely resemble the associated 2D model. A
fictitious second layer of intermediate resistivity is introduced by the 1D inversion above the
dipping layer of the true model (solid white lines). For larger angles of inclination (α≥45°)
additional fictitious anomalies can be seen in the homogeneous parts of the true models (i.e. for
x>0m, left column). The anomalous regions have a pyramidal wedge shape. With the
conductor as top layer (right column) the anomalous pyramidal wedge is visible for all
inclinations, less pronounced for small angles of inclination. Below the dipping layer the resis-
tivity of the second layer is overestimated. A sensitivity analysis for the 1D inversion results
shows that this parameter is poorly resolved. In all 1D sections, the first layer interface above
the dipping layer underestimates the true angle of inclination. When comparing model
calculations for 2D models with the same angle of inclination but swapped resistivity contrast,
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Fig. 2-16: Model with dipping layer.
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Fig. 2-17: 1D block inversions of 2.5D transients calculated with TEMDDD. The true inclination of the dip-
ping layer in the 2D model (comp. Fig. 2-16) is indicated by a white solid line, the inferred ap-
parent inclination by a white dashed line. All resistivities within 10% of the true resistivity are
colored alike. Calculations with changed resistivity contrasts essentially lead to the same
geometrical relationships (modified from HÖLZ ET AL., 2006).
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it can be seen that the depth of this first layer interface for both model types is essentially equal
(e.g α=20°↔Fig. 2-17, 2nd row). Additional tests with different resistivity contrasts yielded
the same general relation between the true angle of inclination in the 2D model and the
"apparent inclination", which was derived from the depth of the first layer interface in the 1D
sections.

In Fig. 2-18 the relationship between true and apparent angle of inclination is averaged for
all calculated resistivity contrasts. The small error bars demonstrate that the apparent inclina-
tions for all resistivity contrasts referring to the same true inclination are similar. Cubic
polynomial fits to the averaged inclinations yield: 

2-27

For steep angles of inclination (αtrue>60°) the apparent inclination does not change signifi-
cantly anymore and the errors of the estimates increase. Therefore, use of 2-27 should be
restricted to inclinations of αtrue≤60° or αapp≤30°.

Results for the 1D block inversions of 2.5D transients are explained by the concept of
"smoke rings" (NABIGHIAN, 1979), which are an illustrative description of the outward and
downward diffusing induced current system (s. Fig. 2-2, p. 10). For a loop positioned above a
dipping layer (Fig. 2-17, x<0m for left column or x>0m for right column) the current system
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Fig. 2-18: Relationship between apparent and true angle of inclination (→ Fig. 2-17). Error bars represent
the standard deviation of the apparent inclination for all eight calculated resistivity contrasts. A
cubic polynomial fit (dashed line) is given in 2-26. (from HÖLZ ET AL., 2006; mod.)
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will, due to its outward propagation, always be influenced by the conductivity change, even for
steep inclinations of the dipping layer. The same holds true for steep inclinations (α≥45°)
above the homogeneous part of models (Fig. 2-17, x>0m for left column or x<0m for right
column). For small inclinations (α≤30°) and high resistivities in the homogeneous part of
models (Fig. 2-17, right column, x<0m), the maximum of the current system is shifted into
the conductive top layer, which causes the 1D inversion to introduce fictitious layers. For small
inclinations (α≤30°) and high conductivities in the homogeneous part of models (Fig. 2-17,
left column, x>0m) the propagation of the current system is not significantly influenced by the
resistive top layer. Thus, the 1D inversions reflect the homogeneous structure in this part of the
model.

Summarizing, the calculations with TEMDDD yielded physically meaningful results for
2D models, which concur with results of similar model studies by GOLDMAN ET AL (1994),
RABINOVICH (1995), and TOFT (2001)1. The dependency between true and apparent inclination
can be helpful for the interpretation of real data sets. However, for true measurements the
identification of apparent inclinations as in Fig. 2-17 may be difficult due to lateral variations
of the conductivity, more complex geometries of the underground, measurement errors and the
resulting ambiguities in the interpretation of TEM data. Therefore, a strict application of 2-27
for real data sets will not be appropriate in most cases, but general tendencies may be derived
in terms of possible magnitudes for inclinations.

An interesting aspect can be seen in the fact that even for models with a strong 2D
character, here realized by dipping layers with steep inclination, the modeled "2D transients"
can be explained with the model of a 1D inversion. Consequently, a single measured data set
by itself will usually not contain enough information to distinguish between a 1D or a 2/3D
underground. The other way around one can also conclude that a set of TEM data, which is
completely explainable by a 1D inversion, may still be misinterpreted, if 2D effects are present
and not recognized.

1. Toft also used TEMDDD in his model study.
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2.4 Processing of TEM Signals in the Wavelet Domain
In the last 15-20 years the wavelet transformation (WT) has become an important tool for

the analysis, compression and processing of signals. The WT was especially developed to
work with signals, which are not purely periodic, but also contain aspects which are mainly
localized in time. Since this is the case for many true signals the application range for the WT
is very broad. Before looking at general aspects of the WT (chap. 2.4.2) and its application to
TEM signals (chap. 2.4.3-2.4.5) a brief review of common processing techniques and existing
advanced filtering concepts is given in the following chapter.

2.4.1 Common Processing Techniques for TEM Signals
For TEM measurements with a bipolar waveform as depicted in Fig. 2-6 there are common

processing steps, which can be summarized as follows:

1. During each cycle of the bipolar waveform, two transients of alternating
polarity are measured (Fig. 2-6). They are averaged to a single transient, which
automatically cancels out any sufficiently stable offset. Furthermore, the
application of the bipolar waveform limits the noise acceptance to frequency
bands centered on the odd harmonics of the repetition frequency (1/T0 in
Fig. 2-6), while even harmonics of the repetition frequency are efficiently
suppressed (MACNAE ET AL., 1984).

2. During log-gating the samples of the mean transient calculated above are
averaged on time windows (aka channels), which have an exponentially
increasing width with time. This means that in early channels (⇔ early times in
transient) only few samples are averaged while late channels (⇔ late times in
transient) comprise the average of many samples. Since the integration
inherently resembles a lowpass filter, the process of log-gating can be
considered as a low-pass with variable corner frequency (EFFERSØ ET AL.,
1999).

3. In the last step all log-gated transients are averaged. To reduce the possible
influence of outliers, the averaging should be performed in a robust manner by
selective stacking (e.g. BUSELLI & CAMERON, 1996; MACNAE ET AL., 1984).

The effect of the common processing is exemplarily depicted in Fig. 2-19, where transients
of a simulated measurement (128 stacks, transmitter repetition frequency f0=2.5Hz →
comp. Fig. 2-6) with added noise are processed. For white noise (Fig. 2-19, left) the noise
reduction is ~t-1/2, which is in accordance with MUNKHOLM & AUKEN (1996). Due to the fast
decay of the transient signal (~t-5/2) the transition from a practically noise free signal at early
times to very low signal-to-noise ratios at late times is rather abrupt. 
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For harmonic noise (Fig. 2-19, right) it is assumed that its frequency is not an even multiple
of the transmitter’s repetition frequency, otherwise it would already be completely canceled
out by the common processing as mentioned above. The processing characteristics depend on
the frequency of the harmonic noise with respect to the repetition frequency of the transmitter.
For harmonics with a much higher frequency (HF~5000*f0; Fig. 2-19, right) the processing
leads to a noise reduction ~ t-1, which is in accordance with EFFERSØ ET AL. (1999). This means
that high frequency noise will only pose a problem if it has a significant magnitude. 

The processing of harmonic noise with comparatively low frequency (LF~50*f0) results in
an almost constant or gently dropping error level (< ~t-1/3). Even though the processed transient
still looks smooth at intermediate times, its deviation from the true transient (gray line in
Fig. 2-19) is considerable. For harmonics with frequencies close to odd multiples of the trans-
mitter’s repetition frequency, the processing may even leave sign reversals in the processed
transient, while indicating small standard deviations at the same time. Without going further
into details it can be stated that harmonics with comparatively low frequencies may pose prob-
lems and, if not accounted for, may lead to misinterpretations. 

Several additional techniques have been proposed for a further noise reduction, which can
complement the above processing steps. All techniques require that the rawdata is available,
i.e. the linearly sampled data of each measurement cycle of the bipolar waveform before any
stacking or log-gating is performed. With the LAPTEM device it is possible to record rawdata
for each transient during the transmitter off-time, but an acquisition of any pre-trigger data,
i.e. during the transmitter on-time, is not possible in the current configurations.

Additional information about the noise can be obtained by simultaneous measurements at
the actual measurement station and a remote station, which is placed at a sufficiently large
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MF=1232.1Hz; HF=12321Hz). Standard deviations are displayed as dashed lines.
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distance (e.g. STEPHAN & STRACK, 1991; OLSEN & HOHMANN, 1992). After the estimation of
a horizontal transfer function the noise from the remote station can be used to estimate and
subtract the noise at the measurement station. The method can lead to a great noise reduction,
but requires two precisely synchronized acquisition systems. It is logistically and technically
complex and consequently not relevant in the scope of this thesis. 

SPIES (1988) proposed to reconstruct the noise in the vertical magnetic component by
simultaneous measurement of the horizontal components via the "TEM-tipper". His approach
is based on the fact that for 1D models the response of the layered earth in the horizontal com-
ponents is zero (WARD & HOHMANN, 1987). Therefore, under the assumption of a 1D layered
earth, any potentially measured signal in the horizontal components must relate to noise and
can be used to reconstruct the noise in the vertical component (→ TEM-tipper). Apart from the
strong restriction to 1D models, this approach is problematic because it requires the simulta-
neous measurement of the horizontal field components, which usually have small magnitudes.
Due to the device specifics of the LAPTEM, a simultaneous measurement of all components is
impossible for the old configuration and problematic for the new configuration
(s. Appendix A, p. 133ff).

Apart from the above processing schemes, which require the measurement of additional sig-
nals, several techniques have been proposed which directly work with the measured data to
improve the signal-to-noise ratio. All methods have to deal with the fact that transient signals
are inherently broadband, since they resemble delta spikes in the time domain. Advanced
filtering concepts like recursive filters (notch & delay) and lockin filters, which can lead to a
significant reduction of noise while leaving the amplitude of the true transient intact, have been
proposed by the LOTEM1-workgroup at the University of Cologne (e.g. STRACK ET AL., 1989;
HANSTEIN, 1996; SYLVESTER; 1996; THERN, 1996). In the scope of this thesis the concept of
lockin filtering is integrated into the processing scheme in the wavelet domain (chap. 2.4.4). 

Lockin filters try to approximate noise in the signal free part of a measurement - i.e. during
late times of the transient measurement, where no or only little signal energy is left - by a
harmonic noise series SHN :

2-28

The noise series is then extended into the signal part - i.e. to early times of the transient
measurement - and substracted. This offers the advantage that noise at certain frequencies can
be greatly reduced without altering the signal shape of the transient, provided that the
frequencies 2-28 are determined with great accuracy. Small inaccuracies in the determined

1. Long-offset transient electromagnetics

SHN (t) =
∑

i

Ai · cos(2πfi · t + ϕi)
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2.4  Processing of TEM Signals in the Wavelet Domain
frequencies can lead to a dephasing between the true noise and the estimated noise series,
when the noise series is extended into the signal part, rendering the lockin filter useless. 

HANSTEIN (1996) assumes a single harmonic of a known frequency and solves a least
squares approximation to determine its amplitude and phase. To avoid a dephasing of the
lockin filter and to account for local variations of the noise frequency, he splits up the
measured signal into segments and performs the parameter estimation and the noise cancella-
tion segment-wise. An extension of the noise series from segments into the signal part is only
performed for times close to zero, where the transient is dominant in the measured signal. For
segments where the transient and the harmonic noise roughly have amplitudes of the same
order, an additional polynomial of 3rd degree, which represents the transient signal, is inte-
grated in 2-28. This is done to avoid systematic errors in the estimation of amplitude and
phase. BUTLER & RUSSELL (2003) show that lockin filters can also be constructed for a whole
set of frequencies at once. They simultaneously determine all parameters in 2-28 in their
processing of seismic and seismoelectric signals. 

2.4.2 Wavelet Transformation - General Concept
Basic concepts of the wavelet transformation (WT) as presented in this chapter are taken

from DAUBECHIES (1994), FRAZIER (1999), VALENS (2004), and MATHWORKS (2005). Further
references cited in this chapter are secondary references found therein. 

Without restricting the generality of the WT, a time dependency of the analyzed signal will
be assumed hereafter. It is also assumed that the analyzed signal has finite energy. Complex
wavelets will not be considered in this basic summary of the wavelet transformation. In this
thesis the Matlab Wavelet Toolbox is used for calculations.

Continuous Wavelet Transformation
Similar to the Fourier transformation and the inverse Fourier transformation (FT & IFT),

the continuous wavelet transformation and its inverse (CWT & ICWT) are defined as integral
transformation pair, which allow the transformation of a function f(t) from the time domain to
the transform domain and a perfect reconstruction by the inverse transformation:

2-29

Contrary to the FT, the basic basis function ψ of the WT is not specified explicitly in the
general formulation of the transformation. SHENG (1996) showed that for a perfect reconstruc-
tion of the original signal, the admissibility constant Cψ in 2-29 must be finite and greater zero:
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2-30

This admissibility condition has important implications for the yet unspecified basis
function in 2-29. First of all it excludes the trivial solution ψ = 0. Additionally, if the admissi-
bility condition in 2-30 is met, it follows that:

2-31

Since the amplitude spectrum of the basis function vanishes towards zero and large
frequencies in the frequency domain, it must have the spectrum of a bandpass. Furthermore,
the average of the basis function in the time domain must be zero, because of the vanishing
amplitude spectrum at zero frequency.

Apart from the admissibility condition in 2-30 the basis function needs to meet regularity
conditions, which will not be discussed in detail here. They basically state that the basis func-
tion should be sufficiently smooth and compact in the frequency and time domain. Combining
the admissibility and regularity conditions, they require ψ to be an oscillatory, i.e. wave-like
function with a limited duration in time. Thus, functions, which fulfill these conditions are
generally called "wavelets". 

The most important relationships established in the basic formulation in 2-29 are the scaling
and translation of a "mother-wavelet" ψ. The scaling and translation parameters (a,b) define a
"wavelet-family" with wavelets of equal shape, but variable dilatation and position:

2-32

Fig. 2-20 exemplarily depicts the connection between a "mother-wavelet" (upper left) and
its scaled and translated versions as in 2-32. From a visual comparison it is clear that the
scaling of the wavelet influences its frequency contents, which may also be expressed in terms
of the scaling theorem of the FT. The general scaling theorem states that for a signal the dilata-
tion in the time domain will lead to an inversely proportional compression in the frequency
domain and vice versa:

2-33

ψa,b(t) =
1√
a
·ψ

(
t − b

a

)
a, b ∈ R; a > 0

f (t) ↔ fFT (ω) ⇔ f (at) ↔ 1
|a| fFT

(ω

a

)
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2.4  Processing of TEM Signals in the Wavelet Domain
The application of the general scaling theorem to the scaling relationship of wavelets
(2-33), neglecting the translation b for the moment, yields:

2-34

This means that, due to the choice of the scaling relationship, all wavelets of a family share
the same amplitude characteristic in the frequency domain, which is only shifted and scaled
along the frequency axis. In other words, the ratio between the center frequency and the
bandwidth of wavelet spectrums is invariant to the scaling of the wavelets. 

Multi Resolution Analysis
Because of the continuous choice for scale and translation, the information in the CWT is

highly redundant. The CWT is computationally inefficient and mostly used for analytic and
illustrative purposes. To reduce the redundancy of the CWT, the scaling and translation para-
meter can be restricted to dyadic values, i.e. powers of two:

2-35

In this equation, j is called the level (of scaling). The given formulation greatly reduces the
redundancy of the CWT, because the members of the wavelet family are now only scaled and
transformed in discrete steps:

a = 1 a = 4

b = 0

b = 5

ψa,b = (db2)a,b

-2

0

2

-5 0 5 10
-2

0

2

-5 0 5 10

Fig. 2-20: Scaling and translation of the db2 wavelet function (Daubechies wavelet, order 2). 

ψ(t) ↔ ψFT (ω) ⇔ ψa(t) =
1√
a
ψ

(
t

a

)
↔ ψWT (aω)

a = 2j ; b = k · 2j = k · a j, k ∈ Z
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2-36

Note that in this formulation the wavelet functions are still continuous.

Daubechies (1994) showed that under certain conditions the dyadic wavelet family in 2-36
forms an orthonormal basis and allows the perfect reconstruction of a decomposed signal
(→ 2-29, top). Since the wavelets of such an orthonormal basis only allow discrete scaling and
translation, the ICWT (2-29, bottom) needs to be reformulated:

2-37

With this formulation, the detail D and the approximation A of a signal for a fixed level J
are defined as follows:

2-38

It can be shown that for certain types of wavelets the approximations Aj can be expressed in
terms of a scaling function Φ, which is uniquely defined by the mother wavelet. The concept
of scaling functions was first introduced by MALAT (1989). Using the same dyadic scaling and
translation scheme as for the mother wavelet (→ 2-35), the scaling function is related to the
approximations at level J as follows:

2-39

Some general statements about details and approximations can be derived in short to
explain their significance:

• A detail DJ represents a bandpass filtered version of the analyzed signal,
because all wavelets involved in 2-38 refer to the same scale and, thus, the same
amplitude spectrum.

• If a dyadic wavelet family forms an orthonormal base and a perfect
reconstruction is possible using 2-37, the spectra of wavelets belonging to
adjacent levels must overlap, i.e. there can be no gap between adjacent wavelet
spectra.

ψj,k(t) =
1√
2j

·ψ
(

t − k · 2j

2j

)
j, k ∈ Z

f (t) =
∑

j,k∈Z

fWT (j, k) ·ψj,k(t)

AJ =
∑
k∈Z

fWT (J,k) . φJ,k(t)
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2.4  Processing of TEM Signals in the Wavelet Domain
• By increasing the scale-level, the wavelet spectrum is scaled to lower
frequencies (→ 2-34). Consequently, detail levels at higher scales represent
lower frequency aspects of the analyzed signal. Similarly, detail levels at lower
scales represent high frequency aspects of the analyzed signal.

• The approximation AJ is constructed from all details with levels j > J. Since
higher detail levels refer to successively lower frequencies, the approximation
AJ comprises a lowpass filtered version of the analyzed signal.

• Due to the orthogonality of the wavelet base, details at different levels are
orthogonal to each other.

• For the same reason, the approximation AJ is orthogonal to all details Dj, where
j≤ J.

With the above definitions and the formulation of the ICWT for an orthonormal, dyadic
base as in 2-29, the following relations hold:

2-40

This shows how - in terms of the WT - a signal can be completely decomposed into details,
which together contain the high frequency content in bandpass filtered versions of the original
signal, and into an approximation, which carries the remaining low frequency content. 

Discrete Wavelet Transformation
In the discrete wavelet transformation (DWT) the analyzed signal, wavelet and scaling

functions are all discrete. The DWT is efficiently implemented by using digital lowpass and

f =
∑
j∈Z

Dj =
∑
j>J

Dj +
∑
j≤J

Dj = AJ +
∑
j≤J

Dj

DWT IDWT
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Fig. 2-21: Principle of the discrete wavelet transformation (DWT), its inverse (IDWT) and of the multi res-
olution analysis. See text for explanations.
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highpass filters, which are uniquely determined by the scaling function and wavelet function,
respectively. 

Fig. 2-21 illustrates how the decomposition of a signal (top, left) is initiated by convolving
the input signal (sig) with the appropriate low- and highpass decomposition filters (LP_D,
HP_D). After dyadic downsampling, which is a consequence of the dyadic scaling (→ 2-35),
the combined number of approximation- and detail-coefficients (cA1, cD1) approximately
equals the number of samples in the original signal. The original signal can be reconstructed
(top, right) by performing the inverse DWT (IDWT), which involves the dyadic upsampling of
the coefficients (cA1, cD1) and convolution with the appropriate reconstruction filters (LP_R,
HP_R).

After the first decomposition step (top, left) a second decomposition can be initiated by
reusing the approximation coefficients in the decomposition scheme (cA1→ lower left). The
decomposition of approximations can be applied iteratively (cAj+1→ lower left). Since each
decomposition step approximately halves the number of coefficients in the associated approxi-
mation, it is appropriate to stop the iteration, if the number of coefficients in cAj+1 approxi-
mately equals the number of coefficients in the decomposition filters (LP_D, HP_D). It should
be noted that all decomposition steps use the same set of decomposition filters. 

This iterative process, which is called multiresolution analysis (MRA), creates a succession
of detail- and approximation coefficients (cD1, cD2, ..., cDJ, cAJ). It can be reversed for a
perfect reconstruction of the original signal by iteratively applying the IDWT to the
appropriate details and approximations as depicted on the right hand side of Fig. 2-21 (i.e. cDJ
& cAJ→cAJ-1 | cDJ-1 & cAJ-1→cAJ-2 | ... | cD1 & cA1→sig). 

By the manipulation of coefficients (cAj, cDj), certain aspects of the original signal may be
extracted, suppressed or enhanced. Specific detail- or approximation levels as in 2-38 (e.g. D3)
can be constructed by first performing the MRA (⇒ cD1, cD2, cD3, cA3), then setting all
unwanted coefficients to zero (⇒ cD1=cD2=cA3=0) and reversing the MRA by iterative
application of the IDWT as described.

Examples
The first example in Fig. 2-22 demonstrates the bandpass and lowpass characteristics for

two different wavelets and the associated scaling functions (top panels). Using the MRA,
details and approximations (D2, D3, D4, A4) are calculated for input signals, which contain
white noise (→ random numbers, 20kHz sampling frequency assumed). Because white noise
in the time domain transforms to white noise in the frequency domain, details and approxima-
tions contain band limited white noise which resembles the filter characteristics of the wavelet
or scaling function, respectively. The average of many amplitude spectra reduces the scatter of
the band limited white noise and reveals the filter characteristics:
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2.4  Processing of TEM Signals in the Wavelet Domain
• Details contain bandpass filtered versions of the analyzed signal,
approximations contain the remaining signal informations at low frequencies.

• Due to the dyadic transformation of wavelets in the MRA, the bandwidth and
centerfrequency of details are exactly halved when going to the next higher
level (note that the frequency axis is logarithmic!). This demonstrates that the
ratio between the center frequency and the bandwidth of a wavelet spectrum is
invariant to the scaling of wavelets.

• Wavelets with a short support width (top, left) are connected to bandpass filters
with a greater bandwidth as compared to wavelets with a longer support width
(top, right). The support width is defined as the time range on which the
amplitude of a wavelet differs from zero.

• Wavelets with a "smooth" shape will also have a "smooth" frequency spectrum
(right panels). The amplitude spectrums of the wavelet db2 and of the
associated scaling function, which both have irregular shapes, contain several
side-lobes (left panels). 
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Fig. 2-22: The top panels show two exemplary wavelet and scaling functions (black and gray, resp.). Wave-
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In Fig. 2-23 the localization of wavelets in
time and frequency is demonstrated by the
decomposition of a signal (top) with assumed
sampling frequency of 1kHz, which contains
a harmonic (50Hz) and a single spike in the
first and second half, respectively. In the
detail-coefficients (bottom) the harmonic is
mainly captured in the coefficients at scale
levels 3 and 4, which is in agreement with the
previous example in Fig. 2-22. From the
displayed coefficients alone it is immediately
clear that the harmonic is confined to the first
half of the original signal, i.e. the signal
energy of the harmonic part of the trans-
formed signal is well localized in the detail
coefficients. The same holds true for the spike
in the second half of the signal, which is also
clearly identified by only a few coefficients.
This is in contrast to the FT, where the energy
of such a delta impulse would be spread to all
Fourier coefficients. It should be noted that most coefficients are colored white, meaning that
they (nearly) have zero amplitude. As suggested by Fig. 2-22, the resulting distribution of
signal energy in the coefficients in this example strongly depends on the type of wavelet used
in the MRA. 

Extension to 2D
In the 2D extension of the WT, mother wavelets and scaling functions can be defined by

tensorial products of their 1D counterparts. In the 2D case the MRA takes a slightly different
form as compared to Fig. 2-21, because the dyadic downsampling has to be applied to both,
rows and columns. As in the 1D case the details and approximations (Dj, Aj) contain bandpass-
and lowpass filtered versions of the original signal. The 2D MRA will be used in chap. 4.1.2 to
investigate details of a satellite image. 
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2.4  Processing of TEM Signals in the Wavelet Domain
2.4.3 TEM Signals in the Wavelet Domain
Fig. 2-24 gives a first impression of the energy localization in the wavelet domain for the

transformed transient of an arbitrary 1D model. While the original signal spans a dynamic
range of about 7 decades with its 2000 samples (not depicted), there are only very few coeffi-
cients in the wavelet domain with significant amplitudes and most coefficients are more than
10 decades below the maximum amplitude. It is trivial to show that the original transient can
be recovered almost perfectly when setting the smallest ~85% of coefficients exactly to zero,
since they have vanishing amplitudes anyway. In the right panel the colorbar is chosen
accordingly to highlight detail coefficients, which have a relevant amplitude not smaller than 8
decades below the maximum amplitude. The relevant detail coefficients form well-defined
bands, which successively widen when going from small to large scales levels. It should again
be pointed out that the number of detail coefficients decreases in successively higher levels,
which is due to the downsampling in the MRA. Therefore, the widening of coefficient bands as
depicted in the right panel does not necessarily signify that the total number of relevant coeffi-
cients increases with successively higher levels, but rather that they cover successively larger
ranges on the translation axis. Because the translation k is related to the time axis, this is a mere
consequence of the fact that high frequencies dominate early times in transients, whereas at
late times low frequencies prevail (comp. Fig. 2-3, p. 12). 

Coefficient Bands in the Wavelet Domain
A systematic analysis was conducted to further investigate the characteristics and stability

of coefficient bands in the wavelet domain for different wavelet types and measurement
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configurations in dependence to differing transient TEM signals. Generally, the measurement
configuration (sampling rate; first time channel; loop area; transmitter current; gain; resolution
of AD-converter) needs to be specified to define the discrete sampling times and to constrain
the relevant time range for the analysis. The relevant time range is simply defined as the time
range, for which the true voltage (→ 2-1) of a model transient is within the resolution limits of
the specified measurement configuration.

For a given wavelet type and measurement configuration, the analysis was performed by
creating a set of transient TEM-signals, which was calculated from randomly selected
1D models using the sampling times as defined by the measurement configuration. The
random models were constructed by randomly choosing a number of layers (1-6) with arbi-
trary resistivities (1-1000Ωm) and layer thicknesses. In the set all transients were supposed to
be noise-free at this stage. 

One may argue that it would have been necessary to include transient responses from 2D or
3D models into this analysis. However, in the 2.5D model study in chap. 2.3.5 (p. 34ff) it was
demonstrated that the transient responses of 2D models may readily be explained by
1D transients. Consequently, it is concluded that the above set of random transients forms a
representative subset for a wide range of possible transient shapes in the specified resistivity
range, which also includes large subset of possible transients related to 2D or 3D models. 

For each transient of the set it was tested, which coefficients in the wavelet domain are
needed for an acceptable reconstruction. If Cj,k is one of the detail or approximation coeffi-
cients of the decomposed transient, this was basically done with the following scheme:

1. Set coefficient Cj,k to zero.
2. Reconstruct transient from all coefficients.
3. Calculate deviation between original and reconstructed transient (→ 2-41).
4. If the deviation is greater than a certain threshold, Cj,k must be relevant and is

consequently reset to its original value. The according scale level and
translations (j,k) are stored.

The calculation of the tolerated maximum deviation (Δmax) between the original transient
(v0) and the reconstructed transient (vWT) was restricted to the relevant time range, where the
modeled true voltage of v0 was within the resolution limits of the specified measurement
configuration. The number of samples contained in this time range will be referred to as nsig. It
was also stored for each measurement configuration and wavelet in the analysis and will be
used in the next section. The following formula and threshold were applied in the calculation
of the deviation:

2-41Δmax = max
(∣∣∣∣v0 − vWT

v0

∣∣∣∣
)

< 1%
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The above scheme (1.-4.) was systematically applied to all detail and approximation coeffi-
cients and subsequently to all transients in the set. The result of the analysis is a frequency
distribution for the Cj,k in the wavelet domain, which depends on the chosen wavelet and
measurement configuration.

Fig. 2-25 exemplarily depicts this frequency distribution for the analysis with the sym8
wavelet. The histograms show, which and how frequently coefficients are needed for an
acceptable reconstruction of a transient signal and clarify that the signal energy of arbitrary
transients is confined to well defined coefficient bands in the wavelet domain. In the following,
all coefficients inside or outside these coefficient bands will be called signal coefficients or
noise coefficients, respectively (  and  in Fig. 2-25). The total number of coefficients
in these bands will be denoted by  and .

Comparison of Wavelets by Family and Order
The above analysis was performed for 50 different wavelets - including various orders of

the following wavelet types: Daubechies ⇔ db; Symlets ⇔ sym; Coiflets ⇔ coif;
Biorthogonal ⇔ bior; reverse Biorthogonal ⇔ rbio - and for 12 different measurement config-
urations, which resemble the ones used for measurements in China. The resulting coefficient
bands are summarized as tabulated values in Appendix B (p. 149ff). 
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Due to the large number of wavelets and measurement configurations analyzed only general
trends can be derived:

• For wavelets of low orders (e.g. db1, sym1, bior1.1, and rbio1.1), i.e. wavelets
with the shortest support lengths, the coefficient bands are very wide.
Consequently, the application of these wavelets in a MRA of transient signals
does not lead to a localization of the signal energy in the wavelet domain.

• For the remainder of wavelets, the coefficient bands are well defined, which
signifies a better localization of signal energy in the wavelet domain. The exact
position and width of coefficient bands depends on the wavelet. For many
wavelets the relative frequency distribution resembles the one for the sym8
wavelet in Fig. 2-25.

In the analysis of random transients, the compression rate CRψ for a specific wavelet ψ can
be defined as

2-42

It turns out that the so defined compression rate is a good parameter to summarize and char-
acterize the analysis of random transients for all wavelets. In the inlet in Fig. 2-26 the
compression rate is plotted against the number of resolvable samples in the transient for all

CRψ =
nsig
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analyzed random transients and all measurement configurations. A linear relationship between
the two parameters is evident, exemplarily depicted for two wavelets in the inlet. A large posi-
tive slope signifies a high compression rate, meaning that only few coefficients are needed to
represent an arbitrary transient in the wavelet domain. A linear regression was used to deter-
mine the slope for all wavelets. In the main plot of Fig. 2-26 all wavelets are plotted with
respect to the determined slope on the x-axis. Wavelets to the right have high compression
rates and wavelets to the left have relatively low compression rates. For the majority of wave-
lets the slope is in the interval [0.015-0.025]. A better performance is only indicated for wave-
lets of the types bior3.x, where slopes with values up to 0.045 can be achieved for the wavelet
bior3.1. Wavelets with slopes below 0.05 generally offer a poor localization of transient signals
in the wavelet domain and are not considered further.

With respect to Fig. 2-26, the absolute number of signal and noise coefficients can
exemplarily be estimated for a transient with 1000 samples as follows:

slope = 0.045 ⇒ CRψ = 45x ⇒ ~22; ~978

slope = 0.030 ⇒ CRψ = 30x ⇒ ~33; ~967

slope = 0.010 ⇒ CRψ = 10x ⇒ ~100; ~900

2.4.4 Filtering in the Wavelet Domain
In the following chapter all analyzed signals have a sampling frequency of 20kHz, since

most measurements in China were conducted with this sampling frequency.

Basic Filtering
For a noisy transient signal the most basic filter in terms of the results in the previous chap-

ter consists of simply discarding, i.e. setting to zero, all noise coefficients Cnoise of a decom-
posed signal. This assumes that the coefficient bands for the measurement configuration under
consideration are known. If not, they have to be constructed by an analysis similar to the one
demonstrated in the previous chapter, which however needs to be performed just once for each
measurement configuration.

Fig. 2-27 depicts the effect of discarding the noise coefficients of transient signals with
added noise for three wavelets, which are representative for the distribution of compression
rates in Fig. 2-26. White noise (top row) is efficiently suppressed by all wavelets. For har-
monic noise (middle row) the wavelets db2 and bior3.1 lead to almost no enhancement in the
filtered signal. For the sym8 wavelet a suppression is evident at late times in the transients.
Generally, the application of the sym8 wavelet leads to better noise suppression in both cases.

The effect of the basic filtering scheme resembles that of a lowpass with variable corner
frequency. Therefore, it basically has the same effect as the log-gating in the common
processing of transient signals (s. chap. 2.4.1, p. 38). Consequently, the log-gating of a noisy

nCsig nCnoise

nCsig nCnoise

nCsig nCnoise
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Theory & Methods
transient, which is preprocessed with the basic filtering scheme in the wavelet domain, leads to
the same or only slightly better result as compared to the log-gating without preprocessing.
Therefore, the main advantages of the basic filtering arise when working with the pre-loggated
data.

In the bottom row of Fig. 2-27 the true noise ampitude spectrum (gray lines), which con-
tains just one peak at 432Hz, is estimated from the noise coefficients. This is done by
discarding, i.e. setting to zero, the signal coefficients Csig. By using only the noise coefficients,
an approximation of the true noise signal is reconstructed in the time domain and subsequently
transformed into the frequency domain. It is worthwile to note that this reconstruction of the
noise signal and the subsequent approximation of the amplitude spectrum is completely decou-
pled from the shape of the transient signal, as long as the associated underground model does
not exceed the resistivity limits (1-1000Ωm) assumed in chap. 2.4.3. It does however depend
on the length of the transient signal. With the definition of the unit decibel as
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Fig. 2-27: Basic filtering (measurement configuration 10; Appendix B) by rejection of all noise coefficients
for three wavelets (columns). The filtering is applied to a transient (15Ωm halfspace, dashed
lines) with added noise (gray lines; top row: white noise; middle row: harmonic noise, 432Hz).
All noise amplitudes are chosen with 20nV/Am2. The filtered signals are depicted with red lines.
The bottom row displays amplitude spectra constructed from the noise coefficients (black lines).
The true amplitude spectra are depicted by gray lines.
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2.4  Processing of TEM Signals in the Wavelet Domain
the quality of the approximations can shortly be quantified: the true amplitude is equally
well approximated by the sym8 and bior3.1 wavelets (-1.5dB) and with less precision by the
db2 wavelet (-4.3dB). The distances between the approximated amplitudes and the side-lobes
are 25dB, 14.5dB and 2.7dB for the sym8, db2 and bior3.1, respectively. For the db2 and
bior3.1 wavelet the side-lobes are due to the irregular shapes of the wavelets and their inherent
irregular bandpass characteristics (exemplarily for db2 in Fig. 2-22, p. 47). 

It can be concluded that smooth wavelets (e.g. sym8) have the best filter characteristics for
the analysis of TEM transients. Wavelets with highly irregular shapes (i.e. bior 3.x) have a
great potential for compressing TEM-signal, but exhibit undesirable filter characteristics. 

Selection According to Noise Energy
Instead of just discarding the noise coefficients as demonstrated in the previous section, one

may also choose to analyze the noise coefficients in terms of their energy. To take advantage of
the properties of the wavelet transformation, the noise energy should be calculated separately
for each scale level. If chosen this way, the noise coefficients at a given level j can directly be
related to a certain frequency band (comp. Fig. 2-22; p. 47). Additionally, it makes sense to
only include a few noise coefficients, which are located directly behind the signal coefficient
band (sim. Fig. 2-25, p. 51, top left). This automatically assures that the energy of high and
low frequency noise is estimated at early times and late times, respectively. Consequently, the
noise energy at a certain scale level j is defined by:

2-44

In the chap. 2.4.5 the noise energy is used as selection criterion for the rejection of bad data.

Noise Prediction Filtering
Fig. 2-27 demonstrates that wavelets with regular shapes (→ sym8) are suitable for the

approximation of a noise spectrum, which only contains a single harmonic. In a similar
manner, Fig. 2-28 depicts the results for the reconstruction of a whole noise series, which
contains the first 10 odd multiples of 50Hz. The analyzed noise signals contain 2000 (top) or
3000 (bottom) samples, which equals a signal duration of 100ms and 150ms, respectively. It
can be seen that for sufficiently high frequencies, the true and reconstructed spectra are similar
and the parameters of the noise series - i.e. amplitudes, frequencies, and phases - can be esti-
mated from the reconstructed noise spectrum. 

Enoise
j =

min(15,nCnoise
j )∑

k′=1

∣∣Cnoise
j,k′

∣∣2
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Theory & Methods
The noise coefficients of the shorter signal
(n=2000) obviously do not contain any
information of the lowest frequency (50Hz)
and, hence, this frequency can not be recov-
ered from the approximated noise spectrum.
For the longer signal (n=3000), the total
number of coefficients in the wavelet domain
increases and some of the noise coefficients
now contain energy of the 50Hz noise, which
can therefore be partially recovered in the
approximated noise spectrum. With the given
durations of signals it can be estimated that a
frequency can only be recovered in the
approximated noise spectrum, if the analyzed
signal contains a sufficient amount of cycles,
in the investigated case here 7.5 cycles (=150ms * 50Hz). 

The fact that the true noise frequency spectrum can be approximated from the noise coeffi-
cients can be used to construct a novel type of noise prediction filter (s. chap. 2.4.1, 2-28),
which is designed to remove a harmonic noise series from a transient signals. For a given
transient signal which contains an unknown number of noise frequencies, the filter is
constructed as follows:

1. By detecting the peaks in the approximated noise spectrum (circles in Fig. 2-27
& Fig. 2-28), the frequencies, amplitudes and phases of the true harmonic noise
are approximated for a certain number of harmonics. Peaks belonging to small
side lobes are rejected. The resulting harmonic noise series and its coefficients
in the wavelet domain are termed HN0 and C(HN0).

2. For the so determined set of harmonics an associated set of reference noise
coefficients is selected from those coefficients, which best represent the noise
directly adjacent to the signal coefficients (red shaded area in Fig. 2-29). This
set is termed . 

3. A least squares problem can now be formulated, in which the deviation between
the reference coefficients  and the associated coefficients in C(HN0) is
minimized. Basically speaking, this means that only coefficients of C(HN0) are
used, which fall into the red shaded area in Fig. 2-29. The least squares problem
is solved using a Levenberg-Marquardt inversion.

If the inversion converges, the resulting harmonic noise model will fit the subset of noise
coefficients directly adjacent to the signal bands. The final noise model is then propagated into
the signal range and substracted.
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Fig. 2-28: Noise spectra (black lines) from recon-
structed noise coefficients (→ sym8, sim. Fig. 2-27)
for a harmonic noise series (odd multiples of 50Hz)
with n samples. The true amplitude spectra are depict-
ed by gray lines.
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2.4  Processing of TEM Signals in the Wavelet Domain
The optimized parameters in step 3 are the amplitudes, frequencies and phases of the har-
monic noise series. In each step of the optimization a harmonic noise series is calculated for
these parameters and subsequently transformed into the wavelet domain. 

This approach is novel in the sense that it does not fit the harmonic noise series to a segment
of the measured signal in the time domain (e.g. HANSTEIN, 1996) but rather to a selected set of
noise coefficients in the wavelet domain.

To test the so defined noise prediction filtering, random harmonic noise and white noise are
added to arbitrary transients. In the construction of such random harmonic noise the number of
harmonics and their frequencies, amplitudes and phases are chosen randomly with only a few
restrictions:

• The minimum amplitude needs to be above the amplitude of the white noise.
• A minimum frequency was defined with respect to the analyzed signal length. 
• The minimum spacing between two adjacent frequencies must be above 20Hz.

This essentially assures that no beat will occur.

Fig. 2-30 depicts the result of the noise prediction for such a random harmonic noise model,
which contains seven randomly picked harmonics. The transient signal is modeled for a
3-layer model and contains 2000 samples. Consequently, the minimum allowed noise fre-
quency is 100Hz. The recovery of the original signal by the noise prediction filtering is
extremely good, since all parameters of the harmonic noise are identified correctly. It is
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Theory & Methods
interesting to note that in this specific case, only 33 reference coefficients ( ) are used to
recover the 21 parameters of the random model. 

Further tests have shown that the noise prediction filtering usually converges to the correct
harmonic noise model, if the restrictions for the signal length and the minimum spacing
between frequencies are met. Problems can arise, if to many frequencies fall within a narrow
frequency band. 

In the construction of the noise prediction filtering, the stationarity of the harmonic noise is
assumed. A linear chirp signal is used to exemplarily test the stability of filtering in the pres-
ence of non-stationary noise. In the plots in Fig. 2-31 the amplitude of chirps is fixed to
200nV/Am2 and the magnitude of non-stationarity of chirps changes from low to high for plots
to the left and right, respectively. Each chirp signals has an instantaneous frequency of
f0=200Hz at t0=10-4s, which is linearly increased to f1=f0*(1+δf) at t1=10-1s. A comparison
of the log-gated transients after the noise prediction filtering (red lines) with the simply
log-gated transients (black lines) shows a significant improvement in the recovery of the noise
free transient signals (gray lines), if the relative change of the chirp frequency is below 1%.
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Fig. 2-30: Application of the noise prediction filtering in the wavelet domain to an arbitrary transient (gray
lines in top panels) with added random harmonic noise and white noise (black lines in top pan-
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2.4  Processing of TEM Signals in the Wavelet Domain
This demonstrates that the presented implementation of a noise prediction filtering in the
wavelet domain can deal with a certain amount of non-stationarity in the analyzed signal.
Further analyses with chirp signals show that the exhibited tolerance to non-stationarity
depends on the magnitude and frequency of noise. Generally speaking, it can be stated that the
tolerance increases for smaller noise amplitudes and higher frequencies.

2.4.5 Examples
In the following, short examples will be given to demonstrate the application of the wavelet

based processing schemes to field data measured in China.

Basic Filtering
The application of the basic filtering

scheme as derived in the previous section
was routinely applied in the preprocessing of
data from China (Fig. 2-32). Please note that
in the adjacent plot the transient data is
displayed prior to log-gating. 

It can lead to a great reduction of high fre-
quency noise in the pre-loggated data. Due to
the lowpass filter characteristics of the log-
gating process, which is routinely performed
in the common processing, the basic filtering
scheme does not lead to a significant
improvement in the loggated transient.
Therefore, its benefits are mainly in previewing the data prior to loggating.
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Fig. 2-31: Noise prediction filtering for a transient signal with non-stationary noise (chirp + white noise).
In the examples, the base frequency of chirps increases linearly from 100Hz at early times to
100Hz*(1+δf) at late times. Plots show the log-gated results for the noise prediction filtering
(red) and the common processing (black). The transient without noise is displayed as gray line.
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Theory & Methods
Selection According to Noise Energy
Fig. 2-33 depicts the selection of data with respect to noise energy. A graphical user inter-

face (left panel) was designed to facilitate this process. In the given example the noise energy
(→ 2-44) was calculated for each scale level j of the 256 stacks of a real measurement. In the
user interface, the noise energy is displayed for each scale-level. The noise energy of the
approximation coefficients (marked plot) indicates that low frequency noise was present
during the measurement of the first ~230 stacks. By selecting only the remaining ~30 stacks
for further processing, the data quality of the processed transient is greatly enhanced.

Noise Prediction Filtering
Fig. 2-34 provides an example for the application of the noise prediction filtering to real

TEM data, which was measured ín China. The left panel displays an amplitude spectrum of the
approximated noise. Three harmonics between 1000 - 2300Hz can be identified. The displayed
spectrum is representative for many data sets acquired with the LAPTEM device. Frequently,
high frequencies (>500Hz) were identified in subsets of the data, i.e. the occurrence of the har-
monic noise temporarily limited and therefore only occurred in certain stacks of the whole
measurement (similar to Fig. 2-33). The source of the noise is unknown, but might be internal
to the LAPTEM. 

The result after the noise prediction filtering (right panel), demonstrate that the harmonic
noise was removed. It leads to a certain smoothing of the log-gated transient at late times and
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Fig. 2-33: Example for the selection of data with respect to the energy of the noise coefficients. Graphical
user interface for the selection of data (left). In the given example the first ~230 stacks of the mea-
sured data are rejected (shaded area, left) and only the last ~30 stacks are accepted. The differ-
ence in the loggated transients (right) is evident (black: without selection; red: selected with
respect to noise energy).
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2.4  Processing of TEM Signals in the Wavelet Domain
the calculated standard deviation is substantially smaller. For the general application of the
noise prediction to measurements in China it turned out that in most cases no substantial
improvement of the final processing results were achieved by the noise prediction filtering.
This is due to the fact that the harmonic noise usually only occurred in a limited number of
stacks of the whole measurement. Therefore, the small effects of the noise prediction filtering
as depicted in Fig. 2-34, could usually also be achieved by selective stacking. 

To conclude the examination of transient signals in the wavelet domain, a last example is
given in Fig. 2-35, where a noise measurement was conducted with the LAPTEM device at a
location in Berlin, Germany. The amplitude spectrum of the measured noise (left) is dominated
by harmonics of 50Hz and odd multiples. The measured noise was cut into appropriate seg-
ments and added to a modeled transient to simulate a real measurement as in Fig. 2-6 (p. 15).
For the sake of demonstration, the pulse duration (⇔ segment length) was deliberately not
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Fig. 2-34: Spectrum of noise approximation derived from TEM measurement (left) and result of noise pre-
diction filtering (right). The loggated transient after common processing is displayed as black
line. The transient, which was enhanced by noise prediction filtering prior to the common pro-
cessing, is displayed as red line. Resulting standard deviations are displayed as dashed lines. 
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Fig. 2-35: Noise prediction filtering for arbitrary transient (right, gray line) with added real noise measured
in Berlin, Germany. The noise spectrum (left) mainly shows 50Hz and odd multiples. The log-
gated result after noise prediction filtering (right, red) is stable at later times when compared to
the commonly processed transient. See text for further explanations.
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Theory & Methods
chosen as multiple of 0.02s and long enough to assure that the lowest frequency could be
derived from the approximated noise, as described in the previous chapter. The result of
processing after the noise prediction filtering shows a great improvement of data quality at late
times in the transient.
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3 Regional Geology & Tectonical Framework
This chapter will introduce major aspects of the regional geology of Central Asia by

describing the evolution of its major tectonic units and by outlining the zones of structural
weakness between these units (chap. 3.1). The geological framework is needed to present valid
interpretations for the geoscientific results. An overview of the Ejina Basin will then show,
how the target of geoscientific investigations fits into the regional geology (chap. 3.2). The
specific locations, where geoscientific work was carried out, will be introduced in the next
chapter (chap. 4).

Generally, in publications the naming and spelling - e.g. of tectonic units or faults - may
differ from author to author. This is frequently due to the transcription from Chinese or
Mongolian into English. Furthermore, many authors tend to assign names of local villages or
landmarks to their targets of investigations, if a proper naming has not been established previ-
ously. This often hampers the comparison between publications. In this thesis, the apparently
most common used terms are used. Differing naming conventions will be pointed at where
appropriate. 

3.1 Regional Geology of Central Asia
China and the surrounding landmass of Central Asia consist of several main blocks, which

joined together with the megacontinent of Laurasia (aka Eurasia) at different times throughout
earth history (Fig. 3-1). The suture zones between these blocks are often marked by ophiolites
(e.g. NOZAKA & LIU, 2002) and constitute zones of crustal weakness, where magmatic intru-
sions were massively generated (e.g. JAHN ET AL., 2000). Due to the inherent crustal weakness,
major fault systems developed along these zones, which were reactivated repeatedly since the
Late Paleozoic. Even though the exact extension, evolution, and interrelation between the main
blocks are still a matter of debate, it is evident from literature that the geoscientific work area
in the Ejina Basin is located in the junction region between some of the main blocks (e.g.
HUANG ET AL., 2002). Therefore, it is reasonable to assume that the formation of the Ejina
Basin and its present structure are to a considerable extent influenced by the regional tectonic
evolution.
Sebastian Hölz, TU Berlin



Regional Geology & Tectonical Framework
3.1.1 Tectonic Evolution
Generally, the development of Central Asia in terms of earth history is characterized by the

rifting of terranes, island arcs and microcontinents from the southerly Gondwanaland to the
north, and their accretion to Laurasia. A reconstruction of plate motions by BLAKEY (2006)
illustrates the tectonic evolution (Fig. 3-1):
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Fig. 3-1: Modified reconstruction of plate motions in the formation of Asia (BLAKEY, 2006; based on
SENGÖR & NATAL'IN, 1996 and YIN &NIE, 1996). See text for explanations.
Major units: Lhasa Block (LB); Kazakhstan Block (KB); Mongolian Arc Terranes (MAT);
Mongol-Okhotsk Ocean (MOO); North China Block (NCB); Qaidam-Qilian Block (QQB);
Qiangtang Block (QTB); Siberian Block (SB); South China Block (SCB); Songpan - Ganzi Com-
plex (SGC).
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3.1  Regional Geology of Central Asia
Devonian
Major blocks - i.e. the North China Block (NCB), Siberian Block (SB), South China Block

(SCB, not depicted) - were rifted from Gondwanaland (not depicted) and formed distinct units
within the Proto-Tethys Ocean. While BLAKEY (2006) interprets the NCB and Tarim Block
(TB) as a single block, other authors still see them separated during the Devonian (e.g.
METCALFE, 1998). Studies on paleomagnetic, geochemical, and geochronological data give
strong evidence that the Alashan Plateau, the Ordos Plateau, and the Qaidam-Qilian Block
(AP, OP, QQB; all in Fig. 3-2) were already part of the NCB (HUANG ET AL., 2001; SONG ET

AL., 2006). At present the Alashan Plateau comprises parts of the geophysical work area.
Between the converging SB and Baltica, the Kazakhstan Block (KB) was forming by the
consolidation of islands, small terranes and small microcontinents belonging to the Kipchak
Island Arc (e.g. TORSVIK & COCKS, 2003). In the area of the Mongolian island arc terranes
(MAT) similar conditions prevailed (e.g. BADARCH ET AL., 2002).

Carboniferous
In the formation process of Pangea, the KB and SB collided (comp. Fig. 4-14), and were

moved and rotated towards Laurasia. The continuing closure of the Proto-Tethys moved the
NCB towards the southern margin of Laurasia (e.g. XIAO ET AL., 2003). Paleomagnetic data
indicates that the NCB was still separated from the SCB, the TB, and Inner & Outer Mongolia
(HUANG ET AL., 2001). The subduction of the Proto-Tethys, e.g. on the northern margin of the
NCB (COPE ET AL., 2005), occured contemporary to the rift-related growing of the Paleo-
Tethys. The W to E progressing closure of the Proto-Tethys and subsequent phases of accretion
of the NCB and the MAT to Laurasia occured until the Early-Middle Triassic and is docu-
mented in the petrological results of the work area (s. chap. 4.2.2, p. 84ff). Orogenic phases
were frequently followed by extensional phases, where large amounts of juvenile magmatic
intrusions were emplaced into the crust.

Permian
In the north, remnants of the Proto-Tethys were subducted between the converging margins

of the NCB the MAT, the KB and SB. It should be noted that in the context of this thesis the
Junggar Block is seen as part of the KB, while some authors (e.g. LAURENT-CHARVET ET AL.,
2003) treat the Junggar Block as separate unit. In the south, rifting along the northern margin
of Gondwanaland separated the Qiangtang Block (QTB) and the Cimmerian Block, of which
the Lhasa Block (LB) is a part, from Gondwanaland. Along the southern margin of Laurasia
and the northern margin of the QTB, portions of the Paleo-Tethys were subducted. In the
reconstruction of BLAKEY (2006), a considerable oceanic basin exists between the QTB and
Cimmeria (s.a. KAPP ET AL., 2003), which is challenged by results of the INDEPTH III seismo-
logical study (HAINES ET AL., 2003), where only a small forearc- or backarc-basin is inter-
preted between these two blocks.
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Triassic
During the Early-Middle Triassic, the NCB and the MAT were completely accreted and

incorporated into the easternmost section of Laurasia. With this orogenic cycle the main land-
masses around our present working area were consolidated and the resulting orogens are
frequently referred to as the Central Asian Orogenic Belt (CAOB in Fig. 3-2). During the Late
Triassic-Early Jurassic the Qiangtang Block (QTB) was accreted to the southern margin of
Laurasia (e.g. HAINES ET AL., 2003; YIN & HARRISON, 2000), and the NCB and the SCB
collided (KAPP ET AL., 2003). Between these blocks large amounts of Triassic sediments -
flysch & oceanic lithosphere of the Paleo-Tethys - were accumulated, folded, and uplifted.
Parts of these series constitute the SGC and comprise the largest volume of Triassic sedimen-
tary rocks on earth (KAPP ET AL., 2003). Between the southern margin of Laurasia and
Cimmeria, the Paleo-Tethys was closing and to the south of Cimmeria, where extensional
tectonics prevailed, the Tethys Ocean was opening.

Jurassic-Cretaceous
During the Late Jurassic-Early Cretaceous the Paleo-Tethys ocean closed due to the accre-

tion of Cimmeria, including the LB, to the southerly margin of Laurasia (e.g. YIN &
HARRISON, 2000). Coeval, during the Late Jurassic-Early Cretaceous, the Mongol-Okhotsk
Ocean (MOO), which BLAKEY (2006) calls "Solonker Ocean", closed in the north (GRAHAM

ET AL., 2001). The stress fields of these tectonic processes on the margins of Laurasia reached
into the already consolidated landmasses, including the geophysical work area. They are iden-
tified by many authors to be a likely cause for the widespread and substantial formation and
growing of continental basins, e.g. for the East Gobi Basin (GRAHAM ET AL., 2001; JOHNSON,
2004), the Minle and Chaoshui Basin (VINCENT & ALLEN, 1999), and the Sichuan Basin
(MENG ET AL., 2005).

Eocene-Present
The Tethys closed between the northward rifting India and Asia. The continental collision

with an estimated crustal shortening of at least 1400km (YIN & HARRISON, 2000) led to the
Himalayan orogeny, the uplifting of the Tibetan Plateau, and to overthrusting, faulting and
folding in the Qilian Shan on the northern rim of the Tibetan Plateau. The vertical movements
of the continental crust is clearly outlined in the present topography (Fig. 3-2). At greater
distance the continental blocks reacted to the collisional stress field by escape tectonics, which
led to the reactivation of old fault systems and the rotation of crustal blocks.

Current State
FOURNIER ET AL. (2005) use analog sandbox experiments to simulate the crustal deforma-

tions in Central Asia (Fig. 3-3). Their experiments give an illustrative account, how the conti-
nental crust in Central Asia reacts to the stressfield induced by its collision with the Indian
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3.1  Regional Geology of Central Asia
plate. They use a homogeneously layered substratum - i.e. without horizontal zones of struc-
tural weakness - to represent the lithosphere and asthenosphere of Central Asia and the adja-
cent Pacific Ocean. The Indian plate is represented by a rigid indenter (Fig. 3-3, left), which
penetrates the sandbox models with varying speeds and durations. An analysis of the deformed
reference grid is then used to estimate the deformations (Fig. 3-3, right). A close-up of defor-
mations in the northeastern part of the model (Fig. 3-3, top) shows a first order, northeast
striking, left-lateral, strike-slip fault system. Between the faults of this system, blocks are
rotating counterclockwise. Along the edges of these rotating blocks, extensional faults are
observed. The interpreted dynamics are in good general agreement with the current velocity
field of Central Asia as deduced from long-term GPS measurements (e.g. HOLT ET AL., 2000).
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Fig. 3-2: Outline map (based on SRTM30 elevation data) of Central and SE Asia with the approximate
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Regional Geology & Tectonical Framework
3.1.2 Stratigraphy & Plutonism
The accretionary history along the southern margin of Laurasia is preserved in sedimentary

sections in Central Asia, which frequently show the following pattern:

• Phanerozoic-Late Paleozoic marine sedimentary and submarine volcanic rocks
in the lower sections

• Early-Middle Triassic hiatus of sediments or distinct change in type of
sedimentary facies

• Late Triassic-Early Tertiary onset of terrigene sedimentation. The Mesozoic
sediments usually overly the underlying sequences unconformably and are
usually explained by intervals of intense rifting (e.g. GRAHAM ET AL., 2001;
MENG ET AL., 2003).

Exemplary sedimentary sections fitting into this pattern can be found in the Tarim and
Qaidam Basin (MENG ET AL., 2001), the Beishan and South Gobi area (ZHENG ET AL., 1996),
the Yingen and the Minle Basin (VINCENT & ALLEN, 1999), the East Gobi Basin (GRAHAM ET

Fig. 3-3: Analog sandbox experiment for the simulation of crustal deformations in Central Asia by
FOURNIER ET AL. (2005). The figure shows a snapshot of their experiment "E2" (left), the asso-
ciated analysis of deformations (right), and a close-up of the northeastern part (top). North is ori-
ented to the top.
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3.2  The Ejina Basin
AL., 2001; JOHNSON, 2004; MENG ET AL., 2003), and in the Sichuan Basin (MENG ET AL.,
2005). For the interpretations in the Ejina Basin the publications from VINCENT & ALLEN

(1999) and MENG ET AL. (2003) are of interest, because they contain deep sections in the prox-
imity of the work area, i.e. at distances of less than 500km. Within the Ejina Basin, Late
Quaternary sediments were recovered and analyzed down to a depth of ~230m in the borehole
D100 by the geographical workgroup (WÜNNEMANN ET AL., 2006). 

The formation processes of Central Asia were accompanied by widespread emplacement of
intrusions (e.g. JAHN ET AL., 2000) and some extrusive volcanism. Of special interest for the
interpretation of petrological fieldwork in the vicinity of the Jingsutu Structure (chap. 4.2.2)
are investigations, which describe the plutonism related to the formation and evolution of the
CAOB (Fig. 3-2). Even though this belt comprises a huge area with an E-W extension of
several thousands of kilometers and a N-S extension of several hundreds of kilometers, some
general trends for the plutonism connected to the CAOB can be concluded from literature:

• Intrusions are almost exclusively classified as I-Type (e.g. WU ET AL.,
2003A,B) or A-Type (e.g. WU ET AL., 2002; ZHOU ET AL., 2004). 

• Three main episodes for the emplacement of intrusions are identified: 
(1) Late Paleozoic (Permian), 
(2) Early Mesozoic (Triassic),
(3) Late Mesozoic (Late Jurassic - Early Cretaceous). 

• Common isotopic characteristics1 are usually interpreted as evidence for a
juvenile, mantle-dominated origin of the protoliths. Consequently, many
authors consider the granitic magmatism in CAOB and Central Asia to be the
most important formation of juvenile crust in the Phanerozoic (e.g. JAHN ET AL.,
2000; HAN ET AL., 1997).

3.2 The Ejina Basin
The term "Ejina Basin" is used to describe the geomorphological unit of a basin structure in

NW China, which at shallow depth is filled by Quaternary and Holocene sediments of the river
"Ruoshui". Here the term "Ruoshui" refers to - in sensu lato - the present river and its branches
as well as to no longer active paleo-channels within the basin. The "Ejina Basin" is congruent
with the "Gaxun-Nur Basin" of BECKEN (2004), the "Ejin Banner" (WANG ET AL., 2004), and
probably with the "Yingen Basin" (MENG ET AL., 2003).

3.2.1 Tectonical Framework, Topography and Seismicity
Fig. 3-4 shows the position of the Ejina Basin in terms of the general tectonic framework of

Central Asia, which is presently driven by the approximately N-trending stress induced by the
collision of the Indian and Eurasian plates. The Ejina Basin, located in the northern foreland of

1. Indicators are: low initial Sr isotopic ratios, positive εNd(T) - values, young Sm - Nd model ages (TDM).
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Regional Geology & Tectonical Framework
the Tibetan plateau, is embedded in the stress field of some of the major active fault zones in
Central Asia (lines in Fig. 3-4):

• the Gobi Altay Fault System (8 in Fig. 3-4; CUNNINGHAM ET AL., 1996) and the
Gurvan Bogd Fault System (9 in Fig. 3-4; BAYASGALAN ET AL., 1999) to the N,

• the Gobi Tien Shan Fault System (7 in Fig. 3-4; CUNNINGHAM ET AL., 1996) to
the NW

• the Altyn Tagh Fault to the SW (1 in Fig. 3-4; e.g. MEYER ET AL., 1996; MENG

ET AL., 2001),
• several fault systems in the northern Qilian Shan to the S, where both left-lateral

and reverse faulting is observed (2 in Fig. 3-4; e.g. MEYER ET AL., 1998; DING

ET AL., 2004).

While recent tectonic activity of these faults is clearly indicated by seismicity, other promi-
nent faults like the Ruoqiang Fault1 (5 in Fig. 3-4) to the W, the Tost Fault (4 in Fig. 3-4) and
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Fig. 3-4: Shaded relief image (SRTM) of the Ejina Basin, the Badain Jaran Shamo desert, and main moun-
tain ranges around the basin. The main fault systems are: Altyn Tagh Fault (1), fault systems in
the northern Qilian Shan (2), East Gobi Fault System (3), Tost Fault (4), Ruoqiang Fault (5), Gobi
Onon Fault (6), Gobi Tien Shan Fault System (7), Gobi Altay Fault System (8), Gurvan Bogd
Fault System (9). Earthquake events around the Ejina Basin (points) are marked in a rectangle
between 98°-104°E and 40-44°N for the years 1975-2005 (ISC, 2001). A seismic section in the
NW part of the Ejina Basin is depicted in Fig. 3-5.
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3.2  The Ejina Basin
the Gobi-Onon Fault (6 in Fig. 3-4) to the NW, and the Zuunbayan Fault (3 in Fig. 3-4), which
is part of the East Gobi Fault Zone (EGFZ), to the NE of the Ejina Basin, are considered to be
Late Mesozoic (LAMB ET AL., 1999). A Cenozoic reactivation of faults in the EGFZ is inter-
preted from seismic sections by JOHNSON (2004) and several authors propose an interconnec-
tion between the East Gobi Fault System and the Altyn Tagh Fault (e.g. WEBB & JOHNSON,
2006; YUE & LIOU, 1999), which probably runs along the southern margin of the Ejina Basin
(dashed line in Fig. 3-4). The amount of left-lateral displacement and the identification of
active periods for this hypothetical connection are a matter of debate in the current literature
(e.g. LAMB ET AL., 1999; DARBY ET AL., 2005; WEBB & JOHNSON, 2006).

The Ejina Basin (Fig. 3-4) covers an area of approximately 28000km2 and is bordered by
the Bei Shan (chin.: Shan → mountain range) to the west, the Gobi Altay to the north, and the
dune fields of the Badain Jaran Shamo to the east and south. The Ruoshui (chin.: Shui, He →
river) originates in the Qilian Shan, where it is called Heihe, and enters the basin from the
southwest through a depression between the Bei Shan and the Heli Shan. It separates into the
two main branches Xihe and Donghe and terminates in the end lakes Gaxun Nur, Sogo Nur and
Juyanze (s. Fig. 4-1, p. 73 for details). Within the basin, the primarily Quaternary sediments
show very little relief and gently dip northwards with a gradient of about 0.9‰ along the
Ruoshui (comp. Fig. 4-4, p. 77). 

A map of seismicity (points in Fig. 3-4) shows locations of earthquakes in the Ejina Basin
and the surrounding area as determined from local seismic stations in NW China (source: BJI,
Chinese Earthquake Administration in ISC, 2001). Since one of these local stations is situated
in Gaotai (GTA, 99°49’E, 39°25’N), which is located directly to the SW of the Ejina Basin, the
locations of epicenters are considered to be representative. However, since the relevant data
was not available, no thorough examination of focal mechanisms was implemented and error
estimates for the locations can not be given. The map of seismicity can be divided into two
clusters: one cluster of events in the vicinity of the southern, and a second cluster in the
vicinity of the northern margin of the basin. All earthquakes are crustal with a maximum depth
of 30km and magnitudes between 3-5 (where specified). Comparing the two clusters, there is
a slight tendency of earthquakes in the northern cluster to be more shallow (7-30km) as
compared to the southern cluster (15-30km). In addition, magnitudes in the northern cluster
are slightly larger. Events in the southern cluster as well as events in the center of the northern
cluster are aligned along several NE striking bands. The central section of the Ejina Basin
shows no activity.

1. The Ruoqiang Fault seems to be part of the Shibanjing - Xiaohuangshan Fault in WANG ET AL. (1997).
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3.2.2 Previous Geophysical Studies
Only very little unclassified geophysical data from the Ejina Basin has been published and

is publicly available for reference purposes: 
The last segment of the global geoscientific transect "Golmud - Ejin Transect, China"

crosses the basin from SW to NE. The interpretation of geophysical data (gravimetry,
magnetics, magnetotellurics (MT), seismics, geothermics) along the transect depicts crustal
and upper mantle features in a depth range between 1-200km (WANG ET AL., 1997; MT in ZHU

& HU, 1995). 
Towards the NW margin of the Ejina

Basin three seismic profiles are
published by MENG ET AL. (2003). The
profiles are interpreted in terms of the
Mesozoic extensional evolution of the
Ejina Basin. The according seismic
sections (exemplarily in Fig. 3-5) do
not resolve the uppermost Quaternary
sequences, but show that Mesozoic
sequences, which are interpreted as Cretaceous, unconformably overly the pre-Mesozoic base-
ment. The sections clarify that the pre-Mesozoic structures beneath the Mesozoic and Ceno-
zoic sedimentary cover of the Ejina Basin are strongly undulating and exhibit fault bound horst
and graben structures.

The results along the transect and the seismic profiles have little direct implications for the
interpretation of geophysical data presented in this thesis, because they are at large distance to
the geophysical work areas (>50km for the transect; >80km for the seismic sections) and
generally consider larger horizontal and vertical scales. One interesting fact from the interpre-
tation of MT data along the transect (ZHU & HU, 1995) is that the basin fill of the Ejina Basin
is interpreted with a low resistivity of 10Ωm and a thickness of 1-2km above crystalline base-
ment. However, some broader aspects of the published geophysical results are picked up again
in the interpretations in the following chapters.

Fig. 3-5: Seismic section in the NW part of the Ejina Basin
(from MENG ET AL., 2003; s. Fig. 3-4 for profile location).
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4 Results of Geophysical & Geoscientific Investigations
In this chapter the results of the geophysical and additional geoscientific investigations are

presented. The geoscientific investigations comprise the interpretation of satellite data and
images, and the presentation and interpretation of petrological data (chap. 4.2.2). Since both,
remote sensing and petrology, are not introduced in the methodical part of this thesis, brief
introductions are given in the according sections (chap. 4.1.1 & chap. 4.2.2). 

The following sections are concentrating on the
locations of geophysical field measurements. All
work areas have been giving working titles con-
nected to nearby lakes or settlements. They are
from north to south (Fig. 4-1): Jingsutu Pluton (JP)
and Jingsutu Structure (JS) (chap. 4.2), Juyanze
Cliff (JC), and the Gurinai Structure (GS) (chap.
4.3). In each section the location is first introduced
according to information from geological maps
and satellite images, then the results of geoscien-
tific and of geophysical investigations are pre-
sented.

Generally, the structures under investigation in
each work area are striking approximately N-S.
Together they form a NNE-SSW striking axis,
which marks the eastern margin of the Ejina Basin.
The axis connects areas covered with Pleistocene-
Holocene sediments in the S with areas composed
of Paleozoic basement rocks in the N. In a satellite
image interpretations prior to the start of the
project, this was interpreted as tectonical axis with
possible neotectonic activity and the work areas

were chosen accordingly. However, in terms of the regional geology, similar N-S striking tec-
tonical lineaments are almost completely missing in adjacent areas (s. Fig. 3-4, p. 70), which
at first sight contradicts the working hypothesis. The results of geophysical and geoscientific
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Results of Geophysical & Geoscientific Investigations
investigations in this chapter show, how the structures under investigation link together and
give clues about the possibly involved tectonical processes. In the following discussion
(chap. 5) the results are then interpreted together in the regional context.

4.1 Ejina Basin
This section covers large scale aspects relevant for the whole basin, which are exclusively

deduced from the interpretation of satellite data (Landsat TM, SRTM, Corona). They provide
the framework or the interpretation of geophysical data acquired in selected key locations of
the Ejina basin.

4.1.1 General Overview of Satellite Data

Landsat TM
Georeferenced subsets of the Landsat TM data, which comprise three (7=mid-infrared /

4=near-infrared / 2=visible green) of the original seven bands, are available in the compressed
MrSID-format (NASA, 2006). The data is spatially and spectrally unenhanced, and specified
with a horizontal resolution / absolute positional accuracy of 28.5m / ±50m or 14.25m / ±75m
for the Landsat 4/5 missions (ESC, 2002) and the Landsat 7 mission (ESC, 2004), respec-
tively. In this thesis, only the high resolution data sets are used. The absolute positional accu-
racy was checked and verified by the correlation of GPS field-measurements at characteristic
locations, e.g. on the northern edge of the Juyanze Cliff, which can be identified with the same
coordinates, within the specified error, on the satellite image.

Corona
The Corona Program was named after a series of US military reconnaissance satellites

(KH 1 - KH 4b) used between 1959 - 1972 in spying missions. The program was declassified
in 1995 and the films were made available to the public. The panchromatic films of the second
generation satellites (KH-4a/b) offer a horizontal resolution better than 3m. 

20 negatives film strips1 were purchased by the geographical workgroup for detailed struc-
tural investigations. Due to their size, digitizing of the negatives was problematic. HARTMANN

(2003) digitized and georeferenced a small subset of the negatives for his thesis, but reported
considerable spatial distortions for the digitized images. To overcome these problems and to
achieve a better coverage, 14 film strips were digitized at 5400dpi using a flat bed scanner with
transmitted light unit. Since each strip was too long to be scanned in one piece, several scans
were needed for each strip. The digitized partial-scans were than assembled and a contrast
stretch was selectively performed. Subsequent georeferencing with respect to the Landsat TM
images was carried out using ArcMap. In the final version, the digitized Corona images
generally show little distortion in the central section and sometimes considerable distortions

1. Strips have a size of 700x80mm, cover ~250 x 20 km each, and were recorded 1964 & 1968 by the KH 4a satellite.
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4.1  Ejina Basin
close to the edge. For exemplary ground control points in the work areas, the deviation
between the Corona image and the Landsat TM image lies between 50-200m (∼4-15 Landsat
TM pixel). 

SRTM
In February 2000 the Shuttle Radar Topography Mission (SRTM) was carried out in

cooperation between the space agencies of the USA (NASA, NIMA), Germany (DLR), and
Italy (ASI) to produce a new, high quality, global digital elevation model (DEM). During a
shuttle mission an active radar system with two sensors (C- and X-band) was used to collect
data between 55°S and 60°N. In the following only the freely available C-band data is used.
Details of the mission can be found in WERNER (2001). The global SRTM-DEM has a hori-
zontal resolution of 3" (~90m), in some regions, e.g. in the continental USA or Italy, an
increased horizontal resolution of 1" (~30m) is available. The absolute vertical accuracy for
the elevation data is specified to be better than 16m (e.g. SMITH&SANDWELL, 2003). 

Voids in the SRTM-DEM exist over areas with steep
topography or low signal-to-noise ratio, where the inter-
ferometric phase unwrapping algorithm failed or returned
questionable results. In the vicinity of the Ejina Basin
data -voids can especially be observed in the area of the
Badain Jaran Shamo, where the regular dune pattern
seemingly scattered the radar signals (Fig. 4-2). The data
voids are clustered along SW-NE striking bands, parallel
to the ground path of the space shuttle (Paetzold, DLR,
pers. comm.). 

With a 10-fold increase in horizontal resolution and a
6-10-fold increase in vertical accuracy, the SRTM-DEM
comprises a great improvement over the previously best
available global data set GTOPO30 (USGS, 2006). Two
versions of global SRTM-DEMs based on the C-band
data were released (USGS, 2007), of which the final release is used in this thesis. A compari-
son of the two releases showed that both versions are essentially identical within the work area
(100-102°N, 40-42°E): 92.51% of elevation values remained unchanged between version 1
and version 2, 7.46% were changed by just ±1m, and only 0.3‰ by ±2m or more.

An import routine was programmed to make the SRTM-DEM available within Matlab
(HÖLZ, 2007B). It can be used to extract arbitrary sections of the data to be displayed e.g. in
profiles, contour plots, color coded images or shaded relief maps. The routine can also be used
to patch data voids as in Fig. 4-2 by interpolation or by using the GTOPO30 or SRTM30
(USGS, 2007B) data sets.
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Fig. 4-2: Example of voids in the
SRTM-DEM in the area of the Badain
Jaran Shamo.
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The accuracy of the SRTM-DEM can be checked by comparison to ground based differen-
tial GPS measurements (DGPS). A ground check in central Siberia by SUN ET AL. (2003)
yielded an absolute vertical accuracy of 10m for areas with no substantial vegetation cover. To
test the accuracy of the SRTM-DEM within the Ejina Basin, DGPS measurements of HART-
MANN (2003) were used as reference points and compared to the accordig elevations of the
SRTM data set. When comparing the two data sets one has to bear in mind that DGPS mea-
surements refer to a localized point in space, whereas SRTM-DEM elevations represent an
averaged elevation over an area of ~90x90m2. The DGPS stations of HARTMANN (2003) were
located in the northern portion of the Ejina Basin, most of them in the vicinity of Lake Gaxun
Nur and Lake Juyanze. The standard deviation (1σ) between the two data sets is 5.1m, which
equals 8.4m at a 90% confidence interval. The absolute difference exceeded 10m at only three
stations, which were identified to be close to vertical edges, e.g. on the edge of the Juyanze
Cliff. If these three stations are excluded, the standard deviation (1σ) between the two data sets
is reduced to 4.1m, which equals 6.8m at a 90% confidence interval. 

In conclusion the vertical accuracy of the SRTM-DEM in the area of the Ejina Basin sur-
passes the NASA mission specification by a factor 2-2.4.

4.1.2 Satellite Image Interpretation
In Fig. 4-3 the dominant features in terms of elevation are the basement units to the NW

and the SW and the dunes of the Badain Jaran Shamo in the SE. Within the basin the alluvial
fan of the Ruoshui forms a leveled plain with only a few marked features. Most of these fea-
tures are known geomorphological units, e.g. the barrier beach of the Gaxun Nur, the two
branches of the Ruoshui (Donghe and Xihe) and several old riverbeds, which HARTMANN

100˚00’E

100˚30’E

101˚00’E

101˚30’E

41˚00’N

41˚30’N

42˚00’N

42˚30’N

L2

L1

Donghe

Xihe

inverted channels

Gaxun Nur

Gurinai Structure

N

Badain Jaran Shamo

L2

Fig. 4-3: Shaded relief image of the Ejina Basin based on SRTM-data, view from the NE. Apart from the
known geomorphological features (Fig. 4-4), two lineaments L1 and L2 are visible.
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4.1  Ejina Basin
(2003) describes as "inverted channels" (for locations compare Fig. 4-4). The inverted chan-
nels are all located to the east of the currently active river system and mark a system of
paleo-channels. They are preserved from deflation related erosional processes by partially
consolidated gravels and top the surrounding topographic level by up to 25m. Apart from the
known geomorphological units, two straight lineaments (L1, L2) can be seen in Fig. 4-3, which
strike SE-NW resp. SW-NE and approximately intersect at 100°49’E / 42°1’N.

The SE-NW striking lineament (L1) can be traced for about 130km from the northern end
of the Gurinai Structure (chap. 4.3) across the basin into the basement to the NW. The inverted
channels terminate at L1 and the main branches of the Donghe and the Xihe change their flow-
direction from NE to N in the vicinity of the lineament (Fig. 4-4, lower left). 

Several profiles along the active river streams and the paleo-drainage system ("inverted
channels") were digitized to investigate elevations in relation to this lineament. Along the
Donghe (Fig. 4-4, upper left), i.e. the eastern branch of the Ruoshui, the elevation profile
shows a nearly linear decline and linear fitting yields a gradient of ~0.9‰. After removing the
linear trend from the elevation profile, the residual elevation of the Donghe shows no further
indications for a tectonic deformation along the digitized profile of the river, i.e. south of L1
(~42°10’N). The same holds true for the Xihe, the western branch of the Ruoshui, where the
same gradient of ~0.9‰ can be observed (not depicted) and no indications for a tectonic
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Results of Geophysical & Geoscientific Investigations
deformation along the river can be found along the digitized profile of the river, i.e. south of L1
(~42°25’N). Additional elevation profiles along the inverted channels, which extend into the
basin of the Juyanze, again show a gradient of ~0.9‰ south of L1. Hence, this linear trend has
been removed to depict the residual elevations (Fig. 4-4, profiles "IC3-6").

All profiles show a characteristic drop in elevation
when crossing L1. The profiles along the inverted
channels IC3 and IC4 show a step of 20-25m and
farther to the west steps of ~7m and ~6m can be
observed along the inverted channels IC5 and IC6.
The profile directions of inverted channels located
further to the SE (e.g. IC1 & IC2) are not pointing
towards the basin of the Juyanze anymore and are
therefore not considered further. However, it should
be noted that these channels are much less pro-
nounced in the elevation data and, hence, a consid-
erably stronger erosion and older age of these
channels has to be assumed. To the NW an addi-
tional profile across L1 into the Gaxun Nur
(Fig. 4-4, profile "Gaxun Nur") shows a step of
~20m, which is comparable to the step along the
profiles IC3 and IC4. Since the SE-NW striking lin-
eament L1 is clearly visible across the whole basin
in the shaded relief image (Fig. 4-3), but can not be

seen in the residual elevation of the Donghe (Fig. 4-4), the SRTM-data is further investigated
by averaging the elevations along several adjacent, parallel profiles across L1 to reduce the
scatter in the data. This basic approach is justified, because the lineament is subparallel to the
contour lines and the relief is very flat. The resulting residual elevation averaged from 50
parallel profiles (Fig. 4-4, profile "Basin") reveals a step of ~2m across the lineament. Similar
steps in the order of 1-2m can be derived, if the average profile is shifted along lineament L1.

The second lineament L2 strikes SW-NE and can be traced for about 95km from the SW
margin of the Ejina Basin to the intersection with lineament L1 (Fig. 4-3 & Fig. 4-5, top).
Further to the NE the lineament is less pronounced, but can still be identified for another 40km
to the Sogo Nur. The only distinctive feature of a geomorphological unit in connection with the
lineament is a change in the flow direction of the Xihe from NE to NNE (Fig. 4-4). 

A wavelet based filtering scheme (s. chap. 2.4.2, p. 41ff) is used to investigate the nature of
the L2, in which the elevation data is decomposed by a 2D wavelet transformation (WT) and
only the coefficients of the first two detail-levels are used in the reconstruction, i.e. in the 2D
inverse WT. This is essentially equal to a localized 2D highpass filtering, where only
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Fig. 4-5: Highpass filtered SRTM-data (top)
with profile line (dashed line) of average eleve-
vation across lineament L2 and standard devia-
tion of average elevation (bottom).
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4.1  Ejina Basin
wavelengths below ~1km are considered. Average elevation profiles of the filtered data across
the lineament reveal no distinctive features, instead the standard deviation of the average ele-
vations exhibits a clear peak at the lineament (Fig. 4-5, bottom). Consequently, the lineament
can not be connected to a small downstep or a very shallow depression, but rather to an
increased "roughness" in the data.

Interpretation
The nearly linear gradients of the Donghe (Fig. 4-4, upper left) and Xihe reflect an equilib-

rium state along the rivers and demonstrate that no considerable vertical tectonic movements
have influenced the rivers south of 42°10’N resp. south of 42°25’N in the recent past. This
contradicts the findings of MISCHKE (1996), who - based on Soviet topographic maps - inter-
preted an increased gradient along the river north of ~41.5°N and deduced a recent neotectonic
influence on the Holocene river profile. Since the differences in the analyzed elevations are
small, the conflicting results may be attributed to the precision of the analyzed data sets. 

Along the lineament L1 the total vertical displacement is estimated to be at least 25m
according to the displacements visible at the inverted channels and at the Gaxun Nur
(Fig. 4-4). Smaller displacements along the profiles IC5, IC6, and "Basin" are well explainable
by increased sedimentation in the vicinity of the active riverbeds. In addition to the assumed
normal faulting, a certain amount of tilt or horizontal displacement of the block north of L1 is
required to account for the changes in flow directions and drainage characteristics of the Xihe
and Donghe. Due to the generally flat topography, the magnitude of these changes may be
small compared to the magnitude of normal faulting and have not been identified directly.
Since the sedimentation processes in the vicinity of the current rivers have leveled much of the
displacement, the minimum age of the normal faulting along the lineament is restricted by the
assumption of reasonable sedimentation rates. HARTMANN (2003) already recognized that the
inverted channels terminate at a SE-NW striking lineament and proposed a connection of this
lineament to the southwestern margin of the Gaxun Nur1. In his tectonic analysis he concluded
that normal faulting has to be assumed. The analysis of the SRTM-data in the vicinity of linea-
ment L1 supports his findings, localizes the lineament with respect to the residual elevations
(Fig. 4-4, right), clarifies that the lineament can be traced across the whole basin, and shows
that normal faulting is evident across its whole length. It is of special interest to note that the
drilling D100 is located within 3km distance of the lineament L1. WÜNNEMANN ET AL. (2006)
show that AMS dates in the D100 drilling core do not increase with depth, but scatter in a wide
range between ~14-40ka up to 90m depth2. They explain these temporal unconformities
within the stratigraphic sequence by repeated reworking processes, which they explain by tec-
tonically induced subsidence. Due to the close spatial relationship between the lineament L1

1. Compare Fig. 4-7 and 4-10 in HARTMANN (2003).
2. Compare Table 1 in WÜNNEMANN ET AL. (2006). The first datable material was found at a depth of 11m (21ka &

14ka), the oldest material feasible for radiocarbon dating was found at a depth of 90m (>42ka).
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Results of Geophysical & Geoscientific Investigations
and the drilling D100, the described unconformities can be connected to phases of normal
faulting along L1. Thus, the available datings constrain possible times of fault activity. Further
constraints can be deduced from findings at the inverted channels: At the NE end of IC4
(101°15’E, 41°39’N), fragments of ostrich-eggshells were found in the fine-grained strata
below the gravels of the inverted channel (HARTMANN, 2003). In radiocarbon datings these
fragments were dated at 37-42ka BP (BERGMAN ET AL., 1980). Since the normal faulting
along L1 has cut the inverted channels, it must postdate the active river phase as documented
by the gravels of IC4. Therefore, the datings of the ostrich-eggshells can be considered an
upper age limit for the normal faulting and a minimum displacement of 20m past 40ka can be
deduced.

The lineament L2 is hitherto unknown and can be seen in connection to a known geological
or tectonical feature. Its changing characteristic across the lineament L1 in the elevation data
(Fig. 4-5) as well as some small scale aspects - only visible e.g. in a curvature analysis (no fig-
ure) - are indicators that the lineament is indeed related to real geology (Theilen-Willige, pers.
comm.). However, it has to be stated that it may also result from small inconsistencies in the
SRTM-dataset. Fig. 4-2 demonstrates that errors in the DEM may be aligned along the flight
track and that the acquisition of SRTM-data was carried out subparallel to L2. Since the
groundtrack data of the mission is not readily available for research purposes (Pätzold, DLR,
pers. comm.), the quality and possible artefacts of the SRTM-rawdata in the close vicinity of
lineament L2 can not be investigated further. Ultimately, a more exhaustive investigation of the
SRTM-rawdata would be needed to resolve the conflict, which is beyond the scope of this the-
sis.

4.2 Jingsutu Structure & Pluton
The Jingsutu Structure and Jingsutu Pluton (both working titles) are located within the crys-

talline and metamorphic basement to the N of lake Jingsutu1. They terminate the postulated
N-S striking tectonical axis to the N (s. Fig. 4-1). Since this is the only work area, where out-
cropping basement can be found, additional geoscientific investigations were carried out in
addition to the geophysical field work to better integrate results into the regional context.
While geophysical field work was limited to the area of the Jingsutu Structure, geoscientific
investigations were concentrated on basement structures in both work areas.

The analysis of the magnetotelluric (MT) measurements in the Jingsutu Structure are pub-
lished in BECKEN & BURKHARDT (2004) and BECKEN (2005). Additionally, 1D inversions of
TEM measurements are discussed together with results from MT measurements in BECKEN ET

AL. (2007).

1. The Jingsutu ist the NW-most section of the western subbasin of lake Juyanze.
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4.2  Jingsutu Structure & Pluton
4.2.1 Satellite Image Interpretation & Geology
According to a geological map (GPGB, 1981, white boxes in Fig. 4-6), the basement shows

a general subdivision of the work area along ~42°6’N:

• The border separating the areas north and south of ~42°6’N - hereafter referred
to as northern and southern basement, respectively - is marked by a "Middle
Variscan"1 quartz diorite (  in Fig. 4-6).

• In the northern basement the Jingsutu Pluton is classified as "Middle Variscan"
acidic intrusion of granitic to granodioritic composition (  in Fig. 4-6), which
has intruded Ordovician sequences ("O" in Fig. 4-6). The sequences are
classified as low grade metamorphized volcanics with clastics, silicolite and
limestone/marbles (GPGB, 1981). They are related to metamorphized marine
sequences, which is in accordance with the general picture of the regional
geology (s. chap. 3.1). The Ordovician sequences are roughly striking WSW-
ENE with the oldest sequences in the NNW (Oc in Fig. 4-6) and the youngest

1. In the Chinese geological maps used in the scope of this thesis, specific orogenic cycles are classified in their English
translation as "Caledonian Period" or "Variscan Period", whereas a direct translation of the original Chinese terms
should actually refer to "Western Period" and "Eastern Period" (X. Chen, pers. comm.). It is not quite clear, if the
English translations directly reflect the geochronological classification in western literature or have to be understood
in a broader sense. In the following orogenic cycles as derived from Chinese maps will be quoted to underline this
possible difference.
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Results of Geophysical & Geoscientific Investigations
sequences in the SSE (Oa in Fig. 4-6). According to the geological map,
patches of Ordovician sequences are preserved on top of the pluton (SW edge
and in the central section). 

• The southern basement mainly consists of "Late Caledonian" plagiogranitic
intrusions (  in Fig. 4-6). In the W of the Jingsutu Structure, some small scale
"Late Variscan" monzogranitic intrusions ( , not depicted in Fig. 4-6) are
embedded into the "Late Caledonian" units. Within this crystalline basement,
the Jingsutu Structure forms a shallow depression, which is bounded by
basement units towards the N, E and W. Towards the S, basement and Jingsutu
Structure plunge below the Quaternary sediments of lake Jingsutu ("LJ" in
Fig. 4-6). In the Jingsutu Structure Quaternary (Pleistocene) and Late Jurassic
sedimentary units ("Q+J" in Fig. 4-6) are preserved. The Jurassic units are
described as marly, partially brecciated sandstones. Towards the W margin of
the depression the sediments of the Jingsutu Structure are in contact with a
rhyolithic extrusion, which was mapped during field work ("R", hatched area in
Fig. 4-8). From the geological map it is not clear, if the rhyolithic extrusion is
related to the "Late Varsican" units mentioned above. East of the Jingsutu
Structure a ridge of Proterozoic sequences is preserved (P in Fig. 4-6)1. The
Jingsutu Structure and the Proterozoic sequences are both striking NNE-SSW.
In the geological map (GPGB, 1981), the contact between the Proterozoic
sequences and the "Late Caledonian" intrusions is depicted as fault related,
while no fault-related contact is indicated between the Jingsutu Structure and
the crystalline basement.

• Additional information is available from two drillings, which are both located in
the Eastern Juyanze. About 20km to the E of the Jingsutu Structure, 96m of
Jurassic sandstones were drilled in the drilling "D3" in Fig. 4-6 (GPGB, 1983).
The Jurassic units are described as sandstones with a graded, downward
coarsening bedding. In the shallow drilling "G36"2 of the geographical
workgroup, the groundwater level was found just 3.25m below top ground
surface at 904m.a.s.l. (HARTMANN, 2003), which is remarkable for a region
with a mean annual precipitation of just 40mm/a (FENG ET AL., 2001) and a
potential evaporation rate of 2600mm/a (WÜNNEMANN, 1999). 

According to elevation data, the Jingsutu Pluton is clearly visible in the northern basement
as an slightly ellipsoidal-shaped depression with the elongated axis striking NW and an aver-
age diameter of ~14km (Fig. 4-6). The surrounding units of the less erodible metamorphic
basement top the pluton by 60-100m. Both, basement and pluton, are dipping to the SSE with
a gradient of ~1%, which indicates a tilt in this direction. The erosional surface of the pluton is

1. According to Hucai (pers. communication), the ridge is the "Hongshishan klippe" described by ZHANG ET AL. (1996).
2. G36 is located just outside Fig. 4-6 at 101°50’E, 41°53.4’N (Hartmann, 2003).

γo3
3

ηγ4
3

82



4.2  Jingsutu Structure & Pluton
generally flat, except for a dome-shaped structure in its center and some ridges at its SW mar-
gin, which clearly correlate with the patches of Ordovician metasediments in the geological
map (GPGB, 1981). Three prominent directions of lineaments are identified in the elevation
data (black boxes in Fig. 4-6) and are illustrated and interpreted in combination with Corona
images:

• The W-E striking lineament direction LA is only visible in the northern
basement. It is clearly correlated with the Ordovician sequences (Ob in Fig. 4-6
& Fig. 4-7). Therefore, it may not primarily be related to tectonical, but rather
to stratigraphical features. Along the edge of the pluton the contact between the
lineament direction LA, i.e. the Ordovician sequences, and the pluton is clearly
discordant (Fig. 4-7), which indicates a Post Ordovician age for the
emplacement of the pluton.

• The approximately SSW-NNE striking direction LB is visible at several
locations in the southern basement (Fig. 4-8), but can not be traced into the
northern basement. Therefore, no direct connection to the Jingsutu Pluton is
evident. The geophysical work group considers LB to represent a major
tectonical direction, because similar strike can be observed at the Juyanze Cliff
and in the Gurinai Structure (chap. 4.3). However, the geological map (GPGB,
1981) does not unambiguously support this interpretation (s.a.). 

• The approximately WNW-ESE striking directions LC are related to sinistral
tectonical movements. In the northern basement they can be identified as
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Fig. 4-7: Corona image with the SW edge of the Jingsutu Pluton and adjacent basement, lineaments as in
Fig. 4-6. The sinistral offset of the Ordovician sequences is indicated by white arrows.
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transpressional sinistral shearing with an offset of about 1-2km in the
Ordovician sequences (Fig. 4-7). In the southern basement a comparable
sinistral offset of 1-2km is evident at sheared dikes on the eastern shoulder of
the Jingsutu Structure (Fig. 4-8). Because of the close spatial relationship of the
two locations, it is reasonable to assume that sinistral shearing is related to the
same tectonical phase.

4.2.2 Petrology
Petrological investigations of the basement in the vicinity of the Jingsutu Structure and the

Jingsutu Pluton (Fig. 4-9) were carried out complementary to the geophysical investigations.
The petrological investigations were aimed to classify basement units in terms of the regional
geology, to look for significant compositional differences, and to put constraints on the timing
of formation. It should be noted that the general petrogenetical and tectonical implications of
granitoid intrusions in Central Asia are still a matter of controversy in the current literature.
Therefore, this chapter will reflect and interpret results of the petrological investigations in
terms of the current literature. However, a profound contribution to this controversy is beyond
the scope of this thesis.

Fig. 4-8: Composite of Corona images showing the Jingsutu Structure (JS) and basement ~13km SW of
Fig. 4-7. The SSW-NNE striking direction LB is especially pronounced along the western mar-
gin of the JS. Dikes in the basement to the E of the JS experienced sinistral shearing (white ar-
rows) subparallel to the direction LC2. Structural and spectral differences between the basement
to the W and E of the JS are evident. 
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4.2  Jingsutu Structure & Pluton
Field work and laboratory investigations were performed by several colleagues from the
TU Berlin - namely Dr. Fiedler-Volmer, Prof. Dr. Franz, T. Hiller, and Dr. Mattheis - and
included the following steps:

• Collection of samples during field work. Rocks were collected directly from
outcropping basement blocks. Any strongly weathered rocks were removed
with a sledge hammer prior to the sampling to obtain fresh material.

• Macroscopic inspection of samples prior to laboratory investigations.
• Preparation and analysis of thin sections. 
• Preparation of powder- and melting-pellets of selected samples and following

geochemical analysis by X-ray fluorescence spectroscopy (XRF).
• Manual separation of biotites from selected samples and following age

determinations.

Age determinations were performed at the Geochemical Center, University of Göttingen.

Geochemical Analysis
A general classification of the samples (s. Appendix D, p. 165ff) with respect to major ele-

ments (MgO vs. SiO2) is shown in Harker diagrams in Fig. 4-10. The majority of samples
from the Jingsutu Pluton (Fig. 4-10, right) are characterized as intermediate to granitic. The
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Fig. 4-9: Landsat TM - image with the Jingsutu Structure (JS) and the Jingsutu Pluton (JP). Rock samples
for petrological analysis were collected on the eastern and western shoulder of the Jingsutu Struc-
ture and in the vicinity of the pluton. Note that the basement on the eastern and western shoulder
of the JS exhibits distinct spectral characteristics, which was confirmed by field observations.
Three of the samples (stars) were further used for isotopic age determinations.
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samples from the southern basement generally show a greater compositional variability and
span the whole range from basaltic to granitic. A comparison of rock samples from the western
(Fig. 4-10, left) and eastern shoulder (Fig. 4-10, middle) of the Jingsutu Structure reveals dif-
ferences within the southern basement: samples from the W show a generally greater variabil-
ity in SiO2 and MgO, while samples from the E generally cluster in two regions, because
samples with an intermediate SiO2-content (61-71%) are missing.

Fig. 4-11 summarizes the analyses of rock samples from the Jingsutu Pluton in the form of
a spidergram (SUN & MCDONOUGH, 1989). This form of data-representation is frequently
used to characterize and compare rock samples with respect to the content of trace elements,
which is less affected by weathering. The absolute abundances of elements are normalized to
predefined values, which reflect the typical melt composition of the assumed protolith. The
elements are sorted in terms of their compatibility to the protolith with the compatibility of ele-
ments increasing from left to right (e.g. WU ET AL., 2002). Therefore, the slope in a spidergram
reflects, how far evolved a melt has developed from the assumed protolith by fractional crys-
tallisation. Deviations in the spidergram from the general trend can be related to the crystalli-
zation of specific phases.

A general comparison of samples from the Jingsutu Pluton (Fig. 4-11, bottom) shows that
most samples have matching signatures and demonstrates that no significant deviation exists
between samples from the center (black stars) and the edge (white stars) of the pluton. The
general slope of the spidergram demonstrates that advanced fractional crystallization has taken
place during the formation of the granite. The signatures are generally characterized by several
negative anomalies (Ba, Nb, Sr, P, Ti). Three samples from the center of the pluton (4P4, 4P6,
4P7; gray lines in Fig. 4-11) show deviating geochemical patterns as compared to the first
group. In thin sections it can be seen, that samples 4P6 and 4P7 contain sillimanite, which is an
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4.2  Jingsutu Structure & Pluton
indicator mineral for contact-metamorphism. Therefore, they are considered to be xenolithic.
Sample 4P4, which was also used for isotopic age determination, exhibits some characteristics
of both groups and may comprise a mixture of xenolithic material with the main melt. Samples
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from the eastern (Fig. 4-11, middle) and western shoulder (Fig. 4-11, top) of the Jingsutu
Structure show the same general trend and depletions, when compared to the samples from the
Jingsutu Pluton. However, differences within the samples from the southern basement are
again visible, especially for certain trace elements (K, Nd, Zr, Hf, Ti, Y), where the samples
from the W again show a much greater variability and samples from the E again cluster for
some elements (only K, Hf, Ti), like in the analysis of major elements (Fig. 4-10).

Tectonic Implications
Granites are frequently classified as fractionation products of materials either derived from

the lower crust, from the remelting of upper crustal units (I- resp. S-type in CHAPPELL &
WHITE, 1974), from selective fractionation of mantle diapirs (M-type in WHITE, 1979), or as
anorogenically emplaced units (A-type in LOISELLE & WONES, 1979). While the (I,S,M)-
classification was at first based on the geochemical composition only, the introduction of the
anorogenic A-type also related the generation of melts to a certain tectonical setting. Conse-
quently, the first group of granites (I,S,M) are related to the generation of melts in active or
post-orogenic tectonical settings (e.g. volcanic arc, continental collision, post-orogenic gravi-
tational collapse of orogenic belts), while the A-type is related to an anorogenic setting,
namely to rift zones as a result of plume or hot spot activity and within stable continental
blocks (EBY, 1992).

Whalen-diagrams are used to correlate the geochemical composition of granitic rocks to
their petrogenesis by giving a rough discrimination between intrusions of the A-type on the
one hand, and (I,S,M)-type on the other hand. The representative samples of the Jingsutu Plu-
ton (stars in Fig. 4-12), i.e. excluding samples 4P4, 4P6, and 4P7, again do not show a great
variability between samples from the center (black stars) and the edge (white stars) of the plu-
ton. All samples, i.e. from the southern and the northern basement, are classified as transitional
between (I,S,M)-type and A-type and a clear classification to a specific type is not possible in
the diagrams. Samples from the southern basement, especially from the western shoulder of
the Jingsutu Structure, generally show a greater variability (Fig. 4-12, upper right), which was
already evident in the spidergrams (Fig. 4-11). 

In tectonical discrimination diagrams, samples generally fall in the "syncollisional & volca-
nic arc"- field (Fig. 4-13, left) or in the "postcollisional"- or "volcanic arc"-fields (Fig. 4-13,
right). Due to their more variable and generally greater Y- and Nb-content, samples from the
southern basement roughly fall in the same fields in the diagrams, but form distinct clusters
when compared to samples from the Jingsutu Pluton. The Pearce Diagrams are not in favor to
a classification of granites as A-type, because A-type granites should generally fall in the
"within plate" -fields (EBY, 1992). Instead, the geochemical analysis, the textural characteris-
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4.2  Jingsutu Structure & Pluton
tics of rock samples, the appoximately round shape of the Jingsutu Pluton with its clear spatial
delineation from the surrounding units and the overall geodynamic setting (s. discussion) favor
the classification of analyzed samples as I-type granites (Matheis, pers. comm.)
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Fig. 4-13: Tectonical discrimination diagrams for granites (PEARCE ET AL., 1984; PEARCE, 1996). Symbols
as in previous plot. Granites are: VAG = volcanic arc; syn-COLG = syncollisional; post-COLG
= postcollisional; WPG = within-plate; ORG = ocean-ridge.
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Geochronology

The collected rock samples contained only little Zircon. Therefore, the originally planned
U/Pb-datings could not be realized. Instead, biotites were separated from three rock samples
and used for K/Ar-analyses (Tab. 4-1).

For the two samples from the pluton (4P3, 4P4), which are classified as "Middle Variscan"
in the geological map (GPGB, 1981), the analyses yield - within error bounds - conforming
ages of ~219Ma, i.e. Late Triassic. Since 4P3, according to the geochemical analysis, repre-
sents the main pluton population and 4P4 has been identified to be xenolithic, the conforming
ages of the two samples indicate a rather rapid cooling of the pluton, which was most likely
emplaced at a subvolcanic level (Matheis, pers. comm.) A third sample taken from the eastern
shoulder of the Jingsutu Structure, which is classified as "Late Caledonian" in the geological
map (GPGB, 1981), yields an age of ~270Ma (Early Permian). Thus, this sample is consider-
ably older than the analyzed samples from the Jingsutu Pluton. The age determinations are in
accordance with the general classifications in the geological map and underline that southern
and northern basement are genetically distinct basement units.

Interpretation of Geoscientific Investigations
Generally, many authors (e.g. LIU ET AL. (2005), WU ET. AL. (2003A), WANG ET AL. (2004))

favor the generation of Late Paleozoic and Early Mesozoic granitoids along the CAOB in a
tectonical setting, where a post-collisional or post-orogenic extensional collapse and crustal
thinning provide the heat to generate melts, which are derived from previously underplated
material. Some I-type intrusions with geochemical compositions comparable to the analyzed
samples from the Jingsutu Pluton and the Jingsutu Structure are described by:

• CHEN & JAHN (2004), who describe the Late Carboniferous (~294Ma), post-
collisional I-type magmatism in the Junggar Terrane to the NW of the Ejina
Basin,

Sample Location Description (Thin Section) Age [Ma]

4E3 southern basement - 
east of Jingsutu Structure

pyroxene, amphibole, biotite (mostly fresh), 
amphibole and pyroxene intergrowth 270.2 (±4.6)

4P3a Jingsutu Pluton granitoid, biotite (slightly chloritisized), feldspar 
(slightly serizitized), some titanite, some amphibole 219.3 (±3.4)

4P4b Jingsutu Pluton dioritic, increased mafic content, biotite (slightly 
chloritisized), titanite → xenolitic 218.0 (±3.4)

Tab. 4-1: Results of K/Ar-datings on biotites of three rock samples. 
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4.2  Jingsutu Structure & Pluton
• CHEN ET AL. (2000), who describe the Halatu Granite. The intrusion is located
about 1000km to the ENE of the Ejina Basin and is dated as Late Triassic
(~228Ma).

• WU ET AL. (2003A & 2003B), who describe highly fractionated I-type granites
in the Xing’an Range to the NE of the Ejina Basin, which are dated as Late
Jurassic (~140Ma, Yiershi Pluton, see Appendix). They explain negative
anomalies in their spidergrams (sim. Fig. 4-11) by the fractionation of Ti-
bearing phases (ilmenite, titanite → Nb–Ti), apatite (→ P), plagioclase (→ Sr),
and K-feldspar (→ Ba), which is hence considered to be a possible
interpretation for our analyzed samples.

The given references emphasize that comparable intrusions were emplaced along the
CAOB throughout the Late Paleozoic and Mesozoic.

When comparing our age determinations to published values, one has to bear in mind that
depending on the method, ages correspond to the crystallization of certain mineral phases at
specific closing temperatures. WU ET AL. (2003A) estimate rapid cooling rates between
25-45°C/Ma for I-type granites in NE-China. Accordingly, datings on biotites (K/Ar, closing
temperature ~400°C) may post-date datings on Zircon (U/Pb, cooling temperature ~850°C) by
approximately 10-20Ma. Considering this, a regional overview of age determinations from lit-
erature and maps (different isotopic dating methods) in Fig. 4-14 facilitates the interpretation
of the geochronological results and tectonical implications:

To the NW of the Ejina Basin, the oldest datings are associated with granitic intrusions of
Early Carboniferous - Late Permian age, i.e. >300Ma (HAN ET AL., 1997; KOZLOVSKY ET AL.,
20051). The intrusions are roughly aligned on a NW-SE striking line along the Chinese -
Mongolian border and mark the suture corridor between the Siberian Block (SB) to the N and
Kazakhstan Block (KB) to the S. In the publications the Early Carboniferous - Late Permian
intrusions are related to post-orogenic extension. Additionally, datings on aluminous granites
(HAN ET AL., 1997) and various mineralizations further to the NW2 (CHIARADIA ET AL., 2006)
indicate a second, post-tectonical phase of activity during the Early Permian (~265-280Ma).
Along the suture corridor between the SB and the KB, the Early Permian phase of activity is
seemingly restricted to the NW section, which may be due to the lack of data available along
the international border.

Our age determination of the Permian intrusion in the southern basement can be seen on an
E-W striking line of consistent datings approximately along 42°N to the W of the Ejina Basin
(Fig. 4-14, dark gray boxes): Ore deposits (ZHANG ET AL., 2005; MAO ET AL., 2005), mafic
intrusions (ZHOU ET AL., 2004), a monzogranitic intrusion (GPGB, 1981), and basement to the

1. The bimodal volcano-plutonic association in the Tost Range, which was investigated by Kozlovsky et al. (2005), is
located N of the Ejina Basin, ca. 135 km NW of the Jingsutu Pluton.

2. Not depicted in Fig. 4-14.
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E of the Jingsutu Structure are all dated as Early Permian (~270Ma). All intrusions are related
to post-collisional resp. post-orogenic extension. Authors describe the line along 42°N as part
of the suture corridor between the KB or MAT to the N and the Tarim Block (TB) to the S. The
line is supposed to extend into the Ejina Basin below Quaternary sediments as the
Ebinur-Juyan Fault (WÜNNEMANN, 1999). This interpretation is supported by geophysical
investigations (WANG ET AL., 1997), where the suture between the KB and the TB is inter-
preted ~40km to the S of the Ebinur-Juyan Fault (Hongshishan Fault in WANG ET AL., 1997)
along the Shibanjing-Xiaohuangshan Fault.

Subparallel, just to the N of the previously described line of Early Permian intrusions, a sec-
ond E-W striking line with Middle-Late Triassic (219-240Ma) datings can be seen along
~42.5°N (Fig. 4-14, light gray boxes). Along this line, ore deposits (ZHANG ET AL., 2005), the
Jingsutu Pluton, granitic intrusions in the Yagan Metamorphic Core Complex (YMCC; WANG

ET AL., 2004), the Halatu Granite (CHEN ET AL., 2000), and the Longtoushan 1 Granite (LIU ET

AL., 2005) are related to a Late Triassic phase of post-collisional resp. post-orogenic exten-
sion. According to the authors, the YMCC, which is located 160km to the ESE of the Jingsutu
Pluton, and the Halatu Granite are both located N of the Solonker Suture, which separates the
southerly NCB from the northerly SB resp. MAT. 
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Fig. 4-14: Overview of age determinations (<400Ma) in NW China. Post-collisional resp. post-orogenic
intrusions are reported along the international border (Carboniferous, black), along ~42°N
towards the W (Early Permian, dark gray) and towards the E (Late Triassic, light gray) of the Eji-
na Basin (RB). Additional age determinations (various ages, white) show, that post Triassic
activity is exclusively reported to the E of the RB. For block boundaries refer to Fig. 3-2 (p. 67). 
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4.2  Jingsutu Structure & Pluton
Our age determinations are consistent with age determinations along the approximately
E-W striking suture zones between the southerly blocks (TB, NCB) and the northerly blocks
(KB, SB, MAT). They reflect the W to E progressing closure of the Proto-Tethys with subse-
quent phases of accretion (p. 65) and extension. This trend of decreasing intrusion ages
towards the E is further underlined by additional ages determinations from literature and maps
in Fig. 4-14: while the W of the Ejina Basin was stabilized after the Triassic, younger phases
of Jurassic-Cretaceous magmatic activity are solely concentrated to the E of the Ejina Basin.
The cited references give possible leads for extended petrological investigations and interpre-
tation of our data, which will however not be pursued further in the scope of this thesis.

The evaluation of satellite data yields two distinct strike directions of lineaments (LB and
LC in Fig. 4-6), which are possibly connected to phases of tectonical deformation:

For the WNW-ESE striking direction LC sinistral
shearing is obvious and an upper age limit can be
derived from our datings on the eastern shoulder of
the Jingsutu Structure: since LC cuts the dikes
associated with the intrusion (Fig. 4-8), the sinis-
tral shearing postdates the Early Permian
(~270Ma, sample 4E3, Tab. 4-1). No further direct
constraints for the timing of sinistral shearing can
be deduced from the isotopic age determinations in
the northern basement, because the relationship
between the sinistral shearing and the Jingsutu Plu-
ton is not clear from the satellite images (Fig. 4-7).
However, additional evidence pointing to a
regional occurrence of sinistral shearing can be

found in satellite images ~185km to the SW of the Jingsutu Structure (Fig. 4-15), where simi-
lar sinistral shearing with an offset of ~2-3km is evident at a "Late Caledonian" intrusion
(GPH, 1990) in the basement to the SW of the Ejina Basin. Under the assumption of a coeval
regional occurrence, two possible phases of regional tectonical activity with predominant sin-
istral shearing can be identified in the current literature:

A Late Paleozoic phase is identified by LAURENT-CHAVRET ET AL. (2003). Based on struc-
tural studies and isotopic age determinations, they report several sinistral events in the spurs of
the Altay mountains along the Erqishi-Irtysh shear zone to the NW of the Ejina Basin, which
they date as Late Paleozoic (Permian). They relate these events to post-orogenic processes
along the suture zone between the KB and the SB. However, most of their described indicators
for sinistral shearing are dated as Early Permian (~280-290Ma), which predates our age deter-
minations.

50' 100˚E

41˚N

5'

dikes?

Fig. 4-15: Sinistral shearing in "Late Cale-
donian" intrusion (GPH, 1990) within the base-
ment units to the SW of the Ejina Basin.
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Cenozoic activity with sinistral offsets related to the Himalayan orogeny is reported at sev-
eral locations around the Ejina Basin, e.g. in the easternmost Gobi Altay to the N of the Ejina
Basin (CUNNINGHAM ET AL., 1997), to the W of the Ejina Basin (CUNNINGHAM ET AL., 1996),
in the Hexi Corridor to the S of the Ejina Basin (DING ET AL., 2004; DARBY ET AL., 2005), and
in the South Gobi Basin along the EGFZ (s. Fig. 3-4, p. 70) to the NE of the Ejina Basin
(WEBB & JOHNSON, 2006).

According to the widespread spatial occurrence of sinistral shearing during the Cenozoic, a
connection of LC to this phase of activity is the preferred interpretation. However, the connec-
tion of LC to the Late Paleozoic or a yet undefined phase of activity can generally not be ruled
out, since no direct datings of kinematic markers are available. 

The interpretation of the SSW-NNE striking lineament LB in connection to the Jingsutu
Structure as a tectonical feature is at first sight less obvious. Geological maps indicate no fault
related context of the Jingsutu Structure. However, the petrological investigations reveal
distinct differences in the geochemical compositions of basement rocks on the eastern and
western shoulder of the Jingsutu Structure (Fig. 4-10 and Fig. 4-11). This spatial distinction of
the southern basement is also evident in spectral (Fig. 4-9) and structural differences
(Fig. 4-7) visible in satellite images. Thus, the geoscientific investigations give first evidence
that the Jingsutu Structure may separate different basement units or different basement levels.

The interpretations of the geoscientific investigations in the vicinity of the Jingsutu Struc-
ture are summarized as follows:

• In accordance with the current literature the basement around the Jingsutu
Structure and the basement around the Jingsutu Pluton are related to two distinct
phases of post-collisional resp. post-orogenic extension.

• The classifications of our age determinations in terms of the current literature
concurrently show that the basement units around the Jingsutu Structure and
Jingsutu Pluton are located N of suture zones, which separate the southerly
(NCB, TB) from the northerly blocks (KB, SB, MAT) (s. Fig. 3-2, p. 67). 

• The distribution of intrusion ages in Fig. 4-14 shows that the Ejina Basin
separates a region with predominantly Late Paleozoic activity to the W and a
region with predominantly Mesozoic activity to the E. 

• According to differences in the geochemical composition as well as structural
and spectral characteristics, the SSW-NNE striking Jingsutu Structure separates
distinct basement units. These differences may be explained by vertical or
horizontal offset of basement units. However, a fault related contact is not
indicated in geological maps. In connection to the Jingsutu Structure, the
SSW-NNE striking direction LB, may be related to Late Jurassic-Early
Cretaceous normal faulting with the same strike direction, which is reported
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4.2  Jingsutu Structure & Pluton
from seismic sections in the Chaoshui Basin to the S of the Ejina Basin
(VINCENT & ALLEN, 1999). 

• NW-SE striking lineaments (LC), along which sinistral shearing is evident in
satellite images, are classified in terms of the regional occurrence of sinistral
strike-slip faulting in NW China during the Cenozoic.

4.2.3 Geophysics

TEM Measurements
Measurements in the Jingsutu Structure were
conducted along two subparallel, ~4km long
profiles, which cross the structure perpendicular
to the assumed geological strike from E-W
(small squares in Fig. 4-16). Basement units on
either side of the structure exhibited a rather
rough topography and were not suitable for the
placement of a large TEM coil. Thus, measure-
ments were restricted to the central section of the
structure. The only minor obstacles for measure-
ments were occurrences of a rhyolite (hatched
area in Fig. 4-16), which in places reached rela-
tive elevations of up to approximately ten meters

with respect to the surrounding. The remainder of the profiles was located on flat terrain in the
central sections of the profiles or on gently sloping uphill terrain towards the E margin of the
structure (marked pediment surface in Fig. 4-16). The northern profile (Profile N), which
coincides with the central section of the AMT profile (BECKEN ET AL., 2007), comprises a total
of 44 stations. Along the southern profile (Profile S), which is located about 3km to the S,
measurements were taken at a total of 40 stations. With respect to the N-S extension of the
structure, Profile N is located in the center and Profile S is located on the southern margin of
the structure. Profile S crossed several paleo-shorelines (exemplarily depicted in Fig. 4-16),
which mark holocene phases of higher water levels of the adjacent lake (HARTMANN, 2003).
Along both profiles, loops at neighboring stations were placed edge to edge, thus, resulting in a
constant station-spacing of 100m. While the dense spacing of stations along each profile guar-
antees that measurements partially share the same induction volume, the distance between the
profiles is too large for any significant sensitivity overlap. In the following, stations along
these two profiles will be referred to with respect to the position, e.g. SN0m is the westernmost
station at 0m on Profile N.
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Fig. 4-16: Location of TEM-measurements in the
Jingsutu Structure. 
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Additionally, measurements were taken on a small array (6x3 stations) on the W margin of
the structure (large rectangle in Fig. 4-16). The southern stations of the array coincide with the
westernmost stations of Profile N (Fig. 4-20). The main purpose of measurements on the array
was to identify possible 3D effects in the data, thus, checking the validity for the assumption of
a 2D distribution of resistivities. 

All measurements were carried out in the coincident-loop configurations (100x100m2)
using the old LAPTEM configuration (s. Appendix A, p. 133ff). Measured transients yielded
evaluable data between ~170μs up to at maximum 200ms. At eleven stations on Profile N and
one station on Profile S the switching to high gains was accidentally not performed during
measurements. Therefore, measured transients at these stations cover a time range of only up
to ~8ms, which causes a decreased depth of investigation. Consequently, the new control soft-
ware for the LAPTEM was designed with the possibility to perform measurements with a pre-
set script (Appendix A.1.1, p. 134), which reduces the chances of such operational mistakes. In
the following 1D inversion of measurements (Fig. 4-17) these stations are easily recognizable
by the decreased depth of investigation. For the 2.5D modeling the missing data at late times is
less critical, if it is available at adjacent stations. In this case the partially overlapping induction
volume of neighboring stations guarantees a sufficient sensitivity of the underground model to
the measured data. Therefore, the only critical section to be considered in the 2.5D modeling of
data is located between SN2300m-SN2800m.

1D Inversion
The processed data was used in constrained 1D smooth inversions. At each station, all mea-

sured runs were inverted simultaneously with a starting model chosen as homogeneous half-
space. According to the example analysis (s. Fig. 2-9, p. 21) the regularization parameter for
the smooth inversion (→ 2-12, p. 20) was first fixed to a value of 0.18. After visual inspection
of the inversion results it was lowered to values of 0.056-0.1 at some stations, which improved
data fits without significant changes to the resulting inversion models. 

Along the profiles the 1D smooth inversion yield average RMS misfits (→ 2-8, p. 16)
between 3.3(±0.8)% on Profile N and 3(±1)% on Profile S. Three stations with larger RMS
errors (~10%), located directly on the western edge of the Jingsutu Structure (SN0m, SS0m,
SS200m), were excluded from the calculation of the average RMS. Measured data and results
of the 1D smooth inversions are summarized in Appendix C (p. 164ff). 

In Fig. 4-17 the resulting sections of 1D models show a general trisection of the subsurface
resistivity distribution into a highly conductive central section (1-5Ωm) and resistive units
towards the E and W (>30Ωm). Since this trisection is evident along Profile N and Profile S
(Fig. 4-17, top and bottom, resp.), the general similarity of sections implies that the overall
structure in the considered depth range is 2D. The station map (Fig. 4-16) shows that Profile S
is close to the southern edge of the Jingsutu Structure. It crosses several paleo-shorelines and
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Fig. 4-17: Models of 1D smooth inversions displayed as sections for the two profiles across the Jingsutu
Structure (Fig. 4-16). At each station the associated 1D model is plotted with respect to the true
elevation. The vertical exaggeration for both profiles is about 7:1. A section displaying the results
of the 1D block inversions along Profile N can be found in the Appendix (Fig. C-3, p. 166).
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is possibly already in the sphere of influence of the southerly adjacent lake Jingsutu, but does
not connect to marked surface features like the rhyolite or the pediment surface (Fig. 4-16).
Thus, it can be expected that the two profiles to some extend represent distinct geological set-
tings and direct comparisons should be restricted to the general features. The interpretation of
structural details on Profile S is problematic, because additional information and confirmation
from the AMT is not available. A distinction between 2D- and 3D effects in the data of
Profile S is not possible and in the following, structural details are only further discussed for
Profile N.

Between SN200 -SN1500m a wedge shaped structure (3a in Fig. 4-17) of intermediate
resistivities (5-10Ωm) can be seen down to a relative depth of ~150m on Profile N. This struc-
ture coincides well with the E-W extension of the rhyolite and has no counterpart on Profile S.
Thus, a comparison of the areal distribution (Fig. 4-16) further suggests that the wedge shaped
structure is associated with the rhyolite. 

The resistivity section along Profile N indicates a general westward dipping of structures in
the highly conductive part of the section between SN700-SN3000m (dashed lines). At a differ-
ent scale this general westward inclination is also evident in the AMT section (s. following
chapter). Because structural details are difficult to interpret in the smooth section, an additional
1D block inversion was performed for measurements on Profile N (s. Appendix C, Fig. C-3,
p. 166). The section of 1D block models yields essentially the same structural westward dip
and angles of inclination in the range between 3-22°. Since the placement of the depicted layer
interfaces depends on the interpreters choice and is ultimately also influenced by the selected
coloring, the given inclinations have to be considered rough estimates. Consequently, a strict
application of formula 2-27 (p. 36) for the estimation of the true inclinations from the apparent
inclinations with respect to the 1D section is not appropriate. However, a rather general appli-
cation of the theoretical results suggests that the true inclinations may be somewhat steeper
than the interpeted angles of inclination, but not excessively (comp. Fig. 2-18, p. 36).

A 1D joint inversion together with AMT data along Profile N was not conducted, since an
analysis of AMT data indicates 2D/3D conditions at most stations and for most frequencies in
the recorded frequency bands (Becken, pers. comm.). 

2.5D Modeling
As shown in chap. 2.3.5, the 1D inversion of 2D or 3D data introduces bias in the

1D inversion models. Therefore, a 2.5D modeling is applied to the measurements along
profile. Since fitting data with trial-and-error forward modeling is a time consuming process, it
is concentrated on profile N. This also has the advantage that the modeling results can be
compared with the 2D inversion model obtained from the MT data along the same profile. 
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According to the number of stations on Profile N, each iterated 2D model required 44 for-
ward calculations with TEMDDD, which were performed on a small cluster at the department
with, depending on availability, between 1-10 parallel computer nodes (s. chap. 2.3.4, p. 32ff).
The 2D models were created and adjusted using the ModelCreatorGUI and input models to
TEMDDD were generated using the associated model generator (s. chap. 2.3.3, p. 29ff). A
look at the elevations along the profile (comp. Fig. 4-17) shows that measurements were con-
ducted on generally flat terrain. Therefore, any effects due to the topography can only have a
marginal importance and all 2D models consequently were created with a flat topography.

The 2.5D modeling was performed by comparison of late time apparent resistivities of mod-
eled and 1D reference transients. Reference transients were calculated by using the models of
the 1D inversion for forward calculations with TEM1Dmod. In these forward calculations any
parameters purely related to the acquisition - i.e. ramp time, internal lowpass filter and repeti-
tion frequency of the transmitter - were excluded or set to zero. This approach was taken to
avoid the necessity to include these parameters into the calculated 2.5D transients. It is justi-
fied, because the models of the 1D smooth inversion represent the measured data well without
significant deviations (e.g. Fig. C-1, p. 164). 

The starting model (not depicted) was chosen with
respect to the result of the 1D section (Fig. 4-17,
Fig. C-3) and included seven 2D bodies, each with
a homogeneous resistivity. The 2D bodies were
embedded into a homogeneous halfspace of
200Ωm. During the first iterations, only the struc-
ture and bulk resistivity of bodies were altered and
some additional bodies were included into the
model. In this phase of modeling, model updates
were constructed in a "trial-and-error" manner by
visual inspection of the data fit. Once the apparent
resistivities of the modeled transients started to
exhibit similar characteristics when compared to
the reference transients, model updates were con-
structed as illustrated in Fig. 4-18. In this approach

the calculated 2.5D transients were subjected to a 1D block inversion (right branch in
Fig. 4-18). The starting model for this 1D inversions was taken from the according result of
the already existing 1D block inversion of the measured data (left branch in Fig. 4-18). A
comparison of the resulting block models was then used to adjust the 2D model. This approxi-
mation strategy for the 2D sensitivity is similar to the approach for a 2D block inversion of DC

Measured Data TEMDDD Data

2D Model

1D Model (Meas.) 1D Model (TEMDDD)

Comparison & Model Update

1D Block Inversion

Starting Model

Fig. 4-18: Schematic diagram explaining the
model update in the 2.5D modeling.
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data described by CHRISTIANSEN & AUKEN (2004). During the last phases of modeling, resis-
tivities were also adjusted locally within 2D bodies to further improve the data fit
(comp. Fig. 2-14, p. 31).

The final result of the 2.5D modeling is displayed in Fig. 4-19. The resulting model curves
are summarized in terms of apparent resistivities together with the associated data fits in
Appendix C.1 (p. 163ff). Except for the four westernmost stations, which show a poor data fit
with RMS errors between 20-80%, all measured data is explained well by the 2D model with
an average RMS of 8(±4)%. Generally, the 2D model consists of 11 bodies with internally
varying resistivities, which are combined into 5 groups in Fig. 4-19. 

The most prominent features of the 2D model are represented by the resistive bodies 1a-b in
the W and E, and the highly conductive bodies 2a-d in the center of the model (bold characters
refer to Fig. 4-19). In the course of the modeling, bodies 2a and 2b were handled as distinct
units, but are represented by similar resistivities between 2-3.5Ωm in the final model. Thus,
they could also be considered as single entity with respect to the resistivities. Between
SN2100-SN2600m, body 2d shows increasing conductivities and could also be attributed to
the bodies 2a,b or to body 2d. Since the position roughly coincides with the section of the pro-
file where - due to an operational mistake - several stations with decreased depth of
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investigation exist, the exact mapping of resistivities to bodies and, thus, the connection of
bodies 2c and 2d as depicted in the final 2D model is an arguable feature as indicated, which
will be further discussed in the following chapter. Since the TEM method is inherently sensi-
tive to good conductors, body 2c is the best resolved feature of the 2D model. With resistivities
well below 1Ωm in some sectors, this unit exhibits extremely high conductivities. The increase
in resistivity beneath 2c between SN1500m-SN2000m is indicated by the measurements and is
connected to body 2b in the 2D model. However, the exact amount of increase is a poorly
resolved parameter and the modeled value of 2Ωm has to be considered a lower bound (comp.
A-type model in FITTERMAN, 1988). 

The resistive units 1a-b are separated from the conductive units 2a-d by units 3a-b, which
are modeled with intermediate resistivities between 5-15Ωm. The westerly body 3a exhibits a
rather heterogeneous resistivity structure. It coincides with the wedge shaped structure, which
was already indicated in the 1D section (Fig. 4-17, top) and is likely connected to the
occurrence of the rhyolite. To achieve a better data fit it would generally be possible to split
this body up into several smaller bodies, but for reasons outlined in the following chapter it
was left as single unit to avoid a possible over-parametrization of the 2D model. The easterly
body 3b marks a subparallel transition zone between the highly conductive unit 2b and the
resistive unit 1b. It shows continuously increasing resistivities from W to E and is a relevant
feature needed to explain the measured data. However, with respect to the measured data
between SN3300m-SN3900m (s. Fig. C-1, p. 164), the gradually increasing resistivities with
depth connected to unit 2b constitute a model type, which is generally not well resolved by the
TEM method (A-type model in FITTERMAN, 1988). Therefore, the overall structure at interme-
diate depths in terms of a layered model is inherently bound to equivalence in this part of the
model. 

Bodies 4a-c indicate generally higher resistivities at shallow depth along most of Profile N.
Again, the increase in resistivity is indicated by the measured data, but the displayed resistivity
values have to be considered lower bounds, i.e. similar data fits could also be achieved with
arbitrarily increased resistivities (Ka-type models in FITTERMAN, 1988). Finally, body 5 repre-
sents a part of the 2D model, which does not explain the measured data well. As outlined
below, 3D effects in the data are likely to be relevant in this part of the model and the structure
of this unit should not be over-interpreted. 

To estimate the depth of investigation, the final 2D model in Fig. 4-19 was cut below fixed
depth levels by including homogeneous halfspaces of 1Ωm or 30Ωm (not depicted). The
according 2.5D modeling shows that, depending on the considered station, sensitivity in the
time range covered by measurement is usually given down to depths between 300-400m.
Hence, the 2D model in Fig. 4-19 is displayed down to a depth of 300m.
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4.2.4 Interpretation
The general similarity of the 1D sections along the two profiles (Fig. 4-17) shows that the

resistivity distribution within the Jingsutu Structure is aligned with the geological strike of the
structure and, thus, 2.5D modeling is generally feasible. Furthermore, the general
2D characteristic of the Jingsutu Structure in the depth range relevant for the interpretation of
TEM data is also inferred from the strike- and dimensionality-analysis of AMT data in
BECKEN & BURKHARDT (2004), which was performed for AMT measurements on Profile N.

However, a detailed look at local variations of the
resistivity structure perpendicular to the profiles shows
that 3D effects may also play a significant role in some
parts of the profiles. Exemplarily, Fig. 4-21 displays the
1D smooth inversion results of measurements on a small
array (Fig. 4-16, Fig. 4-20) on the W margin of the Jing-
sutu Structure. For a better comparability of measure-
ments, the data is represented as apparent resistivity,
which was calculated from the 1D inversion models with acquisition-specific parameters (e.g.
ramp time) set to zero. While stations in the W of the array (0m-200m in Fig. 4-21) show
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Fig. 4-20: Schematic station map for
array (comp. Fig. 4-16 and Fig. 4-21).
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Fig. 4-21: Late time apparent resistivity of 1D smooth inversion models for stations on the array in the Jing-
sutu Structure, symbols as in Fig. 4-20.
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4.2  Jingsutu Structure & Pluton
strong variations in the E-W direction, but a relatively homogeneous distribution in the N-S
direction (→ 2D conditions), the stations in the E of the array (300-500m) show variations in
E-W and N-S direction, thus, indicating significant 3D effects in this part of the array.
Ultimately, a clear identification of 3D effects purely based on the TEM measurements is only
possible for the westernmost stations depicted in Fig. 4-21, i.e. where areal measurements are
available. Otherwise, a distinction of 2D- and 3D-effects in the TEM measurements is not
possible, because no horizontal components of the electrical or magnetical fields were per-
formed in the TEM measurements. The 3D effects in Fig. 4-21 are most likely connected to
local variations due to the rhyolite or the transition zone from westerly basement into the
central, more conductive sediments of the Jingsutu Structure. For the remainder of the profile,
it is inferred from the general similarity of the 1D sections and the analysis of AMT data in
BECKEN & BURKHARDT (2004) that the assumption of a general 2D characteristic of the struc-
ture is valid and, thus, 2.5D modeling is feasible.

To facilitate the interpretation, the final result of the 2.5D modeling is combined with a
3D topographic view of the Jingsutu Structure and a satellite image in Fig. 4-22. Please note
the vertical exaggeration of 8:1. Just like the 1D sections, the 2D model shows a general trisec-
tion of the Jingsutu Structure into an easterly and westerly basement and a central part with
highly conductive sediments of presumably Late Jurassic and Quaternary age (GPGB, 1981). 

The basement units to either side of the Jingsutu Structure are distinct in their resistivity
characteristic. The westerly basement (1a, bold characters refer to Fig. 4-22 or Fig. 4-19) is
modeled with a value of 200Ωm or higher, which can be considered a typical value for a base-
ment unit. The easterly basement (1b) exhibits a much lower resistivity of around 60Ωm
(comp. SN0m and SN4300m in Fig. C-1, p. 164), which was measured directly on top of out-
cropping metamorphic units by both TEM and AMT. A possible explanation for such an
exceptional low value for a metamorphic basement unit should require a considerable jointing
of the basement rocks and substantial amounts of associated fissure water. Since the upper
edge of the easterly basement is modeled at 890m.a.s.l., a possible source for the fissure water
are floodings of the Jingsutu Structure from the S, which will be discussed in detail below. The
significant differences of the westerly and easterly basement in the 2D model is concurrent
with results of the AMT (BECKEN ET AL., 2007), the geochemical analysis (s. chap. 4.2.2,
p. 84), and the results of remote sensing data (s. chap. 4.2.1, p. 81).

Even though the TEM 2D model is not adequate in detail for the westernmost stations on
Profile N, it is evident from the measurements (s. Fig. C-1, p. 164), the 2.5D modeling of
TEM data and the interpretation of AMT data (BECKEN ET AL., 2007) that the transition from
high resistivities, which represent the westerly basement (1a), toward the low resistive units in
the center of the Jingsutu Structure (2a & 3a) is rather abrupt. According to the modeling, a
steeply inclined interface with an angle of inclination probably above 45° is indicated, which is
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located somewhere between SN300-SN500. Consequently, normal faulting with substantial
vertical displacement is interpreted along the western margin of the Jingsutu Structure. Simi-
larly, the eastern margin of the Jingsutu Structure also shows a steeply inclined transition in the
2D model, but no direct contact between the basement unit (1b) and the highly conductive
units (2a-d). Generally, sounding curves between SN3300m-SN3900m (s. Fig. C-1, p. 164)
show gradually and smoothly increasing apparent resistivities, a model type, which for the
TEM method is inherently affected by model equivalences (FITTERMAN, 1988). Thus, the
structural significance of the 2D model is limited in this part of the profile and the interface
between basement and sediments is only approximate. Therefore, the indicated normal faulting
along the eastern margin of the Jingsutu Structure (Fig. 4-22) is possible with respect to the
2D model, but less evident if compared to the interpreted normal faulting along the western
margin.

Fig. 4-22: 3D view of the Jingsutu Structure (Corona- & SRTM-data) together with the TEM section dis-
playing the final result of 2.5D modeling along Profile N (→ Fig. 4-19). The underground blocks
are sliced along the geophysical profile line and shifted with respect to each other. Please note
that the underground model is displayed with a vertical exaggeration of 8:1.
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4.2  Jingsutu Structure & Pluton
In the central part of Profile N sedimentary units with very low resistivities prevail (2a-d).
The maximum depth of investigation for the TEM data suggests that these sediments reach a
considerable maximum thickness of at least 350m in the central part of the Jingsutu Structure
between SN1000m-SN2000m. According to AMT measurements the maximum thickness is
even larger and amounts up to at least 500m (BECKEN ET AL., 2007). However, due to the lim-
itations of both applied electromagnetic methods, the good conductors’ exact lower bound
(2c-d) remains a poorly determined parameter. 

Considering the geology and climate of the work area, resistivities below 3.5Ωm can be
attributed to saline groundwater, which can generally be generated under arid conditions - due
to high evaporation rates - by the enrichment of minerals in shallow standing water bodies or
in shallow groundwater (KIRSCH, 2006). High concentrations of clay may further contribute,
but by themselves would not suffice to explain the encountered high conductivities. The large
volume of saline groundwater interpreted in the Jingsutu Structure requires a long duration of
the underlying geological process, thus, ruling out a purely modern generation of the saline
waters. Since low resistivities of sediments are mainly attributed to the pore-fluids, a basic
form of Archie’s law for water-saturated, clay-free material (e.g. KIRSCH, 2006B) may be
applied:

4-1

In this empirical formula the bulk resistivity ( ) of a material is attributed to the resistiv-
ity of the pore-fluid ( ) and the formation factor (F), which depends on the porosity of the
material ( ) and material constants. Typical values for the material constants are e.g. [a=1.0;
m=1.3] for loose sands or [a=0.7, m=1.9] for sandstones (KIRSCH, 2006B). Because neither
the material constants nor the pore-fluid resistivities of the sedimentary units are known from
direct measurements, only very general conclusions may be drawn.

The application of Archie’s law suggests that the sedimentary units should have a substan-
tial porosity and are probably not consolidated at depth: a consolidated sandstone with small
porosity and a large formation factor (e.g. Φ=10% → F~56) would require abnormally low
pore-fluid resistivities to explain the encountered low bulk resistivities. The observed spread
of resistivities in bodies 2a-d (0.6-3.5Ωm) can either be explained by a change in lithology, by
local variations of the pore-fluid resistivities, or a combination of both. From the drilling "D3"
(s. Fig. 4-6, p. 81) it is known that Jurassic units show a graded, downward coarsening bed-
ding. It is reasonable to assume that such an lithologic change will also be connected to a
change of porosities, thus, changing the formation factor F (→ 4-1) and the resulting bulk
resistivity. Examples from literature show that variations of the formation factor in the order
2-4 are frequently observed due to changing porosities in geological units (e.g. KIRSCH,

ρbulk

ρpf

Φ
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2006B, SCHÖNE, 1998), which is in the same order as the observed variations of resistivities in
bodies 2a-d. Consequently, without further information from drillings it is not possible to
determine, which of the two described effects might dominate. 

With the reservation that neither direct hydrogeological investigations were carried out
within the Jingsutu Structure nor information from drillings is available, some additional
preliminary conclusions are derived as follows: 

In the Jingsutu Structure, the highly conductive groundwater presumably has a depth to
watertable of about 10m from top ground surface, which equals a true elevation of about
910m.a.s.l.1 This presumed groundwater level approximately concurs to the level of
904m.a.s.l. found in the drilling G36 in the eastern Juyanze (HARTMANN, 2003), which how-
ever is attributed to a distinct hydrological system. In a hyper-arid region with current mean
annual precipitation rates of just 40mm/a (FENG ET AL., 2001) the replenishment or buildup of
an aquifer by local rainfall events is an unlikely cause and would also conflict with the low
resistivities encountered in the 2D model. An alternative explanation would be the influx of
surface- or groundwater from the N, which is generally possible with respect to the topography
of the Jingsutu Structure and the concealing basement units to the N, E, and W. However, the
involved catchment area of the landscape at present, which can be estimated by visual inspec-
tion of the elevation data in Fig. 4-6, is obviously too small to assume a significant contribu-
tion from the N. Instead, an influx from the area of the southerly adjacent lake Jingsutu could
be the dominant cause for the buildup and accumulation of saline groundwater. Investigations
of the geographical workgroup (e.g. WÜNNEMANN, 1999; HARTMANN, 2003) have identified
several stable lake phases with lake levels between 910-926m.a.s.l. between the Late Pleis-
tocene - Late Holocene. Paleo-shorelines (s. Fig. 4-16, p. 95) are remnants of these higher
lake levels and indicate that the Jingsutu Structure was frequently partially flooded from the S.
Since stable lake phases altered with periods of drought, the massive precipitation of salts dur-
ing phases of drought and their subsequent redepositioning during wet phases into the Jingsutu
Structure possibly explains the high conductivities encountered in the 2D model for bodies
2a-d and 1b in Fig. 4-19 and Fig. 4-22. Alternatively it can not be excluded that the formation
of saline groundwater is related to a much older period, where the assumptions about the
present landscape possibly do not apply. Ultimately, a thorough hydrogeological investigation
would be needed to further substantiate the given hydrogeological interpretations for the
Jingsutu Structure, but the sketched scenario gives a plausible explanation according to the
available facts. 

1. Please note that all elevations related to the geophysical measurements are extracted from the SRTM data set, which
may deviate from elevations from DGPS measurements (s. chap. 4.1.1, p. 75ff).
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4.2  Jingsutu Structure & Pluton
The examination of the hydrogeological situation concludes with an observation made dur-
ing field excursion in the spring of the year 2004, where the work group passed by the old mea-
surement area in the Jingsutu Structure and found that an enormous portion - i.e. at least
several square kilometers - of lake Jingsutu was filled with water. According to informations
from the local government the influx of surface water was seemingly initiated by the opening
of dams in the upper reaches of the Ruoshui river just to the S of the Ejina Basin. The encoun-
tered lake level was not measured directly with DGPS, but can be estimated at ~900(±5)m
from SRTM data. The observation shows that in this hyper-arid area, relevant lake levels of
the Jingsutu are episodically possible at present from the drainage system of the Ruoshui
(comp. Fig. 4-1, p. 73).

Apart from possible hydrogeological aspects,
the structural details of the final 2D model
probably give clues about lithological bound-
aries in the center of the Jingsutu Structure,
which may hint at the tectonic evolution. As
already indicated in the 1D section
(s. Fig. 4-17, Fig. C-3) a general dip of units
towards the W can be observed (dashed lines
in Fig. 4-22). At a larger scale this westward
dip is also indicated by the 2D section of
AMT data (Fig. 4-23), which was collected
at stations located on Profile N and further to
the E and W (s. Fig. 4-16, p. 95). The
2D section of AMT data displays the dipping

interfaces with steep inclinations of ~35-45°, but due to the different depth scale under consid-
eration a comparison to the TEM section is generally difficult.

In the TEM 2D model the westward dip is connected to several bodies and is characterized
by shallow inclination of ~5° between SN1700-SN3900 (2a-d, 3b, 4c) and a steep inclination
of ~25° between SN700-SN1700 (2a-b, 3a). Thus, the inclinations in the 2D model are in
general agreement with the values, which can be estimated from the apparent inclinations of
the 1D models (→ 2-27, p. 36). Even though the 2D model is not well resolved in some
sections (→ SN2300m-SN2800m) the good alignment of several body interfaces in the well
resolved parts of the model suggests that they may connect to form a single unit (dashed lines
in Fig. 4-22). The extrapolation of the unit with the shallow inclination to the surface connects
it to the pediment surface at the eastern margin of the Jingsutu Structure. This implies that the
sediments encountered on the pediment surface along the eastern margin of the Jingsutu
Structure continue below Late Jurassic and Quaternary sediments in the center of the structure.
Whether or not they continue across most of the structure and coincide with the steeply
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Fig. 4-23: 2D inversion result of AMT data in the
Jingsutu Structure (Becken et al., 2007, modified).
Note the different depth- and color scale when com-
paring to the TEM 2D section (Fig. 4-22). Below the
the good conductor in the center of the profile, the res-
olution of model parameters is poor and the indicated
westward dipping is questionable.
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inclined unit (western section of 2c) can only be assumed speculatively. Even though the clas-
sification is not clear, it is evident from the 2D model that the westernmost sections of the
highly conductive units (2a,b) continue below the mapped surface occurrences of the rhyolite.
The extrusion of the rhyolite should therefore post-date the deposition of these sediments. It
remains unclear, if unit 3a coincides with the rhyolite, i.e. really marks its’ occurrence at depth
or rather represents a block of sediments, which is influenced by the superficial distribution of
the rhyolite. The fairly low resistivities of unit 3a (comp. PALACKY, 1987) favor the latter,
which would mean that the rhyolite has only a minor thickness (→4a).

The interpretation of the geophysical and geoscientific investigations in the Jingsutu Struc-
ture concludes with a - in parts hypothetical - schematic sketch of the tectonic evolution in
Fig. 4-24, which also summarizes most results of the geophysical and geoscientific investiga-
tions:

1. According to an age determination of a sample collected on the eastern shoulder
of the Jingsutu Structure, the formation of the basement units around the
structure occurred during the Early Permian (~270Ma, s. Tab. 4-1, p. 90). This
age fits into the regional concept (s. Fig. 4-14, p. 92) and relates the formation
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Fig. 4-24: Schematic diagram for the interpreted tectonical evolution of the Jingsutu Structure. In details,
this reconstruction has to be considered hypothetical, but general aspects concur to the results of
the geophysical and geoscientific investigations (s. text for further discussion and explanations).
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4.2  Jingsutu Structure & Pluton
of the basement to the post-collisional or post-orogenic collapse along the sutur
zone between the Kazakhstan Block or Mongolian Arc Terranes to the N and
the Tarim Block to the S (s. chap. 3.1.1).

2. Subsequent to the formation of the basement, extensional movements led to the
creation of a graben structure. The direct relationship between the Jingsutu
Structure and the Jingsutu Pluton is not quite clear from the interpretation of
satellite images and it seems possible that the present day constellation might
differ from the original configuration during formation. However, it is evident
that the Early Jurassic Jingsutu Pluton (comp. datings, Tab. 4-1, p. 90) marks an
extensional event, which integrates well into the regional context (s. Fig. 4-14,
p. 92). In a regional context this extensional event is usually attributed to the
accretion of Cimmeria to the southern margin of Laurasia (s. chap. 3.1.1).
Consequently, it is assumed that the main phase for the formation of the
Jingsutu Structure coincides with the emplacement of the Jingsutu Pluton. It is
worthwhile to note that the creation of an approximately N-S striking
extensional graben structure in a regional stressfield due to compressional
forces from the SW is in agreement with sand box experiments, which are
depicted in Fig. 3-3 (s. p. 68). Furthermore, an Early Jurassic formation of the
graben structure would also concur to the geological maps, which depict the
filling of the Jingsutu Structure as Jurassic.

3. The westward dip of bodies in the 2D model of TEM data, which is connected
to the pediment surface on the eastern margin of the Jingsutu Structure
(s. Fig. 4-22, p. 104), suggests that some rotation of the eastern block occurred,
which post-dates a first phase of sedimentation into the structure. With respect
to the AMT section (s. Fig. 4-23, p. 107) it is clear that the depicted model is
rather crude.

4. Subsequent to the deposition of Late Jurassic sediments in the structure, an
extensional phase caused the rhyolitic extrusion along the western margin of the
Jingsutu Structure. This extensional event post-dates the Jurassic
sedimentation, because in the 2D model (s. Fig. 4-22, p. 104) the highly
conductive units, which likely represent the Jurassic sediments, clearly continue
below the rhyolite. According to the geological map (s. Fig. 4-6, p. 81) the
rhyolite could relate to a "Late Variscan" phase, which would probably mean a
Latest Jurassic-Early Cretaceous age. Since the original formation of the
Jingsutu Structure was related to a regional stressfield due to compressional
forces from the SW (s.a.), it seems plausible that a similar regional tectonical
setting with stress from the SW could also explain a reactivation of the
structure. Therefore, the extension along the western margin of the Jingsutu
Structure might alternatively also be explained in terms of an Early Mesozoic
reactivation driven by the commencing Himalayan orogeny. Ultimately, direct
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age determinations of rock samples would be needed to distinguish between the
two possibilities.

A relative subsidence of the eastern shoulder with respect to the western shoulder of the
Jingsutu Structure is likely according to the encountered geochemical, structural, and geophys-
ical differences, but cannot be constrained to a certain time period. Long lasting phases of
deflation, e.g. the Triassic period, obviously contributed to the current state of the structure, but
have not been included in the schematic sketch (Fig. 4-24). 

The results of the geophysical and geoscientific investigations in the Jingsutu Structure are
further interpreted together with the results in the other working areas (s. following sections) in
the discussion (p. 113ff)
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4.3 Gurinai Structure
In this chapter, the TEM investigations from the Gurinai Structure are presented in combi-

nation with MT- and DC-data as a brief summary from HÖLZ ET AL. (2007). An elaborate
interpretation of MT-data can be found in BECKEN (2005).

The Gurinai Structure (working title) is named after a small village at the SE edge of the
Ejina Basin. The structure, which is part of the postulated N-S striking tectonical axis
(s. Fig. 4-1, p. 73), is defined by two almost 100km long, subparallel lineaments, which are
separated by a distance of 12km. The geophysical work area was located on the southern ter-
mination of this axis.

In the location map of geophysical profiles (Fig. 4-25) the western and eastern lineament
(WL, EL), which delineate the Gurinai Structure from the dune field of the Badain Jaran
Shamo desert to the W and from the Ejina Basin to the E, are well defined. In contrast to the
Jingsutu Structure, no outcropping basement units can be found in this part of the Ejina Basin
and the sedimentary deposits within the structure are of late Quaternary respectively Holocene
age (ZHANG, 1990). 

In the eastern part of the structure, a flat grassland area with a number of small water holes,
some containing fresh water, can be found. Water samples taken from wells in this grassland
area indicate a general increase of water salinity towards the west, which coincides with a
diminishing grass covering.
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Fig. 4-25: Landsat TM image showing two lineaments (WL & EL, resp.) and the locations of geophysical
profiles in the area of the Gurinai Structure. On the main profile (ACA'), TEM-, MT-, and DC-
measurements were carried out (s1-s36: MT; black line: TEM). Results for the other profile lines
can be found in BECKEN, 2005 (from HÖLZ ET AL., 2007, modified).
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Salt swamps with stratifications of salt, silt and clay under a saltcrust are located to the W of
the grassland. The salt swamps form the deepest depressions within the Gurinai Structure.
They are usually 1-10 m deeper than the surrounding units.

Further to the W, playa units are clearly delineated from the salt swamps at the western lin-
eament on the satellite image (WL in Fig. 4-25), but only showed a diffuse boundary with a
small uplift (<1m) in the field investigations. The playa-like sediments are distinguishable
from the salt swamps only by a seemingly smaller concentration of salts and an enrichment of
silts and clays in the top soil. 

Considering the results from geophysical measurements in the Jingsutu Wadi north of the
Gurinai Structure as well as satellite image interpretation (s. a. HARTMANN, 2003; WANG ET

AL., 2004), it was concluded that the lineaments in the Gurinai Structure might be a manifesta-
tion of neotectonic deformation processes affecting late Pleistocene and Holocene sediments.

4.3.1 Geophysics

1D Inversion of TEM Data
The resistivity section based on the inversion of TEM data (Fig. 4-26) can be divided into

two sections: In the eastern section of the main profile of geophysical investigations (AA' in
Fig. 4-25), resistivities generally show values of 30 Ωm or higher, whereas towards the
western section resistivities below 10 Ωm prevail. 
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Fig. 4-26: Depth section composed of 1D models from the inversion of TEM data. 
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In the eastern section of the profile (11-16 km in Fig. 4-26) the distribution of resistivities
depicts a stable layering and 1D inversion is feasible. A shallow layer (SLQ) with an average
thickness of 50 m can be traced from the first dunes of the Badain Jaran Shamo into the central
portions of the grasslands. Resistivities within this layer decrease from 100 Ωm in the east to
50 Ωm in the west. The western boundary of the layer is linked to a distinct color change on
the satellite image (turquoise to light gray Fig. 4-25), and its lateral extent correlates with the
existence of fresh water in shallow wells and small water holes. 

A second distinct feature in the eastern section of the main profile AA' can be found below
the shallow resistive layer SLQ. The wedge-shaped layer SPQ-E with resistivities of about 5 Ωm
is located below 150 m depth. While its top is subhorizontal, the lower boundary is gently
declining towards the east. Below the wedge-shaped layer SPQ-E resistivities increase
(> 20 Ωm) but are not well resolved in the inversion of TEM data. Around the western margin
of unit SPQ-E (13-14 km) models of 1D inversions show a considerable lateral variation below
100 m depth, probably indicating artifacts caused by the 1D inversion of 2D/3D data.
Unpublished internal reports of the local government based on ground water drillings depict
Neogene (i.e. young Tertiary) sediments within the Gurinai Structure in the according depth
range, without giving any further specifications. No significant vertical displacements are indi-
cated at the eastern lineament in the resistivity section. Instead, lateral variations in the depth
section of resistivities are indicated 2-3 km further west, where units SLQ and SPQ-E are discon-
tinuous. 

According to 14C-datings (MISCHKE, 1996; ZHANG ET AL., 2005), the resistive top layer is
interpreted as a series of partially consolidated, Late Quaternary sandstones carrying a fresh
water aquifer. The general elevation profile as well as the seemingly westward increasing
salinity imply a westward direction of the assumed groundwater flow from the dunes into the
grassland. Therefore, the dunes are considered to be an important source region for the ground-
water refill in the Gurinai Structure. Below the presumed aquifer at depths between 50-150 m,
resistivities around 30 Ωm still support the assumption of the existence of fresh groundwater.
The decrease of resistivities with depth can be attributed to increased salinization or higher
concentrations of clay. The existence of shallow groundwater and its connection to the dunes
in the Badain Jaran Shamo, a desert environment with a mean precipitation of 50 mm/a (GEYH

ET AL., 1996), is surprising but also supported by findings of JÄKEL (2002), who describes
dunes in the Badain Jaran Shamo containing substantial amounts of groundwater. His findings
coincide with observations of our workgroup at the foot of the westernmost dunes, where a
considerable moisture penetration of dune sands was found at only a few decimeters depth.

In the central section of the profile (11-13 km) the distribution of resistivities generally
shows a greater variability. Shallow variations of resistivities in the upper 70 m are linked to
small geomorphological units of minor importance. Further to the west (7-11 km), the profile
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line was not accessible at all locations due to sand dunes and vegetation. Resistivities show a
general decrease but may not, due to the loose site spacing, be interpreted in terms of a consis-
tent layering. 

In the westernmost section of the TEM-profile (3-7 km) very low resistivities prevail, caus-
ing a decreased penetration depth. At shallow depths a highly conductive structure SH with
minimum resistivities well below 1 Ωm and a thickness of about 100 m is detected. They have
to be interpreted as sediment packages containing substantial amounts of saline fluids as indi-
cated at the surface by the existence of salt swamps (Fig. 4-26). Across the WL resistivities are
discontinuous in the uppermost 40 m and show an increase from below 0.5 Ωm to 2.5 Ωm.
Increasing resistivities below the good conductor SH are evident from the TEM-measurements
and will be interpreted in the following section. 

1D Joint Inversion of MT, DC and TEM Data
BECKEN (2005) shows that 1D characteristics of MT data can be assumed in the shortest

period range, typically for periods smaller than 10-1 s. At stations along the main profile AA'
(Fig. 4-25) a 1D joint inversion for these periods together with TEM- and DC-data is thus
appropriate to construct sets of resistivity models, which cover the depth range down to about
1km. A joint inversion can, due to the different sensitivities of methods to model parameters,
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Fig. 4-27: Depth section of 1D joint inversion block models (locations in Fig. 4-25). Numbers above the
station names (s1-s18) refer to the amount of static shift in decades between TEM- and MT-data.
At all but one station static shift is smaller than 0.14 decades, equaling a maximum shift factor
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partially remove model equivalences and serves as additional cross-check for the validity and
quality of measured data. Apart from the resistivity models, a joint inversion is used to esti-
mate the magnitude of static shift in MT data. Static shift, caused by near surface inhomogene-
ities of the conductivity distribution, can lead to a frequency independent distortion of electric
fields, consequently shifting the apparent resistivities of MT data by a constant factor. Since
the TEM method measures the time derivative of magnetic fields and is therefore only induc-
tively coupled to the ground, it is inherently unaffected by static shift and can be used for its
correction (MEJU, 2005). For practical reasons, the MT determinant data is used in the joint
inversion, which is, however, virtually equal to the off-diagonal elements. Following the
suggestions of STERNBERG ET AL. (1988), TEM data is only used at times later than 200μs. The
resulting data fits of the 1D joint inversion are summarized in Appendix C.2 (p. 166ff). At all
but one station the static shift for the MT apparent resistivity (Fig. 4-27, top) is smaller than
0.14 decades, which equals a maximum shift factor of 100.14 = 1.38. Assuming this result to be
representative for the entire measurement area, it can be concluded that static shift is not
causing any serious problems in the interpretation of MT data (compare distribution of static
shifts in STERNBERG ET AL., 1988). 

In the resistivity section derived from the joint inversion (Fig. 4-27), the shallow sedimen-
tary units in the uppermost 200 m conform with the 1D inversion results of TEM data in the
previous section. At greater depth, below the sedimentary strata SPQ-E, a presumably crystalline
basement block Bcr with high resistivities above 500 Ωm between stations s04-s08, is laterally
bounded by units Bmet with moderate resistivities between 30-100 Ωm. An interpretation of the
units Bmet as sediment packages, as suggested by the relatively low resistivities, poses a prob-
lem, because enormous vertical displacements along the eastern and western boundary of the
crystalline block would have to be assumed. Similar to the results obtained from the results
from the Jingsutu Structure (chap. 4.2.3), these units are therefore interpreted in terms of meta-
morphic basement. Like in the interpretation of TEM data in the previous section, no signifi-
cant lateral variations of resistivities at greater depth can be observed at the EL. Instead, a
lateral discontinuity in the basement is indicated 4 km further west at the western boundary of
unit Bcr. A hypothetical connection between the discontinuities of the units Bcr, SPQ-E and SLQ

west of the EL can be proposed. 

The top of the westerly unit Bmet is declining towards the west and the overlying unit SPQ-W,
with resistivities around 5 Ωm, reaches a considerable thickness of at least 500 m below
stations s12-s14. With the same reasoning applied to the easterly unit SPQ-E, the westerly unit
SPQ-W is interpreted to consist of Prequaternary strata, which is mainly based on the conforming
resistivities and the location of its top edge at a depth of about 100 m below stations s13-s15.
At stations s12-s14, increasing resistivities with greater depth are indicated by MT data
(apparent resistivity and phase), but the maximum thickness of SPQ-W as well as the resistivity
of the presumed metamorphic basement are not well resolved in the joint inversion. Note that
115



Results of Geophysical & Geoscientific Investigations
the resistivity of the basement in the joint inversion is largely determined by the MT responses,
as the TEM- and DC-data will generally not penetrate as deep. If MT data starts to exhibit 2D
effects at the periods under consideration, it is generally difficult to resolve basement resistivi-
ties within the joint inversion. The presumably Prequaternary strata SPQ-W are discontinuous
across the WL. At the westernmost stations s16-s18, 1D models show a consistent layering
with increased resistivities (15 Ωm) below a depth of 200 m, probably indicating the presence
of metamorphic basement. 

4.3.2 Interpretation
In terms of the results obtained from the interpretation of TEM data in the Jingsutu

Structure (chap. 4.2.4), the most important feature of the 1D joint inversion in the Gurinai
Structure can be seen in the strong increase in the thickness of Prequaternary and Holocene
sediments (SPQ-W in Fig. 4-27) towards the western lineament. Even though the exact depth
of this unit is not resolved in the vicinity of the westerly lineament, it seems to resemble a
trough-shaped structure. The strike analysis of MT data (BECKEN, 2005) indicates a predomi-
nant geoelectric strike in the N-S direction (0°) in this part of the profile line, which is con-
nected to the trough-shaped unit SPQ-W. Thus, the geoelectric strike of the structure is consistent
with the N-S strike of the western lineament as indicated by satellite images (Fig. 4-25). 

Additionally local depressions like the salt
swamps can be traced on elevation data along the
western lineament of the Gurinai Structure for
almost 100 km (Fig. 4-28). 

In a hydrological study, GEYH ET AL. (1996)
show that the isotope composition of shallow
groundwater in the Gurinai Structure and the adja-
cent Badain Jaran Shamo is different from that of
groundwater analyzed in the vicinity of the
Ruoshui river, west of the geophysical array. They
propose the existence of a groundwater divide
between the Gurinai Structure and the Ruoshui
basin (s.a. GEYH & GU, 1999). BOYADGIEV &
VERHEYE (1996) state that the occurrence of gyp-
sum is often connected to geological situations "...
where faults and / or underground anticlinal fold-
ing structures are oriented perpendicularly to the
natural flow of groundwater". In the introduction
to this work area it was stated that the geomorpho-
logical change between the salt swamps and the
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Fig. 4-28: Shaded relief image of SRTM Jing-
sutu Structuredata showing the connection be-
tween the western margin of the Jingsutu
Structure (white arrow) and the western linea-
ment of the Gurinai Structure (black arrow). 
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westerly adjacent playa (s. Fig. 4-25) is mainly indicated by the enrichment of silts and clays
in the top soil. It is assumed that the westerly lineament coincides with the groundwater divide
as proposed by GEYH & GU (1999), which would give further evidence to the interpretations of
faulting.

According to the presented results from geophysical and geoscientific investigations it is
concluded that extensional faulting is evident along the western lineament. Its connection to
the westerly margin of the Jingsutu Structure is strongly suggested by satellite images
(Fig. 4-28).

4.4 Conclusion
In the combined interpretation of geophysical data in the Jingsutu Structure and in the

Gurinai Structure, similar trough-shaped sedimentary structures were identified, which have a
depth of at least 500 m. For both structures under consideration, an extensional setting was
concluded based upon the local findings of the geophysical and geoscientific interpretations.
Remote sensing data gives strong evidence, that both structures are linked and have to be seen
as part of a large N-S striking tectonical axis, along which extensional faulting occurred. Based
on results from petrological fieldwork the main building phase is interpreted as Jurassic, which
is in accordance with the generally assumed widespread occurrence of extensional faulting in
NW China during that period. The fact, that the tectonical axis is morphologically (elevation
data) and hydrologically (GEYH ET AL., 1996) apparent in the Quaternary sediments of the
Gurinai Structure is seen as evidence of a certain amount of neotectonic activity in this area. 

On a larger scale, sandbox experiments of FOURNIER ET AL. (2005) have shown that such
pull-apart structures naturally arise in a tectonical setting similar to the present one, where tec-
tonical stress is induced into NW China by the collision of India and Asia. However, according
to an unpublished lineament analysis of NW China, which was conducted in the scope of the
DFG-project, such N-S striking extensional pull-aparts are not evident outside the Ejina Basin
(Ott, pers. comm.). 

In an extended research of the current literature an important piece of evidence for a specu-
lative tectonical interpretation was found in VINCENT & ALLEN (1999). They show SSW-NNE
striking faults in the Chaoshui Basin, which is located to the SE of the Ejina Basin. In seismic
sections, they identify normal faulting, which they interpret to be due to the accretion of the
Lhasa Block to the southern margin of Laurasia during the Late Jurassic-Early Cretaceous.
Fig. 4-29 depicts their seismic sections, which reveal extensional pull-apart basins concealed
below Quaternary and Neogene sediments. According to their interpretation a NNE-SSW
strike direction is indicated for these pull-aparts, which concurs with the orientation of the
tectonical axis in the Ejina Basin. Furthermore, the lateral extent of one of the pull-aparts
seems to coincide nicely with the extent of the Gurinai Structure. In the description of the work
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area it was pointed out, that "several authors propose an interconnection between the East Gobi
Fault System and the Altyn Tagh Fault (e.g. WEBB & JOHNSON, 2006; YUE & LIOU, 1999),
which probably runs along the southern margin of the Ejina Basin." The hypothetical left lat-
eral offset of about 80km between the two structures is therefore in accordance with the dis-
cussions in the current literature, and could, upon further substantiation, possibly add to the
better understanding of the tectonical evolution in NW China.

To Gurinai Structure

Badain Jaran Shamo

Fig. 4-29: Occurrence of NNE-striking normal faults in the Chaoshui Basin according to seismic sections
(modified from VINCENT & ALLEN, 1999) and their hypothetical connection to the tectonical axis
in the Ejina Basin.
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Appendix A
LAPTEM - Specifications & Modifications

All TEM-measurements in China were carried out using the LAPTEM-device, purchased
by the TU Berlin in late 1997. The LAPTEM was manufactured by the Department of Earth
Sciences at Monash University and distributed by Geoinstruments (both Australia). Due to the
small number of instruments sold - only three were sold in Germany (Theurer (IGM), pers.
comm.) - there are only very few scientific articles about the application of the LAPTEM. Arti-
cles exist, e.g. in non destructive material testing with HTS SQUID sensors (PANAITOV ET AL.,
2002; KRAUSE ET AL., 2003). 

Because of a creeping device failure in the years 2002/03, test-measurements were carried
out to track down the cause of the failure. With very limited support from the Australian ven-
dor and no circuit diagrams, the error search turned out to be lengthy. Finally, a broken nano-
fuse and a slack joint in the parallel port connector were identified as source of error.
Subsequently, the experience gained during the repair and testing led to modifications of the
LAPTEM hardware and the development of a new control software. This new configuration of
soft- and hardware offers advantages over the original configuration. 

The specifications of original and new configuration will be described in the following. It
should be noted that both configurations are still operational and may be used for measure-
ments. The information in this chapter supplements the LAPTEM documentation for both soft-
and hardware and provides additional information needed for a correct interpretation of
measured data and may aid in troubleshooting.

A.1 General Mode of Operation
In this chapter the general mode of operation for the LAPTEM is described for the original

and the new configuration. The chapter comprises information about the control software
(chap. A.1.1) and the communication between control software and LAPTEM over the parallel
port (chap. A.1.2). 
Sebastian Hölz, TU Berlin



LAPTEM - Specifications & Modifications
A.1.1 Control Software

Original Configuration
The original DOS control software exists in several versions (Laptem30.exe, Laptem40.exe

= Lapnew.exe, Laptem50.exe). The version referred to hereafter as "DOS control software" is
Laptem40.exe. The results in the following chapters apply to the other versions as well. 

Due to the direct access of the control software to the parallel port, it will only work on
DOS based operating systems like Windows 98 or older. Newer operating systems (e.g.
Windows 2000) prohibit the direct access of the DOS program to the parallel port. Therefore,
the control software will not start. The experimental use of virtual device drivers did not reme-
diate the problem. Because the source code for the program was not made available by the ven-
dor of the LAPTEM, there is currently no way to operate the program on an up-to-date
operating system. Therefore, the user is forced to have an old operating system installed on the
computer used for measuring.

On each start of the program a calibration measurement is performed, which terminates
with the display of a calibration number. The calibration process is not documented in the
device manual (GEOINSTRUMENTS, 1997), but from tests (chap. A.2.2) it is known that the cal-
ibration number is somehow related to the speed of the computer’s CPU. The calibration
procedure is seemingly needed to adjust the software based timing for the triggering of the
AD-converter (Fig. A-2) to the predefined sampling frequency of 20kHz. The duration of this
calibration is strongly related to the speed of the computer’s CPU and may be the cause of
subsequent errors (chap. A.2.2). It can take more than one minute with up-to-date computers.
Neither the sampling frequency nor the length of the calibration cycle may be altered due to the
lacking source code. After the calibration, the program may be used for measuring as described
in the manual.
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A.1  General Mode of Operation
New Configuration
The new control software LAPTEMControl
consists of a collection of Matlab functions
and a graphical user interface (GUI,
Fig. A-1). In addition, the drivers for the
external AD-converter card need to be
installed via the program InstaCal (MCC,
2007). LAPTEMControl is platform inde-
pendent and can be run on any laptop with a
PCMCIA slot for the external AD-converter
card. It requires Matlab and the Data
Acquisition Toolbox (V2.2 or higher) to be
installed on the system. Compared to the
original configuration, the new configuration
offers the following advantages:

• Runs on any operating system with appropriate drivers for the PCMCIA-card.
• Source code is open and can be tested, modified, improved and expanded.
• Measurements are directly available for analysis in Matlab.
• Triggering of AD-conversions is hardware-controlled (chap. A.2.2).
• Transmitter waveform may be measured directly to yield accurate current-

amplitudes and ramp times (chap. A.3.2).
• A text batch mode for the automatic setting of measurement parameters and the

execution of measurements over simple scripts. 

The batch mode is especially useful to avoid errors during field operations. All interactions
with the GUI may be included in a text file, which is then just loaded and used during field
measurements to initiate a complete measurement cycle. Exemplarily, the following batch-
code shows some commands from an actual script contained in a text file:

1: comment 75ohm reihe
2: rx_area 10000
3: samples 1000
4: gain_lap 1
5: measurement
6: tx_on 3
7: gain_lap 4
8: measurement
9: message Thomas, Kabel einholen und umbauen !!!

Fig. A-1: LAPTEMControl - GUI.
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10: repeat

Line numbers have been included for reference purposes only and are not contained in the
actual file. In lines 1-4, status fields (comment, rx_area) and measurement parameters
(samples, gain_lap) are automatically set within the GUI before a first measurement is initiated
in line 5. After this measurement, parameters (tx_on, gain_lap) are changed in line 6-7 and a
second measurement is initiated in line 8. After this measurement a message box is displayed,
which pauses the execution of the script (line 9). After closing of the message box, the whole
measurement cycle is repeated. A complete list of all currently implemented scripting com-
mands is available in the documentation.

A.1.2 Port Logic

Original Configuration
In the original configuration all communication between the DOS-control software and the

device is handled via the parallel port (Fig. A-2), which needs to be configured to Normal
Mode resp. SPP Mode in the computer’s BIOS settings. The functionality and assignment of
the parallel ports’ signal lines was determined by using an oscilloscope to monitor the signal
levels at the appropriate port pins during test-measurements. 

Prior to the actual measurement, the control software once measures the voltage of the accu-
mulators, which are used for the power supply, the current amplitude (chap. A.3.1) and the
ramp time (chap. A.3.2). The actual measurement of m transients, each consisting of n sam-
ples, then uses the following control sequence:

D
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S control

transm
itter

transmitter on / off
signal select (10ms - 2s)

trigger signal (Txon Txoff )

LA
PTEMreceiver

gain select (1x - 1000x)

trigger AD-converter
data-IO

channel select (ch1-3, current, battery)
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III

I

I
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V 8,9

3

6,7

4,5,17
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1,14,16

10,12,13,15

11

Fig. A-2: Schematic diagram showing the parallel port logic for the communication between the DOS con-
trol program and the LAPTEM in the original configuration. Arrows and arabic numerals (1-20)
depict the pins used to control various settings and who is controlling them. Roman numerals
(I-V) show the chronological succession of switching operations for a measurement (s. text).
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I. Control program sets the selected signal length (pins 1, 14, 18), measurement
channel (pins 4, 5, 17) and gain (pins 6, 7).

II. Control program starts transmitter of LAPTEM (pin 2).
III. LAPTEM signals current turn off to control software by changing the trigger

state (pin 11) approximately 10μs before turn off.
IV. Control program initializes AD-conversion (pin 3).
V. The control program retrieves 16bit of data from the AD-converter in the

LAPTEM in four 4bit-packages (pins 10, 12, 13, 15). The packages are
selected by the control program over pins 8 and 9.

VI. a) If less than n samples have been collected for the current transient, the
control program returns to IV after ~50μs and initiates the next conversion.
b) If n samples and less than m transients have been collected, the control
program returns to III and waits for the next trigger edge.
c) If n samples and m transients have been collected, the control program stops
the transmitter of the LAPTEM (pin 2) and exits the measurement.

Looking at this succession of operations and the LAPTEM specifications there are two
important points to be noted:

1. The measurements performed by the LAPTEM internal AD-converter are
initiated by a software driven trigger over the parallel port (see IV). Therefore,
the timing of conversions depends on the performance of the DOS-control
software.

2. The sampling rate is a predefined parameter within the control program. It is
set to 50μs ( 20kHz) and can not be changed, even though the internal
AD-converter may be operated with a sampling rate up to 10μs ( 100kHz).

New Configuration
In this configuration, the control software LAPTEMControl only uses the status lines of the

parallel port for the selection of signal, trigger, gain, and transmitter on/off (Fig. A-3). AD-
conversions and data-IO, where timing are critical, are all handled by the external AD-card.
The card is synchronized to the LAPTEM’s transmitter via a connection to the LAPTEM trig-
ger. This setup offers the following advantages:

• Timing of the AD-conversions is handled hardware based by the AD-card’s
internal clock with increased accuracy.

• The external AD-card can be sampled with higher sampling rates of up to
200kHz, which is a 10fold increase in the sampling frequency. Thus, the new
configuration enables the LAPTEM to be used with smaller coils, where higher
sampling rates are needed to acquire data at early times, i.e. starting at
approximately 10μs.

=̂

=̂
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A.2 Specification Receiver

A.2.1 Offset
The offset is the average internal voltage level

measured by the LAPTEM without an external
sensor connected to the receiver. The offset level
depends on the internal device temperature and
may exhibit a drift. During processing the offset
cancels out by averaging one positive and one neg-
ative transient in each stack (s. Fig. 2-6, p. 15), if
it is stable or exhibits a reasonably slow drift. To
test the possible influence of the drift on processed
data, the positive and negative transients can be
investigated prior to the averaging of each stack.
Fig. A-4 shows the maximum offset drift found in
measurements from China. For each measured
stack the voltage of the last sample in each posi-
tive and negative transient is plotted (black lines). Since these samples are taken from the sig-
nal free part in each stack, the plots referring to samples belonging to the positive respectively
negative transients approximately plot on top of each other and can not be distinguished.
According to the data fit (grey line & formula in Fig. A-4), the drift is about 400bit/2000stack
= 0.2bit/stack. This means that during each measurement cycle (s. Fig. 2-6, p. 15), the offset
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Fig. A-3: Port logic for new configuration: Schematic diagram for the communication between the new
Matlab control program (LAPTEMControl) and the LAPTEM device over the parallel port and
the external AD-card. Numbers and arrows as in Fig. A-2. The port lines for triggering the AD-
converter and for the data-IO are no longer used in this configuration.
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drift is well below one Bit (i.e. the detection limit of the AD-converter) andc thus, will be can-
celed out during processing.

A.2.2 Precision of Time Scale

Original Configuration
As it has been pointed out in chap. A.1.1, the timing of AD-conversions in the original con-

figuration is software controlled. Therefore, the calibration process at the beginning of the
DOS control software plays a crucial role. To check the precision of timing, test measurements
were taken using two different computers (chap. A.6). A sine-wave of 1000.00(±.01) Hz was
used as reference input signal for the LAPTEM. A spectral analysis of the measured reference
signal was then used to compare the measured sampling frequency to the documented sam-
pling frequency of 20kHz (GEOINSTRUMENTS, 1997).

With the older PCIII computer the calibration process of the DOS control program showed
a stable calibration number (chap. A.1.1) with a value of 144 (chap. A.1.1). The spectral
analysis of the reference signal indicates a sampling frequency of the LAPTEM in conjunction
with a Pentium 1 computer of 20.4kHz which is 2% above the documented value. 

With the newer ASUS computer the calibration process of
the DOS control program showed varying calibration
numbers. In the normal case, when calibration numbers
with values of 1214 or 1219 were displayed, spectral
analysis of the reference signal indicated actual sampling
frequencies between 20.4-20.7kHz. The occasional
occurrence of smaller calibration numbers with values as
low as 725 correlated to a significant increase in the
actual sampling frequency of up to 27kHz, which is a
35% increase over the documented value.

To verify these findings a second series of test measure-
ments was carried out, where the trigger-pulses from the
DOS control software were directly monitored using an
oscilloscope at the appropriate pin of the AD-converter

(Fig. A-5). Using the older PCIII (Fig. A-5, bottom curve) the pulses to the AD-converter are
regular, approximately with the specified sampling frequency of 20kHz. With the newer com-
puter (Fig. A-5, top curve) the pulses to the AD-converter are distinctly higher at ~21.5kHz.
Furthermore, the pulses are not evenly spaced, e.g. around 250μs. An extended analysis of the
trigger pulses showed that both, inaccuracies of sampling frequency and jitter of the trigger
pulses can become quite significant with increasing processor speed.

time [μs]
0 200 400

Fig. A-5: Trigger-pulses of DOS-soft-
ware at the AD-converter (s. text).
Curves are shifted for better visibility.
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Concluding, the tests have revealed that the precision of timing is not guaranteed for the
original configuration and depends on the kind of computer used. It is a problem for the future
use of the device, when suitable laptops may not be available anymore.

New Configuration
The measurements and the spectral analysis of two sine-waves (1kHz and 10kHz) showed

no significant difference between the generated and measured frequency. According to the
measurements the frequency error is <1‰, which agrees with the documented frequency
accuracy of 50ppm (MCC, 2001). Due to the fact that the AD-converter in the PCMCIA-card
is not directly accessible, no direct measurements were performed.

A.2.3 Frequency Response
To determine the frequency response a waveform generator was connected to the input of

the LAPTEM (Fig. A-6). For input signals in a frequency range between DC-0.3MHz, input
and output were then simultaneously measured with an oscilloscope. Small voltages were real-
ized by in-series resistors as voltage dividers (1:101, 1:1001). The DC voltage was measured
with a high precision multimeter. The frequency responses were used to estimate the corner
frequencies and group delays of the implemented Bessel filters by fitting the theoretical filter
responses after TIETZE & SCHENK (1985) with the coefficient in Tab. A-1 to the magnitude of
the measured filter responses. 

Original Configuration
The magnitude of the frequency response for the original configuration shows a virtually

constant amplification in the pass band for all gains (Fig. A-7, left). The amplification is about
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Fig. A-6: Schematic diagrams of the signal path from the signal input to the AD-converter (original con-
figuration: left; new configuration: right). An oscilloscope (Osc.) was used to determine the fre-
quency response of the system (chap. A.2.3).
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3.5% above the nominal value for gain 1. For the higher gains the true amplification is about
2.5% below the nominal values in the pass band. For all gains the corner-frequency of the
6pole Bessel filter, as determined by the -3dB point (s. Fig. 2-4, p. 13), is at ~10kHz, with an
associated group delay of ~34μs.

New Configuration
The magnitude of the frequency response for the original configuration shows a virtually

constant amplification in the pass band for all gains (Fig. A-7, right). The amplification is
about 1% above the nominal value for gain 1. Field tests (chap. A.4) and measurements in
China indicate that gain 1 sometimes exhibits some amplification (10-20%), which was not
found during laboratory measurements. However, this behavior is easily recognizable and can
be corrected by comparing the measurements taken with different gains. For the higher gains
the true amplification is about 4% below the nominal value in the pass band.

N a1...⎡Ν/2⎤ b1...⎡Ν/2⎤ N a1...⎡Ν/2⎤ b1...⎡Ν/2⎤

1 1 0 6 1.2217, 0.9686, 0.5131 0.3887, 0.3505, 0.2756

2 1.3617 0.6180 7 0.5937, 1.0944, 0.8304, 0.4332 0, 0.3395, 0.3011, 0.2381

3 0.7560, 0.9996 0, 0.4772 8 1.1112, .9754, .7202, .3728 0.3162, 0.2979, 0.2621, 0.2087

4 1.3397, 0.7743 0.4889, 0.3890 9 0.5386, 1.0244, 0.8710, 0.6320, 0.3257 0, 0.2834, 0.2636, 0.2311, 0.1854

5 0.6656, 1.1402, 0.6216 0, 0.4128, 0.3245 10 1.0215, 0.9393, 0.7815, 0.5604, 0.2883 0.2650, 0.2549, 0.2351, 0.2059, 0.1665

Tab. A-1: Coefficients used in formula 2-6 (p. 14) from TIETZE & SCHENK (1985).
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Fig. A-7: Frequency response (mag.) for the original configuration (left) and the new configuration (right).

10
3

10
4

10
5

10
1

10
0

10
1

10
2

10
3

[kHz]
am

p
lif

ic
at

io
n

Gain 1000: 970 x amp.

Gain 100: 96.0 x amp.

Gain 10: 9.52 x amp.

Gain 1: 1.01 x amp.
141



LAPTEM - Specifications & Modifications
For gains 1-100 the corner-frequency of the 4pole Bessel filter, as determined by the -3dB
point (s. Fig. 2-4, p. 13), is at 50kHz with an associated group delay of 7μs. For gain 1000 the
filter characteristics of the gain superimpose the Bessel filter leading to a lower corner-
frequency of ~30kHz and a group delay of ~11μs.

A.3 Specification Transmitter
The transmitter of the LAPTEM uses a bipolar
waveform with 50% duty cycle (Fig. A-8) and
repetition frequencies between 0.5-100Hz to gen-
erate the primary magnetic field. The voltage U0
of two accumulators (2x12V or 2x24V), con-
nected in series, is directly used as power supply
for the transmitter coil without any regulation.
Therefore, the amplitude of the transmitter current
depends only on the resistance of the transmitter-
coil, the internal resistances of the LAPTEM, and
the variable internal resistance of the accumula-
tors. Thus, the device may be tuned to different
current amplitudes by varying the resistance of the
coil or by using limiting resistors (chap. A.3.2).
With estimated values for a 100x100m2-coil of
~1mH for the inductance (e.g. KAMENETSKY &

OELSNER, 2000; NELSON, 2005) and ~4e-10F for the capacitance (KAMENETSKY & OELSNER,
2000), the inductive and capacitive resistances are negligible, since the base repetition fre-
quency of the transmitter is at maximum 100Hz. The transmitter’s current function is mea-
sured over one of the internal channels (Fig. A-2, Fig. A-3) with an internal sensor-resistor of
nominal 0.047Ω, which is connected in series with the transmitter coil and the power supply.

A.3.1 Current Measurement

Original Configuration
In this configuration the current is measured by the DOS control software and displayed as

parameter after the measurement. The internal procedure of this measurement is not docu-
mented and a direct display of the whole current function is not possible. During measure-
ments in China it was noticed that the values for the amplitude of the transmitter current
generally yielded implausibly high values. Using a coil with a resistance of 2.5Ω, the control
software frequently yielded current amplitudes above 10A. However, an estimate of the possi-
ble maximum current (Imax) - assuming reasonable maximum voltages (Umax) and minimum
internal resistance (Racc) of the two accumulators - adds up to:
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Fig. A-8: LAPTEM current waveform mea-
sured over the internal sensor resistor. 
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(A-1)

Here, the internal resistance of the LAPTEM (Rlap) is known from direct measurements
within the device’s electronic. The value assumed for Racc is reasonable for 65Ah accumula-
tors with a short circuit current of 250A. For most measurements in China, smaller accumula-
tors were used (17-28Ah), which have higher internal resistances (~0.1-0.3Ω). Thus, the
estimate for the maximum current would even be smaller..

Laboratory measurements in which the current was simultaneously measured with external
laboratory equipment (chap. A.6) verified that the DOS control software overrates the true cur-
rent amplitude. Errors were at maximum 50%, but typically in the order of 12-30% for cur-
rents around 3A and 22-35% for currents around 8A. Since the source code of the control
software is not available, the reason for this failure could not be investigated further.

The faulty values for the current amplitude are corrected by using the known voltages for
the power supply, i.e. the voltage of the accumulators, which are measured by the control soft-
ware prior to each measurement. Similar to A-1, the corrected current amplitude is given by:

(A-2)

Some uncertainty remains, since the internal resistances of the accumulators are not known
exactly. According to laboratory tests, the error for the corrected current amplitude should not
be greater than 5%, which is a great increase in accuracy and, even more important, removes
the systematic errors introduced by the DOS control software.

Im ax≤
Um ax

Rco i l+ Rlap+ Racc
=

2 · 12.7
2.5 + 0.4 + 2 · 0.05

A ∼ 8.5A

Ico rr=
U0

Rco i l+ Rlap+ Racc
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New Configuration
To calibrate the current measurements for the

new configuration, the complete current function
was measured over the internal resistance of the
LAPTEM (sim. Fig. A-8) and simultaneously over
an external sensor resistor. The current amplitude
was varied using limiting resistors solely
(Fig. A-9, crosses) and with limiting resistors in
combination with a 25x25m2-coil (Fig. A-9,
squares). In both cases, an almost linear relation-
ship was established:

(A-3)

The linear approximation in formula A-3 yields reliable values for current amplitudes
between 1-10A, for smaller amplitudes between 0.3-1A the second order fit is used. The error
estimates are <1% for currents above 1A and <2% for currents between 0.3-1A.

A.3.2 Ramp Time
The ramp time (Fig. A-8), i.e. the time from the

beginning to the end of the current shut down in
the transmitter, has a strong influence especially
on the early time gates of the measured transient
and is a crucial parameter for the correct data
inversion and interpretation. With the original con-
figuration the internal resolution for measurements
of the ramp time is limited to the sampling rate of
50μs used in the original DOS control software,
which is by no means acceptable for an adequate
interpretation of the early time gates. With the new
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configuration the resolution for measurements of the current ramp is improved to 5μs, which is
acceptable for interpretation. 

To get reasonable ramp time estimates for field measurements with the original configura-
tion, ramp times were measured using a current clamp respectively a small sensor resistor for
various loop sizes and current amplitudes (Fig. A-10). The current amplitudes were varied by
changing the resistance of the loops or by limiting resistors conntected in series into the trans-
mitter circuit. It is assumed that the ramp time is determined by the loop configuration and has
no or only a minor dependency on the physical parameters of the underground. For each loop
size, measurements show a linear dependency between current ramp time and transmitter
current amplitude (Fig. A-10):

(A-4)

The residuals for the linear interpolations are small. Therefore, the maximum error for the
interpolation of ramp-times with a known current can be estimated to be about 2-3μs. The
linear relationships show that in order to measure early times of a transient, the ramp time may
be decreased by using a limiting resistor in the loop to decrease the current amplitude. Another
means to reduce the ramp time is the use of an external electronic switch („Turbo“ in
Fig. A-10). For the 50x50m2 coil such an external switch, originally build for the SIROTEM
device, was tested during measurement in Århus, Denmark. With this switch the ramp times
were reduced by up to 45%. Additionally the switch led to a decrease of the current amplitude.
The exact circuit diagram of this switch is not known.

A.3.3 Turn-On Time
During the turn-on of the transmitter the current function exhibits an exponential behavior.

The time before the current reaches its full amplitude is called turn-on time (Fig. A-8, hardly
visible). It may have a influence on the measured transient waveform at late times, if its dura-
tion is considerable compared to the total duration of the transmitter pulse (Auken, pers.
comm.). For the LAPTEM the turn-on time depends on the loop size and the current amplitude
and can reach values up to 1.5ms. Model calculations with the program EMMA (HGG, 2007)
assuming the maximum turn-on time of 1.5ms and the minimum pulse duration of 10ms have

loop size c1 c2 loop size c1 c2

25x25m2 13.4(6) 4.2(1) 50x50m2 (turbo) 12.7(9) 5.7(3)

40x40m2 17.0(9) 8.1(2) 100x100m2 19(2) 20.4(4)

50x50m2 15.0(6) 10.2(2) 200x200m2 23(6) 32(1)

Tab. A-2: Coefficients with confidence intervals (1σ) for the above formula.

tramp = c1 + c2·I, [tramp] = μs [I] =A
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shown that the effect of the turn-on time on measurements is <1‰. Therefore, it can be
neglected for the LAPTEM.

A.4 Calibration Measurements in Århus, Denmark
The new configuration of the LAPTEM was tested in cooperation with the

HydroGeophysics Group (HGG, University of Århus, Denmark) at a test-site close to Århus,
where about 10 TEM-devices (PROTEM and HGG SkyTEM) were previously tested and cal-
ibrated with measurements in the inloop configuration (40x40m2 transmitter coil, inloop
receiver). The results of these tests measurements compared well for times between 10μs-5ms
and were combined to a reference tranisent and an associated reference 1D model (Auken,
pers. comm.). Since measurements with the LAPTEM were carried out with a slightly different
configuration (coincident loop, 50x50m2), the original reference transient and the LAPTEM
measurements may not be compared directly. Instead, an adjusted reference transient was cal-
culated from the 1D reference model for this configuration. 

In a first test, which resembles the measurements in China, the transmitter coil was directly
connected to the LAPTEM. During a second test the current and ramp time were limited to
check the possibility to measure transient data at earlier times using the new configuration. In
this test, the current was limited by an external "turbo-shut-off-switch", which was originally
built for the SIROTEM-device (chap. A.3.2). 

Generally, the comparison of the test measurements are in good agreement with the refer-
ence curves (Fig. A-11). They clearly show the influence of the Bessel filter, which leads to a
sharp increase of the normalized voltage at early times (comp. Fig. 2-5, p. 14). Measurements
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with gains 10-1000 are within 5% of the reference curve between 200ms-3ms. For these
gains the deviation at shorter times is somewhat larger, but may also be caused by minor inac-
curacies (<5μs) in the timescale. For late times (>3ms), the amplitude of the transients drops
to the order of the noise level (Fig. A-11, dashed lines), thus, leading to increasing deviations.
The measurements with gain 1 show the same general tendencies, but are 10%-20% above the
reference curve. This behavior was not encountered during laboratory testing (chap. A.2.3).
Consequently, measurements with gain 1 may need an additional adjustment, if they do not
align with measurements using the larger gains. The comparison of measurements with respec-
tively without the "turbo-switch" (Fig. A-11, right resp. left) demonstrates that the limiting of
the ramp time is possible by the use of external switches and yields reliable results, here down
to about 60μs.

Concluding, the test measurements have demonstrated that the new configuration of the
LAPTEM is working and fully operational.

A.5 Summary - LAPTEM
In the original configuration the LAPTEM with the given DOS control software has limita-

tions in both, accuracy and applicability. Summarized, the main problems are:

• Need for an old operating system (Win98 or older)
• Source code for DOS control software not available
• Sampling rate limited to 50μs ( 20kHz)
• Software controlled sampling rate
• Sampling rate depends, to some extent, on the type of computer used
• Accuracy of ramp time limited to ±25μs
• Systematic error in estimation of current amplitude
• Minimum measurable time (first gate) limited to ~125-175ms.

The problems are due to the limited sampling speed and the limited accuracy of timing for
the AD-conversions. These inaccuracies of the original configuration may be corrected with
respect to the laboratory measurements in the previous chapters. A general improvement of the
system within the original configuration is not possible, which is in parts due to the lacking
source code for the control software.

To overcome these shortcomings a new configuration was designed, implemented and
successfully tested during a field test in Århus, Denmark. The new configuration was in parts
used during field measurements in the Gurinai Structure (s. chap. 4.3, p. 111) and at the
Jingsutu Cliff (s. chap. 4.2, p. 80). In this configuration a new control software LAPTEMCon-
trol and an external AD-converter card are used with the following advantages:

=̂
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LAPTEM - Specifications & Modifications
• Hardware based AD-conversions with increased accuracy of timing and speed
(5 μs 200kHz),

• Decreased minimum measurable time (currently ~60μs),
• Accurate measurement of current amplitude and ramp time,
• Open source code,
• Independent on operating system (not fully tested).

Work on this new configuration is still an ongoing process. Future improvements may be:

• Use of an external GPS in LAPTEMControl to determine the current position
(partially implemented). This would especially be needed for a moving TEM-
system.

• Use of generic libraries for the control of AD-converter card instead of the Data
Acquisition Toolbox.

• Improvement of the mechanical stability of cables and connectors.
• Compiling of LAPTEMControl into stand-alone application (needs special

compiler) to be independent of Matlab.
• Implementation of Bessel filter with higher corner frequency (150-200kHz) -

this would be needed to measure with smaller coils at earlier times.

A.6 List of Laboratory Instruments for Calibration
• Oscilloscope: TekScope THS 710 Std
• Function generator: Feedback SSO 603
• Multimeter: Voltcraft M4660A

Fluke 8050A
• Frequency counter: TTI PFM 1300
• Current probe: Fluke 80i - 110s AC/DC
• External A/D-card: MCC PC-CARD DAS 16/16
• Computers: ASUS L8400 (Laptop, 850MHz Pentium 3)

PC III (Laboratory computer, 100MHz Pentium 1)
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Appendix B
Coefficient Bands in the Wavelet Domain 

The analysis of TEM signals with the wavelet decomposition shows that the energy of tran-
sient signals for almost arbitrary models of the underground is transformed into stable coeffi-
cient bands in the wavelet domain (comp. fig xyz, pabc), i.e. the energy of a transformed signal
is always contained in the same coefficients (s. chap. 2.4.3, p. 49ff). In this appendix the coef-
ficient bands are tabulated for 12 different measurement configurations on the following pages.
Using the first rows of the table from the next page, the entries are shortly explained:

The shaded header row contains information about the considered measurement configura-
tion. With these parameters the true, unnormalized voltage can be calculated. For the example
above the parameters for the coincident loop are:

• loop area: A=625m2 
• transmitter current: I=2A. 
• receiver-gain: 100x 
• sampling rate: dt=5ms 
• first sample: t0=25ms

The marked cell in the third row and second column exemplarily shows that for the bior1.3
wavelet the detail coefficients 1-81 from the first decomposition level contain relevant signal
energy of the transformed transient and are needed for a reconstruction of the signal. Similar-
ily, the listed detail coefficients for the levels 2-8 (⇔ cD1-8) and the approximation coefficents
of the maximum level (cAmax =cA8) are needed in the reconstruction. Using these coefficients,
any transformed transient of an arbitrary 1D underground model can be recovered with an
error <1% for all relevant times, i.e. the time range in which the true voltage of the transient is
within the resolution limit of the measurement system. The same applies to the other listed
wavelets and all tabulated measurement configurations.

A=625m2; I=2A; gain=100x; t0=25μs; dt=5μs
Wavelet  cD1  cD2 cD3  cD4  cD5  cD6  cD7  cD8  cD9  cD10  cAmax
bior1.3  1-81  3-107  3-94  3-52  3-28  3-16  3-10  3-7  -  -  2-8
bior1.5  2-86  2-109  2-97  3-55  3-30  3-18  3-12  -  -  -  4-15

...  ...  ... ...  ...  ...  ... ... ...  ... ... ...
Sebastian Hölz, TU Berlin



Coefficient Bands in the Wavelet Domain
A=625m2; I=2A; gain=100x; t0=25μs; dt=5μs
Wavelet  cD1  cD2 cD3  cD4  cD5  cD6  cD7  cD8  cD9  cD10  cAmax
bior1.3  1-81  3-107  3-94  3-52  3-28  3-16  3-10  3-7  -  -  2-8
bior1.5  2-86  2-109  2-97  3-55  3-30  3-18  3-12  -  -  -  4-15
bior2.2  1-11  1-11  1-12  1-11  2-11  2-10  2-8  2-6  -  -  2-9
bior2.4  2-12  2-13  2-14  3-13  3-13  3-12  3-11  -  -  -  4-16
bior2.6  3-12  4-15  3-16  3-15  4-15  4-14  4-13  -  -  -  6-18
bior2.8  3-13  5-16  4-17  5-17  5-17  5-16  -  -  -  -  8-31
bior3.1  2-5  2-6  2-6  2-6  2-6  2-5  2-5  2-4  2-3  -  1-5
bior3.3  1-6  1-7  1-7  3-8  3-8  3-7  3-7  3-7  -  -  3-10
bior3.5  2-7  2-9  2-9  4-9  4-9  4-9  4-9  -  -  -  4-17
bior3.7  3-8  3-10  3-11  5-11  5-11  5-11  5-11  -  -  -  7-19
bior3.9  4-9  6-12  4-13  6-13  6-13  6-13  -  -  -  -  8-32
bior4.4  2-6  1-8  2-9  2-9  2-9  2-9  2-9  -  -  -  3-17
bior5.5  2-6  2-9  2-10  3-10  3-10  3-10  2-10  -  -  -  2-19
bior6.8  4-8  5-11  4-12  5-13  5-13  5-13  -  -  -  -  5-33
coif1  1-12  1-15  2-17  2-17  1-17  1-13  1-9  1-6  -  -  1-9
coif2  2-7  3-9  3-10  3-11  3-11  3-11  3-10  -  -  -  2-20
coif3  3-8  5-11  5-13  5-14  6-14  6-15  -  -  -  -  4-34
coif4  4-10  6-14  7-17  7-18  7-18  8-18  -  -  -  -  8-38
db10  1-9  4-14  5-16  6-17  5-18  5-18  -  -  -  -  6-39
db2  1-12  1-16  1-18  1-17  1-16  1-13  1-8  1-5  1-4  -  1-5
db3  1-8  1-10  1-11  1-11  1-11  1-10  1-9  1-6  -  -  1-10
db4  1-7  1-9  1-10  2-10  2-10  2-10  2-9  1-7  -  -  1-12
db5  1-7  2-9  2-10  2-11  2-11  2-11  2-10  -  -  -  2-19
db6  1-7  3-10  3-11  3-12  3-12  3-12  3-11  -  -  -  2-21
db7  1-7  3-11  3-13  3-13  4-13  3-13  4-13  -  -  -  3-23
db8  1-8  3-12  4-14  4-14  4-15  4-15  4-14  -  -  -  4-25
db9  1-9  3-13  5-15  4-16  4-16  4-16  -  -  -  -  5-37

rbio1.3  2-8  2-9  2-9  2-10  2-9  2-9  2-8  2-6  -  -  1-9
rbio1.5  3-7  3-8  4-9  4-9  3-9  3-9  3-9  -  -  -  1-17
rbio2.2  1-16  1-23  2-27  2-30  2-25  2-15  2-9  2-6  -  -  2-10
rbio2.4  2-8  3-10  3-11  3-12  3-11  3-11  3-10  -  -  -  2-18
rbio2.6  3-8  4-10  4-12  4-12  5-12  5-12  4-11  -  -  -  2-20
rbio2.8  4-9  6-12  6-13  6-14  7-14  7-14  -  -  -  -  4-33
rbio3.1  2-194  2-202  2-102  2-52  2-27  2-15  2-9  2-6  2-4  -  1-5
rbio3.3  3-11  3-15  3-17  3-17  3-17  3-15  3-10  3-8  -  -  1-12
rbio3.5  4-8  4-11  4-12  4-13  4-12  4-12  4-11  -  -  -  1-19
rbio3.7  5-9  5-12  5-13  5-14  5-13  5-13  5-13  -  -  -  2-21
rbio3.9  6-10  6-13  7-15  7-15  8-15  7-15  -  -  -  -  3-34
rbio4.4  2-8  2-10  3-11  3-11  2-11  2-10  2-10  -  -  -  2-18
rbio5.5  2-8  2-10  2-11  2-11  2-11  2-11  2-10  -  -  -  3-19
rbio6.8  4-9  5-12  5-13  5-14  5-14  5-14  -  -  -  -  3-33
sym10  4-10  4-13  4-15  5-15  5-16  5-16  -  -  -  -  3-33
sym2  1-12  1-16  1-18  1-17  1-16  1-13  1-8  1-5  1-4  -  1-5
sym3  1-8  1-10  1-11  1-11  1-11  1-10  1-9  1-6  -  -  1-10
sym4  1-7  1-8  1-9  1-9  1-9  1-9  1-8  1-7  -  -  1-10
sym5  2-7  2-8  2-9  2-9  2-9  1-9  1-8  -  -  -  1-17
sym6  2-7  2-9  2-10  2-10  2-10  2-10  2-10  -  -  -  1-18
sym7  2-8  3-10  3-11  3-11  3-12  3-12  3-12  -  -  -  2-21
sym8  3-8  2-11  4-11  3-13  4-13  3-13  3-13  -  -  -  2-20
sym9  3-9  4-12  4-13  4-14  5-14  4-14  -  -  -  -  2-33

Tab. B-1: Coefficient bands for measurement configuration 1.
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A=625m2; I=2A; gain=1000x; t0=25μs; dt=5μs
Wavelet  cD1  cD2 cD3  cD4  cD5  cD6  cD7  cD8  cD9  cD10  cAmax
bior1.3  1-89  3-121  3-139  3-127  3-83  3-43  3-24  3-14  3-9  -  2-9
bior1.5  2-92  2-125  2-142  3-130  3-85  3-46  3-26  3-16  -  -  4-18
bior2.2  1-10  1-11  1-12  2-12  2-12  2-12  2-11  2-10  2-8  -  2-10
bior2.4  2-11  2-13  2-14  3-15  3-14  3-14  3-14  3-13  -  -  4-19
bior2.6  3-12  4-15  3-16  4-16  4-16  4-16  4-16  4-15  -  -  6-21
bior2.8  4-13  5-16  4-18  5-19  5-18  5-18  5-18  -  -  -  8-37
bior3.1  2-5  2-6  2-6  2-6  2-6  2-6  2-6  2-6  2-5  2-4  1-6
bior3.3  1-6  1-7  1-7  3-8  3-8  3-8  3-8  3-7  3-7  -  3-11
bior3.5  2-7  2-8  2-9  4-10  4-10  4-10  4-10  4-9  -  -  5-20
bior3.7  3-8  3-10  3-11  5-11  5-12  5-12  5-12  5-11  -  -  7-22
bior3.9  4-9  6-12  4-12  6-13  6-14  6-14  6-14  -  -  -  9-38
bior4.4  2-7  2-8  2-9  2-10  3-10  2-10  2-9  2-9  -  -  3-20
bior5.5  2-7  2-9  2-10  3-10  3-11  2-11  2-10  2-10  -  -  2-22
bior6.8  4-8  4-11  4-12  4-13  5-13  5-13  4-13  -  -  -  5-38
coif1  1-12  1-16  2-19  2-20  1-18  1-20  1-17  1-12  1-8  -  1-11
coif2  2-7  3-9  3-10  3-11  3-11  3-11  3-11  3-10  -  -  2-22
coif3  3-8  5-11  5-13  5-14  6-14  6-15  5-15  -  -  -  5-40
coif4  4-10  6-14  7-17  7-18  7-19  8-19  7-19  -  -  -  7-44
db10  1-10  4-14  5-16  6-18  5-18  5-18  6-18  -  -  -  6-45
db2  1-12  1-17  1-19  1-19  1-19  1-17  1-15  1-11  1-7  1-5  1-6
db3  1-8  1-10  1-11  1-12  1-12  1-11  1-11  1-10  1-8  -  1-11
db4  1-7  1-9  2-10  2-11  2-11  2-11  1-10  1-10  1-8  -  1-13
db5  1-7  2-9  2-10  2-11  2-11  2-11  2-11  2-11  -  -  2-22
db6  1-7  3-10  3-11  3-12  3-13  3-13  3-12  2-12  -  -  2-24
db7  1-8  3-11  3-12  3-13  4-14  3-14  4-13  3-13  -  -  2-26
db8  1-8  3-12  4-14  4-15  4-15  4-15  4-15  3-15  -  -  4-28
db9  1-9  3-13  5-15  5-16  4-17  4-17  5-16  -  -  -  5-43

rbio1.3  2-8  2-9  2-10  2-10  2-10  2-10  2-9  2-9  2-8  -  1-10
rbio1.5  3-7  3-8  4-9  4-10  3-10  3-10  3-9  3-9  -  -  1-20
rbio2.2  1-16  1-25  2-32  2-35  2-36  2-36  2-23  2-13  2-8  -  2-11
rbio2.4  2-8  3-10  3-11  3-12  3-12  3-12  3-12  3-12  -  -  2-21
rbio2.6  3-8  4-10  4-11  5-12  5-12  5-12  4-12  4-12  -  -  2-23
rbio2.8  4-9  6-12  6-13  6-14  7-14  7-14  6-14  -  -  -  3-39
rbio3.1  2-209  2-465  2-325  2-164  2-83  2-43  2-23  2-13  2-8  2-5  1-6
rbio3.3  3-11  3-15  3-17  3-18  3-19  3-19  3-19  3-14  3-9  -  1-13
rbio3.5  4-8  4-11  4-12  4-13  4-13  4-13  4-13  4-12  -  -  1-22
rbio3.7  5-9  5-12  5-13  5-14  5-14  5-14  5-14  5-13  -  -  2-25
rbio3.9  6-10  6-13  7-15  7-16  8-16  7-16  7-16  -  -  -  3-40
rbio4.4  2-7  2-10  3-11  3-12  2-12  2-11  2-11  2-10  -  -  2-20
rbio5.5  2-8  2-10  2-11  3-12  2-12  2-11  2-11  2-11  -  -  3-21
rbio6.8  4-9  5-12  5-13  5-14  5-14  5-14  5-14  -  -  -  3-39
sym10  4-10  4-13  5-15  5-15  5-16  4-16  4-16  -  -  -  2-39
sym2  1-12  1-16  1-19  1-19  1-19  1-18  1-16  1-11  1-7  1-5  1-6
sym3  1-8  1-10  1-11  1-12  1-11  1-11  1-11  1-10  1-8  -  1-11
sym4  2-7  1-8  1-9  1-9  1-9  1-9  1-9  1-9  1-8  -  1-12
sym5  2-7  2-8  2-9  2-9  2-9  2-9  1-9  1-9  -  -  1-20
sym6  2-7  2-9  2-10  3-10  2-11  2-11  2-10  1-10  -  -  1-21
sym7  2-8  3-10  3-11  3-12  3-12  3-12  3-12  2-12  -  -  2-23
sym8  3-8  4-11  4-11  3-13  4-13  3-13  3-13  2-13  -  -  1-23
sym9  3-9  4-12  4-13  4-14  5-14  4-15  4-15  -  -  -  3-38

Tab. B-2: Coefficient bands for measurement configuration 2.
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Coefficient Bands in the Wavelet Domain
A=10000m2; I=0.3A; gain=1x; t0=50μs; dt=5μs
Wavelet  cD1  cD2 cD3  cD4  cD5  cD6  cD7  cD8  cD9  cD10  cAmax
bior1.3  1-72  3-92  3-69  3-36  3-20  3-12  3-8  -  -  -  2-9
bior1.5  2-74  2-95  3-71  4-38  3-22  3-14  -  -  -  -  4-17
bior2.2  1-9  1-9  2-10  2-10  2-10  2-9  2-7  -  -  -  2-10
bior2.4  2-10  2-11  2-12  3-12  3-12  3-11  -  -  -  -  4-18
bior2.6  3-11  4-13  4-14  4-14  4-14  4-13  -  -  -  -  6-20
bior2.8  4-12  6-14  5-15  5-16  5-16  -  -  -  -  -  8-35
bior3.1  2-4  2-5  2-5  2-5  2-5  2-5  2-5  2-4  -  -  1-5
bior3.3  3-5  1-6  1-7  3-7  3-7  3-7  3-7  -  -  -  2-11
bior3.5  4-6  2-8  2-8  4-9  4-9  4-9  -  -  -  -  4-19
bior3.7  5-7  5-9  5-10  5-11  5-11  5-11  -  -  -  -  6-21
bior3.9  6-7  7-11  6-12  6-13  6-13  -  -  -  -  -  8-36
bior4.4  2-5  2-7  2-8  3-9  3-9  3-9  -  -  -  -  3-19
bior5.5  2-5  4-8  3-9  3-9  4-10  3-10  -  -  -  -  2-21
bior6.8  4-6  5-10  5-11  5-12  5-12  -  -  -  -  -  5-37
coif1  1-10  2-13  2-16  2-16  2-15  1-11  1-7  -  -  -  1-11
coif2  2-5  3-8  3-9  3-10  4-10  3-10  -  -  -  -  3-22
coif3  3-6  5-10  6-12  5-13  7-13  -  -  -  -  -  6-39
coif4  4-8  7-13  8-15  8-16  8-17  -  -  -  -  -  9-43
db10  1-7  4-13  6-15  6-16  6-17  -  -  -  -  -  8-43
db2  1-10  1-13  1-16  1-15  1-14  1-10  1-6  1-4  -  -  1-6
db3  1-6  1-9  1-9  1-10  1-10  2-9  1-7  -  -  -  1-11
db4  2-5  1-8  2-9  2-9  2-9  2-9  2-8  -  -  -  1-13
db5  1-5  2-8  2-9  2-10  3-10  2-10  -  -  -  -  2-21
db6  1-5  3-9  3-10  3-11  3-11  3-11  -  -  -  -  3-23
db7  1-6  3-10  3-11  4-12  4-13  4-12  -  -  -  -  4-25
db8  1-7  3-11  4-13  5-14  4-14  5-14  -  -  -  -  5-27
db9  1-7  4-11  5-14  5-15  5-15  -  -  -  -  -  6-41

rbio1.3  2-6  2-8  2-8  2-9  2-8  2-8  2-7  -  -  -  1-10
rbio1.5  3-5  3-7  4-8  4-9  4-9  3-9  -  -  -  -  1-19
rbio2.2  1-13  2-19  2-25  2-26  2-19  2-11  2-7  -  -  -  1-11
rbio2.4  2-6  3-9  3-10  3-11  4-11  3-10  -  -  -  -  2-20
rbio2.6  3-6  4-9  4-11  4-11  5-11  5-11  -  -  -  -  2-22
rbio2.8  4-7  6-11  6-12  6-13  7-13  -  -  -  -  -  4-38
rbio3.1  2-172  2-135  2-69  2-36  2-19  2-11  2-7  2-5  -  -  1-6
rbio3.3  3-9  3-13  3-14  3-16  3-15  3-12  3-8  -  -  -  1-12
rbio3.5  4-7  4-10  4-11  4-11  4-12  4-11  -  -  -  -  1-21
rbio3.7  5-7  5-11  5-12  5-13  6-13  5-13  -  -  -  -  2-23
rbio3.9  6-9  6-12  7-14  7-15  8-15  -  -  -  -  -  4-39
rbio4.4  2-6  2-9  3-9  3-10  3-10  3-10  -  -  -  -  2-20
rbio5.5  2-6  3-9  3-10  3-10  3-10  3-10  -  -  -  -  3-21
rbio6.8  4-7  6-11  5-12  6-13  7-13  -  -  -  -  -  4-38
sym10  5-9  5-11  5-13  6-14  6-14  -  -  -  -  -  3-38
sym2  1-10  1-13  1-16  1-15  1-14  1-10  1-6  1-4  -  -  1-6
sym3  1-6  1-9  1-9  1-10  1-10  2-9  1-7  -  -  -  1-11
sym4  2-5  2-7  1-8  1-8  1-8  1-8  1-7  -  -  -  1-11
sym5  2-5  2-7  3-8  2-8  1-8  1-8  -  -  -  -  1-19
sym6  3-5  2-8  2-9  3-9  2-10  2-9  -  -  -  -  1-20
sym7  2-6  3-9  3-10  4-10  5-11  3-11  -  -  -  -  2-23
sym8  4-7  4-10  4-11  4-11  4-12  4-12  -  -  -  -  2-23
sym9  4-8  5-11  4-13  5-13  6-12  -  -  -  -  -  2-37

Tab. B-3: Coefficient bands for measurement configuration 3.
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A=10000m2; I=0.3A; gain=10x; t0=50μs; dt=5μs
 Wavelet  cD1  cD2 cD3  cD4  cD5  cD6  cD7  cD8  cD9  cD10  cAmax
bior1.3  1-80  3-119  3-114  3-107  3-55  3-29  3-17  3-10  3-7  -  2-7
bior1.5  2-83  2-123  3-116  4-109  3-57  2-32  2-19  2-12  -  -  4-13
bior2.2  1-8  1-10  2-11  2-11  2-12  2-11  2-10  2-9  2-6  -  2-8
bior2.4  2-9  2-12  2-12  3-13  3-14  3-13  3-12  3-11  -  -  4-14
bior2.6  3-9  4-13  4-14  4-15  4-16  4-15  4-14  4-13  -  -  6-16
bior2.8  4-10  6-14  5-16  5-17  5-18  5-17  5-16  -  -  -  8-27
bior3.1  2-4  2-4  2-5  2-6  2-6  2-6  2-6  2-5  2-5  2-3  1-4
bior3.3  3-5  1-6  1-7  3-7  3-7  3-8  3-8  3-7  3-7  -  3-9
bior3.5  4-6  2-7  2-8  4-9  4-9  4-9  4-9  4-9  -  -  5-15
bior3.7  3-7  5-9  5-10  5-11  5-11  5-11  5-11  5-11  -  -  6-17
bior3.9  4-8  7-10  6-12  6-13  6-13  6-13  6-13  -  -  -  8-28
bior4.4  2-5  2-7  2-8  3-9  3-9  3-9  2-9  2-9  -  -  3-15
bior5.5  2-5  4-8  3-9  3-10  4-10  3-10  3-10  3-10  -  -  2-17
bior6.8  4-6  5-10  5-11  5-12  5-13  5-13  5-13  -  -  -  5-29
coif1  1-10  2-14  2-16  2-18  2-18  1-16  1-14  1-9  1-6  -  1-8
coif2  2-5  3-8  3-9  3-10  3-10  3-11  3-10  3-10  -  -  2-18
coif3  3-6  5-10  6-12  5-13  7-14  6-14  6-14  -  -  -  5-31
coif4  4-8  7-13  8-15  8-16  8-18  8-18  8-18  -  -  -  8-35
db10  1-7  4-12  5-16  6-17  6-17  6-18  6-18  -  -  -  7-35
db2  1-9  1-15  1-17  1-18  1-18  1-16  1-14  1-8  1-6  1-4  1-5
db3  1-6  1-8  1-10  1-11  1-11  2-11  1-10  1-9  1-6  -  1-9
db4  2-5  1-7  2-9  2-10  2-10  2-10  2-9  2-9  1-8  -  1-11
db5  1-5  2-8  2-10  2-10  3-11  2-11  2-10  3-10  -  -  2-17
db6  1-5  3-9  3-11  3-11  3-12  3-12  3-12  3-11  -  -  2-19
db7  1-6  3-10  3-12  4-13  4-13  4-13  4-13  4-13  -  -  4-21
db8  1-7  3-11  4-13  5-14  4-14  5-15  5-14  5-14  -  -  4-23
db9  1-7  4-12  5-14  5-15  5-16  5-16  5-16  -  -  -  5-33

rbio1.3  2-5  2-7  2-9  2-9  2-9  2-9  2-8  2-8  2-6  -  1-8
rbio1.5  3-5  3-7  4-8  4-9  4-9  3-9  3-9  3-9  -  -  1-15
rbio2.2  1-13  2-21  2-27  2-34  2-31  2-28  2-16  2-9  2-6  -  2-9
rbio2.4  2-6  3-9  3-11  4-11  4-12  3-12  3-11  3-11  -  -  2-16
rbio2.6  3-5  4-9  4-11  5-11  5-12  5-12  5-12  4-11  -  -  2-18
rbio2.8  4-7  6-11  6-12  6-13  7-14  7-14  7-14  -  -  -  4-29
rbio3.1  2-215  2-370  2-212  2-107  2-55  2-29  2-16  2-9  2-6  2-4  1-5
rbio3.3  3-8  3-14  3-16  3-17  3-19  3-17  3-16  3-11  3-8  -  1-10
rbio3.5  4-7  4-10  4-12  4-12  4-12  4-13  4-12  4-12  -  -  1-17
rbio3.7  5-7  5-10  5-12  5-13  6-13  5-13  5-13  5-13  -  -  2-19
rbio3.9  6-9  6-12  7-14  7-15  8-15  7-15  7-15  -  -  -  3-31
rbio4.4  2-6  2-8  3-10  3-11  2-11  2-11  2-10  2-10  -  -  2-16
rbio5.5  2-6  3-9  3-10  3-11  3-11  3-11  3-11  2-10  -  -  3-17
rbio6.8  4-7  6-11  5-12  6-13  7-13  6-14  5-14  -  -  -  3-29
sym10  5-9  7-11  5-13  6-14  6-14  5-15  5-15  -  -  -  3-29
sym2  1-9  1-15  1-17  1-18  1-18  1-16  1-14  1-8  1-6  1-4  1-5
sym3  1-6  1-8  1-10  1-11  1-11  2-11  1-10  1-9  1-6  -  1-9
sym4  2-5  2-7  2-8  1-8  1-9  1-9  1-8  1-8  1-7  -  1-9
sym5  2-5  2-7  3-8  2-9  1-9  1-9  1-9  1-8  -  -  1-15
sym6  3-5  2-8  2-9  3-10  2-10  2-10  2-10  2-9  -  -  1-16
sym7  2-6  3-9  4-10  4-11  5-11  4-11  3-11  3-11  -  -  2-19
sym8  4-7  4-10  4-11  4-12  4-12  4-13  3-13  3-13  -  -  2-18
sym9  4-8  5-11  5-13  5-13  6-13  5-14  4-14  -  -  -  3-29

Tab. B-4: Coefficient bands for measurement configuration 4.
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Coefficient Bands in the Wavelet Domain
A=10000m2; I=0.3A; gain=100x; t0=50μs; dt=5μs
 Wavelet  cD1  cD2 cD3  cD4  cD5  cD6  cD7  cD8  cD9  cD10  cAmax
bior1.3  1-92  3-135  3-124  3-129  3-123  3-66  3-34  3-18  3-10  -  2-10
bior1.5  2-93  2-140  3-127  3-131  3-128  3-68  3-36  3-21  -  -  4-20
bior2.2  1-9  1-10  2-11  2-12  2-12  2-12  2-10  2-10  2-9  -  2-11
bior2.4  2-9  2-12  2-14  3-15  3-15  3-15  3-13  3-12  -  -  4-21
bior2.6  3-10  4-14  4-15  4-17  4-16  4-16  4-15  4-15  -  -  6-23
bior2.8  4-11  6-15  5-17  5-19  5-18  5-18  5-17  -  -  -  8-41
bior3.1  2-3  2-5  2-5  2-6  2-6  2-6  2-6  2-17  2-9  2-4  1-6
bior3.3  3-4  1-6  1-7  3-8  3-8  3-8  3-35  3-20  3-12  -  3-12
bior3.5  4-5  2-7  2-9  4-9  4-10  4-10  4-37  4-22  -  -  5-22
bior3.7  5-6  5-9  3-10  5-11  5-12  5-12  5-39  5-24  -  -  6-24
bior3.9  4-7  6-10  6-12  6-13  6-13  6-14  6-41  -  -  -  8-42
bior4.4  2-5  2-7  2-9  3-9  3-10  3-10  2-10  2-9  -  -  3-22
bior5.5  2-5  4-8  3-9  3-10  4-11  3-11  3-11  2-21  -  -  2-25
bior6.8  4-7  5-10  4-11  5-13  5-13  5-13  5-13  -  -  -  5-43
coif1  1-10  2-15  2-18  2-19  2-21  1-17  1-18  1-18  1-11  -  1-12
coif2  2-5  3-8  3-10  3-11  4-11  3-11  3-11  3-10  -  -  2-25
coif3  3-6  5-10  5-12  5-13  7-14  6-14  6-15  -  -  -  5-46
coif4  4-8  7-13  7-15  7-17  8-18  8-18  8-19  -  -  -  8-50
db10  1-7  4-13  6-16  6-17  6-18  6-18  6-18  -  -  -  7-50
db2  1-10  1-15  1-18  1-19  1-20  1-17  1-34  1-18  1-10  1-6  1-6
db3  1-6  1-9  1-11  1-11  1-12  2-12  1-10  1-19  1-11  -  1-12
db4  2-5  1-8  2-10  2-10  2-10  2-11  2-10  2-10  1-10  -  1-14
db5  1-5  2-8  2-10  2-11  3-11  2-12  2-11  2-20  -  -  2-24
db6  1-5  3-9  3-11  3-12  3-12  3-13  3-12  3-21  -  -  2-26
db7  1-6  3-10  3-12  4-13  4-14  4-14  4-13  4-22  -  -  4-28
db8  1-7  3-11  4-13  5-15  4-15  5-15  5-15  4-25  -  -  4-30
db9  1-7  4-12  5-15  5-16  5-16  6-17  5-16  -  -  -  5-48

rbio1.3  2-5  2-8  2-9  2-10  2-10  2-10  2-34  2-19  2-11  -  1-12
rbio1.5  3-5  3-7  4-9  4-9  4-10  4-10  3-36  3-21  -  -  1-23
rbio2.2  1-14  2-22  2-30  2-33  2-34  2-66  2-35  2-19  2-11  -  2-12
rbio2.4  2-6  3-9  3-11  4-12  4-12  3-13  3-12  3-11  -  -  2-23
rbio2.6  3-6  4-9  5-11  5-12  5-12  5-12  4-12  4-12  -  -  2-27
rbio2.8  4-7  6-11  6-13  6-14  7-14  7-14  7-14  -  -  -  4-44
rbio3.1  2-235  2-481  2-513  2-257  2-129  2-65  2-33  2-17  2-9  2-5  1-6
rbio3.3  3-9  3-14  3-16  3-19  3-19  3-68  3-36  3-20  3-12  -  1-14
rbio3.5  4-7  4-10  4-12  4-13  4-13  4-13  4-38  4-22  -  -  1-25
rbio3.7  5-7  5-11  5-13  6-14  6-14  5-14  5-39  5-24  -  -  2-28
rbio3.9  6-9  6-12  7-14  7-15  8-16  7-16  7-41  -  -  -  3-45
rbio4.4  2-6  2-9  3-10  3-11  3-11  2-12  2-11  2-10  -  -  2-23
rbio5.5  2-6  3-9  3-11  3-11  3-12  3-12  3-11  2-10  -  -  3-24
rbio6.8  4-7  6-11  5-13  5-14  6-14  6-14  5-14  -  -  -  4-44
sym10  5-9  5-11  5-14  6-15  6-16  6-16  5-16  -  -  -  3-44
sym2  1-10  1-15  1-18  1-19  1-20  1-17  1-34  1-18  1-10  1-6  1-6
sym3  1-6  1-9  1-11  1-11  1-12  2-12  1-10  1-19  1-11  -  1-12
sym4  2-5  2-7  2-8  1-9  1-9  1-9  1-9  1-8  1-12  -  1-13
sym5  2-5  2-7  3-8  2-9  2-9  1-9  1-9  1-20  -  -  1-23
sym6  3-6  2-8  2-9  3-10  2-10  2-10  2-10  2-22  -  -  1-24
sym7  2-6  4-9  3-10  4-11  4-12  3-12  3-38  3-23  -  -  2-27
sym8  4-7  4-10  4-11  4-12  4-13  4-13  3-13  2-24  -  -  2-26
sym9  4-8  5-11  5-13  5-13  6-14  5-14  4-14  -  -  -  3-43

Tab. B-5: Coefficient bands for measurement configuration 5.
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A=10000m2; I=0.3A; gain=1000x; t0=100μs; dt=50μs
Wavelet  cD1  cD2 cD3  cD4  cD5  cD6  cD7  cD8  cD9  cD10  cAmax
bior1.3  1-89  3-115  3-118  3-67  3-35  3-19  3-12  3-8  -  -  2-8
bior1.5  2-91  2-119  2-120  3-69  3-37  3-21  3-14  -  -  -  4-16
bior2.2  1-10  1-11  1-12  1-12  2-11  2-11  2-10  2-7  -  -  2-9
bior2.4  2-11  2-13  2-14  3-14  3-13  3-13  3-12  -  -  -  4-17
bior2.6  3-12  4-15  3-16  3-16  4-15  4-15  4-13  -  -  -  6-19
bior2.8  3-13  5-16  4-18  5-18  5-17  5-17  -  -  -  -  8-33
bior3.1  2-5  2-6  2-6  2-6  2-6  2-6  2-5  2-5  2-4  -  1-5
bior3.3  1-6  1-7  1-8  3-8  3-8  3-7  3-7  3-7  -  -  3-10
bior3.5  2-7  2-9  2-9  4-10  4-9  4-9  4-9  -  -  -  5-18
bior3.7  3-8  3-10  3-11  5-12  5-11  5-11  5-11  -  -  -  6-20
bior3.9  4-9  6-11  4-13  6-13  6-13  6-13  -  -  -  -  8-34
bior4.4  2-7  1-8  2-9  2-10  2-9  2-9  2-9  -  -  -  3-18
bior5.5  2-7  2-9  2-10  3-10  3-10  2-10  2-10  -  -  -  2-20
bior6.8  4-8  5-11  4-12  4-13  4-13  5-13  -  -  -  -  5-34
coif1  1-12  1-16  2-17  1-18  1-17  1-17  1-11  1-7  -  -  1-10
coif2  2-7  3-9  3-10  3-11  3-11  3-10  3-10  -  -  -  2-20
coif3  3-8  5-11  5-13  5-14  6-14  6-15  -  -  -  -  5-36
coif4  4-10  6-15  7-17  7-18  7-18  8-19  -  -  -  -  8-40
db10  1-10  4-14  5-16  6-17  5-18  5-18  -  -  -  -  5-41
db2  1-12  1-17  1-17  1-17  1-18  1-16  1-10  1-6  1-4  -  1-5
db3  1-8  1-10  1-11  1-11  1-11  1-11  1-10  1-7  -  -  1-10
db4  1-7  1-9  1-10  2-10  2-10  2-10  1-10  1-8  -  -  1-12
db5  1-7  2-9  2-11  2-11  2-11  2-10  2-10  -  -  -  2-20
db6  1-7  3-10  3-12  3-12  3-12  3-12  2-12  -  -  -  2-22
db7  1-8  3-11  3-13  3-13  4-13  3-13  3-13  -  -  -  3-24
db8  1-8  3-12  4-14  4-15  4-15  4-15  4-15  -  -  -  4-26
db9  1-9  3-13  5-15  4-16  4-16  4-16  -  -  -  -  5-39

rbio1.3  2-8  2-9  2-10  2-10  2-10  2-9  2-9  2-7  -  -  1-9
rbio1.5  3-7  3-8  4-9  4-10  3-9  3-9  3-9  -  -  -  1-18
rbio2.2  1-16  1-22  2-27  2-31  2-31  2-19  2-11  2-7  -  -  2-10
rbio2.4  2-8  3-10  3-12  3-12  3-12  3-11  3-11  -  -  -  2-19
rbio2.6  3-8  4-10  4-12  5-12  5-12  4-12  4-12  -  -  -  2-21
rbio2.8  4-9  6-12  6-13  6-14  7-14  7-14  -  -  -  -  3-35
rbio3.1  2-190  2-259  2-130  2-66  2-34  2-18  2-10  2-6  2-4  -  1-5
rbio3.3  3-11  3-15  3-17  3-17  3-18  3-18  3-12  3-9  -  -  1-12
rbio3.5  4-9  4-11  4-12  4-13  4-13  4-12  4-12  -  -  -  1-20
rbio3.7  5-9  5-12  5-13  5-14  5-14  5-13  5-13  -  -  -  2-22
rbio3.9  6-10  6-13  7-15  7-16  8-16  7-15  -  -  -  -  3-36
rbio4.4  2-8  2-10  2-11  3-11  2-11  2-10  2-10  -  -  -  2-18
rbio5.5  2-8  2-10  2-11  2-11  2-11  2-11  2-10  -  -  -  3-19
rbio6.8  4-9  5-12  4-13  5-14  5-14  5-14  -  -  -  -  3-35
sym10  4-10  4-14  4-15  5-15  5-16  4-16  -  -  -  -  3-35
sym2  1-12  1-17  1-17  1-17  1-18  1-16  1-10  1-6  1-4  -  1-5
sym3  1-8  1-10  1-11  1-11  1-11  1-11  1-10  1-7  -  -  1-10
sym4  1-7  1-8  1-9  1-9  1-9  1-8  1-8  1-7  -  -  1-11
sym5  1-7  2-8  2-9  2-9  1-9  1-9  1-9  -  -  -  1-18
sym6  2-7  2-9  2-10  3-10  2-10  2-10  2-10  -  -  -  1-19
sym7  2-8  3-10  3-11  3-12  3-12  3-12  3-12  -  -  -  2-21
sym8  3-9  4-11  4-11  3-13  4-13  3-13  2-13  -  -  -  2-21
sym9  3-9  4-12  3-13  4-14  5-14  4-14  -  -  -  -  2-34

Tab. B-6: Coefficient bands for measurement configuration 6.
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Coefficient Bands in the Wavelet Domain
A=10000m2; I=3A; gain=1x; t0=100μs; dt=50μs
 Wavelet  cD1  cD2 cD3  cD4  cD5  cD6  cD7  cD8  cD9  cD10  cAmax
bior1.3  1-65  3-44  3-24  3-14  3-9  -  -  -  -  -  2-10
bior1.5  2-68  2-45  2-25  3-16  -  -  -  -  -  -  4-18
bior2.2  1-12  1-10  1-10  1-9  2-8  -  -  -  -  -  2-10
bior2.4  2-13  2-12  2-12  2-12  -  -  -  -  -  -  4-19
bior2.6  3-13  4-14  3-14  3-13  -  -  -  -  -  -  6-21
bior2.8  3-14  5-15  4-16  -  -  -  -  -  -  -  8-37
bior3.1  2-6  2-6  2-6  2-5  2-5  2-4  -  -  -  -  1-6
bior3.3  1-7  1-8  1-7  3-7  3-7  -  -  -  -  -  2-11
bior3.5  2-8  2-9  2-9  4-9  -  -  -  -  -  -  4-20
bior3.7  3-9  3-11  3-11  5-11  -  -  -  -  -  -  6-22
bior3.9  4-10  6-12  4-12  -  -  -  -  -  -  -  8-38
bior4.4  2-7  1-9  2-9  2-9  -  -  -  -  -  -  3-20
bior5.5  2-7  2-9  2-10  3-10  -  -  -  -  -  -  2-22
bior6.8  4-9  4-11  4-12  -  -  -  -  -  -  -  5-38
coif1  1-13  1-14  1-14  1-12  1-8  -  -  -  -  -  1-11
coif2  2-7  3-10  2-10  3-10  -  -  -  -  -  -  3-23
coif3  3-8  4-11  4-13  -  -  -  -  -  -  -  5-40
coif4  4-11  6-14  6-16  -  -  -  -  -  -  -  9-44
db10  1-10  4-14  4-16  -  -  -  -  -  -  -  5-44
db2  1-13  1-14  1-14  1-11  1-7  1-5  -  -  -  -  1-6
db3  1-9  1-9  1-9  1-9  1-8  -  -  -  -  -  1-11
db4  1-7  1-9  1-9  2-9  2-8  -  -  -  -  -  1-13
db5  1-7  2-9  2-10  2-10  -  -  -  -  -  -  2-22
db6  1-8  3-10  2-11  3-11  -  -  -  -  -  -  3-24
db7  1-8  3-11  3-12  3-12  -  -  -  -  -  -  3-26
db8  1-9  3-12  4-13  3-14  -  -  -  -  -  -  5-27
db9  1-9  3-13  5-14  -  -  -  -  -  -  -  5-42

rbio1.3  2-8  2-9  2-9  2-8  2-7  -  -  -  -  -  1-11
rbio1.5  3-7  3-9  4-9  3-9  -  -  -  -  -  -  1-20
rbio2.2  1-15  1-20  1-21  2-13  2-8  -  -  -  -  -  1-11
rbio2.4  2-8  3-10  3-10  3-11  -  -  -  -  -  -  2-21
rbio2.6  3-8  4-11  4-11  4-11  -  -  -  -  -  -  3-23
rbio2.8  4-9  6-12  6-13  -  -  -  -  -  -  -  3-39
rbio3.1  2-83  2-43  2-23  2-13  2-7  2-5  -  -  -  -  1-6
rbio3.3  3-12  3-14  3-14  3-13  3-9  -  -  -  -  -  1-13
rbio3.5  4-9  4-11  4-11  4-11  -  -  -  -  -  -  1-22
rbio3.7  5-9  5-12  5-12  5-13  -  -  -  -  -  -  2-24
rbio3.9  6-11  6-13  6-14  -  -  -  -  -  -  -  2-40
rbio4.4  2-8  2-10  2-10  3-10  -  -  -  -  -  -  2-21
rbio5.5  2-9  2-10  2-10  2-10  -  -  -  -  -  -  3-22
rbio6.8  3-9  5-12  4-13  -  -  -  -  -  -  -  3-39
sym10  3-10  3-13  4-14  -  -  -  -  -  -  -  2-39
sym2  1-13  1-14  1-14  1-11  1-7  1-5  -  -  -  -  1-6
sym3  1-9  1-9  1-9  1-9  1-8  -  -  -  -  -  1-11
sym4  1-7  1-9  1-8  1-8  1-8  -  -  -  -  -  1-12
sym5  1-7  1-9  2-8  2-8  -  -  -  -  -  -  1-20
sym6  2-8  2-9  2-9  2-9  -  -  -  -  -  -  1-21
sym7  2-8  3-10  3-11  3-11  -  -  -  -  -  -  2-24
sym8  3-9  2-11  3-11  3-12  -  -  -  -  -  -  2-23
sym9  3-10  3-12  3-13  -  -  -  -  -  -  -  3-38

Tab. B-7: Coefficient bands for measurement configuration 7.
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A=10000m2; I=3A; gain=10x; t0=100μs; dt=50μs
 Wavelet  cD1  cD2 cD3  cD4  cD5  cD6  cD7  cD8  cD9  cD10  cAmax
bior1.3  1-70  3-97  3-53  3-28  3-16  3-10  3-7  -  -  -  2-7
bior1.5  2-72  2-98  2-54  3-30  3-19  3-13  -  -  -  -  4-14
bior2.2  1-10  1-11  1-11  2-10  2-10  2-9  2-6  -  -  -  2-8
bior2.4  2-11  2-13  2-13  3-12  3-12  3-11  -  -  -  -  4-15
bior2.6  3-12  4-15  3-15  4-14  4-14  4-13  -  -  -  -  6-17
bior2.8  4-13  5-16  4-17  5-16  5-16  -  -  -  -  -  8-28
bior3.1  2-5  2-6  2-6  2-6  2-5  2-5  2-5  2-3  -  -  1-5
bior3.3  1-6  1-7  1-7  3-8  3-7  3-7  3-7  -  -  -  3-9
bior3.5  2-7  2-8  2-9  4-9  4-9  4-9  -  -  -  -  4-15
bior3.7  3-8  3-10  3-11  5-11  5-11  5-11  -  -  -  -  6-17
bior3.9  4-9  6-11  4-13  6-13  6-12  -  -  -  -  -  8-28
bior4.4  2-6  1-8  2-9  2-9  3-9  2-9  -  -  -  -  3-15
bior5.5  2-7  2-9  2-10  3-10  3-10  3-10  -  -  -  -  2-17
bior6.8  4-8  5-11  4-12  5-13  5-13  -  -  -  -  -  5-29
coif1  1-12  1-16  2-16  2-16  1-14  1-9  1-6  -  -  -  1-9
coif2  2-7  3-9  3-10  3-10  3-10  3-10  -  -  -  -  2-18
coif3  3-8  5-11  5-13  5-14  6-14  -  -  -  -  -  5-31
coif4  4-10  6-14  7-16  7-17  7-18  -  -  -  -  -  8-35
db10  1-10  4-14  5-16  6-17  5-17  -  -  -  -  -  7-36
db2  1-12  1-15  1-15  1-15  1-13  1-8  1-5  1-4  -  -  1-5
db3  1-8  1-10  1-11  1-10  1-10  2-9  1-6  -  -  -  1-9
db4  1-7  1-9  2-10  2-10  2-9  2-9  2-8  -  -  -  1-11
db5  1-7  2-9  2-10  2-10  2-10  2-10  -  -  -  -  2-17
db6  1-7  3-10  3-11  3-11  3-11  3-11  -  -  -  -  2-19
db7  1-8  3-11  3-12  3-13  4-13  3-13  -  -  -  -  4-21
db8  1-8  3-12  4-14  4-14  4-14  4-14  -  -  -  -  5-23
db9  1-9  3-13  5-15  4-15  4-16  -  -  -  -  -  5-34

rbio1.3  2-7  2-9  2-10  2-9  2-8  2-8  2-6  -  -  -  1-8
rbio1.5  3-7  3-8  4-9  4-9  3-9  3-9  -  -  -  -  1-16
rbio2.2  1-16  1-22  1-25  2-27  2-15  2-9  2-6  -  -  -  2-9
rbio2.4  2-8  3-10  3-11  3-11  3-11  3-11  -  -  -  -  2-16
rbio2.6  3-8  4-10  4-11  5-12  5-11  5-11  -  -  -  -  2-18
rbio2.8  4-9  6-12  6-13  6-14  7-13  -  -  -  -  -  4-30
rbio3.1  2-177  2-102  2-52  2-27  2-15  2-9  2-6  2-4  -  -  1-5
rbio3.3  3-11  3-15  3-16  3-16  3-15  3-11  3-8  -  -  -  1-10
rbio3.5  4-8  4-11  4-12  4-12  4-12  4-12  -  -  -  -  1-18
rbio3.7  5-9  5-12  5-13  5-13  5-13  5-13  -  -  -  -  2-19
rbio3.9  6-10  6-13  7-15  7-15  8-15  -  -  -  -  -  3-31
rbio4.4  2-8  2-10  3-11  3-10  2-10  2-10  -  -  -  -  2-16
rbio5.5  2-8  2-10  2-11  2-11  2-10  3-10  -  -  -  -  3-17
rbio6.8  4-9  5-12  5-13  5-13  5-13  -  -  -  -  -  3-30
sym10  4-10  4-13  4-14  5-15  5-15  -  -  -  -  -  3-30
sym2  1-12  1-15  1-15  1-15  1-13  1-8  1-5  1-4  -  -  1-5
sym3  1-8  1-10  1-11  1-10  1-10  2-9  1-6  -  -  -  1-9
sym4  1-7  1-8  1-9  1-8  1-8  1-8  1-7  -  -  -  1-9
sym5  2-7  2-8  2-9  2-9  2-8  1-8  -  -  -  -  1-15
sym6  2-7  2-9  2-10  2-10  2-9  2-9  -  -  -  -  1-16
sym7  2-8  3-10  3-11  3-11  3-11  3-11  -  -  -  -  2-19
sym8  3-9  2-11  4-11  3-12  4-12  3-13  -  -  -  -  2-18
sym9  3-9  4-12  4-13  4-14  5-14  -  -  -  -  -  3-29

Tab. B-8: Coefficient bands for measurement configuration 8.
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Coefficient Bands in the Wavelet Domain
A=10000m2; I=3A; gain=100x; t0=100μs; dt=50μs
 Wavelet  cD1  cD2 cD3  cD4  cD5  cD6  cD7  cD8  cD9  cD10  cAmax
bior1.3  1-90  3-103  3-109  3-63  3-34  3-19  3-11  3-7  -  -  2-8
bior1.5  2-93  2-107  2-114  3-66  3-36  3-21  3-14  -  -  -  4-16
bior2.2  1-12  1-12  1-12  1-12  2-12  2-10  2-9  2-7  -  -  2-9
bior2.4  2-13  2-14  2-14  2-14  3-14  3-12  3-11  -  -  -  4-17
bior2.6  3-14  4-16  3-16  3-16  4-16  4-15  4-13  -  -  -  6-19
bior2.8  3-15  5-17  4-18  4-18  5-18  5-17  -  -  -  -  8-33
bior3.1  2-6  2-6  2-6  2-6  2-6  2-6  2-5  2-5  2-4  -  1-5
bior3.3  1-7  1-8  1-8  3-8  3-8  3-8  3-7  3-7  -  -  3-10
bior3.5  2-8  2-9  2-10  4-10  4-10  4-10  4-9  -  -  -  5-18
bior3.7  3-9  3-11  3-11  5-11  5-12  5-12  5-11  -  -  -  6-20
bior3.9  4-10  6-12  4-13  6-13  6-14  6-13  -  -  -  -  8-34
bior4.4  2-7  1-9  2-10  2-10  2-10  2-9  2-9  -  -  -  3-18
bior5.5  2-7  2-9  2-10  3-11  3-11  2-10  2-10  -  -  -  2-20
bior6.8  4-8  4-11  3-12  4-13  4-13  4-13  -  -  -  -  5-34
coif1  1-14  1-17  1-19  1-18  1-17  1-17  1-10  1-7  -  -  1-10
coif2  2-7  3-10  3-11  3-11  3-11  3-10  3-10  -  -  -  2-20
coif3  3-9  4-12  4-14  4-14  6-14  6-15  -  -  -  -  5-36
coif4  4-11  6-15  6-17  7-18  6-19  7-19  -  -  -  -  7-40
db10  1-10  4-15  4-17  5-18  5-18  5-18  -  -  -  -  6-41
db2  1-14  1-17  1-19  1-19  1-16  1-16  1-9  1-6  1-4  -  1-5
db3  1-9  1-11  1-11  1-12  1-12  1-10  1-9  1-7  -  -  1-10
db4  1-7  1-9  1-11  2-10  2-11  1-10  1-9  1-8  -  -  1-12
db5  1-7  2-10  2-11  2-11  2-11  2-11  2-10  -  -  -  2-20
db6  1-8  3-11  2-12  3-12  3-12  2-12  2-12  -  -  -  2-22
db7  1-8  3-11  3-13  3-13  4-14  3-13  3-13  -  -  -  3-24
db8  1-9  3-12  4-14  4-15  4-15  4-15  3-14  -  -  -  3-26
db9  1-9  3-14  5-15  4-16  4-16  4-16  -  -  -  -  4-39

rbio1.3  2-8  2-10  2-10  2-10  2-10  2-9  2-8  2-6  -  -  1-9
rbio1.5  3-7  3-9  4-10  3-10  3-10  3-9  3-9  -  -  -  1-18
rbio2.2  1-18  1-25  2-29  2-29  2-26  2-18  2-10  2-7  -  -  2-10
rbio2.4  2-8  3-11  3-12  3-12  3-12  3-11  3-11  -  -  -  2-19
rbio2.6  3-8  4-11  4-12  4-12  5-12  4-12  4-12  -  -  -  2-21
rbio2.8  4-9  6-12  6-14  6-14  7-14  7-14  -  -  -  -  3-35
rbio3.1  2-189  2-245  2-124  2-63  2-33  2-18  2-10  2-6  2-4  -  1-5
rbio3.3  3-12  3-16  3-17  3-18  3-17  3-16  3-12  3-8  -  -  1-12
rbio3.5  4-9  4-12  4-13  4-13  4-13  4-12  4-12  -  -  -  1-20
rbio3.7  5-9  5-12  5-14  5-14  5-14  5-13  5-13  -  -  -  1-22
rbio3.9  6-11  6-14  6-15  6-16  8-16  7-15  -  -  -  -  3-36
rbio4.4  2-8  2-11  2-11  3-11  2-11  2-10  2-10  -  -  -  2-18
rbio5.5  2-9  2-11  2-11  2-11  2-11  2-11  2-10  -  -  -  3-19
rbio6.8  3-9  5-12  4-14  5-14  5-14  5-14  -  -  -  -  3-35
sym10  4-10  4-14  4-15  4-16  5-16  4-16  -  -  -  -  2-35
sym2  1-14  1-17  1-19  1-19  1-16  1-16  1-9  1-6  1-4  -  1-5
sym3  1-9  1-11  1-11  1-12  1-12  1-10  1-9  1-7  -  -  1-10
sym4  1-7  1-9  1-9  1-9  1-9  1-9  1-8  1-7  -  -  1-11
sym5  1-7  1-9  2-9  2-9  2-9  1-9  1-9  -  -  -  1-18
sym6  2-8  2-9  2-10  3-10  2-10  2-10  2-10  -  -  -  1-19
sym7  2-8  3-10  3-11  3-12  3-12  3-12  2-12  -  -  -  2-21
sym8  3-9  3-11  3-12  3-13  4-13  2-13  2-13  -  -  -  2-21
sym9  3-10  3-12  3-14  4-14  5-14  4-14  -  -  -  -  3-34

Tab. B-9: Coefficient bands for measurement configuration 9.
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A=10000m2; I=3A; gain=1000x; t0=100μs; dt=50μs
Wavelet  cD1  cD2 cD3  cD4  cD5  cD6  cD7  cD8  cD9  cD10  cAmax
bior1.3  1-95  3-130  3-135  3-127  3-106  3-54  3-29  3-16  3-10  -  2-10
bior1.5  2-100  2-133  2-137  3-130  3-108  3-56  3-31  3-18  -  -  4-19
bior2.2  1-11  1-12  1-13  1-13  2-12  2-12  2-11  2-10  2-9  -  2-11
bior2.4  2-12  2-14  2-15  3-15  3-15  3-14  3-13  3-13  -  -  4-20
bior2.6  3-13  4-16  3-17  3-17  4-16  4-16  4-15  4-15  -  -  6-22
bior2.8  3-14  5-17  4-19  5-19  5-19  5-19  5-17  -  -  -  8-39
bior3.1  2-5  2-6  2-6  2-6  2-6  2-6  2-6  2-6  2-5  2-4  1-6
bior3.3  1-6  1-7  1-8  3-8  3-8  3-8  3-8  3-8  3-7  -  3-12
bior3.5  2-7  2-9  2-10  4-10  4-10  4-10  4-10  4-9  -  -  5-21
bior3.7  3-8  3-10  3-11  5-12  5-12  5-12  5-12  5-11  -  -  7-23
bior3.9  4-9  6-12  4-13  6-13  6-14  6-14  6-14  -  -  -  8-40
bior4.4  2-7  2-8  2-9  2-10  2-10  2-10  2-10  2-9  -  -  3-21
bior5.5  2-7  2-9  2-10  3-11  3-11  2-11  2-11  2-10  -  -  2-23
bior6.8  4-8  4-11  4-12  5-13  5-13  5-13  4-13  -  -  -  5-41
coif1  1-13  1-16  1-19  1-20  1-19  1-18  1-18  1-15  1-9  -  1-11
coif2  2-7  3-9  3-11  3-11  3-11  3-11  3-11  3-11  -  -  2-24
coif3  3-8  4-11  4-13  4-15  6-15  6-15  5-15  -  -  -  4-42
coif4  4-11  6-14  6-17  7-18  7-19  7-20  7-20  -  -  -  7-46
db10  1-10  4-14  4-17  6-18  5-18  5-18  6-18  -  -  -  6-47
db2  1-13  1-17  1-20  1-20  1-19  1-18  1-16  1-14  1-8  1-6  1-6
db3  1-8  1-10  1-12  1-12  1-12  1-11  1-11  1-10  1-9  -  1-12
db4  1-7  1-9  1-11  2-11  2-11  1-10  1-10  1-10  1-9  -  1-14
db5  1-7  2-10  2-11  2-11  2-12  2-11  2-11  2-11  -  -  2-23
db6  1-7  3-10  2-12  3-12  3-13  3-12  2-12  2-12  -  -  2-25
db7  1-8  3-11  3-13  3-14  3-14  3-14  3-14  3-13  -  -  2-27
db8  1-8  3-12  4-14  4-15  4-15  4-15  4-15  3-15  -  -  3-29
db9  1-9  3-13  5-15  5-16  4-17  4-17  5-17  -  -  -  4-45

rbio1.3  2-8  2-9  2-10  2-10  2-10  2-10  2-9  2-9  2-8  -  1-11
rbio1.5  3-7  3-8  4-10  3-10  3-10  3-10  3-10  3-9  -  -  1-21
rbio2.2  2-17  2-26  2-33  2-34  2-35  2-37  2-28  2-16  2-10  -  2-12
rbio2.4  3-8  3-11  3-12  3-13  3-13  3-12  3-12  3-11  -  -  2-22
rbio2.6  4-8  4-10  4-12  5-12  5-13  4-12  4-12  4-12  -  -  2-24
rbio2.8  5-9  6-12  6-13  6-14  7-14  7-14  6-14  -  -  -  3-41
rbio3.1  2-232  2-457  2-416  2-209  2-106  2-54  2-28  2-15  2-9  2-5  1-6
rbio3.3  3-11  3-16  3-18  3-20  3-20  3-19  3-19  3-16  3-11  -  1-13
rbio3.5  4-9  4-11  4-13  4-13  4-14  4-13  4-13  4-12  -  -  1-23
rbio3.7  5-10  5-12  5-13  5-14  5-14  5-14  5-14  5-13  -  -  1-25
rbio3.9  6-11  6-14  6-15  7-16  8-16  7-16  6-16  -  -  -  3-42
rbio4.4  2-8  2-10  2-11  3-11  2-12  2-11  2-11  2-10  -  -  2-22
rbio5.5  2-9  2-10  2-11  2-12  2-12  2-11  2-11  2-10  -  -  3-23
rbio6.8  4-9  5-12  4-13  5-14  5-14  5-14  5-14  -  -  -  3-41
sym10  4-10  4-13  4-15  5-16  5-16  4-16  4-16  -  -  -  3-41
sym2  1-13  1-17  1-20  1-20  1-19  1-18  1-16  1-14  1-8  1-6  1-6
sym3  1-8  1-10  1-12  1-12  1-12  1-11  1-11  1-10  1-9  -  1-12
sym4  1-7  1-8  1-9  1-9  1-10  1-9  1-9  1-9  1-8  -  1-12
sym5  1-7  1-8  2-9  2-9  2-10  1-9  1-9  1-9  -  -  1-22
sym6  2-7  2-9  2-10  3-11  2-11  2-11  2-10  1-10  -  -  1-22
sym7  2-8  3-10  3-11  3-12  3-12  3-12  2-12  2-12  -  -  2-25
sym8  3-9  2-11  3-12  3-13  4-13  3-13  2-13  2-13  -  -  2-24
sym9  3-9  3-12  3-13  4-14  5-15  4-15  3-15  -  -  -  2-41

Tab. B-10: Coefficient bands for measurement configuration 10.
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Coefficient Bands in the Wavelet Domain
A=10000m2; I=10A; gain=1000x; t0=100μs; dt=50μs
Wavelet  cD1  cD2 cD3  cD4  cD5  cD6  cD7  cD8  cD9  cD10  cAmax
bior1.3  1-87  3-124  3-147  3-139  3-125  3-66  3-34  3-18  3-10  -  2-10
bior1.5  2-90  2-127  2-151  3-142  3-131  3-68  3-36  3-21  -  -  4-20
bior2.2  1-10  1-11  1-12  2-12  2-12  2-12  2-12  2-11  2-10  -  2-11
bior2.4  2-11  2-13  2-14  3-14  3-14  3-14  3-14  3-13  -  -  4-21
bior2.6  3-12  4-15  3-16  4-16  4-17  4-16  4-17  4-15  -  -  6-23
bior2.8  4-13  5-16  4-18  5-18  5-19  5-18  5-19  -  -  -  8-41
bior3.1  2-5  2-6  2-6  2-6  2-6  2-6  2-6  2-17  2-9  2-4  1-6
bior3.3  1-6  1-7  1-7  3-8  3-8  3-8  3-35  3-20  3-12  -  3-12
bior3.5  2-7  2-8  2-9  4-10  4-10  4-10  4-37  4-22  -  -  5-22
bior3.7  3-8  3-10  5-11  5-11  5-12  5-12  5-39  5-24  -  -  7-24
bior3.9  4-9  6-11  6-13  6-13  6-14  6-14  6-41  -  -  -  9-42
bior4.4  2-6  2-8  2-9  2-10  3-10  2-10  2-10  2-10  -  -  3-22
bior5.5  2-7  2-9  2-10  3-10  3-11  3-11  2-11  2-21  -  -  2-25
bior6.8  4-8  5-11  4-12  5-13  5-13  5-13  4-14  -  -  -  5-43
coif1  1-12  1-16  2-18  2-19  2-19  1-20  1-18  1-18  1-11  -  1-12
coif2  2-7  3-9  3-10  3-11  3-11  3-11  3-11  3-11  -  -  2-25
coif3  3-8  5-11  5-13  5-14  6-14  6-15  5-15  -  -  -  5-46
coif4  4-10  7-14  7-17  7-18  7-19  8-20  7-20  -  -  -  7-50
db10  1-8  4-14  5-16  6-18  5-18  5-18  6-18  -  -  -  6-50
db2  1-12  1-17  1-18  1-20  1-19  1-19  1-34  1-18  1-10  1-6  1-6
db3  1-8  1-10  1-11  1-11  1-12  2-11  1-12  1-19  1-11  -  1-12
db4  1-7  1-9  2-10  2-10  2-11  2-11  2-11  1-10  1-10  -  1-14
db5  1-7  2-9  2-10  2-11  2-11  2-11  2-11  2-20  -  -  1-24
db6  1-7  3-10  3-11  3-12  3-12  3-12  2-12  2-21  -  -  2-26
db7  1-8  3-11  3-13  3-13  4-14  3-14  4-14  3-22  -  -  3-28
db8  1-8  3-12  4-14  4-15  4-15  4-15  4-15  3-25  -  -  3-30
db9  1-9  4-13  5-15  4-16  4-17  4-17  5-17  -  -  -  4-48

rbio1.3  2-7  2-9  2-10  2-10  2-10  2-10  2-34  2-19  2-11  -  1-12
rbio1.5  3-7  3-8  4-9  4-10  3-10  3-10  3-36  3-21  -  -  1-22
rbio2.2  2-16  2-25  2-30  2-34  2-40  2-66  2-35  2-19  2-11  -  2-12
rbio2.4  3-8  3-10  3-11  3-12  3-12  3-12  3-12  3-12  -  -  2-23
rbio2.6  4-8  4-10  4-11  5-12  5-12  4-12  4-12  4-12  -  -  2-27
rbio2.8  5-9  6-12  6-13  6-14  7-14  7-14  6-14  -  -  -  3-44
rbio3.1  2-228  2-473  2-513  2-257  2-129  2-65  2-33  2-17  2-9  2-5  1-6
rbio3.3  3-11  3-15  3-17  3-19  3-19  3-68  3-36  3-20  3-12  -  1-14
rbio3.5  4-8  4-11  4-12  4-13  4-13  4-13  4-38  4-22  -  -  1-25
rbio3.7  5-9  5-12  5-13  5-14  5-14  5-14  5-39  5-24  -  -  2-28
rbio3.9  6-10  6-13  7-15  7-16  8-16  7-16  7-41  -  -  -  3-46
rbio4.4  2-8  2-10  3-11  3-11  2-11  2-11  2-11  2-11  -  -  2-23
rbio5.5  2-8  2-10  2-11  3-11  2-11  2-11  2-11  2-11  -  -  3-24
rbio6.8  4-9  6-12  5-13  5-14  5-14  5-14  5-14  -  -  -  3-44
sym10  4-10  4-13  4-15  5-15  5-16  4-16  4-16  -  -  -  3-44
sym2  1-12  1-17  1-18  1-20  1-19  1-19  1-34  1-18  1-10  1-6  1-6
sym3  1-8  1-10  1-11  1-11  1-12  2-11  1-12  1-19  1-11  -  1-12
sym4  2-7  1-8  1-9  1-9  1-9  1-9  1-9  1-9  1-12  -  1-13
sym5  2-7  2-8  2-9  2-9  2-9  1-9  1-9  1-20  -  -  1-23
sym6  2-7  2-9  2-10  3-10  2-10  2-10  2-10  1-22  -  -  1-24
sym7  2-8  3-10  3-11  3-12  3-12  3-12  3-38  2-23  -  -  2-27
sym8  4-9  2-11  4-11  3-13  4-13  3-13  3-13  2-24  -  -  2-26
sym9  3-9  4-12  4-13  4-14  5-14  4-15  4-15  -  -  -  2-43

Tab. B-11: Coefficient bands for measurement configuration 11.
160



A=10000m2; I=20A; gain=1000x; t0=100μs; dt=50μs
 Wavelet  cD1  cD2 cD3  cD4  cD5  cD6  cD7  cD8  cD9  cD10  cAmax
bior1.3  2-94  3-137  3-155  3-152  3-129  3-66  3-34  3-18  3-10  -  2-10
bior1.5  2-95  2-141  2-158  3-154  3-131  3-68  3-36  3-21  -  -  4-20
bior2.2  2-11  2-11  2-12  2-12  2-13  2-13  2-12  2-12  2-10  -  3-11
bior2.4  2-11  2-13  2-14  3-15  3-15  3-15  3-15  3-13  -  -  4-21
bior2.6  3-12  4-15  3-16  3-16  4-17  4-17  4-17  4-15  -  -  6-23
bior2.8  3-13  5-16  4-18  5-18  5-19  5-19  5-19  -  -  -  8-41
bior3.1  2-5  2-6  2-6  2-6  2-6  2-6  2-6  2-17  2-9  2-4  1-6
bior3.3  3-6  3-7  3-8  3-8  3-8  3-8  3-35  3-20  3-12  -  3-12
bior3.5  2-7  2-8  2-9  4-10  4-10  4-10  4-37  4-22  -  -  5-22
bior3.7  3-8  3-10  3-11  5-11  5-12  5-12  5-39  5-24  -  -  7-24
bior3.9  4-9  6-11  4-13  6-13  6-14  6-14  6-41  -  -  -  8-42
bior4.4  2-6  2-8  2-9  2-10  2-10  2-10  2-10  2-10  -  -  3-23
bior5.5  3-7  2-9  2-10  3-10  3-11  2-11  2-11  2-21  -  -  2-25
bior6.8  4-8  4-11  4-12  4-13  4-13  5-13  5-14  -  -  -  5-44
coif1  2-12  1-15  1-18  1-20  1-21  1-21  1-19  1-19  1-11  -  1-12
coif2  2-7  3-9  3-11  3-11  3-11  3-11  3-11  3-11  -  -  2-25
coif3  3-8  5-11  4-13  4-14  6-14  6-15  5-15  -  -  -  4-46
coif4  4-11  6-15  7-17  7-18  7-19  8-20  7-20  -  -  -  7-50
db10  2-10  4-14  5-17  6-18  5-18  5-19  6-19  -  -  -  6-50
db2  2-12  1-17  1-18  1-19  1-20  1-20  1-34  1-18  1-10  1-6  1-6
db3  2-8  1-10  1-11  1-11  1-12  1-12  1-12  1-19  1-11  -  1-12
db4  2-7  1-9  1-10  2-10  2-11  2-11  1-11  1-11  1-10  -  1-14
db5  2-7  2-10  2-11  2-11  2-11  2-12  2-12  2-20  -  -  1-24
db6  2-7  3-10  3-12  3-12  3-12  2-13  2-13  2-21  -  -  2-26
db7  2-8  3-11  3-13  3-13  3-14  3-14  3-14  3-22  -  -  2-28
db8  2-8  3-12  4-14  4-15  4-15  4-15  4-16  3-25  -  -  4-30
db9  2-9  3-13  5-15  5-16  5-17  4-17  5-39  -  -  -  5-48

rbio1.3  3-7  2-9  2-10  2-10  2-10  2-10  2-34  2-19  2-11  -  1-12
rbio1.5  4-7  3-8  4-9  4-10  3-10  3-10  3-36  3-21  -  -  1-23
rbio2.2  3-17  2-24  2-31  2-38  2-40  2-66  2-35  2-19  2-11  -  2-12
rbio2.4  4-8  3-10  3-12  3-12  3-13  3-13  3-13  3-12  -  -  2-23
rbio2.6  5-8  4-10  4-12  5-12  5-12  4-13  4-13  4-12  -  -  2-27
rbio2.8  6-9  6-12  6-13  6-14  7-14  7-14  6-15  -  -  -  3-44
rbio3.1  2-250  2-512  2-513  2-257  2-129  2-65  2-33  2-17  2-9  2-5  1-6
rbio3.3  3-11  3-15  3-17  3-19  3-20  3-68  3-36  3-20  3-12  -  1-14
rbio3.5  4-9  4-11  4-13  4-13  4-13  4-14  4-38  4-22  -  -  1-25
rbio3.7  5-9  5-12  5-13  5-14  5-14  5-14  5-39  5-24  -  -  1-28
rbio3.9  6-10  6-13  7-15  7-16  8-16  7-16  7-41  -  -  -  3-45
rbio4.4  3-7  2-10  2-11  3-11  2-12  2-12  2-12  2-11  -  -  2-23
rbio5.5  2-8  2-10  2-11  3-11  2-12  2-12  2-12  2-11  -  -  3-24
rbio6.8  4-9  5-12  5-13  5-14  5-14  5-14  5-14  -  -  -  3-44
sym10  4-10  4-13  4-15  4-16  5-16  4-16  4-16  -  -  -  3-44
sym2  2-12  1-17  1-18  1-19  1-20  1-20  1-34  1-18  1-10  1-6  1-6
sym3  2-8  1-10  1-11  1-11  1-12  1-12  1-12  1-19  1-11  -  1-12
sym4  2-7  1-8  1-9  1-9  1-9  1-9  1-9  1-20  1-12  -  1-13
sym5  2-7  2-8  2-9  2-9  2-9  1-10  1-10  1-20  -  -  1-23
sym6  2-7  2-9  2-10  3-10  2-10  2-11  2-11  1-22  -  -  1-24
sym7  2-8  3-10  3-11  3-12  4-12  3-12  3-38  2-23  -  -  2-27
sym8  3-9  3-11  3-11  3-13  4-13  2-13  2-14  2-24  -  -  1-26
sym9  3-9  3-12  4-13  4-14  5-15  4-15  4-15  -  -  -  2-43

Tab. B-12: Coefficient bands for measurement configuration 12.
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Coefficient Bands in the Wavelet Domain
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C.1  Jingsutu Structure
Appendix C
Data Fits & Additional Inversion Results

This appendix summarizes additional information about the modeling and inversion results.
For better visibility and comparibility, all measured and calculated transients are not displayed
in terms of their normalized voltage, but rather as late time apparent resistivities. The standard
deviations of the processed measurements is generally very small (<1%) and may slightly
exceed 10% at the latest times in each measurement only. Therefore, the associated error bars
are usually minute and are not displayed.

C.1 Jingsutu Structure
Data fits for the 1D smooth inversions along Profile N are summarized in Fig. C-1. At each

station, all runs were inverted simultaneously. Measurements at most stations were conducted
with different current amplitudes and, thus, varying ramp times (s. chap. A.3.2, p. 144). This
leads to deviations of the according runs, which is especially significant at early times (e.g.
1900m in Fig. C-1).

Inversion results for the 1D smooth inversions along Profile S are summarized in Fig. C-1.
The deviations caused by varying ramp times are less pronounced along this profile, because
measurements were just carried out with Gain 1 and Gain 1000 and the according transients
only have a small overlap along the time axis. 

The section of models according to the 1D block inversions along Profile N is depicted in
Fig. C-3. Several westward dipping boundaries are indicated by dashed lines. The angles of
inclination for possible interfaces (dashed lines) are about 3-5° and 15-22° for the shallow and
deeply dipping interfaces, respectively. These inclinations have to be considered rough esti-
mates, since they are subjective to a certain degree and depend on the interpreters choice of
interfaces. The resulting data fits of the 1D block inversions are approximately similar to the
fits of the 1D smooth inversion (Fig. C-1). Therefore, they are not depicted separately.

Final results for the 2.5D modeling of transients measured along Profile N are summarized
in Fig. C-4. The 2.5D modeling was performed in comparison to 1D reference transients,
which were calculated by using the 1D models of the 1D smooth inversion for forward calcula-
tions with TEM1Dmod. In the forward calculations all parameters, which depend on the acqui-
sition or the measurement device - i.e. ramp time, internal lowpass filter, and repetition
frequency of the transmitter - were excluded or set to zero. Therefore, Fig. C-4 and Fig. C-1
are not directly comparable.
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Data Fits & Additional Inversion Results
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Fig. C-1: Final results of the 1D smooth inversion along Profile N in the Jingsutu Structure. Measured runs
(dotted lines) and inversion result (gray lines) are displayed as late time apparent resistivities. All
axes share the same x- and y-limits.
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C.1  Jingsutu Structure
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Fig. C-2: Final results of the 1D smooth inversion along Profile S in the Jingsutu Structure. Measured runs
(dotted lines) and inversion result (gray lines) are displayed as late time apparent resistivities. All
axes share the same x- and y-limits.
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Data Fits & Additional Inversion Results
C.2 Gurinai Structure
On the following pages the results of the Joint 1D inversion are summarized.
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Fig. C-3: Models of 1D block inversions displayed as section along Profile N (s. Fig. 4-16, p. 95). The
models are ploted with respect to the true elevation of stations. The vertical exaggeration of the
section is about 7:1. Several westward dipping boundaries are indicated by dashed lines. 
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C.2  Gurinai Structure
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Fig. C-4: Final results of 2.5D modeling along Profile N in the Jingsutu Structure. Modeling results (dotted
lines) are displayed together with reference transients referring to the models of the 1D smooth
inversion (gray lines) as late time apparent resistivities. Note that because all
acquisition-dependent parameters (e.g. ramp time) are removed from the reference transients,
this figure may not directly be compared with . Fig. C-1. All axes share the same x- and y-limits.
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Data Fits & Additional Inversion Results
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Fig. C-5: Data fits of the 1D joint inversion of MT-, DC- and TEM-data at stations S07-S12 in the Gurinai
Structure (comp. Fig. C-7). At stations S10 & S11 no DC data was measured.
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C.2  Gurinai Structure
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Fig. C-6: Data fits of the 1D joint inversion of MT-, DC- and TEM-data at stations S13-S18 in the Gurinai
Structure (comp. Fig. C-7). At stations S13-S15 & S17 and at stations S16-S18 no DC and TEM
data was measured, respectively.
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Data Fits & Additional Inversion Results
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Fig. C-7: Data fits (solid lines) of the 1D joint inversion of MT-, DC- and TEM-data (dots) at stations S01-
S06 in the Gurinai Structure. The data fit without static shift correction for MT and DC apparent
resistivities is displayed by dashed lines. For locations refer to Fig. 4-27 (p. 114).
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