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Zusammenfassung

Diese Promotionsarbeit beschäftigt sich mit dem Spitzenwertproblem in orthogonal frequency

division multiplexing (OFDM-) Mehrträgersystemen. Das Mehrträgerverfahren OFDM hat sich

als eine effiziente Übertragungstechnik in frequenz-selektiven, drahtlosen Schwundkanälen her-

ausgestellt und sich auch bereits in mehreren technischen Standards etabliert. Ein gravierender

Nachteil des Verfahrens ist allerdings die nicht konstante Hüllkurve des Sendesignals, die zu einer

erhöhten Empfindlichkeit gegenüber nichtlinearen Systemkomponenten im Übertragungspfad

führt und insbesondere die Leistungseffizienz des Systems nachhaltig beeinträchtigt. Eine grundle-

gende Lösung des Problems konnte bisher nicht angegeben werden.

Das Ziel dieser Arbeit ist es, einen theoretischen Rahmen für das Spitzenwertproblem zu

liefern. In diesem Zusammenhang werden deterministische und statistische Eigenschaften für

das zeitkontinuierliche und zeitdiskrete Sendesignal angegeben. Insbesondere die Beziehung

zwischen zeitkontinuierlichem und zeitdiskretem Sendesignal wird dabei grundlegend untersucht.

Weiterhin wird der Einfluss von Nichtlinearitäten auf die Performanz analysiert und ein allge-

meines Konstruktionsprinzip für Mehrträgersignale mit geringer Dynamik abgeleitet. Mit den

Ergebnissen dieser Arbeit ist ein effizienteres Systemdesign möglich.
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Abstract

This thesis is devoted to the power control problem in orthogonal frequency division mul-

tiplexing (OFDM) multicarrier transmission. Multicarrier transmission has proved to be an

efficient transmission technique in frequency-selective channels and has already been adopted to

several standards. A major obstacle, however, is its highly non-constant signal envelope making

OFDM very sensitive to non-linear components in the transmission path and leading to a severe

power efficiency penalty. The problem still defies a fundamental solution.

The goal of this thesis is to provide a mathematical framework for the power control problem.

In particular, deterministic and probabilistic characteristics of the continuous-time and discrete-

time signals are investigated. The relationship between the continuous-time and discrete-time

signals is thoroughly analyzed. The impact on performance is investigated and a general design

principle for OFDM signals with low dynamics given.
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Chapter 1

Introduction

The appearance of wireless communication networks has significantly changed in the past two

decades. Due to the evolution of the Internet, demand for information access as well as personal

communication, new services such as short text and advertising messages, email, Internet access

and even multimedia applications etc. rather than plain voice communication have soared. The

deployment of the emerging universal mobile telecommunications standard (UMTS) in Europe

will further sustain and corroborate this development. Future wireless networks must operate

under the paradigm that information access can take place at any time and at any place making

a form of ubiquitious communication possible.

In order to meet those demands efficient wireless communication networks have to be set

up that are capable of supporting high data rates under challenging conditions. The physical

wireless link constitutes the bottleneck in this scenario due to multipath fading, mobility and

the limited availability of bandwidth. Recently, there have been significant research activities to

overcome its limitations by exploring new air-interfaces employing adaptive modulation, multiple

antennas and advanced medium access control (MAC) techniques.

In the physical layer several modulation concepts compete for new solutions in next genera-

tion systems (or the evolution of existing systems): single-carrier systems like wideband code di-

vision multiple access (W-CDMA) or multicarrier systems such as orthogonal frequency division

multiplexing (OFDM) or multicarrier (MC-) CDMA. W-CDMA has been adopted by UMTS

supporting roughly up to 2 [Mbit/s] at high mobility and large range. Multicarrier techniques

6



CHAPTER 1. INTRODUCTION 7

are already effectively being used in broadcast systems like digital audio/video broadcasting

(DAB/DVB) or wireless local area network (WLAN) standards such as the IEEE 802.11a or

the ETSI HIPERLAN 2. Developed by Weinstein and Ebert in the early seventies [1] OFDM

has gained great popularity in high data rate (broadband) communications since it can be effi-

ciently realized and channel equalization reduces to a simple equalization of flat (narrowband)

subchannels. Another advantage is that OFDM is bandwidth-efficient since the signal spectrum

is almost rectangular for a large number of subcarriers. Furthermore, channel adaption can be

realized in discrete multitone systems (DMT) using bitloading strategies. The potential of this

transmission technique including multiple antennas has been shown recently in [2].

On the other hand, several disadvantages arise with this concept, the most severe of which

is the highly non-constant envelope of the transmit signal, making OFDM very sensitive to non-

linear components in the transmission path. A key component is the high power amplifier (HPA).

Due to cost, design and most importantly power efficiency considerations the HPA cannot resolve

the dynamics of the transmit signal and inevitably cuts off the signal at some point causing

additional in-band distortion and adjacent channel interference. The power efficiency penalty

is certainly the major obstacle to implementing OFDM in low-cost applications. Moreover, in

power-limited regimes determined by regulatory bodies the average power is reduced compared

to single-carrier systems reducing in turn the range of transmission. The power control problem

motivates further research since it touches on many of the advantages that originally made

multicarrier transmission popular, i.e. spectral efficiency and implementation issues.

The goal of this thesis is to analyze the peak power problem. We concentrate on a single-user

point-to-point communication link and investigate the impact of the non-constant signal envelope

on system performance. We also present solutions to alleviate the problem. We would like to

emphasize that there are several other disadvantages such as synchronization effects, frequency

offsets and channel estimation etc. that we do not comment on here. Also the multiuser or

broadcast case, and multiple antennas will not be considered in this thesis.

The work is divided into three main parts. The first part examines the properties of OFDM

signals providing considerable insight into the power control problem and the consequences for
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practical reduction techniques. The second part examines statistical properties and illuminates

the effect of clipping on the performance as well as fundamental limits for coding schemes leading

to interesting design consequences. The third part introduces new coding strategies to alleviate

the problem.

1.1 Related work and general outline

In Chapter 3 we derive the signal-theoretic properties of the OFDM signal so as to obtain

estimates of the peak value of the continuous-time signal from the discrete-time signal. These

estimates are of fundamental importance for the OFDM system design. In mathematics such es-

timates enjoy a long history (Lebesgue constants, Marcinkiewicz type inequalities). For trigono-

metric polynomials the problem was investigated by the mathematicians Riesz and Bernstein

[3, 4]. Part of this work was rediscovered by Ehlich [5]. Jetter et al generalized the result in [6]. In

the context of OFDM, as far as we are aware the problem was introduced by Tellado in his thesis

[7]. Further contributors were Tarokh and Paterson [8, 9], Tellambura [10, 11] and Wulich [12].

Here we generalize the results and derive the fundamental estimates for band-limited signals.

From a practical viewpoint this gives the best possible estimates. In addition, we put the prob-

lem in a rather general framework and also derive estimates for the disturbed data [13, 14, 15].

We refer to this as the noise-enhancement problem and improve on results by [16, 17]. Addi-

tionally, we highlight the importance of this investigation for the design of appropriate coding

schemes. The results of this chapter have been published so far in [18, 19, 20, 21, 22].

In Chapter 4 we investigate the statistical properties of the OFDM signal and derive upper

bounds on the complementary distribution of the peak power. The distribution is a key para-

meter effecting all relevant performance measures. In mathematical literature the OFDM signals

are referred to as random polynomials. The work on random polynomials goes back to Salem

and Zygmund [23], Halasz [24], and Gersho et al [25]. Halasz is possibly awarded the most sig-

nificant contribution. In the context of OFDM the distribution was introduced by Mestagh et al

[26]. Müller et al [27] Friese, Ochiai et al, and Dinur et al developed it further in [28, 29, 30]. We
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derive the first real upper bounds for practical modulation schemes used in OFDM. In addition,

we derive an equivalent result for the coded schemes. Futhermore, we present asymptotic results

improving on the results in [25]. We use these results for bounding the symbol error rate evoked

by clipping, thereby improving on a recent approach by Bahai [31]. The results of this chapter

have been published so far in [32, 33, 34, 35, 36, 37].

In Chapter 5 we introduce the coding approach to alleviate the power control problem.

Using coding across the subcarriers is an attractive idea since codes are a natural sequence

selector and OFDM systems are coded to increase diversity. Thus, early attempts were made

to solve the peak power problem elegantly en passant with the appropriate codes. Pioneering

work was done by [38, 39, 40] where codes were found by computer searches for small numbers

of subcarriers. Ochiai et al [41, 42] and van Nee [43] introduced complementary sequences for

the code design. A systematic approach to the design problem was given by Davis and Jedwab

capitalizing on properties of certain cosets of classical Reed-Muller codes and their generalizations

[44, 45]. This work was generalized by Paterson in [46]. In [9] a geometric approach was used to

derive fundamental limits on the triplet rate, peak power and minimum euclidean distance for

coding schemes. We also pursued a more systematic approach leading to a constructive way to

codes with low peak power. In particular, we show how to characterize and design constellations

with low peak power. We call the outcome generalized constellations and analyze their overall

performance. Furthermore, we explain how codes can be constructed so that the peak power is

uniformly bounded thereby solving the problem of [9] and generalize these codes to set up a new

system concept. The results of this chapter have been published so far in [47, 48].

1.2 Notations

Sets and events are given by calligraphic letters. The cardinality of a set is denoted as |·| (this

is not be confused with the magnitude of complex number) and the set function by I. The

probability of a set is denoted as Pr (·), ∼ means ,,is distributed” and the expectation operator

is given by E (·). For simplicity, we do not distinguish in our notation between random variables
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and their realization.

The imaginary unit is j. Real and imaginary parts operators are represented by < (·) and

= (·), respectively, arg (·) is the angle of a complex number (in radiants) and log (·) denotes the

natural logarithm. Real, rational and integer numbers are denoted as R,Q and Z. O (f (·))
means that the magnitude of a quantity grows no faster than f .



Chapter 2

The signal model

The idea of OFDM transmission or more general multicarrier transmission is connected to the

ideas of channel partioning, i.e. given a certain (probabilistic) channel operator, to transmit

the eigenfunctions of the operator so that information passes through the channel without much

distortion. If the radio channel is time-varying either the transmitted eigenfunctions must be re-

configured and adapted, which is hard to implement, or the chosen eigenfunctions must operate

well even under different conditions. The basic mathematical theory to construct and design

those eigenfunctions is represented by time-frequency analysis [49]. Fundamental work on this

topic has been done by [50]. In this regard, OFDM represents a compromise for linear, time-

invariant channels with respect to implementation and spectral efficiency. The signal is composed

of a number of modulated versions of a prototype function (so-called Gabor-system [51]). It has

recently been shown that the underlying structure of OFDM is matched to the linear, time-

invariant channel in a deeper mathematical sense [52]. The connection to filter bank theory is

described in [53].

In this chapter we describe the communication model and the basic OFDM system function-

ality. Furthermore, we introduce the necessary quantities relevant to our problem, such as the

average power, crest-factor etc. Since the OFDM system has been described in various papers

we assume basic knowledge of the system concept and for a more detailed description refer to

[7, 54].

11
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2.1 The system set up

Suppose a communication source emits an information symbol every T seconds. The stream

of information symbols can be modeled as a sequence of independent, identically distributed

(IID) random variables (RV) . . . , c−2, c1, c0, c1, c2 . . . which map into a subset of the complex

plane called constellation or modulation scheme Q. We shall assume in the sequel that the

ck, k ∈ Z, have zero mean and a finite variance, i.e. E (c0) = 0 and E
(|c0|2

)
= σ2

s . Common

constellations used in practice are binary phase-shift keying Q = BPSK := {A,−A}, quadrature

phase-shift keying Q = QPSK := {±A± jA}, M -ary quadrature amplitude modulation Q = M-

QAM := {A ((2m1 − 1) + j (2m2 − 1)) ,m1,m2 ∈
{−m

2
+ 1, . . . , m

2

}}
for natural numbers m,M

such that M = m2 and M -ary phase-shift keying Q = M-PSK :=
{

A,Ae
2πj
M , . . . , Ae

2πj(M−1)
M

}

where A > 0 is a real constant normalizing the average power. A constellation is called equal-

energy if |ck| is constant independent of the constellation points. BPSK and more generally

M -ary PSK are equal-energy constellations.

Ordering the complex data into subsets of length N , i.e. (ckN , ckN+1, . . . , ckN+N−1), the

OFDM baseband signal can be described by

s (t) =
m=+∞∑
m=−∞

w[−Tg ,Ts] (t−m (Ts + Tg))
N−1∑

k=0

cmN+k e2πj(k−N−1
2 )∆f(t−m(Ts+Tg)), (2.1)

where N is the number of subcarriers, Ts the symbol duration, ∆f = 1
Ts

the frequency spacing

and w[−Tg ,Ts] (t) denotes a standard rectangular window function of duration NT = Ts +Tg. The

term Tg is the so-called guard interval. The rectangular window can be generally assumed when

the number of subcarriers is large. For a smaller number of subcarriers, pulse shaping can be

used in order to combat poor delay in the frequency domain. We have also assumed that the

total power is uniformly spread over the subcarriers. A generalization to the non-equal power

distribution for bitloading strategies in DMT systems is immediate.

For transmission the signal is passed to the RF chain to generate the passband signal

s(p) (t) := < (
s (t) e2πjfc

)
where fc is the carrier frequency and is then transmitted over a channel

with channel impulse response (CIR) h(p) that we assume to have support only in the interval
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[0, Tg]. The guard interval prevents intersymbol interference (ISI) between consecutive OFDM

symbols, provided that the length of the CIR does not exceed the guard interval. In other words,

the transmit signal appears periodic to the channel.

At the receiver the RF-signal is down-converted, the guard interval is removed and the

baseband signal is processed by matched filters. Let h be the equivalent baseband CIR of h(p)

and ĥ the frequency response (see next chapter for definitions). Then due to the assumptions

we have for m = 0

c′k = βkck + nk, k = 0, . . . , N − 1.

where βk := ĥ
(
2π

(
k − N−1

2

)
∆f

)
are the complex channel attenuations and nk, k = . . . , N −

1 is additive white Gaussian noise (AWGN). Likewise, the transmission can be written for

arbitrary m. The AWGN can be modeled as zero mean, circular symmetric, complex Gaussian

RV’s denoted by nk ∼ CN (0, 1), i.e. real and imaginary parts are Gaussian distributed and

independent. Finally, frequency equalization is performed and the symbols are passed to the

decision unit in order to retrieve the information. To give an example: the HYPERLAN 2

standard is a 5 [GHz] OFDM system with 52 subcarriers. The symbol duration is 3.2 [µs], the

subcarrier spacing is 312.5 [kHz]. The guard interval is 800 [ns] in order to provide robustness in

indoor environment. Different modulation schemes such as BPSK, QPSK, 16-QAM and 64-QAM

can be used.

A common model for the wireless channel is the multipath channel, i.e.

ĥ (t) =
Lm−1∑

l=0

hlδ (t− τl)

where Lm is the number of multipaths, δ is the Dirac delta ,,function” and hl, τl, l = 0, . . . , Lm−1

are the complex path attenuations and path delays, respectively. If the channel is time-varying

different fading models are employed. We adopt the model with hl ∼ CN (0, rl), where rl, l =

0, . . . , Lm − 1, is the power-delay profile, and fixed path delays. The channel is assumed to be

constant over one or several symbols. Other channel models assume the path attenuations to be

a wide-sense stationary random process with common Jakes power spectrum.
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So far, we have introduced the conceptual OFDM system where the transceiver must realize a

continuous-time Fourier transform. In practice, the signal s is generated at lTs

LT N
, l = 0, . . . , LT N,

by an LT N -point inverse discrete Fourier transform (IDFT) of the complex data where LT is the

oversampling factor at the transmitter (in the case of L = 1 we speak of Nyquist-rate sampling

and the Nyquist-rate samples) [7]. Then, a copy of the last L1 samples is prepended (the guard

interval) the samples are lowpass filtered to obtain the continuous-time baseband signal. The

receiver performs reverse operations. The signal is sampled at t = lTs

LRN
, l = 0, . . . , LRN where

LR is the oversampling factor at the receiver, the guard interval is removed and a DFT carried

out. For convenience we set LR = LT = L ≥ 1. We point out that due to continuous-time

filtering there will be a small amount of ISI in the transmission which is neglected here. In

fact, in [7] different filters have been tested and it has been found that the model is appropriate

for practical configurations. Clearly the chain of continuous-time filtering and channel can be

replaced by an appropriate discrete-time channel based on the sampling theorem [55].

2.2 Average power and crest-factor

Let us now introduce some important quantities for the continuous-time and discrete-time signal

that are related to the power control problem. For these purposes, it is sufficient to consider a

single symbol, say m = 0, and to leave out the guard interval since the symbols do not overlap

in time.

We interpret the sequence c0, c1, . . . , cN−1 as coordinates of a (random) vector. The square

length of a vector c is given by

‖c‖2 :=
N−1∑

k=0

|ck|2 .

After multiplying by the complex factor e
j(N−1)

2 an OFDM baseband symbol can be described

by

sc (t) =
N−1∑

k=0

cke
2πjk∆ft, 0 ≤ t ≤ Ts. (2.2)

In the following, the time axis is normalized by Ts, i.e. we substitute θ (t) = 2πt
Ts

and write
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sc (θ) , θ ∈ [0, 2π], instead of sc (t) without explicitly stating the dependence of θ on t. For

convenience we define θl,L := 2πl
LN

, 0 ≤ l < LN, where L is the oversampling factor introduced in

the last section.

For any sequence c0, c1, . . . , cN−1 the instantaneous power of the transmit signal <2
(
sc (θ) ejζθ

)

is lower or equal to the envelope power
∣∣sc (θ) ejζθ

∣∣2. Due to Parseval’s theorem the time average

envelope power is given by

P c :=
1

2π

∫ 2π

0

|sc (θ)|2 dθ = ‖c‖2
2 .

The time average is taken over the symbol because the power is not constant over time. It is

well-known that the time average power of the actual OFDM symbol is approximately equal to

1
2
‖c‖2

2 if the ratio ζ := fc

∆f
is large. This is true for typical OFDM applications. For example in

a HIPERLAN 2 system we have ζ ' 104.

Except for BPSK, QPSK and M -ary PSK, P c is a random variable. Assuming data symbols

that occur with equal probability the variance σ2
s for an M -ary QAM constellation is given by

σ2
s =

2A2 (M − 1)

3
,

and the ensemble average is

Pav = E
(
P c

)

=
2NA2 (M − 1)

3
.

The peak-to-average power ratio (PAPR) of (2.2) is now defined by

PAPR (sc, ζ) := max
0≤θ<2π

[< (
sc (θ) ejζθ

)]2

Pav

.

The PAPR is also often called peak-to-mean power ratio (PMPR). The peak-to-mean envelope

power (PMEPR) is defined by

PMEPR (sc) := max
0≤θ<2π

|sc (θ)|2
Pav

and clearly we have

PAPR (sc, ζ) ≤ PMEPR (sc) .
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The crest-factor (CF) of (2.2) is defined as

CF (sc) :=
1√
Pav

max
0≤θ<2π

|sc (θ)| (2.3)

=
1

σs

√
N

max
0≤θ<2π

|sc (θ)| .

In the following we use CF instead of PAPR or PMEPR. Note that in the definition of CF

the time average is replaced by its ensemble average. This is the relevant measure for power

efficiency concerns because power consumption only depends on the ratio of peak power to

average transmitted power. OFDM signals with small time average power are in this sense

uncritical although their actual CF might be large. On the other hand from both the theoretical

and practical viewpoint there are situations where the actual CF, given by

CF′ (sc) :=
1√
P c

max
0≤θ<2π

|sc (θ)| ,

is considered.

Note that, clearly, CF′ (sc) ≥ 1. However, due to the statistical definition of CF apart from

BPSK and QPSK we cannot assume CF (sc) ≥ 1 for all signals sc. Given σ2
s , i.e. A =

√
3σ2

s

2(M−1)
,

the minimal envelope power Pmin is

Pmin = 2NA2

=
3σ2

sN

M − 1

and since for all signals

max
0≤θ<2π

|sc (θ)|2 ≥ P c

≥ Pmin

it follows

max
0≤θ<2π

|sc (θ)| ≥
√

Pmin

=

√
3σ2N

M − 1
.
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On the other hand an upper bound is given by

max
0≤θ<2π

|sc (θ)| ≤
√

2NA (M − 1)

= σN

√√√√3
(√

M − 1
)

√
M + 1

and thus
√

3

M − 1
≤ CF (sc) ≤

√√√√3N
(√

M − 1
)

√
M + 1

.

The signals that achieved these maximums have been identified in [55]. Note that the

maximum CF, i.e. the CF of (2.1), is an appropriate quantity only if the probability of its

occurrence is sufficiently high. However, it has only limited impact if its occurrence is very

unlikely. Then, a better description of the sensitivity to non-linear distortion is given by the

complementary distribution of (2.3) defined by

F (λ) := Pr (CF (sc) > λ) (2.4)

where λ ≥ 0 is a real parameter. Clearly F (λ) = 1 if λ ≤
√

3
M−1

and F (λ) = 0 if λ ≥√
3N(

√
M−1)√

M+1
for M -ary QAM. For the other values the term (2.4) is difficult to analyze. The

statistical distribution of the CF is a key parameter in OFDM system design providing both

practical and information-theoretic insights, and we analyze this parameter in Chapter 3. The

exact evaluation is still an on-going research problem.

Using (2.4) in [29, 30] an effective CF was defined by

Pr (CFeff (sc) > ε) (2.5)

where ε is a small probability that may depend on the application so that the transmission can

be considered almost distortion-free.

In order to investigate (2.4) for practical systems usually a discrete version of (2.2) is intro-

duced, i.e.

CFL (sc) := max
0≤l<LN

|sc (θl,L)|
(

1
LN

∑LN−1
l=0 E

(|sc (θl,L)|2)
) 1

2

(2.6)
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In the sequel the term (2.6) is called the discrete-time CF. For the particular case L = 1 we call

CF1 (sc) the Nyquist-rate CF.

The complementary distribution of (2.6) is denoted as

FL (λ) := Pr (CFL (sc) > λ) .

Note again that due to Parsevals theorem [18]

1

LN

LN−1∑

l=0

|sc (θl,L)|2 =
1

2π

∫ 2π

0

|sc (θ)|2 dθ

the root mean square (RMS) value is preserved and the CF is

CFL (sc) =
1

σs

√
N

max
0≤l<LN

|sc (θl,L)| .

Given these definitions we now turn to the central power control problem.

2.3 The power control problem

So far, the system concept appears to be rather appealing due to the simple equalization and

efficient signal processing. We also pointed out that it is very much adapted to the linear,

time-invariant channel. However, the advantages are accompanied by the disadvantage that the

system is very sensitive to non-linear components in the transmitter path, such as digital analog

(DA) converter, mixers and high power amplifiers (HPA) since many subcarriers (constructively

or destructively) add up at a time causing large fluctuations of the signal envelope. A trans-

mission which is free from any distortion requires linear operation over a range N times the

average power. As practical values of subcarriers are large the high dynamics prevents power

efficient operation of the HPA so that most of the DC power is wasted (see the model below)

with deleterious effect on battery life time in mobile applications. In practice, these values are

not tolerable (from a technology viewpoint it may even be challenging to provide such a large

linear range) and the signal is cut off at some point leading to in-band distortion in form of

intermodulation among subcarriers and spectral widening of the transmit signal into adjacent

channels. Thus, some form of peak power reduction is desirable.
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A common baseband representation for the HPA is the soft-envelope limiter model, i.e.

ΦSL (s (t)) :=

{
s (t) , |s (t)| ≤ SL
SLej arg[s(t)], |s (t)| > SL

,

Here, SL is the saturation level (or clipping level). The event {|s (t)| > SL} is commonly de-

scribed as clipping, i.e. the signal envelope is clipped (,,clipping”) at a certain level. The model

is clearly somehow idealized since a linear region is only possible by taking additional measures

such as pre-distortion techniques [56]. Nevertheless, it is sufficient for characterizing the behav-

ior of standard systems. It accounts as well for the limiting effect of other non-linearities in

the signal path that may act only on the discrete-time signal such as the DA converter. Other

models are for example the solid-state HPA and the traveling-wave tube HPA which we do not

consider here.

The ratio

CR :=
SL√
Pav

is called the clipping ratio (CR). The square of CR is the input back-off factor (IBU). The output

back-off (OBO) is defined by the ratio of SL and average output power, i.e. it is generally different

from IBU. However if the SL is not too small IBU is approximately equal to OBO. The power

efficiency is approximately the inverse of the OBO for a class A amplifier [57].

A common performance measure to assess the communication link is the symbol error rate

(SER). Denoting the estimated information symbols ĉk the average symbol error probability is

given by

SER =
1

N

N−1∑

k=0

SERk,

where

SERk = Pr (ck 6= ĉk)

is the SER on subcarrier k. For standard channels like AWGN or Rayleigh fading multipath

fading channels explicit formulas of the SER are known [58]. Note that in practical systems a

trade-off between SER and power efficiency has to be found. A common measure for trading

SER due to clipping and power efficiency is total degradation (TD), i.e. minimizing the sum
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of OBO and energy per bit degradation due to clipping that is needed to meet a certain target

SER [59][60].

Since we introduced continuous-time and discrete-time criteria it is natural to ask for their

relationships. The next chapter is dedicated to a fundamental analysis of this problem.



Chapter 3

The discrete and continuous-time
crest-factor

An OFDM signal can be regarded as a complex-valued trigonometric polynomial and throughout

this thesis we can benefit from the rich mathematical literature in this field. In particular, the

problem of estimating the peak value of a trigonometric polynomial from its samples with and

without oversampling has been considered for a long period of time. Early results date back to

the work of [3] stating already a fundamental relation in this regard. The work was rediscovered

by [5]. More recent results are due to [8, 9] providing much weaker results while introducing the

problem in the context of OFDM. In [9] a bound for Nyquist-rate sampling was derived based on

Lagrange interpolation. In [18] a bound for complex trigonometric polynomials was derived and

improved in [6]. It was particularly emphasized in [18] that the bound for Nyquist-rate sampling

is too weak.

In this chapter, we will adopt a rather general viewpoint to this problem in the sense that

we do not only consider polynomials but band-limited signals. This has the advantage that we

have a general framework and can use the same results again when using window functions other

than the standard rectangular one, leading to several important design aspects even for more

general multicarrier systems than those considered in this thesis. In particular, an upper bound

on the peak value is established given the peak value of the samples and the oversampling

rate. Moreover, it is shown that the bounds are sharp for all practical rates by constructing

band-limited signals taking on this bound. The proof also provides a local characterization of

21
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band-limited signals in the neighborhood of an extremum. We point out that the results have the

particular advantage that the peak can be locally calculated by the samples in the neighborhood.

Due to the band-limited context this is obviously more suited to real systems. Furthermore, we

also distinguish between the case where the samples are disturbed and an ideal situation. A

different analysis examines the effect of small errors in the samples. It is shown that in this

situation the peaks strongly depend on the interpolation filter used. It is further shown that

oversampling can provide robust recovery in the sense that small errors in the samples lead to

small errors in the reconstructed signal. Again, an upper bound is derived relating the peak

error in the samples and the peak error in the signals. Furthermore, both problems are shown

to be coupled and put in a unifying context. The bounds are compared and applied to bound

the CF of OFDM signals. Apart from the filtering issues the analysis has some strong coding

implications as we show in Chapter 5. Although not treated here we also mention the influence on

interpolation techniques in pilot-based channel estimation [61]. Note that the chapter provides

the necessary background for the analysis in the subsequent chapters.

3.1 Problem statement

Let us first provide some notations and thereby rigorously formulize the problem. The Fourier

transform of a signal f is denoted as f̂ where f̂ is to be understood in the distributional sense.

A signal is called band-limited with B if the Fourier transform is supported on [−B,B]. The

collection of signals whose p-th power is integrable is denoted by Lp (R) with the common norm

‖·‖p. For p = ∞ the norm is given by the supremum norm. The set of band-limited signals

with bandwidth B in Lp (R) form the Paley-Wiener1 space PWp
B. Note that the inclusions

PW1
B ⊂ PW2

B ⊂ . . . ⊂ PW∞
B hold for Paley-Wiener spaces [63]. For further purposes let us

also introduce the space of bounded, continuous signals over R, denoted by C (R) and endowed

with the supremum norm, its subspace C2π (R) of all bounded and continuous signals over R

that are periodic with period 2π.

1The literature seems not to be clear here. We follow [62] in our definition of the Paley-Wiener spaces but for
example in [63] these spaces are called Bernstein spaces.
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It is well-known that a signal f ∈ PWp
B, 1 ≤ p < ∞, can be recovered by its samples by

applying the Shannon sampling series

f (θ) =
∞∑

l=−∞
f

(
πl

B

)
sin

[
B

(
θ − πl

B

)]

B
(
θ − πl

B

) (3.1)

which is a simple consequence of the Plancherel-Polya inequality

C ′ (p)

(
1

B

∞∑

l=−∞

∣∣∣∣f
(

πl

B

)∣∣∣∣
p
) 1

p

≤ ‖f‖p ≤ C ′′ (p)

(
1

B

∞∑

l=−∞

∣∣∣∣f
(

πl

B

)∣∣∣∣
p
) 1

p

, C ′ (p) , C ′′ (p) > 0,

for 1 < p < ∞ and the inclusion PW1
B ⊂ PW2

B. Indeed, let n > 0. Then for every f ∈ PWp
B, 1 <

p < ∞ we have
∥∥f −∑n

l=−n f
(

πl
B

)∥∥
p
≤ C ′′ (p)

∑
|l|>n f

(
πl
B

)
and thus

∥∥f −∑n
l=−n f

(
πl
B

)∥∥
p
→ 0

as n →∞.

The series (3.1) fails to converge in general for p = ∞. In this case, the sampling series due

to Schönhage [64]

f (θ) = f ′ (0)
sin (Bθ)

B
+ f (0)

sin (Bθ)

Bθ
+ θ

∞∑

l=−∞,l 6=0

f
(

πl
B

)

l

sin
[
B

(
θ − πl

B

)]

B
(
θ − πl

B

) (3.2)

can be applied converging uniformly on compact subsets of R. The representation (3.2) is in

fact the key to our derivations regarding the space PW∞
B in the next section.

On the other hand, divergence can also be circumvented if oversampling is employed and the

sin(Bθ)
Bθ

-kernel in (3.1) is replaced by an absolute integrable kernel. Introducing the oversampling

factor L > 1, L ∈ R, the peak value of an oversampling set is given by

‖f‖ π
LB

,∞ := sup
l∈Z

∣∣∣∣f
(

πl

LB

)∣∣∣∣ .

We will now see that it is an equivalent norm on the space PWp
B. Defining the set

MB
L :=



 g ∈ L1 (R) , ĝ (ω) =





1 |ω| ≤ B
ĝd (ω) B ≤ |ω| ≤ LB

0 elsewhere



 , (3.3)

where ĝd (ω) is a real function with 0 ≤ ĝd (ω) ≤ 1, ĝd (B) = 1, ĝd (LB) = 0. For some reasons

that will become clear later on we assume ĝd (ω) to be a non-increasing function. Now, for all
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Figure 3.1: The Fourier transform of the trapezoidal kernel.

f ∈ PWp
B, 1 ≤ p < ∞, we have [20, 20, 65]

f (θ) =
π

LB

∞∑

l=−∞
f

(
πl

LB

)
g

(
θ − πl

LB

)
(3.4)

and

sup
θ∈R

|f (θ)| ≤ ‖f‖ π
LB

,∞ · sup
θ∈[0, π

LB ]

π

LB

∞∑

l=−∞

∣∣∣∣g
(

θ − πl

LB

)∣∣∣∣ < ∞,

i.e. every kernel g ∈ML defines a bounded, linear operator Tg : PW∞
B → PW∞

B . Thus, equation

(3.4) can be extended to the space PW∞
B . An example of a kernel is given by the trapezoidal

kernel

SL (θ) =
2 sin

(
(L+1)Bθ

2

)
sin

(
(L−1)Bθ

2

)

π (L− 1) Bθ2
, (3.5)

of which the Fourier transform is depicted in Fig. 3.1. Using the convolution theorem of the

Fourier transform it can be verified that this kernel satisfies the assumptions made in (3.3).
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We are now in position to state the first problem:

1) Peak Value Problem: Find a ,,good” (i.e. tight) upper bound on the constant

C1 (L) := sup
‖f‖ π

LB
,∞≤1,f∈PW∞

B

‖f‖∞ .

It is interesting to note that C1 (L) is independent of B. This can be seen as follows: For any

f ∈ PW∞
B define f ′ (θ) := f

(
πθ
B

)
with f ′ ∈ PW∞

π and hence

sup
‖f ′‖ 1

L
,∞≤1,f ′∈PW∞

π

‖f ′‖ 1
L

,∞ = sup
‖f‖ π

LB
,∞≤1,f∈PW∞

B

‖f‖ π
LB

,∞ .

We further note that C1 (L) is not defined for L = 1 (i.e. C1 (1) = +∞). Consider for example

the sequence

fn (θ) =
n∑

l=1

(−1)l sin
[
B

(
θ − πl

B

)]

B
(
θ − πl

B

)

where fn ∈ PW∞
B , n ∈N, and ‖fn‖∞ → ∞ as n → ∞. The following theorem ensures the

existence of a function f such that C1 (L) = ‖fL‖∞. We will call these signals extremal. Observe

that in the proof we explicitly construct these signals.

Lemma 1 There is a function fL ∈ PW∞
π and a time instance θL ∈

(
0, 1

2L

]
so that ‖fL‖ 1

L
,∞ = 1

and

C1 (L) = fL (θL) .

Proof. We can without loss of generality assume that B = π. For any arbitrary ε > 0 there is

f (ε), θ(ε) with
∥∥f (ε)

∥∥
1
L

,∞ = 1 and f (ε)
(
θ(ε)

) ≥ C1 (L) − ε. We let l(ε) be the integer number so

that l(ε)

L
< θ(ε) ≤ l(ε)

L
+ l(ε)

2L
. Then

g(ε) (θ) := f (ε)

(
θ +

l(ε)

L

)

where g(ε)
(
θ(ε)

) ≥ C1 (L) − ε and 0 < θ(ε) ≤ 1
2L

. Assuming εn to be a zero sequence then it

follows that the sequence θ(εn) is bounded and it is possible to select a subsequence θ(εnk) =: θ(k)

so that ∥∥∥g(εnk)
∥∥∥

1
L

,∞
= 1, k ∈ N,
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and

θ(∞) = lim
k→∞

θ(εnk).

Denoting the corresponding sequence of functions by g(εnk) =: g(k) we can again select a sub-

sequence g(k′) that converges due to a theorem of Vitali [66] locally uniformly to an entire function

g(∞) ∈ PW∞
π [64, (2.19)]. It is left to show that

g(∞)
(
θ(∞)

)
= C1 (L)

We have
∣∣g(k′)

(
θ(∞)

)− g(∞)
(
θ(∞)

)∣∣ ≤ ε and
∣∣θ(∞) − θ(k′)

∣∣ ≤ ε. Using Bernstein’s inequality [67]
∣∣g(k′)′ (θ)

∣∣ ≤ C < ∞ uniformly for all θ and hence

∣∣∣g(k′)
(
θ(k′)

)
− g(∞)

(
θ(∞)

)∣∣∣ ≤
∣∣∣g(k′)

(
θ(k′)

)
− g(k′) (

θ(∞)
)

+ g(k′) (
θ(∞)

)− g(∞)
(
θ(∞)

)∣∣∣
≤

∣∣∣g(k′)
(
θ(k′)

)
− g(k′) (

θ(∞)
)∣∣∣ +

∣∣∣g(k′) (
θ(∞)

)− g(∞)
(
θ(∞)

)∣∣∣
≤

∣∣∣g(k′)′ (θ)
∣∣∣
∣∣∣θ(k′) − θ(∞)

∣∣∣ + ε, θ ∈
[
θ(k′), θ(∞)

]

≤ (1 + C) ε

yielding the theorem.

Let us introduce the constant

CR
1 (L) := sup

‖f‖ 1
L

,∞≤1,f∈PW∞
π ,f(θ)∈R

‖f‖∞ ,

i.e. CR
1 (L) describes the constant C1 (L) if f is confined to be a real-valued signal of PW∞

π .

Clearly, CR
1 (L) ≤ C1 (L) and obviously taking squared terms C1 (L) ≤

√
CR

1

(
L
2

)
, L > 2. We

now prove C1 (L) ≤ CR
1 (L) and thus C1 (L) = CR

1 (L).

Lemma 2 We have C1 (L) = CR
1 (L).

Proof. By definition we have CR
1 (L) ≤ C1(L). According to Lemma 1 there is a complex signal

fL ∈ PW∞
π and a time instance θL so that

C1 (L) = |fL (θL)|
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with ‖fL‖ 1
L

,∞ = 1 and fL (θL) = C1 (L) ej arg[fL(θL)]. Multiplying fL by e−j arg[fL(θL)] yields a signal

with complex samples and (at least one) real maximum. Taking the real part of this signal

fRL (θ) := < (
fL (θ) e−j arg[fL(θL)]

)

gives a real signal fRL (θ) with
∥∥fRL

∥∥
∞ = C1 (L)

and

∣∣∣∣fRL
(

l

L

)∣∣∣∣ =

∣∣∣∣<
(

fL

(
l

L

)
e−j arg[fL(θL)]

)∣∣∣∣

≤
∣∣∣∣fL

(
l

L

)
e−j arg[fL(θL)]

∣∣∣∣

=

∣∣∣∣fL

(
l

L

)∣∣∣∣
≤ 1.

Thus, there is a real signal so that CR
1 (L) ≥ C1(L). Considering CR

1 (L) ≤ C1(L) it follows that

CR
1 (L) = C1(L).

In practical systems, the samples are disturbed and when oversampling is employed they

generally do not represent the samples of a band-limited signal with respect to the bandwidth

defined by the Nyquist rate. It is therefore reasonable to extend the definition region of the

operator Tg to the space C (R), i.e. Tg : C (R) → PW∞
LB, f ↪→ π

LB

∑∞
l=−∞ f

(
πl
LB

)
g

(
θ − πl

LB

)
.

The norm of this operator is given by

|Tg| = sup
‖f‖∞≤1,f∈C(R)

‖Tgf‖∞ .

The operator norm represents the enhancement of errors in the samples. This leads us to the

next problem:

2) Noisy Samples Problem: Find a ,,good” upper bound on the operator norm

C2 (L) = inf
g∈MB

L

|Tg| .
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Again, note that C2 (L) is independent of B. For any g ∈ MB
L define ĝ′ (ω) = ĝ

(
Bω
π

)
, i.e.

g′ ∈ Mπ
L and g′ (θ) = g

(
πθ
B

)
and |Tg| = |Tg′|. Further, clearly C1 (L) ≤ C2 (L), i.e. C1 (L)

represents a lower bound on what can be achieved for C2 (L). For the purposes of filter design it

is also interesting which kernel actually attains this bound. These filters will be called extremal

filters and their existence is established in the next theorem.

Lemma 3 There is a signal fL, a time instance θL, and a kernel gL such that C2 (L) =

(TgL
fL) (θL).

Proof. Without loss of generality let B = π. Furthermore, fix L and g and consider for some

arbitrary f ∈ C (R) with ‖f‖∞ ≤ 1

(Tgf) (θ) =
+∞∑

l=−∞
f

(
l

L

)
g

(
θ − l

L

)
.

We have

‖Tgf‖∞ ≤ max
0≤θ< 1

2L

+∞∑

l=−∞

∣∣∣∣g
(

θ − l

L

)∣∣∣∣ · ‖f‖ 1
L

,∞ = max
0≤θ< 1

2L

+∞∑

l=−∞

∣∣∣∣g
(

θ − l

L

)∣∣∣∣ .

Here, we replaced the supremum by the maximum operator since
∑+∞

l=−∞
∣∣g (

θ − l
L

)∣∣ ∈ C (R).

Hence, the operator norm is upperbounded by

|Tg| ≤ max
0≤θ< 1

2L

+∞∑

l=−∞

∣∣∣∣g
(

θ − l

L

)∣∣∣∣ .

where the maximum is attained for some θ0 ∈
[
0, 1

2L

)
. On the other hand, defining a signal

f0 ∈ C (R) with f0

(
l
L

)
:= e−j arg[g(θ0− l

L)] yields

‖Tgf0‖∞ = max
0≤θ< 1

2L

+∞∑

l=−∞

∣∣∣∣g
(

θ − l

L

)∣∣∣∣ = |Tg| .

Hence, we conclude that for each g we can find f0, θ0 so that |Tk| = (Tgf0) (θ0) where θ0 ∈
[
0, 1

2L

)
. Since C2 (L) ≥ C1 (L) we can assume that for any arbitrary ε > 0 there is g(ε), θ(ε) with

g(ε)
(
θ(ε)

) ≥ C2 (L)− ε. Let εn be a zero sequence. We can select a subsequence θ(εnk) =: θ(k) so

that there is θ(∞) with

θ(∞) := lim
k→∞

θ(k).



CHAPTER 3. THE DISCRETE AND CONTINUOUS-TIME CREST-FACTOR 29

By the same argument as in Lemma 1 we can also find a subsequence g(εnk) =: g(k) so that there

is a g(∞) ∈ PW∞
LB with

g(∞) := lim
k→∞

g(k)

where convergence is again local on compact subsets. We need to show that g(∞) ∈ Mπ
L. First

observe that

lim
k→∞

∫ T

−T

g(k)dt =

∫ T

−T

g(∞)dt ≤ C

for any interval T ∈ R. Thus g(∞) ∈ PW1
LB but not necessarily g(∞) ∈Mπ

L. This can be achieved

since ĝ(∞) is a signal with bounded variations by the assumptions on ĝd in (3.3), i.e. due to Helly’s

theorem [68] we have point-wise convergence in the frequency domain, and therefore g(∞) ∈Mπ
L.

Denoting the signal that attains the operator norm as f (∞) corresponding to g(∞) it is left

to show that

C2 (L) =
(
Tg(∞)f (∞)

) (
θ(∞)

)
.

Observe that

C2 (L) ≤
+∞∑

l=−∞

∣∣∣∣g(∞)

(
θ(∞) − l

L

)∣∣∣∣ . (3.6)

For any θ and n consider

+n∑

l=−n

∣∣∣∣g(∞)

(
θ − l

L

)∣∣∣∣ ≤
+n∑

l=−n

∣∣∣∣g(∞)

(
θ − l

L

)
− g(k)

(
θ − l

L

)∣∣∣∣ +
+n∑

l=−n

∣∣∣∣g(k)

(
θ − l

L

)∣∣∣∣

≤
+n∑

l=−n

∣∣∣∣g(∞)

(
θ − l

L

)
− g(k)

(
θ − l

L

)∣∣∣∣ + max
0≤θ< 1

2L

+n∑

l=−n

∣∣∣∣g(k)

(
θ − l

L

)∣∣∣∣

and

+n∑

l=−n

∣∣∣∣g(∞)

(
θ − l

L

)∣∣∣∣

≤ lim sup
k→∞

+n∑

l=−n

∣∣∣∣g(∞)

(
θ − l

L

)
− g(k)

(
θ − l

L

)∣∣∣∣ + lim sup
k→∞

max
0≤θ< 1

2L

+n∑

l=−n

∣∣∣∣g(k)

(
θ − l

L

)∣∣∣∣

= lim sup
k→∞

max
0≤θ< 1

2L

+n∑

l=−n

∣∣∣∣g(k)

(
θ − l

L

)∣∣∣∣

= C2 (L) .
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Therefore

C2 (L) ≥
+∞∑

l=−∞

∣∣∣∣g(∞)

(
θ(∞) − l

L

)∣∣∣∣

and due to (3.6)

C2 (L) =
+∞∑

l=−∞

∣∣∣∣g(∞)

(
θ(∞) − l

L

)∣∣∣∣

completing the proof.

Note that for pure technical reasons we have assumed (applying Helly’s Theorem) that the

function ĝd is non-increasing (the problem could be circumvented if we were able to show weak

convergence instead of point-wise convergence of g(ε), however, unfortunately the g(k) do not

have compact support). However we will see that this is not particularly restrictive since the

trapezoidal filter already comes very close to the lower bound on C2 given by C1. For the special

case of polynomials we derive a general theorem that excludes the existence of better kernels.

Since the solution to both the peak value and noisy samples problems does not depend on the

bandwidth we will always scale the time or frequency domain accordingly.

3.2 Peak value problem

3.2.1 Trigonometric polynomials

The most early results [3] regarding the peak value problem appear in literature when restricting

PW∞
B to the set

TN :=

{
f ∈ PW∞

N ; f (θ) =
a0

2
+

N∑

k=1

ak cos (kθ) + bk sin (kθ) , ak, bk ∈ R
}

,

containing all degree N trigonometric polynomials. Observe that the signal space TN covers the

so-called discrete multitone (DMT) signals. Since the signals are periodic and due to the finite

dimension of the signal space it is sufficient to consider the interval [0, 2π) and a finite set of

samples. In this light, a polynomial can be recovered by at least N1 = 2N + 1 samples and

we define the oversampling factor as L = N1

2N
where N1 > 2N is the number of samples, i.e.

opposed to general band-limited signals only certain oversampling rates are permitted. Since
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every polynomial of degree N is also a polynomial of degree N2 > N the ,,reasonable“ set can

even be extended to cover all the rational numbers Q ∩ (1,∞).

Based on a classical result obtained by M. Riesz [3] the authors in [5] proved the following

theorem.

Theorem 4 Let f ∈ TN and suppose that f (θ) 6= ‖f‖∞ cos [N (θ − θ0)] , θ0 ∈ R. Then for

N ′ > N, N ′ ∈N,

‖f‖∞ <
1

cos
(

πN
2N ′

) max
0≤l<2N ′

∣∣∣∣f
(

πl

N ′

)∣∣∣∣ . (3.7)

with equality if N ′
N

= 2m,m ∈ N.

In terms of the oversampling factor equation (3.7) reads

‖f‖∞ <
1

cos
(

π
2L

) max
0≤l<2LN

∣∣∣∣f
(

πl

LN

)∣∣∣∣ .

where L = N ′
N

, N ′> N , i.e.. the number of samples is even and the condition N ′ > N implies

that the number of samples is at least 2N + 2. However, it can be easily seen (see also Theorem

6) that (3.7) is also valid for arbitrary N1 > 2N , i.e. including odd numbers. Equality holds

in (3.7) if and only if L = N1

2N
∈ N. This can be seen as follows: Sampling the signal fL (θ) =

cos
[
N

(
θ − π

2LN

)]
, L > 1, L ∈N, gives
∣∣∣∣fL

(
πl

LN

)∣∣∣∣ ≤ cos
( π

2L

)
, l ∈ Z, and fL

( π

2LN

)
= 1,

since if cos Nθ is sampled at rate LN
π

the samples always meet the points lπ
N

, l ∈ Z. Thus

C1(L) ≥ 1

cos( π
2L)

and with C1(L) ≤ 1

cos( π
2L)

it follows C1 (L) = 1

cos( π
2L)

. Thus, for practical

oversampling rates it is simply the highest in-band frequency that has the worst-case behavior

regarding overshooting between the samples.

Introducing the constant

CTN
1 (N1) := max

‖f‖ 2π
N1

,∞≤1,f∈TN

‖f‖∞ (3.8)

we have therefore

CTN
1 (2LN) ≤ 1

cos
(

π
2L

) (3.9)
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with equality if L = N1

2N
integer, i.e. N1 is a multiple of 2N . The extremal signals of (3.8) are

denoted as T -(N, 2LN)-extremal. Their existence follows from a standard compactness argu-

ment. The problem of constructing these polynomials for arbitrary oversampling was regarded

in [6]. It was shown that in general cases too the extremal signals only depend on the ratio N1

N
.

We can also consider the degree N complex-valued trigonometric polynomials

PN :=

{
f ∈ PW∞

N ; f (θ) =
N∑

k=−N

ck ejkθ, ck ∈ C
}

.

and the constant

CPN
1 (N1) := max

‖f‖ 2π
N1

,∞≤1,f∈PN

‖f‖∞ .

By Lemma 2 we have CPN
1 (N1) = CTN

1 (N1). Finally, we can introduce the signal space covering

the OFDM signals

P+
N :=

{
f (θ) =

N−1∑

k=0

ck ejkθ, ck ∈ C
}

and consider

C
P+

N
1 (N1) := max

‖f‖ 2π
N1

,∞≤1,f∈P+
N

‖f‖∞ .

Clearly, we have C
P+

N
1 (LN) ≤ 1

cos( π
2L)

, where oversampling is defined as L = N1

N
for this class (we

use the same notation for L). On the other hand the result can be improved and, this time, the

extremal signals depend on N .

Corollary 5 Let f ∈ P+
N and L ≥ 1, LN ∈ N, be the oversampling factor. Then, the following

holds:

Let N be odd. If T ∈ TN−1
2

is T -
(

N−1
2

, LN
)
-extremal then PN (θ) := ej N−1

2 T (θ) is P+-

(N, LN)-extremal and consequently C
P+

N
1 (LN) = C

TN−1
2

1 (LN). Moreover if LN
N−1

∈ N then

T (θ) =
cos

[
N−1

2

(
θ − π

LN

)]

cos
[

π(N−1)
2LN

] .
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If N is even, similarly, if LN
N−1

∈ N then PN (θ) = ej N−1
2 T (θ) is P+-(N, LN)-extremal. In both

cases C
P+

N
1 (LN) is lower- and upperbounded by

C
TN

2 −1

1 (LN) ≤ C
P+

N
1 (LN)

≤ C
TN−1

1 (2LN)

≤ 1

cos
(

π(N−1)
2LN

) .

Proof. Consider first the case N odd and suppose that PN is P+-(N,LN)-extremal. Then after

proper scaling ‖PN‖ 2π
LN

,∞ ≤ 1 and PN (θ0) = ‖PN‖∞ = C
P+

N
1 (LN) for some time instance θ0.

Appealing to Lemma 2 define the trigonometric polynomial

TN−1
2

(θ) := <
(

e
−j arg

ţ
e−j N−1

2 θ0PN (θ0)

ű

e−j N−1
2

θPN (θ)

)
,

then
∥∥∥TN−1

2

∥∥∥
LN,∞

≤ 1 and C
P+

N
1 (LN) = PN (θ0) = TN−1

2
(θ0) ≤ C

TN−1
2

1 (LN) and with C
P+

N
1 (LN) ≥

C
TN−1

2
1 (LN) we have C

P+
N

1 (LN) = C
TN−1

2
1 (LN) ≤ 1

cos(π(N−1)
2NL )

, i.e. if TN−1
2

is T -
(

N−1
2

, LN
)
-

extremal then PN (θ) := ej N−1
2

θTN−1
2

(θ) is P+-(N,LN)-extremal. Furthermore, if LN = m (N − 1)

for some m ∈ N,m > 1 then

PN (θ) = ej N−1
2

θ cos
[

N−1
2

(
θ − π

LN

)]

cos
[

π(N−1)
2LN

] . (3.10)

Let N be even and assume again that PN is P+-(N, LN)-extremal. Setting this time

TN−1 (θ) := <
(

e
−j arg

ţ
e−j N−1

2 θ0PN (θ0)

ű

e−j N−1
2

θPN (θ)

)
,

where TN−1 (θ) is a degree N−1 trigonometric polynomial with the properties T (θ) = T (θ + 4π) ,

PN (θ0) = TN−1 (θ0) and
∣∣TN−1

(
4πl
2LN

)∣∣ =
∣∣TN−1

(
2πl
LN

)∣∣ ≤
∣∣PN

(
2πl
LN

)∣∣ ≤ 1, l = 0, . . . , 2LN − 1.

Consequently

|T (θ0)| ≤ C
TN−1

1 (2LN) max
0≤l<2LN

∣∣∣∣TN−1

(
2πl

LN

)∣∣∣∣

≤ C
TN−1

1 (2LN) max
0≤l<LN

∣∣∣∣PN

(
2πl

LN

)∣∣∣∣
≤ C

TN−1

1 (2LN)
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and C
P+

N
1 (LN) ≤ C

TN−1

1 (2LN) ≤ 1

cos(π(N−1)
2NL )

. The bound is tight if LN = m (N − 1) for some

m ∈ N and the extremals are given by (3.10). On the other hand for obvious reasons if TN−1

is T -(N − 1, 2LN) then not necessarily PN (θ) := ej N−1
2 TN−1 (θ) P+-(N, LN)-extremal because

this will generally require all coefficients of TN−1 to be non-zero, i.e. PN /∈ PN . A lower bound

is given by C
P+

N
1 (LN) ≥ C

TN
2 −1

1 (LN).

We can conclude that for the case N odd, C
P+

N
1 (LN) and the corresponding polynomials can

be numerically obtained. For the case N even, which is the practical case, good lower and upper

bounds can be given. In both cases, the extremal signals are analytically known for certain

oversampling rates.

3.2.2 Band-limited signals

Considering the proof technique in [3] that cannot be applied to general band-limited signals it

may be surprising that the same estimation (i.e. C1 (L) ≤ 1

cos( π
2L)

) holds for the space PW∞
B .

This statement is the content of the next theorem.

Theorem 6 Let L > 1. We have

C1 (L) = fL (θL) ≤ 1

cos
(

π
2L

) .

Moreover, if L ∈N, then θL = 1
2L

, fL (θ) =
cos[π(θ− 1

2L)]
cos[ π

2L ]
and C1 (L) = 1

cos( π
2L)

.

Proof. Without loss of generality suppose B = π and 0 < θL ≤ 1
2L

. It is sufficient to show that

CR
1 (L) ≤ 1

cos( π
2L)

. Assuming fL to be real where fL is such that fL (θL) = CR
1 (L) and setting

F (θ) := fL (θ + θL)−C1 (L) cos (πθ) it follows that F (0) = 0 and F ′ (0) = 0 since F has a local

extremum at θ = θL. The samples of F are

F (l) = fL (l)− C1 (L) (−1)l ≥ 0, l = 2n + 1, n ∈ Z,

and

F (l) ≤ 0, l = 2n, n ∈ Z\ {0} .
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Consequently, the samples can be rewritten as

F (l) = C ′
l (−1)l+1 , C ′

l ≥ 0, l ∈ Z\ {0} .

We will now prove that F (θ) ≥ 0 for θ ∈ (−1, 1). Applying (3.2) to F ∈ PW∞
π yields

F (θ) = F ′ (0)
sin (πθ)

π︸ ︷︷ ︸
=0

+ F (0)
sin (πθ)

πθ︸ ︷︷ ︸
=0

+θ

∞∑

l=−∞,l 6=0

F (l)

l

sin [π (θ − l)]

π (θ − l)

= θ

∞∑

l=−∞,l 6=0

F (l)

l

sin [π (θ − l)]

π (θ − l)

= θ
sin (πθ)

π

∞∑

l=−∞,l 6=0

F (l)

l

(−1)l

(θ − l)

= θ
sin (πθ)

π

∞∑

l=1

F (l)

l

(−1)l

(θ − l)
+ θ

sin (πθ)

π

−1∑

l=−∞

F (l)

l

(−1)l

(θ − l)
.

The first sum on the right hand side is
∞∑

l=1

F (l)

l

(−1)l

(θ − l)
=

∞∑

l=1

C ′
l (−1)l+1

l

(−1)l

(θ − l)

=
∞∑

l=1

C ′
l

l (−θ + l)
≥ 0, θ ∈ (−1, 1) ,

and the second term is
−1∑

l=−∞

F (l)

l

(−1)l

(θ − l)
= −

−1∑

l=−∞

C ′
l

l (θ − l)

=
∞∑

l=1

C ′
l

l (θ + l)
≥ 0, θ ∈ (−1, 1) .

Moreover since θ sin(πθ)
π

≥ 0, θ ∈ (−1, 1) , finally

F (θ) ≥ 0, θ ∈ (−1, 1) .

Equality is achieved for some θ ∈ (−1, 1) \ {0} if and only if C ′
l = 0, l ∈Z\ {0}, i.e. fL (θ + θL) =

C1 (L) cos (πθ) , θ ∈ (−1, 1). Otherwise fL (θ + θL) > C1 (L) cos (πθ) , θ ∈ (−1, 1) and since

fL (θL − θ0) = 1 due to ‖fL‖ 1
L

,∞ ≤ 1 for some 0 < θ0 ≤ θL we have

C1 (L) ≤ 1

cos (πθ0)
≤ 1

cos (πθL)
=

1

cos
(

π
2L

)



CHAPTER 3. THE DISCRETE AND CONTINUOUS-TIME CREST-FACTOR 36

0 1 2 3 4 5 6
−6

−4

−2

0

2

4

6

θ

f(
θ)

||f||∞ cosB(θ−θ
0
)

||f||∞

θ
0

Figure 3.2: Local behavior of real band-limited signals.

which completes the proof.

Note that the first part of the proof of Theorem 6 gives a local characterization of a band-

limited signal in the neighborhood of an extremum. Indeed, let f be real-valued, band-limited

with B and ‖f‖∞ = M and θ0 a time instance such that f (θ0) = M , Theorem 6 states that

(after some proper denormalization) for θ0 − π
B
≤ θ ≤ θ0 + π

B
, θ 6= θ0, the signal f must be

strictly greater than M cos [B (θ − θ0)] with equality only if f (θ) = M cos [B (θ − θ0)]. This can

also be interpreted in the manner that the signal that decreases the fastest around its maximum

is M cos [B (θ − θ0)]. An example is given in Fig. 3.2. We can even extend this analysis to

complex band-limited signals so that we can characterize the magnitude. Let f be complex

and band-limited with ‖f‖∞ = M . Then f ′ := |f (θ)|2 is real and band-limited with twice the

bandwidth of f . Thus, Theorem 6 can be applied to f ′ and hence f ′ (θ) > M2 cos [2B (θ − θ0)]

and consequently |f | > M
√

max {cos [2B (θ − θ0)] , 0}, θ0 − π
2B
≤ θ ≤ θ0 + π

2B
, θ 6= θ0. On the
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other hand, equality can never be achieved, since according to Theorem 6 the signal is given by

f (θ) = M2 cos [2B (θ − θ0)] which is not always positive.

Theorem 6 can be improved by considering positive signals.

Lemma 7 Let real f be in PW∞
π and f (θ) ≥ 0, θ ∈ R. Further ‖fL‖ 1

L
,∞ ≤ 1 then

0 ≤ f (θ) ≤ 1

cos2
(

π
4L

)

Proof. Appealing to a theorem of Krein [67] f can be represented by f (θ) = |f ′ (θ)|2 where

f ′ ∈ PW∞
π
2
. Thus

f ′ (l) ≤ 1,

and

f (θ) = |f ′ (θ)|2 ≤ 1

cos2
(

π
4L

) .

Thus, if this property is known even critical sampling is sufficient to capture the peaks be-

tween the samples. Let us now describe the non-ideal situation where the samples are disturbed.

3.3 Noisy samples problem

3.3.1 Trigonometric polynomials

Let us again provide known results. It was shown in [18] that any signal f ∈ PN can be recovered

by its samples f
(

2πl
N1

)
, l = 0, . . . 2N + 1, N1 > 2N applying

f (θ) =
1

N1

N1−1∑

l=0

f

(
2πl

N1

)
g

(
θ − 2πl

N1

)

where g is taken from the set

MN1
N

:=

{
g ∈ TN2−1, g (θ) = 1 + 2

N∑

k=1

cos (kθ) + 2

N2−1∑

k=N+1

ck cos (kθ) , ck ∈ R, N1 −N ≥ N2 > N

}
.
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As before we define an operator Tg : C2π (R) → PN2 , f ↪→ 1
N1

∑N1−1
l=0 f

(
2πl
N1

)
g

(
θ − 2πl

N1

)
with

norm

|Tg| = max
‖f‖∞≤1,f∈C(R)

‖Tgf‖∞
and ask for the constant

CPN
2 (N1) := inf

g∈MN1
N

|Tg| .

Note that for N1 = 2N + 1 the set MN1
N reduces to the well-known Dirichlet kernel

DN (θ) = 1 + 2
N∑

k=1

cos (kθ) =
sin

(
(2N+1)θ

2

)

sin
(

θ
2

) .

It is a well-known result [69] that the operator norm |TDN
| is given by

|TDN
| = 1

2N + 1
max

− π
2N+1

≤θ≤ π
2N+1

2N+1∑

l=0

∣∣∣∣∣∣
sin

[
(2N+1)

2

(
θ − 2πl

2N+1

)]

sin
[

1
2

(
θ − 2πl

2N+1

)]
∣∣∣∣∣∣

≤ 2

π
log (2N + 1) +O (1) .

We obtain from [9]2

|TDN
| ≤ 2

π
log (2N + 1) + 2 +

2

π
log (2) .

Now, in order to bound CPN
2 (N1) for N1 > 2N + 1 we can apply the class of the so-called de la

Vallée-Poussin polynomials [6]

SN2,N (θ) =
sin

(
(N2+N)θ

2

)
sin

(
(N2−N)θ

2

)

(N2 −N) sin2
(

θ
2

) , N2 > N.

In [18] a technique was developed to bound these operator norms efficiently. The approach was

refined in [6] where
∣∣TSN2,N

∣∣ ≤
√

N2+N
N2−N

was proved. On the other hand comparing
∣∣TSN2,N

∣∣
and

∣∣TDN2,N

∣∣ for N2 = N + 1 it is observed that
∣∣TSN+1,N

∣∣ = |TDN
| =

√
2N + 1 opposed to

log (2N + 1), i.e. it is not appropriate for N2−N small. The following result is a generalization

of the bound in [9] on the Dirichlet kernel.

2This follows from the equality
∣∣sin 1

2

(
t− 2πk

N

)∣∣ = 1
2

∣∣∣exp jt− exp 2πjk
N

∣∣∣ and the bound from Lagrange inter-
polation.
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Theorem 8 Let N1 > 2N, N1, N ∈ N. Then

CPN
2 (N1) ≤ min

{
2

π
log

(
N1

N1 − 2N

)
+ c1,

√
N1

N1 − 2N

}
,

where

c1 = 2 +
2

π
log (2) +

2 cot
(

π
2(N1−2N)

)

π (N1 − 2N)
.

Proof. The operator norm
∣∣TSN2,N

∣∣ is given by

∣∣TSN2,N

∣∣ = max
− π

N1
≤θ≤ π

N1

1

N1

N1−1∑

l=0

∣∣∣∣∣∣
sin

[
(N2+N)

2

(
θ − 2πl

N1

)]
sin

[
(N2−N)

2

(
θ − 2πl

N1

)]

(N2 −N) sin2
[

1
2

(
θ − 2πl

N1

)]
∣∣∣∣∣∣
.

Writing ∣∣∣∣sin
[
1

2

(
θ − 2πl

N1

)]∣∣∣∣ =
1

2

∣∣∣∣exp (jθ)− exp

(
2πjl

N1

)∣∣∣∣
it follows from [9] that

1

2

∣∣∣∣exp (jθ)− exp

(
2πjl

N1

)∣∣∣∣ ≥ sin

(
πl

2N1

)
, 0 < l < N1,− π

N1

≤ θ ≤ π

N1

.

Considering ∣∣∣∣∣∣
sin

(
(N2−N)θ

2

)

(N2 −N) sin
(

θ
2

)
∣∣∣∣∣∣
≤ 1

and splitting up the sum yields

∣∣TSN2,N

∣∣ = 1 +
1

N1

j
N1

N2−N

k
∑

l=1

1

sin
(

πl
2N1

) +
1

N1

N1−1∑

l=
j

N1
N2−N

k
+1

1

(N2 −N) sin2
(

πl
2N1

)

where
⌊

N1

N2−N

⌋
denotes the greatest integer smaller than N1

N2−N
. The first term on the right hand

side is upperbounded by [9]

1 +
1

N1

j
N1

N2−N

k
∑

l=1

1

sin
(

πl
2N1

) ≤ 2

π
log

(
N1

N2 −N

)
+ 2 +

2

π
log (2)
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and the second term by

1

N1 (N2 −N)

N1−1∑

l=
j

N1
N2−N

k
+1

1

sin2
(

πl
2N1

) ≤ 1

N1 (N2 −N)

N1−1∑

l=
j

N1
N2−N

k
+1

∫ l

l−1

1

sin2
(

πx
2N1

)dx

=
1

N1 (N2 −N)

∫ N1−1

j
N1

N2−N

k
1

sin2
(

πx
2N1

)dx

=
1

N1 (N2 −N)

[
2N1

π
cot

(
πx

2N1

)]N1−1

j
N1

N2−N

k

≤
2 cot

(
π

2(N2−N)

)

π (N2 −N)
.

Therefore

∣∣TSN2,N

∣∣ ≤ 2

π
log

(
N1

N2 −N

)
+ 2 +

2

π
log (2) +

2 cot
(

π
2(N2−N)

)

π (N2 −N)

and with N2 = N1 −N the result follows. The second upper bound follows from [6].

Neglecting the logarithmic part which is only a good bound when N1 − 2N is small the

theorem reads in terms of the oversampling factor L = N1

2N

CPN
2 (L) ≤

√
L

L− 1
.

Numerical computations of the operator norm for different N1, N, N2 = N1 − N (i.e. different

L = N1

2N
), were carried out and shown in Fig. 3.3 along with the bounds on CTN

1 (N1) from

Theorem 4 and CPN
2 (N1) from Theorem 8 where, for the sake of simplicity in both figures, the

curves are depicted over R. It is observed that the upper bound from Theorem 8 is excellent

for L ≥ 2. Recall also that the bound from Theorem 4 is a lower bound on CPN
2 (L) for all

L ∈ N. It is also interesting that the bound in Theorem 8 is better for small oversampling rates

(1 < L < 2) than the bound from Theorem 6 and is therefore applicable to the peak value

problem as well.

An interesting extension of the theorem is the following result. Note that the signals f ∈ PN

can be interpreted as a complex-valued function f (z) =
∑N

k=−N ckz
k, z ∈ C, evaluated on the

unit disc. We denote as A (D) the signals that are analytic in the interior of the unit disc
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D := {z : |z| ≤ 1} and bounded on the boundary. The norm is given by ‖·‖A(D) defined as

‖f‖A(D) := max0≤θ<2π f
(
ejθ

)
. The following theorem derives a lower bound on the operator

norm if the kernel belongs to A (D) and the operator itself is the identity operator on P+
N .

Theorem 9 Let g ∈ A(D) be a kernel so that Tgf = f for all f ∈ P+
N then

|Tgf | > log (N + 1)

π
.

Proof. Let g(1), . . . , g(N1) ∈ A(D) be the interpolating signals of the representation so that Tgf =

f for all f ∈ P+
N and λ1, . . . , λN1 are complex numbers. According to Rudin-Carleson’s theorem

[70] there is a signal f ∈ A(D) with f (zl) = λl, 1 ≤ l ≤ N1, and ‖f‖A(D) = max1≤l≤N1 |λl|. Thus

‖Tg‖ = max
|z|=1

N1∑

l=1

∣∣ g(l) (z)
∣∣ >

N1∑

l=1

1

2π

π∫

−π

|g(l)(eit)| dt .

We have for |z| < 1

g(l)(z) =
∞∑

m=0

cm(l)zm, 1 ≤ l ≤ N1.

Using Hardy’s inequality [70]

1

2π

π∫

−π

|g(l)(eit)| dt ≥ 1

π

∞∑
m=1

1

m
|cm(k)|

and

‖Tg‖ ≥ 1

π

∞∑
m=1

1

m

(
N1∑

l=1

|cm(l)|
)

.

For 0 ≤ r ≤ N we have for |z| < 1 with fr(e
it) = eirt

fr(z) =

N1∑

l=1

fr(zl)g
(l)(z) =

∞∑
m=1

zm

(
N1∑

l=1

fr(zl)cm(l)

)
= zr

and for 0 ≤ r ≤ N
N1∑

l=1

fr(zl)cr(l) = 1,

or
N1∑

l=1

|cr(l)| ≥ 1.
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Combining

‖T‖ ≥ 1

π

N∑
m=1

1

m

(
N1∑

l=1

|cm(l)|
)
≥ 1

π

N∑
m=1

1

m
>

1

π
log(N + 1) ,

completes the proof.

The theorem says that if the operator connected with a (possibly shifted version) kernel

that has the reconstruction property for all f ∈ P+
N then there is an input so that the input is

amplified with log(N+1)
π

. Thus, even if the inputs are chosen carefully a small disturbance can

have a catastrophic effect. The theorem has some interesting conclusions for practical coding

schemes as we point out in the last chapter.

3.3.2 Band-limited signals

Concerning results on PW∞
B in this regard we mention the approaches in [16] and [14]. On

the other hand using the properties of a sampling series a better result can be obtained. The

following theorem improves the result given by [16, Theorem 7.2.5].

Theorem 10 Let L > 1. Then

C2 (L) ≤ min

{
2

π
log

(
2L

L− 1

)
+ c2,

√
L + 1

L− 1

}
.

where

c2 =
4

π
+

8

π2
+

L + 1

2L
.

Proof. Using the kernel (3.5) the constant C2 (L) is upperbounded by

C2 (L) ≤ sup
− 1

2L
≤θ≤ 1

2L

1

L

∞∑

l=−∞

∣∣∣∣SL

(
θ − l

L

)∣∣∣∣

= sup
− 1

2L
≤θ≤ 1

2L

1

L

∞∑

l=−∞

∣∣∣∣∣∣
2 sin

[
π(L+1)

2

(
θ − πl

Lπ

)]
sin

[
π(L−1)

2

(
θ − πl

Lπ

)]

π (L− 1) π
(
θ − πl

Lπ

)2

∣∣∣∣∣∣
.

Let us first prove the more important second inequality. Applying Cauchy-Schwartz’s inequality

yields

C2 (L) ≤ sup
− 1

2L
≤θ≤ 1

2L

1

L

√√√√√
∞∑

l=−∞

2 sin2
[

π(L+1)
2

(
θ − l

L

)]

π (L− 1) π
(
θ − l

L

)2

∞∑

l=−∞

2 sin2
[

π(L−1)
2

(
θ − l

L

)]

π (L− 1) π
(
θ − l

L

)2 .
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Recalling that for all f ∈ PW2
π

∞∑

l=−∞
|f (l)|2 =

∫ ∞

−∞
|f (θ)|2 dθ

=
1

2π

∫ ∞

−∞
|f (ω)|2 dω

results in

∞∑

l=−∞

2 sin2
[

π(L+1)
2

(
θ − πl

Lπ

)]

π (L− 1) π
(
θ − πl

Lπ

)2 = L

∫ ∞

−∞

2 sin2
(

π(L+1)θ
2

)

π (L− 1) πθ2
dθ

=
L

π

1

L− 1

∫ (L+1)
2

π

− (L+1)
2

π

1 dω

= L
L + 1

L− 1

and

∞∑

l=−∞

2 sin2
[

π(L−1)
2

(
θ − πl

Lπ

)]

π (L− 1) π
(
θ − πl

Lπ

)2 =
L

π

1

L− 1

∫ (L−1)
2

π

− (L−1)
2

π

1 dω

= L
L− 1

L− 1

= L.

The first inequality can be proved along the lines of Theorem 4. Using

∣∣∣∣∣∣
2 sin

(
π(L−1)θ

2

)

(L− 1) πθ

∣∣∣∣∣∣
≤ 1

and splitting up the sum yields

C2 (L) ≤ |SL (0)|+ sup
− 1

2L
≤θ≤ 1

2L

2

L

d L
L−1e∑

l=1

∣∣∣∣SL

(
θ − l

L

)∣∣∣∣

+ sup
− 1

2L
≤θ≤ 1

2L

2

L

∞∑

l=d L
L−1e+1

∣∣∣∣SL

(
θ − l

L

)∣∣∣∣



CHAPTER 3. THE DISCRETE AND CONTINUOUS-TIME CREST-FACTOR 44

≤ L + 1

2L
+ sup
− 1

2L
≤θ≤ 1

2L

2

L

d L
L−1e∑

l=1

∣∣∣∣∣
1

π
(
θ − l

L

)
∣∣∣∣∣

+ sup
θ∈[− 1

2L
, 1
2L ]

4

L

∞∑

l=d L
L−1e+1

∣∣∣∣∣
1

π (L− 1) π
(
θ − l

L

)2

∣∣∣∣∣

=
L + 1

2L
+

2

π

d L
L−1e∑

l=1

1(
l − 1

2

) +
4L

(L− 1) π2

∞∑

l=d L
L−1e+1

1(
l − 1

2

)2

≤ L + 1

2L
+

4

π
+

2

π
log

⌈
L

L− 1

⌉
+

4L

(L− 1) π2

1⌈
L

L−1

⌉− 1
2

≤ L + 1

2L
+

4

π
+

2

π
log

(
2L

L− 1

)
+

8

π2

where
⌈

L
L−1

⌉
denotes the smallest integer greater than L

L−1
.

The bound on C2 (L) from Theorem 10 is shown and compared to the other bounds in Fig.

3.3 without the logarithmic part. Again it can be observed that the bound is better for small L

than the bound from Theorem 6. We note that in [17] a similar problem regarding discrete-time

signals was considered. Moreover, it was shown that the norms of a whole class of filters can be

estimated using the trapezoidal filter [17, Prop. 5]. We have not attempted such an analysis.

3.4 Bounding the crest-factor

Since in OFDM systems the signal is digitally generated and processed, the peaks have to be

determined on an oversampling grid. Some authors proposed calculating the peaks from Nyquist-

rate sampling. However, it was shown that in general peaks of order log (N) can occur. Using

Theorem 4 and 2 this can now be done to any desired accuracy. Defining the constant

CL :=
1

cos
(

π
2L

) ,

where L > 1, L ∈ N, it follows

∣∣∣∣ max
0≤θ<2π

|sc (θ)| − max
0≤l<LN

∣∣∣∣sc

(
2πl

LN

)∣∣∣∣
∣∣∣∣ ≤ N (CL − 1) . (3.11)



CHAPTER 3. THE DISCRETE AND CONTINUOUS-TIME CREST-FACTOR 45

1 1.5 2 2.5 3
1

1.5

2

2.5

3

3.5

4

Computation of (17) for different L=N/2n

(L/L−1)1/2

((L+1)/L−1)1/2
1/cos(π/2L) 

L 

Figure 3.3: Evaluation of operator norm and bounds for different oversampling rates compared
to the lower bound.

Thus, when fixing the number of subcarriers N and defining an absolute accuracy ε > 0 the

necessary oversampling factor that achieves this accuracy can be calculated. Some examples

appear in [47]. Moreover, we point out that we have presented only the simplest OFDM signal

model and that practical systems use pulse shaping and consequently the general band-limited

framework that is developed here must be invoked in order to obtain error estimates as in (3.11).

We already pointed out that the peaks can be locally calculated. Moreover if one guarantees

that the signal is always non-negative Lemma 7 shows that even critical sampling is sufficient.

Let us define an important special case where N = 3, i.e. s
(3)
c (α) = c0 + c1e

jα + c2e
jα.

Defining αl,K := 2πl
K

, K > 2, K ∈ N, and

CK :=





1

cos( π
2L)

K > 3 even

3−cos( π
K )

1+cos( π
K )

K ≥ 3 odd
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it was shown in [6] that∣∣∣∣ max
0≤α<2π

∣∣s(3)
c (α)

∣∣− max
0≤l<K

∣∣s(3)
c (αl,K)

∣∣
∣∣∣∣ ≤ 3 (CK − 1) .

The same relation will also be used to estimate the statistical distribution of the CF in

Chapter 4 and to bound the CF of codes in Chapter 5. We further note that the technique

developed in Theorem 10 can also be used in this context to bound the peak-value of Nyquist

filters [58] even without oversampling. An example how to do this is given in [71] in a different

context where it was shown that the peak value of the raised cosine kernel is bounded by 1.2337
r

where r is the roll-off parameter.

The results also suggest consequences for the design of trigonometric polynomials with low

CF. Trigonometric polynomials with low CF are effectively being used in radar, sonar, and

satellite communications or as test signals for channel identification [72] (in this context they

appear as multitone signals). A multitone signal is given by

mN (t) =
N−1∑

k=1

ak cos (kt + φk) ,

where ak, φk, k = 0, . . . , n−1 are the real amplitudes and phases. In other notation we also refer

to the set
{
a0e

jφ0 , a1e
jφ1 , . . . , aN−1e

jφN−1
}

as a (complex-valued) sequence. Fixing the amplitudes

the problem is to find appropriate phases so that the CF of the corresponding polynomial is low.

For practical purposes it is also often desirable that the phases belong to the set {−π, π}.
The classic reference in this regard is that of [73] where an explicit formula for the phases

is given by making use of Woodward’s theorem on frequency modulated signals. The formula

can be applied to arbitrary amplitudes. It is even suited to binary phases. In [72] the Newman

phases as well as Rudin-Shapiro sequences were introduced that have CF lower than 3 [dB] [72].

This work was generalized in [74] recognizing that the Rudin-Shapiro sequences belong to the

wider set of complementary sequences. A pair of sequences is said to be complementary if their

aperiodic autocorrelation sequence adds up to a constant. In [75] good phases that are different

from the ones mentioned were given.

The design problem is aggravated if the signals are required to have additional properties

for example a small modulation factor that is the ratio of maximum to minimum magnitude. A
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fundamental result is due to [76] proving that the modulation factor can be made arbitrarily small

with increasing N . In [77, 78] a numerical procedure was proposed based on a time-frequency

swapping algorithm. This algorithm can be implemented using the DFT. Thus, equation (3.11)

can be used for efficient implementation of this algorithm.

The problem can be generalized to find a set of orthogonal signals that have low CF. This

problem occurs in OFDM systems employing multiple antennas and pilot-based channel estima-

tion schemes. In [79] a pilot scheme was proposed where the individual pilot signals are obtained

by rotating a single sequence that has perfect periodic autocorrelation and low CF. A possible

choice for this sequence is a sequence with Newman phases. Other signals can be generated

using the time-frequency swapping algorithm. We would also like to mention cross-connections

of this topic to sequence design in CDMA context where other performance measures such as

the merit-factor are considered [80] which are in some form related to the CF.

3.5 Open problems

We investigated the relationship between the peak value of band-limited signals and the peak

value of the samples when oversampling is employed. Such relations are important for efficient

implementation of signal processing algorithms in communications systems. We sub-divided the

problem into a problem where the samples are disturbed and a ideal situation where they are

not. It turned out that with moderate oversampling the peak value between the samples can be

effectively bounded which is not possible if the samples are obtained from sampling at Nyquist

rate. We have further seen that the bound cannot be improved for practical oversampling values

but fails to be tight for oversampling rates below 2. This problem should be further investigated

to give better bounds in this region. It is also interesting to extend the analysis done here to

the information signals where the coefficients are restricted to belonging to a certain, finite set

(i.e. represent a modulation scheme). This would have some interesting implications for the

code design.

Research Problem 11 Compute the good upper bound when the coefficients belong to a finite
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set.

In a different analysis we examined the impact of noisy samples. We have shown that the

noise conveyed to the time-continuous signals can be drastically reduced using oversampling and

an appropriate reconstruction filter. We have given an example and provided a good upper

bound using new techniques. We have not shown that this is the optimal filter and leave this

as an open question. It may also be interesting to give real designs for these filters. Comparing

further the results of Theorem 10 and Theorem 8 to Theorem 4 and Theorem 6 shows that apart

from applications to filter design the approach is also interesting for the peak value problem for

small oversampling rates.

In light of the preceding results we are now able to compute the CF of a single OFDM symbol

from its samples. However, as we pointed out we are also interested in the statistical behavior

of the CF which is discussed next.



Chapter 4

The distribution of the crest-factor

In order to characterize the impact of non-linear components we introduced the distribution of

the CF in Chapter 3. Unfortunately, the exact evaluation is quite difficult and by now still only

possible by computing the CF of all signals. Of course, this is impossible for larger numbers of

subcarriers. Various papers deal with the problem and propose several approximations relying

on the fact that the OFDM signal can be considered as a Gaussian random process [29, 30, 81].

We call this the Gaussian approximation. These approximations are quite useful in practice so

as to obtain analytic expressions, but, inherently the scope of this approach is quite unclear

in terms of the system parameters and are not suitable for obtaining accurate results in all

regions of interest. Indeed, for any fixed N the Gaussian approximation differs from any finite

modulation scheme at some point since there is a certain probability of exceeding any finite

value. The approach also lacks theoretical justification in the sense that no results exist that

the Gaussian approximation becomes better with growing N . Thus, the approach must always

be reconfirmed by Monte-Carlo simulations, which are time-consuming in the low probability

region, where the most significant differences between the different modulation schemes occur

(a quick sketch can be obtained in the higher probability region, though). Moreover, observe

that the approximations in [29, 30, 81] only apply to M -ary QAM constellations but not to

BPSK (or more generally M -ary PSK constellations). An attempt to describe the distribution

for MPSK modulation has been made in [28] using critical sampling and a Gaussian model under

a power constraint. However, simulations show that the approach yields poor results in the low

49
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probability region.

These arguments actually motivate the derivation of upper bounds on the complementary

distribution for the low probability region. In [30] an upper bound has been formally given.

However, its computation (apart from the computational effort) involves the computation of

Fourier coefficients that can change their signs and the number of coefficients that have to be

considered to get accurate results is not clear. Some limit results (N →∞) can be obtained from

[24, 25] for real data. Unfortunately these results do not give any bounds for practical systems.

Therefore true upper bounds depending on the different modulation schemes employed in practice

are given in this chapter. For example, a straightforward application of our upper bounds would

yield an expression of the ,,effective” CF defined in [30, Eqn. (4)]. Another important example

is the application for bounding the SER evoked by clipping which we treat in Sec. 4.3. We show

that the SER behavior is governed by the CF distribution in the low probability region. The

information-theoretic value of these bounds is also obvious so as to provide fundamental limits

on the achievable information rate for a constellation carrying M Bits per subcarrier a peak

power constraint is imposed on the transmission. Given the distribution F for a given M -ary

PSK/M -ary QAM scheme, the achievable information rate is then given as

R =
log2 [1− F (CR)]

N
+ log2 (M) .

The achievable rate gives valuable information about the number of subcarriers that are needed

to bound the CF within a certain range. Since all redundancy-based CF reduction schemes

can be understood as some form of coding the quantity is an upper bound on the number of

redundant bits. We can also give more elaborate answers to the questions raised in [82].

The upper bounds are derived for BPSK, M -ary QAM and M -ary PSK constellations. Their

scope is confined to the lower probability region and to subcarrier numbers that are not too small.

The mathematical thinking is to bound the complementary distribution of the instantaneous

magnitude of the OFDM baseband signal and then benefit from an analysis of the relation

between the peak value of the discrete-time signal and the peak value of the continuous-time

signal. A major advantage is that the bounds are relatively simple to compute and can be
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easily extended to arbitrary cross-constellations and even codes. A slightly higher computational

effort yields even better bounds for lower numbers of subcarriers. In the next step we provide a

complete characterization of the distribution for a large number of subcarriers for all practical

modulation schemes. We further extend our analysis to dependent subcarriers as for example

occurring in coded systems in terms of the distance distribution. Literature seems to be scarce in

this field and the only reference we have found in this area is the work in [81] where it is argued

that for certain codes (for example convolutional codes) the Gaussian approximation may still

be applied. However, for such approximations the same argumentation holds as in the uncoded

case. Again, using the bound an effective CF can be defined.

4.1 Independent subcarriers

As we pointed out approximative results for the distribution of the CF assuming independent

subcarriers have been derived on the assumptions that the OFDM signal can be modeled as a

Gaussian random processes in combination with level-crossing results [29, 30, 81]. In particular,

the expression derived in [81] seems to be an appropriate approximation for a wide range. The

upper bound given in [30] is slightly better than that of [32]. Here, we take a complete different

direction.

4.1.1 The union bound

Theorem 12 If Q = BPSK then

F (λ) ≤ 4B (λ) + min
L>1,K>2

LN
2
−1∑

l1=1

K−1∑

l2=0

e
− Nλ2

2Ψ(N,θl1,L,αl2,K)C2
K

C2
L ,

where

Ψ (N, θ, α) =
N

2
+

1

2

sin (Nθ)

sin (θ)
cos [(N − 1) θ + 2α]

and

B (λ) =
1

2N

N∑

k=
l

λ
√

N
CL

m
,k even

(
N

(N−k)
2

)
.
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If Q = M-QAM then

F (λ) ≤ ε2N
1

(
λ

CKCL

√
N

√
6

M − 1

)
min

L>1,K>2
KLN e

− λ2

C2
K

C2
L

where ε1 (·) is an error term given by (4.2).

If Q = M-PSK then

F (λ) ≤ εN
2

(
2λ

CKCL

√
N

)
min

L>1,K>2
LNKe

− λ2

C2
L

C2
K .

where ε2 (·) is an error term given by (4.3).

Before we prove the theorem let us provide the following lemma that we call the union bound

because we estimate the probability of non-distinct subsets by the probability of their union.

The lemma will also be interesting for dependent constellations.

Lemma 13 Let ΩL,K := {(θl1,L, αl2,K) , 0 ≤ l1 < LN, 0 ≤ l2 < K,L > 1, K > 2} be a grid of the

plane [0, 2π]× [0, 2π] and suppose that the probabilities

Pr
(< (

sc (θ) ejα
)

> λ
)
,

(θ, α) running through ΩL,K, are given. Then

Pr (CF (sc) > λ) ≤
LN−1∑

l1=0

K∑

l2=0

Pr

(
< (

sc (θl1,L) ejαl2,K
)

>
σs

√
Nλ

CLCK

)

for every L and K. The probabilities can be upperbounded by

Pr

(
< (

sc (θl1,L) ejαl2,K
)

>
λσs

√
N

CLCK

)
≤ E

(
e

ε
ş
<

ş
sc(θl1,L)e

jαl2,K
ť
−σs

√
Nλ

CLCK

ť)
.

Proof. The magnitude of sc can be written as

|sc (θ)| = max
0≤α<2π

< (
sc (θ) ejα

)

= max
0≤α<2π

N−1∑

k=0

< (ck) cos (kθ + α)− Im (ck) sin (kθ + α)

= max
0≤α<2π

ŝc (θ, α)
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where ŝc (θ, α) :=
∑N−1

k=0 < (ck) cos (kθ + α)− Im (ck) sin (kθ + α). Note that ŝc (θ, α) is a degree

1 trigonometric polynomial. Introducing K > 2, K ∈ N, and referring to Chapter 3 ŝc (θ, α) is

upperbounded by

max
0≤α<2π

ŝc (θ, α) ≤ CK · max
0≤l2<K

|ŝc (θ, αl2,K)|

and thus

Pr (|sc (θ)| > λ) = Pr

(
max

0≤α<2π
ŝc (θ, α) > λ

)

≤ Pr

(
max

0≤l2<K
|ŝc (θ, αl2,K)| · CK > λ

)

≤
K−1∑

l2=0

Pr

(
|ŝc (θ, αl2,K)| > λ

CK

)
.

Note that by choosing K = 4 the constant CK equals
√

2. This corresponds to the case that we

would estimate the probability that |sc (θ)| falls out a circle with radius λ by the probability that

|sc (θ)| falls out a square with length λ√
2
. Again by oversampling θ = 2πl1

LN
, l1 = 0, . . . , LN − 1

with L > 1, L ∈ N, we obtain

Pr

(
max

0≤θ<2π
|sc (θ)| > λ

)
≤ Pr

(
CL · max

0≤l1<LN
|sc (θl1,L)| > λ

)

≤
LN−1∑

l1=0

Pr

(
|sc (θl1,L)| > λ

CL

)

≤
LN−1∑

l1=0

K−1∑

l2=0

Pr

(
|ŝc (θl1,L, αl2,K)| > λ

CKCL

)
.

Let ε > 0 be an arbitrary number. Using the set function

IA (ŝc) =

{
1 ŝc ∈ A
0 ŝc /∈ A ,

where A denotes any subset of OFDM signals and the Chernoff bounding technique, the number

of signals exceeding λ is upperbounded by

Pr (ŝc (θ, α) > λ) = E
(
I{bsc(θ,α)>λ} (ŝc)

) ≤ E
(
eε(bsc(θ,α)−λ)

)
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Since

Pr (CF (sc) > λ) = Pr

(
max

0≤θ<2π
|sc (θ)| > σs

√
Nλ

CLCK

)

the result follows.

Thus, for the proof of the theorem all we have to do is to bound the distribution of the

instantaneous envelope for the different modulation schemes. Generally, we can use numerical

methods for computing the instantaneous distribution but due to the large number of subcarriers

this will be extensive in computational terms. Analytical methods are also difficult to evaluate

since even though the characteristic functions are immediate, the inverse formula is not easy to

calculate. Thus, we concentrate on the Chernoff bounding technique next. We need the following

lemmas.

Lemma 14 The following upper bound holds:

sinh
(√

Mx
2

)

sinh (x)
≤
√

M

2
e(

M
12
− 1

3)
x2

2 ε1 (x) . (4.1)

Here, ε1 (x) is an error term given by

ε1 (x) := 1−
sinh (x)

(
e

Mx2

24 − e(
M
12
− 1

3)
x2

2

)
− x3

6

sinh (x) e(
M
12
− 1

3)
x2

2

(4.2)

satisfying ε1 (x) → (1 +O (x4)) as x → 0.

Proof. First, we want to find γ > 0 so that

sinh
(√

Mx
2

)

sinh (x)
≤
√

M

2
e

γx2

2 .

Since
sinh

ş√
Mx
2

ť

sinh(x)
is symmetric around x = 0 it suffices to prove inequality (4.1) for x ≥ 0. Using

sinh (x) ≥ x we have

sinh
(√

Mx
2

)

sinh (x)
≤

sinh
(√

Mx
2

)

x
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and sinh (x) ≤ xe
x2

6 yields the upper bound

sinh
(√

Mx
2

)

sinh (x)
≤

√
Mx
2

e
Mx2

24

x
=

√
M

2
e

Mx2

24 .

Thus γ < M
12

. Since x will be small the inequality will be evaluated at small values and can be

improved. Expanding

sinh

(√
Mx

2

)
=

√
Mx

2
+

(√
M

)3

x3

48
+ . . .

and

e
γx2

2 = 1 +
γx2

2
+ . . .

yields √
M

2
e

γx2

2 sinh (x) =

√
Mx

2
+

(
γ

2
+

1

6

) √
Mx3

2
+ . . .

Considering the linear and cubic term only yields

(√
M

)3

48
≤

(
γ

2
+

1

6

) √
M

2

and hence

γ ≥ M

12
− 1

3
.

Using the lower bound on γ we have the following inequality chain

sinh

(√
Mx

2

)
≤
√

M

2
sinh (x) e

γ1x2

2 + ε′ (x) ≤
√

M

2
sinh (x) e

γ2x2

2

where M
12
− 1

3
= γ1 ≤ γ2 = M

12
and ε′ (x) is an error term. Since the coefficients of the power series

are all positive the inequality will hold for each coefficient. Hence, the error will be upperbounded

by

ε′ (x) =

√
M

2
sinh (x) e

γ2
2

x2 −
√

Mx

2
−

(
γ2

2
+

1

6

) √
Mx3

2
−

(√
M

2
sinh (x) e

γ1
2

x2 −
√

Mx

2
−

(
γ1

2
+

1

6

) √
Mx3

2

)
.
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Dividing by
√

M
2

sinh (x) and e(
M
12
− 1

3)
x2

2 yields

ε1 (x) = 1 +
ε′ (x)

√
M
2

sinh (x) e(
M
12
− 1

3)
x2

2

.

The term ε′ (x) satisfies ε′ (x) = O (x5) as x → 0 and thus ε1 (x) = 1 +O
(

x5

x

)
as x → 0.

Lemma 15 The following upper bound holds:

1

M

M−1∑
m=0

ex cos(α+ 2πm
M ) ≤ e

x2

4 ε2 (x) ,

for any α ∈ R and M > 2 where

ε2 (x) = 1 +
ex − 1− x− x2

2
−

(
e

x4

4 − 1− x4

4

)

e
x4

2

(4.3)

satisfying ε2 (x) → (1 +O (x3)) as x → 0.

Proof. Expanding the exponential function yields

1

M

M−1∑
m=0

ex cos(α+ 2πm
M ) = 1 +

∑M−1
m=0 cos

(
α + 2πm

M

)
x

M
+

∑M−1
m=0 cos2

(
α + 2πm

M

)
x2

2M
+ . . .

= 1 +
x2

4
+ . . .

where we used
M−1∑
m=0

cos

(
α +

2πm

M

)
= 0

and
M−1∑
m=0

cos2

(
α +

2πm

M

)
=

M

2
.

for any α ∈ R and M > 2. The coefficients are trivially upperbounded by the coefficients of ex

and we can write
1

M

M−1∑
m=0

ex cos(α+ 2πm
M ) ≤ e

x2

4 + ε′ (x)

where the error is upperbounded by

ε′ (x) = ex − 1− x− x2

2
−

(
e

x4

4 − 1− x4

4

)
.
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The term ε′ (x) satisfies ε′ (x) = O (x3) as x → 0 and thus ε2 (x) = 1 + O
(

x3

1+x2

)
= 1 + O (x3)

as x → 0.

We are now able to prove the theorem.

Proof of theorem. It can be shown that the following bounds are independent of A and hence

we set without loss of generality A = 1. For Q = BPSK, i.e. ck = {−1, 1}, we have

Pr (ŝc (θ, α) > λ) ≤ e−λε

N−1∏

k=0

cosh [ε cos (kθ + α)]

Using cosh (x) ≤ e
x2

2 yields

Pr (ŝc (θ, α) > λ) ≤ e−λεe
ε2

2

PN−1
k=0 cos2(kθ+α)

and

Pr (ŝc (θ, α) > λ) ≤ e−λεe
ε2

2
C1(N,θ,α)

where

Ψ (N, θ, α) :=
N−1∑

k=0

cos2 (kθ + α) =
N

2
+

1

2

sin (Nθ)

sin (θ)
cos [(N − 1) θ + 2α] .

The last identity is given for purely numerical purposes. Optimizing the right hand side with

respect to ε yields

d

dε
−ελ +

1

2
ε2Ψ (N, θ, α)

∣∣∣∣
ε=ε

= −λ + εΨ (N, θ, α) = 0

⇒ ε =
λ

Ψ (N, θ, α)
.

Thus, we obtain

Pr (ŝc (θ, α) > λ) ≤ e−
λ2

2Ψ(N,θ,α)

and

max
0≤α<2π

ŝc (θ, α) ≤ CK · max
0≤l2<K

∣∣∣∣ŝc

(
θ,

2πl2
K

)∣∣∣∣ , θ /∈ {0, π}

and for the special case θ = 0 or θ = π where ŝc (θ, α) is real

|s (θ)| = max {s (θ) ,−s (θ)} , θ ∈ {0, π} .
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Thus

Pr (|s (θ)| > λ) ≤
K−1∑

l2=0

Pr

(∣∣∣∣ŝc

(
θ,

2πl2
K

)∣∣∣∣ >
λ

CK

)
, θ /∈ {0, π} ,

and

Pr (|s (θ)| > λ) ≤ 2 Pr (s (θ) > λ) , θ ∈ {0, π} .

By Lemma 13

Pr

(
max

0≤θ<2π
|s (θ)| > λ

)
≤ 4e

− λ2

2NC2
L +

LN−1∑

l1=1,l1 6=LN
2

K−1∑

l2=0

e
− λ2

2C1(N,
l1

LN
2π,

l2
K

2π)C2
K

C2
L .

Note that owing to the real data we can also multiply the last equation by a factor 1
2

since |s (θ)|
is symmetric around π, i.e.

|s (θ)| = |s (2π − θ)| .

Setting θ = 2πl
LN

, 0 < l < LN
2

(N assumed even) yields
∣∣∣∣s

(
2πl

LN

)∣∣∣∣ =

∣∣∣∣s
(

2π − 2πl

LN

)∣∣∣∣ =

∣∣∣∣s
(

2π (LN − l)

LN

)∣∣∣∣ , 0 < k <
LN

2
.

Hence if the signal takes on a certain value at l
LN

so it does at LN−l
LN

for 0 < k < LN
2

. On the

other hand the argumentation does not hold for θ = 0 and θ = π. For these samples we can

improve our result by incorporating the fact that the distribution of s (0) can be explicitly given

in terms of the binomial coefficients, i.e. for N even

Pr (s (0) = λ) =
1

2N

{ (
N

(N−λ)
2

)
λ even (integer), |λ| ≤ N

0 else
.

Furthermore, since s (0) and s (π) have the same distribution, we arrive at

Pr (s (0) > λ) = Pr (s (π) > λ) =
N∑

k=dλe,k even

Pr (s (0) = k) .

Setting σs = 1 and optimizing K and L the result follows.

For Q = M-QAM, i.e. ck ∈
{
((2m1 − 1) + j (2m2 − 1)) ,m1,m2 ∈

{−m
2

+ 1, . . . , m
2

}}
M =

m2, we have by independence

E
(
eεbsc(θ,α)

)
= E

{
eε

PN−1
k=0 <(ck) cos(kθ+α)

}
E

{
e−ε

PN−1
k=0 =(ck) sin(kθ+α)

}
. (4.4)
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Defining x1 := cos (kθ + α) and x2 := sin (kθ + α) processing the first term on the right hand

side of (4.4) yields

E
(
eε

PN−1
k=0 <(ck)x1

)
=

N−1∏

k=0

1√
M


e−εx1

√
M
2∑

m=1

e2εmx1 + eεx1

√
M
2∑

m=1

e−2εmx1


 . (4.5)

Introducing the series √
M∑

m=1

qm−1 =
1− q

√
M

1− q

for some real q 6= 1 and this time processing the first sum on the right hand side of (4.5) yields
√

M
2∑

m=1

e2εmx1 = e
ε
ş
1+

√
M
2

ť
x1

sinh
(

ε
√

Mx1

2

)

sinh (εx1)

≤ e
ε
ş
1+

√
M
2

ť
x1

√
M

2
e(

M
12
− 1

3)
ε2x2

1
2 ε1 (ε)

where the inequality is due to Lemma 14.

The second sum is upperbounded by
√

M
2∑

m=1

e(−2εmx1) ≤
√

M

2
e
−ε

ş
1+

√
M
2

ť
x1e(

M
12
− 1

3)
ε2x2

1
2 ε1 (ε) .

Setting γ =
(

M
12
− 1

3

)
and inserting both into (4.5) yields

E
(
e(ε

PN−1
k=0 <(ck)x1)

)
≤

N−1∏

k=0

1

2
e

γε2x2
1

2

[
e

ε
√

Mx1
2 + e−

ε
√

Mx1
2

]
ε1 (ε)

=
N−1∏

k=0

e
γε2x2

1
2 cosh

(
ε
√

Mx1

2

)
ε1 (ε)

≤
N−1∏

k=0

e
γε2x2

1
2 e

Mε2x2
1

8 ε1 (ε)

= e
ε2

2 (γ+M
4 )

PN−1
k=0 cos2(kθ+α)εN

1 (ε)

where we again used the inequality cosh (x) ≤ e
x2

2 . In the same manner, the second term of

(4.4) is processed to give

E
(
e−ε

PN−1
k=0 =(ck) sin(kθ+α)

)
≤ e

ε2

2 (γ+M
4 )

PN−1
k=0 sin2(kθ+α)ε1 (ε) .
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In the case of numerical computation we have the upper bound

E
(
eεbsc(θ,α)

) ≤
2∏

m=1

N−1∏

k=0

2 sinh
(

ε
√

Mxm

2

)
cosh

(
ε
√

Mxm

2

)
√

M sinh (εxm)

and otherwise

Pr (ŝc (θ, α) > λ) ≤ e−λεe
ε2

2 (γ+M
4 )(

PN−1
k=0 cos2(kθ+α)+

PN−1
k=0 sin2(kθ+α))ε2N

1 (ε)

= e−λεe
Nε2

2 (γ+M
4 )ε2N

1 (ε) .

Optimizing the right hand side with respect to ε yields

d

dε
−ελ +

1

2
ε2N

(
γ +

M

4

)∣∣∣∣
ε=ε

= −λ + εN

(
γ +

M

4

)
= 0

⇒ ε =
λ

N
(
γ + M

4

) ,

and we get

Pr (ŝc (θ, α) ≥ λ) ≤ e
− λ2

2N(γ+ M
4 ) ε2N

1 (ε) .

The averaged RMS value of s is

σs =

√
2 (M − 1)

3

and therefore

Pr (CF (s) > λ) = Pr

(
max

θ∈[0,2π]
|s (θ)| > σs

√
Nλ

CLCK

)

≤ KLN e
− (M−1)λ2

3(γ+ M
4 )C2

L
C2

K ε2N
1

(
λσs

CLCK

√
N

(
γ + M

4

)
)

= KLN e
− λ2

C2
L

C2
K ε2N

1

(
λσs

CLCK

√
N

(
γ + M

4

)
)

.

For Q = M-PSK, i.e. ck ∈
{

1, e
2πj
M , . . . , e

2πj(M−1)
M

}
define RV’s ϕk ∈

{
0, 2π

M
, . . . , 2π(M−1)

M

}

uniformly distributed over their range. The Chernoff bound yields

Pr (ŝc (θ, α) > λ) ≤ e−λεEeε
PN−1

k=0 cos(kθ+α+ϕk)

= e−λε

N−1∏

k=0

1

M

M−1∑
m=0

eε cos( 2πm
M ).
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Due to Lemma 15

Pr

(
N−1∑

k=0

cos (kθ + α + ϕk) > λ

)
≤ e−λεe

ε2N
4 εN

2 (ε)

and with ε = 2λ
N

the result follows.

In Fig. 4.1 we compare simulation, some well-known approximations and our bound for

BPSK modulation and 48 subcarriers. Due to the (relatively) low number of subcarriers we are

able to evaluate the Chernoff bound numerically. The analytical upper bounds from Theorem

12 can be used to obtain optimal values for K and L (by simple search procedures). Then, these

optimal values can be taken in a subsequent optimization of ε (however, we simply took the

optimal ε from the Chernoff upper bound). In Fig. 4.1 there is also a lower bound indicating

that our bound well approximates the complementary distribution in the low probability region.

We conclude that for the BPSK case, the standard models are not appropriate.

In Fig. 4.2 we compare simulation, some approximations and the bound for several other

modulation schemes and 48 subcarriers. It is observed that this time the approximations are

better and the difference is moderate and below 1 [dB]. Note that the difference between the

modulation schemes is important for systems that employ adaptive modulation.

Generally we can state that given a certain outage probability the effective CF grows slower

than the maximum CF (in fact, it is of order log (N) rather than N as we will prove). Clearly the

bounds are very weak in the high probability region but the curves always provide the correct

trend. It can be seen for example, that the BPSK curve is slightly better in the high probability

region compared to, for instance, QPSK while in the low probability region it is worse thereby

mimicking the real situation. Furthermore we can now prove that with only one additional bit

the CF can be bound within 40% of its maximum value. On the other hand, clearly this bit

cannot be assigned to a particular subcarrier.

Why does the union bound work? For higher values of λ the average power constraint is

inherently satisfied since if the signal is large at a point it cannot be that large at other points and

the sets become distinct as required in the upper bound. Thus the lemma can be used for any

constellation or even codes. Furthermore, we may consider numerical evaluation of the Chernoff
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Figure 4.1: Complementary distribution of BPSK modulation and bound for N = 48 subcarriers.
The reference Wei can be found in [81]. The reference Friese can be found in [28]. The lower
bound is due to the binomial distribution for θ = 0. The Monte-Carlo simulation was obtained
by simulating 107 OFDM symbols using one times oversampling.

bound in general but for large numbers the gain is negligible while the effort is much higher

[33]. Additionally, the upper bound approach enabled us to select the optimization parameters

optimally.

4.1.2 Asymptotic lower bounds

These bounds shall also be further analyzed to give some interesting information-theoretic results

in terms of an asymptotic analysis, i.e. for N large.

Corollary 16 For the modulation schemes in Theorem 12 we have for any ε > 0

lim
N→∞

Pr
(
CF (sc) >

√
(1 + ε) log (N)

)
= 0.
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Figure 4.2: Complementary distributions for N = 48 subcarriers and several modulation schemes
(solid lines): QPSK, 16-QAM, 64-QAM and 16-PSK. Note that QPSK, 16-QAM, 64-QAM are
indistinguishable, while 16-PSK is slightly better. The simulation was obtained by simulating
106 OFDM symbols using one times oversampling.

Proof. The proof follows immediately from Theorem 12, Lemma 14, 15 and the upper bound

log (1 + x) ≤ x.

As we already implemented a lower bound for the BPSK case, it is interesting to ask for

general lower bounds. It is often argued that since the instantaneous distribution of OFDM

signals converges in probability to a Gaussian distribution, the Gaussian distribution can account

for the asymptotic behavior as suggested in [30]. However, this argumentation is clearly flawed.

The following theorem is more general.

Theorem 17 Let ck, k = 0, . . . , N − 1 be (not necessarily independent) RV’s with σ2
s = 1.

Suppose that for some non-trivial interval ω ∈ [−d, d]

(i) Eejω<(
PN−1

k=0 ckej(kθ+α)) = e−
ω2N

4
+O(Nω4), α, θ ∈ [0, 2π) ,
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(ii) Ee
j<

hPN−1
k=0 ck

ş
ω1e

jkθl1,L+ω2e
jkθl2,L

ťi
= e−

Nω2
1

4
−Nω2

2
4

+O(N(|ω1|+|ω2|)4), 0 ≤ l1 < N, 0 ≤ l2 <

N, l1 6= l2.

Then, for some γ ≥ 2 independent of N

Pr

(√
log (N)− γ

√
1

log (N)
log [log (N)] < CF (sc) <

√
log (N) + γ

√
1

log (N)
log [log (N)]

)

= 1−O
(

1

[log (N)]2γ− 5
2

)

for N large enough.

Proof. We use the Fourier-Stieltjes integral method [24] and define the function

uλ (x) =





1 |x| ≥ λ
u (x) λ− δ ≤ |x| ≤ λ

0 |x| ≤ λ− δ
, δ > 0,

that due to Bochner’s theorem [67] can be represented by a Fourier-Stieltjes integral of form

uλ (x) =

∫ +∞

−∞
ejωxdUλ (ω)

where U is a function of bounded variation. The function u (x) can be chosen so that U is 10

times differentiable. It was shown in [24] that in this case
∫ +∞

−∞
|dUλ (ω)| = O

(
λ

δ

)
(4.6)

and ∫ +∞

−∞
|ω|p |dUλ (ω)| = O

(
1

δp

)
. (4.7)

for 1 ≤ p ≤ 10. Introducing the RV

ξL,K (λ) =
LN−1∑

l1=0

K−1∑

l2=0

∫ +∞

−∞
e

jω<
"

PN−1
k=0 cke

j(kθl1,L+αl2,K)
#

dUλ (ω)

we have

Pr

(
max

0≤θ<2π
|sc (θ)| > λ

)
≤ Pr

(
ξL,K

(
λ

CLCK

)
> 1

)

≤ E

(
ξL,K

(
λ

CLCK

))
, L > 1, K > 2,
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by Markov’s inequality.

Now, by hypothesis

∫ +∞

−∞
Eejω<[

PN−1
k=0 ckej(kθ+α)]dUλ (ω) =

∫ +d

−d

e−
Nω2

4
+O(ω4N)dUλ (ω) +

∫

|ω|≥d

|dUλ (ω)|

where we used the trivial bound in the last term outside some interval [−d, d]. It is easy to see

that e−a ≤ e−b + (b− a) e−b + (b− a)2 for a, b > 0. Setting b = Nω2

4
and a = Nω2

4
−O (ω4N) we

have for the first term

∫ +d

−d

e−
Nω2

4
+O(ω4N)dUλ (ω)

=

∫ +d

−d

e−
Nω2

4 dUλ (ω) +O
(

N

∫ +d

−d

ω4e−
Nω2

4 dUλ (ω)

)
+O

(
N2

∫ +d

−d

ω8dUλ (ω)

)
.

Integration in the first term on the right hand side can be extended to infinity making the same

error as in the trivial bound on the last term which can in turn be included in the second term.

Note that the constants are required to be positive. Since a = Nω2

4
+O (ω4N) this may not be

fulfilled for the range [0, d). Then, we need to rescale the range of d somewhat.

Thus, according to Plancherel’s Theorem [68]

∫ ∞

−∞
e−

Nω2

4 dUλ (ω) =

√
4π

N

∫ ∞

−∞
e−

x2

N u (x) dx (4.8)

≤
√

4π

N

∫

|x|≥λ−δ

x

λ− δ
e−

x2

N dx

=
2N

(−2) (λ− δ)

√
4π

N

∫

x≥λ−δ

−2x

N
e−

x2

N dx

=
2
√

πN

λ− δ
e−

(λ−δ)2

N

and by partial integration

∫ ∞

−∞
ω4e−

Nω2

4 dUλ (ω) =
2

N

∫ ∞

−∞
ω3Nω

2
e−

Nω2

4 dUλ (ω)
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=
2

N

∫ ∞

−∞
3ω2e−

Nω2

4 dUλ (ω)

=
12

N2

∫ ∞

−∞
ω

Nω

2
e−

Nω2

4 dUλ (ω)

=
12

N2

∫ ∞

−∞
e−

Nω2

4 dUλ (ω)

≤ 12

N2

2
√

πN

λ− δ
e−

(λ−δ)2

N .

Appealing to (4.7) we have

∫

|ω|≥d

|dUλ (ω)| ≤ 1

dp

∫

|ω|≥d

|ω|p |dUλ (ω)|

≤ 1

dp

∫ +∞

−∞
|ω|p |dUλ (ω)|

≤ 1

dp

∫ +∞

−∞
|ω|p |dUλ (ω)| ≤ O

(
1

(dδ)p

)

and

Pr

(
max

0≤θ<2π
|sc (θ)| > λ

)
≤ O


2LNK

√
πN

(
1 + 12

N

)
(

λ
CLCK

− δ
) e−

( λ
CLCK

−δ)
2

N


 +O

(
LKN3

d8δ8

)
.

The asymptotic behavior is governed by choosing the values of δ, λ, L, K accordingly. Choosing

L = K =
√

log (N) then 1
C2

LC2
K
≥ 1 − 2π2

log(N)
for N large. Taking δ =

√
N

log(N)
and λN =

√
N log (N) + γ

√
N

log(N)
log [log (N)] yields

Pr

(
max

0≤θ<2π
|sc (θ)| > λN

)
= O


 N

√
log (N)

N

ş
1− 2π2

log(N)

ť
[log (N)]

2γ
ş
1− 2π2

log(N)

ť


 +O

(
log5 (N)

N

)

= O
(

1

[log (N)]2γ− 1
2

)
.

for N large.

For the lower bound define

ξ1 (λ) =
N−1∑

l=0

∫ +∞

−∞
e

jω<
"

PN−1
k=0 cke

j(kθl,1)
#

dUλ (ω) .
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Then

Pr

(
max

0≤θ<2π
|sc (θ)| > λ

)
= 1− Pr

(
max

0≤θ<2π
|sc (θ)| ≤ λ

)

≥ 1− Pr

(
max

0≤l<N
|sc (θl,L)| < λ

)

= 1− Pr (ξ1 (λ + δ) = 0)

≥ 1− E (ξ2
1 (λ + δ))− E2 (ξ1 (λ + δ))

E2 (ξ1 (λ + δ))

where the last step is due to Tschebyscheff’s inequality.

Since e−a ≤ e−b + |(b− a)| for a, b > 0 we have for the lower bound
∫ +d

−d

e−
Nω2

4
+O(Nω4)dUλ (ω)

=

∫ +d

−d

e−
Nω2

4 dUλ (ω) +O
(

N

∫ +d

−d

ω4dUλ (ω)

)
+O

(∫

|ω|≥d

|dUλ (ω)|
)

=

∫ +∞

−∞
e−

Nω2

4 dUλ (ω) +O
(

N

∫ +∞

−∞
ω4dUλ (ω)

)

=

∫ +∞

−∞
e−

Nω2

4 dUλ (ω) +O
(

N

δ4

)
.

The variance is given by

ξ2
1 (λ) =

∫ +∞

−∞

∫ +∞

−∞
e

j<
hPN−1

k=0 ck

ş
ω1e

jkθl1,1+ω2e
jkθl2,1

ťi
dUλ (ω1) dUλ (ω2)

and by hypothesis

Ee
j<

hPN−1
k=0 ck

ş
ω1e

jkθl1 +ω2e
jkθl2

ťi
= e−

Nω2
1

4
−Nω2

2
4

+O(N(|ω1|+|ω2|)4), 0 ≤ l1 < N, 0 ≤ l2 < N,

for l1 6= l2 and

E
(
ξ2
1 (λ)

) ≤ 2E (ξ1 (λ)) .

for l1 = l2. Therefore, we have
∫ +d

−d

∫ +d

−d

e−
Nω2

1
4
−Nω2

2
4

+O(N(|ω1|+|ω2|)4)dUλ (ω1) dUλ (ω2)

=

(∫ +d

−d

e−
Nω2

1
4 dUλ (ω1)

)2

+O
(

N

∫ +d

−d

∫ +d

−d

(|ω1|+ |ω2|)4 e−
Nω2

1
4
−Nω2

2
4 dUλ (ω1) dUλ (ω2)

)

+O
(

N2

∫ +d

−d

∫ +d

−d

(|ω1|+ |ω2|)8 dUλ (ω1) dUλ (ω2)

)
.
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Again, we may extend integration to infinity. The second term is given by

∫ +∞

−∞

∫ +∞

−∞
(|ω1|+ |ω2|)4 e−

Nω2
1

4
−Nω2

2
4 dUλ (ω1) dUλ (ω2) = O




(
12

N2

2
√

πN

λ− δ
e−

(λ−δ)2

N

)2



and the third term
∫ +∞

−∞

∫ +∞

−∞
(|ω1|+ |ω2|)8 dUλ (ω1) dUλ (ω2) ≤ O

(
λ

δ9

)

Hence, the second moment is given by

E
(
ξ2
1 (λ)

)
= 2E (ξ1 (λ)) +O

(
2N2

√
πN

λ− δ
e−

(λ−δ)2

N

)2

+O
(

λN4

δ9

)
.

The variance is given by

E
(
ξ2
1 (λ)

)− E2 (ξ1 (λ)) = 2E (ξ1 (λ)) +O
(

N4λ

δ9

)
+O

(
N2E (ξ1 (λ))

δ4

)
+O

(
N4

δ8

)

and

Pr

(
max

0≤θ<2π
|sc (θ)| > λ

)
≥ 1−

2E (ξ1 (λ + δ)) +O
(

N4(λ+δ)
δ9

)
+O

(
N2E(ξ1(λ+δ))

δ4

)

E2 (ξ1 (λ + δ))

Taking δ =
√

N
log(N)

and setting this time λN =
√

N log (N)− γ
√

N
log(N)

log [log (N)] yields

Pr

(
max

0≤θ<2π
|sc (θ)| > λ

)
≥ 1−O

(
E (ξ1 (λ + δ)) log2 (N) + log5 (N)

E2 (ξ1 (λ + δ))

)

≥ 1−O
(

log2 (N)

E (ξ1 (λ + δ))

)

provided that

E (ξ1 (λ + δ)) log2 (N) ≥ log5 (N) .

Again by Plancherel’s formula

E (ξ1 (λ)) ≥ N

∫ +∞

−∞
e−

Nω2

4 dUλ (ω)

=
N√
Nπ

∫ +∞

−∞
e−

x2

N u (x) dx

≥ N√
Nπ

∫ λ+2δ

λ+δ

e−
x2

N dx

≥ 2Nδ√
Nπ

e−
(λ+2δ)2

N
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finally

E (ξ1 (λN)) ≥ 2√
π

[log (N)]2γ− 1
2 .

for γ ≥ 2.

It seems difficult to translate this approach into real upper and lower bounds for a specific con-

stellation (and classes of constellations) since the generating function Uλ (ω) is not monotonously

increasing. Splitting up the measure in two positive measures may help if the number of terms

in the characteristic function is small. Furthermore, note that it is essential that the third order

term in the characteristic function is zero. We also want to mention that the second condition

in the theorem can be replaced by any set of cardinality O (N).

The theorem will now exclude a number of constellations with asymptotic CF performance

better than O
(√

log (N)
)

given by the following corollary.

Corollary 18 The theorem holds for any modulation scheme where real and imaginary parts are

IID and the probability functions are symmetric and have finite support. It is particularly true for

the M-ary QAM constellations for arbitrary M and the M-ary PSK schemes for M = 2m,m > 1.

Proof. By independence we have

Eejω<(
PN−1

k=0 ckej(kθ+α)) = Eejω
PN−1

k=0 <(ck) cos(kθ+α)Ee−jω
PN−1

k=0 =(ck) sin(kθ+α)

=
N−1∏

k=0

Eejω<(ck) cos(kθ+α)Ee−jω=(ck) sin(kθ+α)

Since the probability functions are symmetric and have finite support the characteristic functions

define analytic functions in a neighborhood of ω = 0 where they are symmetric and strictly

positive [70]. Thus, for any real RV x with these properties the characteristic function can be

rewritten as

Eejωx = eg(ω)

in a neighborhood of ω = 0 where

g (ω) =
∞∑

k=2

akω
k
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is a power series in ω with even terms only and a2 = −E(x2)
2

. Thus

Eejω
PN−1

k=0 <(ck) cos(kθ+α) =
N−1∏

k=0

Eejω<(ck) cos(kθ+α)

=
N−1∏

k=0

e
ω2 cos2(kθ+α)

4
+O(ω4 cos4(kθ+α))

= e−
ω2 PN−1

k=0
cos2(kθ+α)

4
+O(ω4

PN−1
k=0 cos4(kθ+α)).

since the total power is 1. The second term yields

Eejω
PN−1

k=0 =(ck) sin(kθ+α) = e−
ω2 PN−1

k=0
sin2(kθ+α)

4
+O(ω4

PN−1
k=0 sin4(kθ+α)).

Combining both yields the first condition in Theorem 17. The second condition is satisfied

because for the Nyquist-rate samples

N−1∑

k=0

(ω1 cos (kθl1,L) + ω2 cos (kθl2))
2 +

N−1∑

k=0

(ω1 sin (kθl1,L) + ω2 sin (kθl2))
2

=
N (ω2

1 + ω2
2)

2
, 0 ≤ l1 < N, 0 ≤ l2 < N, l1 6= l2. (4.9)

This immediately implies the M -ary QAM scheme. For the M -ary PSK scheme we have

Eejω<(
PN−1

k=0 ckej(kθ+α)) =
N−1∏

k=0

Eejω cos(kθ+α+ϕk)

=
N−1∏

k=0

Eejω cos(kθ+α+ϕk).

where cos (kθ + α + ϕk) (recall that RV ϕk ∈
{

0, 2π
M

, . . . , 2π(M−1)
M

}
) is symmetric due to the

assumption M = 2m,m > 1. Since

E
[
cos2 (kθ + α + ϕk)

]
=

1

2
(4.10)

for any θ, α the first condition follows. The second condition is

Ee
j<

hPN−1
k=0 ck

ş
ω1e

jkθl1,L+ω2e
jkθl2,L

ťi
= Eej

PN−1
k=0 ω1 cos(kθl1,L+ϕk)+ω2 cos(kθl2,L+ϕk)

=
N−1∏

k=0

Eej[ω1 cos(kθl1,L+ϕk)+ω2 cos(kθl2,L+ϕk)].
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The RV in the exponent is symmetric and can be rewritten as

Ee
j<

hPN−1
k=0 ck

ş
ω1e

jkθl1,L+ω2e
jkθl2,L

ťi
=

N−1∏

k=0

Eea1(ω1,ω2,θl1,L,θl2,L) cos[ϕk+φ(ω1,ω2,θl1,L,θl2,L)]

where

a1 (ω1, ω2, θl1,L, θl2,L) =
N−1∑

k=0

(ω1 cos (kθl1,L) + ω2 cos (kθl2))
2 +

N−1∑

k=0

(ω1 sin (kθl1,L) + ω2 sin (kθl2))
2

= N
(
ω2

1 + ω2
2

)

and due to (4.10) the result follows.

The result can also be shown for the case where the modulation scheme is such that the con-

stellation points are uniformly distributed on the unit sphere (see next section). The information-

theoretic value of this asymptotic analysis is that, in accordance with the results in [9] where

the existence of good BPSK or M -ary PSK codes with low CF was investigated, one can expect

that even if the assumptions on the constellation are relaxed that a good code has CF of order
√

log (N). Furthermore, it is easy to see that the same limit analysis holds when the bandwidth

is kept constant. This would reflect practical design criteria since commonly the bandwidth is

always limited and must therefore be rescaled when the number of subcarriers goes to infinity.

In the Gaussian case, ck ∼ CN (0, 1), there is also a limit distribution if Nyquist-rate sampling

is assumed. The distribution is explicitly given in [83]. For limit distributions in the general

case one could calculate higher moments than just first and second moments. We have not

attempted such analysis. Furthermore, the approach can be applied to other constellations like

cross-constellations as well [84][85]. The derivations for the standard constellations here can be

seen as a baseline for estimating the distribution of more general designs.

In Chapter 3 we investigated peak regrowth between the samples so as to get estimates for

the CF of the signal from its samples. We concluded that Nyquist-rate sampling is not sufficient

and oversampling must be applied. In the case of Nyquist-rate sampling we found that peak

regrowth can be of order log (N). However, we did not consider the statistical properties which

we can do now in terms of the distribution of the CF. We see that the worst case is in fact very
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unlikely for large N . Thus any analysisinvolving Nyquist-rate sampling can make use of this

fact.

Finally, we want to discuss some consequences of this analysis for the system designer. First

we can ask how to design constellations. Note that the result excludes a broad class of dis-

tributions when designing constellation with better CF performance than O
(√

log (N)
)
. For

example, taking the constellation presented in [86] it is easy to see that in the asymptotic regime

there is no gain with respect to the distribution over the standard constellations. On the other

hand it is easy to see that simply shifted asymmetric constellations (we think of {0, 1} con-

stellation, for instance) will not work better. For the BPSK case the bounds can be improved

using phase shifts. Analytically this can be done by minimizing Ψ (N, θ, α) in Theorem 12. For

the HPA design, the value
√

log (N) can be a rough parameter to adjust the OBO of the HPA

since most of the non-linear distortion will be evoked by the part below this value for large N

(however, a better analysis is given in Sec. 4.3).

4.2 Dependent subcarriers

Because we saw that for independent subcarriers there is almost identical behavior in the asymp-

totic case for all practical constellations we now introduce and analyze dependent subcarriers.

Since in practical systems the dependence between the subcarriers is due to coding and since in

practical situations the overall distribution is not known we need to pursue different avenues.

We introduce spherical and binary codes.

4.2.1 Spherical codes

Spherical codes are point sets on a sphere in the euclidean N -space. A code is a spherical code if

the points represented by the codewords lie on an N -dimensional complex sphere with ‖c‖ =
√

N

denoted as SN−1. Note that this is in particular satisfied if the underlying constellation Q is

equal-energy. Spherical codes were investigated in the context of OFDM in [9] where bounds

on the achievable region of the triplet rate, minimum distance and crest-factor (which is defined

by the maximum of the crest-factor over all transmit signals generated by the codewords after
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OFDM modulation, see Chapter 5) were derived. In [28, Eqn. (25)] the case of dependent

subcarriers was regarded in the sense that the constellation points are uniformly distributed

over the sphere (we speak of a spherical distribution of the N -dimensional constellation here)

and only Nyquist-rate sampling is considered. It was argued that the spherical distribution

can generally serve as a model for M -ary PSK constellations. An error analysis was not given

though. Since it is easy to see that the derivation is independent of any time shift an upper

bound can be obtained for the continuous-time CF given by

F (λ) ≤ Bs (λ) := L
∑

1≤l<

ź
NC2

L
λ2

ž

(
N

l

)
(−1)l+1

(
1− lλ2

NC2
L

)N−1

. (4.11)

Note that in light of our union bound the approach may be indeed better motivated because we

showed that the characteristic functions of both the model and the real distribution have only

to be point-wise close. We do not give an error analysis here (which is possible in our approach)

but we want to use this model for an asymptotic analysis. The following lemma generalizes the

Gaussian results to the spherical distribution.

Lemma 19 Let the cumulative distribution of the ck, k = 0, . . . , N − 1, be so that the codewords

lie uniformly distributed on SN−1. Then for any ε > 0

lim
N→∞

Pr
(√

(1− ε) log (N) < CF (sc) <
√

(1 + ε) log (N)
)

= 0.

Proof. Since c is uniformly distributed on SN−1 it can be represented as

c =

√
Nc′

‖c′‖
where c′ has an N -variate spherical distribution, i.e. that it is invariant under multiplication

by a unitary matrix. The distribution of c′ is not unique and as a representative we can choose

c′k ∼ CN (0, 1). In the sequel let ε > 0 be arbitrary and ε1 > 0 be such that (1 + ε1)
√

(1− ε) <

1. At first, we want to prove

lim
N→∞

Pr
(√

(1− ε) log (N) < CF (sc′) <
√

(1 + ε) log (N)
)

.



CHAPTER 4. THE DISTRIBUTION OF THE CREST-FACTOR 74

Note that this result can be obtained from literature, however, our approach seems appropriate

for tight lower and upper bounds. Next, we show that from this it follows the main result.

It is well known that the magnitude is Rayleigh distributed and the Nyquist-rate samples

are independent from which it follows the lower bound

Pr (CF (sc′) ≤ λ) ≤
(
1− e−λ2

)N

.

Setting λ =
√

(1− ε) log (N) for some ε > 0 we have

Pr
(
CF (sc′) ≤

√
(1− ε) log (N)

)
≤

(
1− 1

N1−ε

)N

=

(
1− N ε

N

)N

Since log (1− x) ≤ −x we have Pr
(
CF (sc′) ≤

√
(1− ε) log (N)

)
= e−Nε

which is the desired

lower bound.

The upper bound is obtained by observing that for any L ≥ 1 we have

Pr (CFL (sc′) > λ) ≤ L

[
1−

(
1− e−λ2

)N
]

.

This can be concluded from the autocorrelation function [30] which is independent from any

shift. Hence

Pr

(
CF (sc′) >

λ

CL

)
≤ L

[
1−

(
1− e

− λ2

C2
L

)N
]

for L > 1. Setting this time λ =
√

(1 + ε) log (N) for some ε > 0 yields

Pr
(
CF (sc′) >

√
(1 + ε) log (N)

)
≤ L


1−

(
1− 1

N
(1+ε)

C2
L

)N



Since 1
C2

L
≥ 1− 2π2

8L2 we can choose L so that (1+ε)

C2
L

= 1 + ε′ > 1 and

Pr
(
CF (sc′) >

√
(1 + ε) log (N)

)
≤ L

[
1−

(
1− N−ε′

N

)N
]

.

Thus, for any µ > 0

Pr
(
CF (sc) >

√
(1 + ε) log (N)

)
≤ L

[
1−

(
1− µ

N

)N
]
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for N large enough and

lim sup
N→∞

Pr
(
CF (sc′) >

√
(1 + ε) log (N)

)
≤ L

[
1− e−µ

]
.

which is the desired upper bound since for fixed L the right hand side can be made arbitrarily

small.

We consider now the first inequality of the lemma. By the law of total probability

Pr
({

CF (sc) <
√

(1− ε) log (N)
})

= Pr
({

CF (sc) <
√

(1− ε) log (N)
}
∩

{
‖c‖ < (1− ε1)

√
N

})

+ Pr
({

CF (sc) <
√

(1− ε) log (N)
}
∩

{
(1− ε1)

√
N < ‖c‖ < (1 + ε1)

√
N

})

+ Pr
({

CF (sc) <
√

(1− ε) log (N)
}
∩

{
‖c‖ > (1 + ε1)

√
N

})
.

Since both limN→∞ Pr
(
‖c‖ < (1− ε1)

√
N

)
= 0 and limN→∞ Pr

(
‖c‖ > (1 + ε1)

√
N

)
= 0 for

every ε1 > 0, it is left to show that

lim
N→∞

Pr
({

CF (sc) <
√

(1− ε) log (N)
}
∩

{
(1− ε1)

√
N < ‖c‖ < (1 + ε1)

√
N

})
= 0

We have

Pr
({

CF (sc) <
√

(1− ε) log (N)
}
∩

{
(1− ε1)

√
N < ‖c‖ < (1 + ε1)

√
N

})

= Pr

({
max

0≤θ<2π

∣∣∣∣∣
N−1∑

k=0

cke
jkθ

‖c‖

∣∣∣∣∣ <
√

(1− ε) log (N)

}
∩

{
(1− ε1)

√
N < ‖c‖ < (1 + ε1)

√
N

})

≤ Pr

(
1

(1 + ε1)
√

N
max

0≤θ<2π

∣∣∣∣∣
N−1∑

k=0

cke
jkθ

∣∣∣∣∣ <
√

(1− ε) log (N)

)

= Pr

(
1√
N

max
0≤θ<2π

∣∣∣∣∣
N−1∑

k=0

cke
jkθ

∣∣∣∣∣ < (1 + ε1)
√

(1− ε) log (N)

)

from which the result follows. The proof for the upper bound is similar.

The theorem suggests that for high rate spherical codes, asymptotically, one cannot expect

better performance than CF of orderO
(√

log (N)
)
. On the other hand, optimistically speaking,

the performance will at least be no worse than the performance in the independent case.
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The theorem has some interesting implications for an important subset of spherical codes,

the so-called group codes. Group codes were introduced by Slepian in [87] and form a subset

of spherical codes. They are generated by a group G of N ×N orthogonal matrices and a real

initial vector a. Group codes do exist in great abundance and have been shown to possess good

communication properties in AWGN [87]. We note that for example a 2m-ary PSK modulation,

m > 1, [88] or permutation modulation [89] can be described by group codes. Thus, the reader

unfamiliar with group codes may think of 2m-ary PSK modulation although we have adopted a

broader viewpoint.

A group code Ca is defined by the set of vectors c(m) = Q(m)a,m = 0, . . . , M1 − 1, where the

Qm constitute the group and a is the initial vector. The characteristics of these codes depend

strongly on the choice of the initial vector and there has been a great deal of research into finding

algorithms for calculating optimum initial vectors. The next theorem shows that it is also suited

to adjusting the CF.

Theorem 20 Given any group code and arbitrary λ there is an initial vector so that

F (λ) ≤ Bs (λ)

where Bs is the distribution from (4.11).

Proof. Define the set

A :=
{
c ∈ SN−1 : CF (sc) > λ

}
.

The term Pr (CF (sc) > λ) is then given by

Pr (CF (sc) > λ) = Pr (c ∈ Ca : CF (sc) > λ)

=
1

M1

M1−1∑
m=0

IA
(
c(m)

)

Using this expression we have

Ea (Pr (CF (sc) > λ)) =
1

M1

M1−1∑
m=0

EaIA
(
c(m)

)
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=
1

M1

M1−1∑
m=0

EaIA
(
Q(m)a

)

=
1

M1

M1−1∑
m=0

Bs (λ)

= Bs (λ)

where Ea means averaging with respect to a.

Consequently, the result proves that we can always adjust the initial vector such that the

CF is of the same order than in the uncoded case. However, this may affect rate and distance

properties (the initial vector may not even be real). This general trade-off is treated in Chapter

5. We now turn our attention to binary codes.

4.2.2 Binary codes

We assume here binary codes with the mapping 0 → 1 and 1 → −1. We give a bound in terms

of the distance distribution

Bk :=
1

M1

|{(c1, c2) : dH (c1, c2) = k, c1 ∈ C, c2 ∈ C}| (4.12)

where C is some arbitrary binary code with M1 codewords and dH(x, y) is the Hamming distance

between two codewords which is the number of different coordinates of two codewords.

Note that the distance distribution coincides with the weight distribution for linear codes,

i.e.

Wk := |{c : w (c) = k, c ∈ C}|

where w (c) is the weight of the codeword. Furthermore if the code contains the all-one codeword

we have Wk = WN−k.

Given an integer j let i = (i0, i1, . . . , iN−1) be a non-negative, integer-valued vector of length

N satisfying i0 + i1 + . . . + iN−1 = j and let Ij denote the set of all such vectors. Define the

moments

mi := E
(
ci0
0 ci1

1 . . . c
iN−1

N−1

)
, (4.13)
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and for the sake of clarity

b
(j)
i :=

j

i0!i1! · · · iN−1!
, (4.14)

and

ki (θ, α) :=
(
cosi0 (α) cosi1 (θ + α) cosi2 (2θ + α) . . . cosiN−1 [(N − 1) θ + α]

)
. (4.15)

Expanding the exponential function in the Chernoff bound yields

E

(
e

ε<
ş
sc(θl1,L)e

jαl2,K
ť)

=

N1∑
j=0

εj

j!

∑

i∈Ij

b
(j)
i miki (θl1,L, αl2,K) +

εN1+1NN1+1eεN

(N1 + 1)!

where the error term is given by Taylor’s theorem. Then, exchanging integration and summation,

for any ε > 0 the complementary distribution of the CF is upperbounded by

F (λ) ≤ min
L>1,K>3

LN−1∑

l1=0

K−1∑

l2=0

e
− ε

√
Nλ

CLCK

N1∑
j=0

εj

j!

∑

i∈Ij

b
(j)
i miki (θl1,L, αl2,K) +

εN1+1NN1+1eεN

(N1 + 1)!
.

However, from a practical point of view the moments bound is rather unwieldy to evaluate. On

the other hand, we can obtain simpler expressions for linear, binary codes.

Theorem 21 Let C be a linear, binary code containing the all-one codeword. Then the comple-

mentary distribution of the CF is upperbounded by

F (λ) ≤ min
ε>0

N∑

k=0

fN (ε, λ) Wk cosh (ε (N − 2k))

M1

(4.16)

with

fN (ε, λ) := min
L>1,K>3

LNKe
− ε

√
Nλ

CLCK (4.17)

Proof. Fixing ε > 0 we know that

F (λ)

≤ min
L>1,K>3

LN−1∑

l1=0

K−1∑

l2=0

e
− ε

√
Nλ

CLCK

N1∑
j=0

εj

j!

∑

i∈Ij

b
(j)
i miki (θl1,L, αl2,K) +

εN1+1NN1+1eεN

(N1 + 1)!
.
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By Cauchy’s inequality

F (λ)

≤ min
L>1,K>3

LN−1∑

l1=0

K−1∑

l2=0

e
− ε

√
Nλ

CLCK

N1∑
j=0

εj

j!
max
i∈Ij

|ki (θl1,L, αl2,K)|
∑
i∈Ij

b
(j)
i mi +

εN1+1NN1+1eεN

(N1 + 1)!

=

N1∑
j=0

fN (ε, λ) εj

j!

∑
i∈Ij

b
(j)
i mi +

εN1+1NN1+1eεN

(N1 + 1)!

provided that mi ≥ 0, i ∈ Ij, which is indeed the case for linear codes. This can be seen as

follows:

The sum
∑

c∈C
∏N−1

k=0 cik
k is just the sum over all codewords of (−1)p where p is the parity of

the subvectors on the corresponding positions of the codewords. Whatever subsets of positions

one picks on these positions the parity of the subvectors is either all of even parity or half the

subvectors are of even or half the vectors are of odd parity since the sum of two subvectors with

different (equal) parity yields odd (even) parity and since the code is linear. Thus, the sum is

either zero or N .

Now, we need to replace the term

mi = E
(
ci0
0 ci1

1 . . . c
iN−1

N−1

)
=

1

M1

∑
c∈C

N−1∏

k=0

cik
k

in terms of the weight distribution of the linear code. Note that for c ∈ {±1}N , we have

N−1∑

k=0

ck = N − 2w (c)

where w(c) is the weight of the codeword c. Consider the following sum

sj =
∑
c∈C

(
N−1∑

k=0

ck

)j

.

On the one hand it is

sj =
∑
c∈C

(N − 2w (c))j

=
N∑

k=0

(N − 2k)j Wk
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On the other hand

sj =
∑
c∈C

(
N−1∑

k=0

ck

)j

=
∑
c∈C

∑
i∈Ij

b
(j)
i

N−1∏

k=0

cik
k

=
∑
i∈Ij

b
(j)
i

∑
c∈C

N−1∏

k=0

cik
k .

Thus
∑
i∈Ij

b
(j)
i

∑
c∈C

N−1∏

k=0

cik
k =

N∑

k=0

(N − 2k)j Wk

and

F (λ) ≤
N1∑
j=0

fN (ε, λ) εj

j!

∑
i∈Ij

b
(j)
i mi +

εN1+1NN1+1eεN

(N1 + 1)!

=

N1∑
j=0

fN (ε, λ) εj

M1j!

N∑

k=0

(N − 2k)j Wk +
εN1+1NN1+1eεN

(N1 + 1)!

Observing that the sum is zero for odd j and exchanging the order of summation

F (λ) ≤
N∑

k=0

fN (ε, λ) Wk

M1

N1∑
j=0

ε2j (N − 2k)2j

(2j)!
+

εN1+1NN1+1eεN

(N1 + 1)!

≤ lim sup
N→∞

N∑

k=0

fN (ε, λ) Wk

M1

N1∑
j=0

ε2j (N − 2k)2j

(2j)!
+

εN1+1NN1+1eεN

(N1 + 1)!

Since N1 is arbitrary and

N1∑
j=0

ε2j (N − 2k)2j

(2j)!
→ cosh [ε (N − 2k)]

and
εN1+1NN1+1eεN

(N1 + 1)!
→ 0

as N1 →∞ yields the desired result.
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The optimization problem in (4.17) can be easily solved using simple line search procedures.

The optimization parameter in (4.16) must be also numerically computed. Here, we choose a

good starting point from the BPSK case where the optimal ε can be analytically obtained.

Since the proof of the bound relies on the fact that the moments are non-negative, the bound

does not apply to general non-linear codes. However, a simple calculation shows that the bound

can also be written in terms of distance distribution.

Corollary 22 For any binary code the (complementary) distribution of the CF is upperbounded

by

F (λ) ≤ min
ε>0

N1∑
j=0

fN (ε, λ) εjN
j
2

M1j!

(
N∑

k=0

(N − 2k)j Bk

) 1
2

+
εN1+1NN1+1eεN

(N1 + 1)!
.

Proof. Observe that generally

sj =
∑
c1∈C

∑
c2∈C

(N − 2dH (c1, c2))
j

=
N∑

k=0

(N − 2k)j Bk

=
∑
i∈Ij

b
(j)
i

(∑
c∈C

N−1∏

k=0

cik
k

)2

.

Applying Cauchy’s inequality as in Theorem 21 and observing that

∑

i∈Ij

k2
i (θl1,L, αl2,K) ≤ N j

yields the result.

Observe that the error term in (4.16) can be made arbitrarily small by simply considering

more terms in the sum. If Bk = BN−k then the second sum in (4.16) is zero for odd k. However,

we point out that a numerical evaluation is difficult for N ≥ 512.

The bound can also be generalized with respect to other modulation schemes like QPSK.

Obviously, to bound the distribution expressions or bounds on the weight distribution must be

known. In the past many authors have dealt with the topic (see for example [90, 91, 92]) and
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Figure 4.3: Complementary distribution and upper bound of BCH code. The simulation is based
on 105 OFDM symbols. Note that the simulation is extremely time-consuming.

many expressions are known. Let us illustrate the results with an example. In Fig. 4.3 the

complementary CF distribution of the BCH code of length N = 255 and 215 information bits

is shown. The two curves correspond to the simulation of 105 OFDM symbols along with a

bound computed from the known distance distribution. Note that here B0 = 1, B1 = . . . =

B10 = 0, B11 . . . B18 . 276 and Bi ≈ 2−40
(

N
i

)
[93]. The bound is relatively loose but note that

N is small in the OFDM context and due to the Chernoff bounding technique the bound will

improve for larger N as in the independent case. On the other hand the example proves that

the effective CF is roughly 5.5 [dB] below the maximum possible value
√

N ≈ 24 [dB] given an

outage probability of ε = 10−12. Moreover, we observe from (4.16) that an exponential decay is

only possible if the number of codewords grows exponentially with N .

The bound suggests some asymptotic conclusions regarding Sidelnikov’s bound for some t-

error correcting BCH codes of lenght N with m information bits. Sidelnikov proved the following
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result. For 0 < t <
√

N
10

and

2t + vN (t) ≤ j ≤ N − 2t− vN (t) ,

where vN (t) → 1 as N →∞ the number of codewords of weight j is given by

Wj = 2mt

(
N

j

)
(1 + Ej)

with

|Ej| < KN−0.1, K > 0,

indicating that, in the asymptotic case, the CF of BCH codes is lower than
√

2 log (N) by

comparing the Chernoff bound with that of BPSK modulation.

4.3 Bounding the symbol error rate

The analysis in the last section showed that a certain CF cannot be avoided. Assuming the soft

limiter model from Chapter 1 then, if the OBO of the power amplifier is lower than the maximum

CF, an additional SER is evoked by clipping. In practice, the OFDM system parameters are

adjusted by simulations, as for example the OBO of the HPA minimizing the total degradation

trading off power efficiency for SER [59][60]. Obviously, analytical expressions would permit

simplifying the system design procedure. The standard approach for evaluating the SER evoked

by clipping assumes Gaussian distribution both of the complex envelope and of the distortion

terms after the DFT at the receiver [94, 95, 96, 60] (the Gaussian approach hereafter). However,

this model neglects the fact that clipping is a rare event for higher OBO’s (i.e. when the

desired error probability is low) occurring more infrequently than once every symbol interval. In

[31, 36, 35, 37] it is shown that under these circumstances the SER is significantly underestimated.

A further disadvantage is that the scope of this approach is not clear in terms of the number of

subcarriers, the constellation size [36]. In fact, the SER is independent of N and a theoretical

justification that the approximation improves when N is large is still missing. Furthermore,

real systems may use oversampling, discrete-time or continuous-time filtering in order to reduce
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noise power [97]. Note that if oversampling is applied at the receiver the Gaussian approximation

fails to hold since the samples fed into the DFT are correlated. Oversampling is therefore not

included in the analysis of [94, 95, 96, 60] (but it may be considered by using an appropriate

HPA model [98]). The effect is usually taken advantage of by deliberately clipping and filtering

in the discrete-time domain, since filtering after the HPA is costly. It is thus the simplest method

to reduce clipping distortion.

By maintaining the Gaussian distribution of the complex envelope in [36] a Chernoff upper

bound on the SER was derived. Although this will give ensured upper bounds on the SER

(including asymptotic results) the method is generally confined to the low probability region

for large N and approximative SER curves cannot be obtained. Moreover, the possibility of

extensions to true upper bounds on the SER, dependent on the different constellations that

are used in OFDM transmission seems questionable due to the computational effort. Another

problem is that the approach does not give much insight into the mechanism of the clipping

effect. For example, it is difficult to relate the bounds in [36] to the distribution of the CF.

An interesting approach to the clipping phenomenon was presented in [31] elaborating more

on the impulsive nature of the clipping process. The envelope of the (distortion) pulse above

the clipping level is described by a parametrized parabolic arc and the effect on the SER is

studied by its spectral properties. However, the description of the pulse is simplifying and

insufficient as the shape is described by only one random parameter of which the distribution is

obtained from an asymptotic analysis of Gaussian random processes (even though the underlying

process is Rayleigh). Thus, the approach lacks of some theoretical justification and, furthermore,

simulations are not very encouraging. We would like to point out that our new approach can be

interpreted as putting the approach in [31] on a firm mathematical basis. Generally, we note that

basically as in Chapter 4 we have to bound sums of RV’s but this time (except for Gaussian) they

are dependent and its distribution can only be numerically calculated. Moreover, the numerical

effort to bound these expressions will very quickly become large. Thus, it is of most interest to

extract the quantities that contribute most to the terms in question. The following section gives

a partial answer to this question in terms of the distribution of the CF. In fact, the approach is
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much better than that of [31] and can substitute the Gaussian approach for small numbers of

subcarriers and larger constellations. For larger numbers of subcarriers we propose the Chernoff

bound approach in [36] (in combination with the results here). It is worth mentioning that we

include oversampling in our analysis thereby approximating discrete-time clipping and filtering

(as well as approximately continuous-time filtering for large oversampling rates). Note that an

appropriate model for the clipping analysis is crucial.

Note that we do not comment on the effects of clipping on the power density spectrum since

even though the problems discussed in this chapter are in principle the same, they turn out to be

of less importance when applying the Gausssian approach. For details see [99, 100, 101, 94, 102].

4.3.1 An overall SER bound

The following theorem combines the distribution of the CF and the distribution of the number

of samples exceeding the clipping level to give an overall bound on the SER due to clipping.

We assume the receiver to operate with oversampling rate L. The power of the M -ary QAM

constellation and the transmit signal is normalized to one.

Theorem 23 Given a clipped OFDM signal then the average SER is upperbounded by

SER ≤ 1

N

N−1∑

k=0

min
µk>λ

[
FL (µk) + 4 Pr

(
ξ(k)
c (λ, {θl,L}) ≥ NL (λ, µk)

)]

≤ 1

N

N−1∑

k=0

min
µk>λ

[
FL (µk) + 4

L−1∑
m=0

Pr

(
ξ(k)
c

(
λ,

{
θ

(m)
l,L

})
≥

⌈
NL (λ, µk)

L

⌉)]

where θ
(m)
l,L is defined below in (4.18),

ξ(k)
c (λ, {θl,L}) :=

∣∣∣∣
{

θl,L : |sc (θl,L)| > λ; arg [dc (θl,L)] +
2πk

N
∈

[
−π

2
,
π

2

)
, l = 0, . . . , LN − 1

}∣∣∣∣

and

NL (λ, µ) =

⌈
L
√

NA

µ− λ

⌉
.
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Proof. The event ,,symbol error on subcarrier 0”, i.e. {c0 6= ĉ0} can be partioned into disjoint

events {c0 6= ĉ0} ∩ {CFL (sc) > µ} or {c0 6= ĉ0} ∩ {CFL (sc) ≤ µ}. Thus

Pr (c0 6= ĉ0) ≤ FL (µ) + Pr ({c0 6= ĉ0} ∩ {CFL (sc) ≤ µ}) .

Next we need to calculate the term Pr ({c0 6= ĉ0} ∩ {CF (sc) ≤ µ}). The samples after the non-

linearity can be decomposed into ΦSL (sc (θ)) = sc (θ) + dc (θ) (we call dc (θ) the distortion

samples) and clearly the event {c0 6= c0} after the DFT using oversampling L is contained in the

event {
±

LN−1∑

l=0

|dc (θl,L)| cos (arg [dc (θl,L)]) ≥ L
√

NA

}

and {
±

LN−1∑

l=0

|dc (θl,L)| sin (arg [dc (θl,L)]) ≥ L
√

NA

}

for the M -ary QAM constellations [35] where

A =

√
3

2 (M − 1)
.

Since the events differ only in a phase shift of π
2

and π, and the phase shifts caused by the

different subcarriers is a multiple of π
2
, it is sufficient to consider the cosine term and incorporate

the others simply by the union bound. We have

{
LN−1∑

l=0

|dc (θl,L)| cos (arg [dc (θl,L)]) > L
√

NA

}
∩ {CFL (sc) ≤ µ}

⊆
{

LN−1∑

l=0

min {|dc (θl,L)| , µ− λ} cos (arg [dc (θl,L)]) > L
√

NA

}

≡
LN−1⋃
m=1

{
LN−1∑

l=0

min {|dc (θl,L)| , µ− λ} cos (arg [dc (θl,L)]) > L
√

NA

}
∩ {

ξ(0)
c (λ, {θl,L}) = m

}

≡
LN−1⋃
m=1

{
c ∈ Am :

LN−1∑

l=0

min {|dc (θl,L)| , µ− λ} cos (arg [dc (θl,L)]) > L
√

NA

}

where

Am :=
{
c : ξ(0)

c (λ, {θl,L}) = m
}

.
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For any m > 0 and c ∈ Am define the set

M(c)
m :=

{
θl,L :

∣∣dc

(
θlj

)∣∣ > 0; arg
[
dc

(
θlj

)] ∈
[
−π

2
,
π

2

)
, j = 0, . . . , m− 1

}

Then
LN−1⋃
m=1

{
c ∈ Am :

LN−1∑

l=0

min {|dc (θl,L)| , µ− λ} cos (arg [dc (θl,L)]) > L
√

NA

}

≡
LN−1⋃
m=1





c ∈ Am :
∑

θl,L∈M(c)
m

min {|dc (θl,L)| , µ− λ} > L
√

NA





⊆
LN−1⋃
m=1





c ∈ Am :
∑

θl,L∈M(c)
m

(µ− λ) > L
√

NA





≡
LN−1⋃
m=1

{
c ∈ Am :

∣∣{M(c)
m

}∣∣ (µ− λ) > L
√

NA
}

≡
LN−1⋃

m=
l

L
√

NA
µ−λ

m
{c ∈ Am}

The probability measure of the quantity on the right hand side is just the probability of the

event that the number of samples above the clipping level exceeds
⌈

L
√

NA
µ−λ

⌉
.

Define {
θ

(m)
l,L

}
:=

{
θ0·L+m,L, θ1·L+m,L, . . . , θ(N−1)·L+m,L

}
(4.18)

for m = 0, . . . , L− 1, then

{
ξ(0)
c (λ, {θl,L}) ≥ NL (λ, µ)

}
=

{
L−1∑
m=0

ξ(0)
c

(
λ,

{
θ

(m)
l,L

})
≥ NL (λ, µ)

}

⊆
L−1⋃
m=0

{
ξ(0)
c

(
λ,

{
θ

(m)
l,1

})
≥

⌈
NL (λ, µ)

L

⌉}

which is the second inequality. The theorem follows by introducing the appropriate phase shifts

for the other subcarriers.

Obviously, we apply a balancing method between the distribution of the CF and the number

of samples that exceed a given level. We note that the theorem can easily be generalized to the

case where the non-linearity comes after the linear channel.
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Obviously, in order to make this theorem workable an upper bound on ξ
(k)
c (λ, {θl,L}) is

needed. Generally the problem of bounding ξ
(k)
c (λ, {θl,L}) is related to extreme value and large

deviations theory in probability theory [83]. Although extensively studied, results for arbitrary

processes are still rare and we cannot hope for a complete solution to this problem. A famous

result goes back to Rice for stationary processes where it was shown that the level-crossing

density, i.e. the average number of crossings per unit time, decreases exponentially with the

crossing level. However, regarding the instationary processes considered here no general results

are known. We can at least obtain the following upper bound.

Lemma 24 The complementary distribution of ξ
(k)
c (λ, {θl,L}) is upperbounded by

Pr
(
ξ(k)
c (λ, {θl,L}) > x

) ≤
LN−1∑

l=0

Pr (|sc (θl,L)| > λ)

x
, x > 0.

Proof. Define the event

M (λ, θ) := {c : |sc (θ)| > λ} .

Then by using the set function I

ξ(k)
c (λ, {θl,L}) ≤

LN−1∑

l=0

IM(λ,θl,L) (c)

and taking expectation E of this quantity yields

E
(
ξ(k)
c (λ) , {θl,L}

)
=

LN−1∑

l=0

E
(
IM(λ,θl,L) (c)

)
=

LN−1∑

l=0

Pr (|sc (θl,L)| > λ) .

The upper bound follows from Markov’s inequality.

Bounds on the instantaneous distribution of the signal envelope are given in Theorem 12.

Both can now be combined to give an upper bound on the average SER for arbitrary OFDM

signals. Although the bound is extremely weak (the distribution is estimated by its mean only)

we found it interesting enough to include it in here since we regard it as a first non-trivial

upper bound on the SER and gives interesting asymptotic conclusions, for example about the

clipped energy rather than the peak value (see next section). Furthermore, the approach gives (a
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posteriori) a kind of justification for methods alleviating the impact of clipping. The assessment

of these methods is mostly given in terms of the (complementary) distribution of the CF which

is regarded as a key parameter in OFDM system design. Now, given a certain CF reduction

Theorem guarantees a certain reduction with respect to the SER even in coded systems because

no further assumptions regarding the OFDM signal have been made. For a better bound, higher

moments must be considered. This is, in principle, possible by introducing the RV from Theorem

17.

We can significantly tighten our results by assuming that the Nyquist-rate samples are inde-

pendent and the phases are approximately uniformly distributed. Then

SER ≤ min
µ≥λ


FL (µ) + 4L

N∑

l=
l

NL(λ,µ)

L

m
Bp(λ) (N, l) B 1

2

(
l,

⌈
NL (λ, µ)

L

⌉)



where p (λ) := e−λ2
and Bp (N, l) :=

(
N
l

)
pN−l (1− p)l is the Binomial distribution. The bound

may also work well for all constellations where at least the decorrelation of the Nyquist-rate

samples (rather than independence) is fulfilled and the phases are approximately uniformly

distributed. In the simulation in Fig. 4.4 we assume that the channel does not inflict any

distortion on the OFDM symbol and also that the receiver operates at high SNR. Another line

of thinking is that we compute the SER at the transmitter. Furthermore, the non-linearity acts

on the Nyquist-rate samples. Note that the bound is still relatively weak but it is much better

than the bound in [31]. Moreover the effects that describe the upper bound seem to explain

the characteristic behavior, i.e. the converging behavior in the low probability region. In order

to incorporate thermal noise the bound can either be described for fixed noise realization and

averaging or the clipping noise can be replaced with an equivalent noise floor which is used in the

standard SER formula. An annoying feature is that the bound becomes looser with larger N .

The reason is that for large N the impact of small peaks is overestimated. We were not able to

give a reasonable upper bound using for example Bernstein’s inequality that could enable us to

better assess the influence of small peaks. Clearly, the impact of oversampling is overestimated

for it is more a stability result in the sense that the impact of oversampling does not adversely
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Figure 4.4: Symbol error rates and upper bounds for the 64-QAM constellation and different
subcarrier numbers. A minimum of 20 events were observed for each simulation point. The
maximum number of trials was 5 · 106.

affect the results. However, note that so far we have not introduced any heuristic arguments

about the shape of the excursion above the clipping level as done, for example, in [31, 103, 104].

Following intuitive arguments we can now start shaping the pulse, for example by assuming that

the pulse is well approximated by a parabolic arc. Approximative curves obtained from this

approach appear in [37].

4.3.2 Asymptotic upper bounds

It is interesting to investigate the behavior of the average SER for N → ∞. This can provide

insights for adjusting system parameters in high order OFDM. In [105] the asymptotic SER was

investigated assuming critical sampling, Gaussian distribution and a SL non-linearity. It was

shown that if the CR grows as fast as
√

log (N) the probability of a peak above CR becomes
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zero and the SER is governed by noise and fading only. In Theorem 12 the result derived in

[105] for the Gaussian case was proved for BPSK, MQAM and MPSK constellations and non-

linearities that act on the time-continuous signals. As expected, it turned out that the same

order for the clipping level holds as in the Gaussian case. From a practical viewpoint it may be

interesting to ask whether the converse holds, i.e. if the CR grows slower than
√

log (N) the

SER monotonously increases. The answer is negated by the following corollary.

Corollary 25 Setting λN =
√

(1+ε) log(N)
2

then for any ε > 0

lim
N→∞

(
SER

)
= 0.

Proof. This follows from setting λN =
√

(1+ε) log(N)
2

and choosing µN =
√

(1 + ε) log (N) [36].

We can deduce from this result that not only the peak values are of interest but also the

clipped energy which decreases faster than the single peaks. However, it is much slower compared

to the Gaussian approximation.

Note that since we have put the oversampling case down to the Nyquist-rate sampling case (up

to a constant) it suffices to consider the Nyquist-rate sampling case. Assuming the input process

to be Gaussian and exploiting the independence it follows that the distortion terms converge in

distribution to a Gausssian random variable and thus the SER can be made arbitrarily small even

if the CR is bounded for all N . It may now be interesting to make this statement mathematically

strong for the standard constellations [106].

4.4 Open problems

We have derived bounds on the complementary distribution of the CF for both dependent and

independent subcarriers. The bounds are sharp in the low probability region and large numbers

of subcarriers. We have argued that this is a reasonable approach since in the high probability

region a quick sketch can be obtained by simulations. The bounds can be improved by replacing

the Chernoff technique by the approach in [107]. The asymptotic behavior was characterized
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and concluded that a certain CF cannot be avoided which has impact on constellation and HPA

design. We have presented a SER bound but we were not able to appropriately consider the

impact of oversampling and leave this as an open problem.

Research Problem 26 Find improved bounds on the SER if oversampling is employed.

We emphasize that the preceding coding results are fundamental since in principle all methods

for tackling the CF problem can be identified as some form of coding. In the next chapter we

examine the case where we use both error control coding and coding with low CF.



Chapter 5

Coded OFDM systems

In light of previous results it is clear that in one form or another the impact of clipping can

be a serious concern and must, therefore, be tackled. Indeed, the search for methods in order

to lower the CF in OFDM transmission is still an on-going research topic and although the CF

reduction problem is a relatively recent problem, literature has been extremely prolific since the

occurrence of the problem in the mid-nineties.

The CF reduction techniques can be divided into two main categories: reduction techniques

that create additional distortion and distortionless reduction techniques. In the first class is

for example clipping and filtering [108, 109] which has been considered in the last section.

Distortionless techniques are redundancy-based and might generate side-information or not.

Several methods such as partial transmit sequences [110, 27, 111, 112], selected mapping [113,

114, 26], iterative decoding [115], extended constellations [116], and trellis shaping [117] etc.

have been proposed.

A more elegant method is to use error control coding in order to prevent peaks before trans-

mission and enjoy the twin benefit of error correction and power control. In particular, coding

methods are implementation-efficient for there is no need to detect peaks after modulation. The

first approaches with respect to codes with low CF are due to Jones and Wilkenson [38, 39]

where a block coding scheme with reduced CF was presented. This work was extended in [40]

to combine error control coding and power control using linear offsets. There are also a couple

of other interesting approaches for a small number of subcarriers [118, 119, 120, 121]. A major

93



CHAPTER 5. CODED OFDM SYSTEMS 94

theoretical advance was made in recognizing the connection between Golay complementary pairs

and first order cosets of second order Reed-Muller codes in [45]. The CF of these cosets have

CF at most 3 [dB]. Special classes of these codes were found by [43] and [41]. The decoding

these codes was considered in [122, 123, 124]. Further simple extensions of these codes can be

obtained from [125] and [126]. In [9] new classes of codes with small Nyquist-rate CF such as

trace codes were introduced.

A systematic approach to studying this coding problem was pursued in [9] where the trade-

off between rate, minimum euclidean distance and CF of a code was investigated. A main

result is that good codes exist which have CF of order
√

log (N). However, no codes that have

the postulated properties could be designed (even when the additional constraint of a low CF

is omitted, the design of asymptotically good codes is a challenging task). Another general

outcome of this work is that not all the redundancy introduced by the coder can be exploited

for CF reduction thereby giving up this paradigm of coding theorists.

The design problem is exacerbated by the fact that the minimum distance is usually not

the criterion that counts and must be replaced by a different criterion [127] with respect to

maximizing diversity. So far, no attempt has been made to investigate the fundamental trade-off

between these generalized performance measures. A first step was taken in [82] where the trade-

off of CF and Hamming distance was investigated. This combined problem was also considered

in [128] where, however, the Nyquist-rate CF instead of the real CF was optimized.

We would like to point out that these design rules are usually not followed in existing systems

where interleaving is used to increase the diversity order. Thus, although coding is used the

symbols passed to the DFT are nearly independent implying the CF behavior derived in the

last chapter. By contrast, we use a general approach and adopt the model in [9] where the

constellation symbols are passed rawly to the DFT. It is worth noting that a careful analysis

constellation must decide which model is appropriate, i.e. whether it is better to use interleaving

and exploiting the additional time diversity or to benefit from lowering the impact of large CF

(in terms of lower SER and lower adjacent channel interference). This may depend on a couple

of practical side constraints for the applications and is beyond our scope.
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In this chapter we examine the coding approach to lowering the crest-factor. First, we

introduce a coded OFDM system and derive methods to determine the CF of the coded system

and its error control properties. We provide a systematic approach to designing point sets in N -

space with low crest-factor (corresponding to the number of subcarriers) that obey both criteria,

i.e. they have low CF and large diversity order. We will call these sets generalized constellations.

We do not need any numerical optimization and can analytically tightly bound the CF. We can

also trade off the CF for spectral efficiency and complexity. The line of thinking is to design

codes that yield good Nyquist-rate CF and then to modify the codewords systematically so

that the real CF is given by the discrete CF and a small constant dependent on the scheme

used. Modulation and demodulation of these constellations will be discussed to set up a new

system concept. Finally, we discuss the consequences of the design method for the trade-off

between rate, minimum distance and CF. It is shown how to design general constellations that

perform well in this sense. Moreover, we can easily design constellations that have good distance

properties and uniformly bounded CF. These codes will solve the problem stated in [9]. On the

other hand, we will point out that these codes need not perform well in a coded OFDM system

which simply shows that the considered minimum distance is not appropriate.

5.1 Design criteria for coded OFDM systems

Let C be a code that maps k input bits into blocks of n constellation symbols c0, . . . , cn−1, forming

the codeword c, from a constellation Q with M elements. The rate R of this code is defined to

be R = k
n

so that C has M1 = 2Rn codewords. Again we refer to the elements of c as coordinates

of a (row) vector with square length ‖c‖2. The average power (also termed the average square

length) is given by Pav = E ‖c‖2. We denote the minimum euclidean distance over all codewords

as dE. The minimum Hamming distance is dH . If N = n the OFDM symbol can be described

by

sc (t) =
N−1∑

k=0

cke
jkθ, 0 ≤ θ < 2π.

Let us introduce some relevant terms with respect to the CF problem. The CF of a code C
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is defined by

CF (C) = max
c∈C

CF (sc) .

The codeword which attains the maximum CF is called the worst-case codeword.

Clearly, it is generally difficult to provide practical design criteria so that the CF of the code

is small. For spherical codes in [8] a new geometric criterion was introduced that is presented

and improved in the next section. It is shown that, provided that the code supports minimum-

distance decoding, the CF can be efficiently calculated. It is further shown how this can be

exploited to design new codes with reduced CF.

We call the gain with respect to the CF of the coded scheme over the uncoded scheme

the CF gain. In order to trade-off error-correcting properties over the CF in [129] elementary

cost-functions were introduced.

Before we discuss methods of examining coded systems let us discuss what can be achieved

in principle with coded OFDM systems in terms of capacity. Assuming that the path delays can

be fixed to τl = lTs

N
with corresponding power-delay profile rl which is assumed in the following

the capacity of the system for a channel realization is given by

Ch =
N − L1

N

N−1∑

k=0

log

(
1 +

Pav |βk|2
σ2N

)
.

If a peak-power restriction is invoked the capacity is reduced. However, an analytical treatment

of this problem is difficult and only solved for the AWGN channel [130]. Many authors simply

model the distortion as additional Gaussian noise and then use the same capacity formula with

altered noise power [131, 132].

5.1.1 Crest-factor

We focus now on the computation of the CF of the code C. It was shown in [8] that this problem

is intimately related to minimum-distance decoding and we now briefly discuss their approach.

Let ζ = fc

∆f
be the ratio of subcarrier bandwidth and carrier frequency the authors established
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that (Theorem 3.2) whenever ζ ≥ ζ1

|PAPR (C, ζ)−GL (C, ζ1)| ≤
[
2πN (N + ζ1)

L
+

2πN2

√
3ζ1

]
(5.1)

where

PAPR (C, ζ) := max
c∈C

max
0≤θ<2π

[< (
sc (θ) ejζθ

)]2

Pav

is the PAPR of the (normalized) transmit signal and

GL (C, ζ) := max
0≤l≤LN

max
c∈C

[< (
sc (θl,L) ejζθl,L

)]2

Pav

(5.2)

the discrete-time version of PAPR (C, ζ). Observing that the term

sc (θ) ejζθ =
N−1∑

k=0

cke
j(ζ+k)θ

can be written as the inner product of c and the vector

ω1 (θ, ζ) :=
(
ejζθ, ej(ζ+1)θ, . . . , ej(ζ+N−1)θ

)
,

we have

sc (θ) ejζθ = (c, ω1 (θ, ζ))

where (·, ·) denotes the inner product of two vectors. Since the real part of the inner product of

two vectors that lie on a sphere with radius
√

N can be expressed as

2< (c, ω1) = ‖c‖2 + ‖ω1‖2 − ‖c− ω1‖2

= 2N − ‖c− ω1‖2 ,

the term (5.2) can be efficiently computed using a minimum-distance decoding procedure and

the error can be estimated by (5.1).

The main disadvantage of this approach is given by the fact that the term GL (C, ζ1) has to be

evaluated on a polynomial in N increasing number of sampling points and that, in addition, the

bound is extremely weak so that the PAPR is drastically overestimated. Furthermore, we want

to emphasize that good error estimates are essential in this context as the extremal codeword
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depends on the parameters L and K. The real value and the error estimate are compared in

[47].

Therefore, a better approach with lower computational effort is desirable and can be obtained

by translating the approach into the baseband as described by the following theorem.

Theorem 27 Let C be a code of N symbols over an equal-energy constellation and let c =

(c0, . . . , cN−1) denote its codewords. Let ω (θ, α) be defined as

ω (θ, α) :=
(
ejα, ej(θ+α), . . . , ej((N−1)θ+α)

)

and

ω∗ (θ, α) = min
c∈C

‖c− ω (θ, α)‖2 .

Suppose that L > 1, K > 2, L, K ∈ N then the largest CF is enclosed by the inequalities

N − 1

2
min

0≤l1<LN
min

0≤l2<K
ω∗ (θl,L, αl2,K)

≤
√

NCF (C) ≤

CLCK

(
N − 1

2
min

0≤l1<LN
min

0≤l2<K
ω∗ (θl,L, αl2,K)

)

Before we prove the theorem let us provide the following lemma.

Lemma 28 Let c ∈ C. Setting

d∗ := min
0≤l1<LN

min
0≤l2<K

‖c− ω (θl1,L, αl2,K)‖ .

then the inequality (
N − d2

∗
2

)
≤ max

0≤θ<2π
|sc (θ)| ≤ CLCK

(
N − d2

∗
2

)

holds.

Proof. Writing

max
0≤θ<2π

|sc (θ)| = max
0≤θ<2π

max
0≤α<2π

< (
sc (θ) ejα

)

= N − 1

2
min

0≤θ<2π
min

0≤α<2π
‖c− ω (θ, α)‖2 .
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Observing that < (sc (θ) ejα) is a degree 1 trigonometric polynomial in α the oversampling factor

can be defined as K
2

. In this light taking a grid (θl1,L, αl2,K) , 0 ≤ l1 < LN, 0 ≤ l2 < K, of the

plane [0, 2π]× [0, 2π] yields

max
0≤θ<2π

|sc (θ)| ≥ max
0≤l1<LN

max
0≤l2<K

< (
sc (θl1,L) ejαl2,K

)

= N − d2
∗
2

and also

max
0≤θ<2π

|sc (θ)| ≤ CLCK

(
N − d2

∗
2

)
.

where CL and CK are the constants dependent on the refinement of the grid.

We are now in a position to give a proof to our main theorem.

Proof of theorem. The CF of the code is given by

CF (C) = max
c∈C

CF (sc)

=
1√
N

max
c∈C

max
0≤θ<2π

max
0≤α<2π

< (
sc (θ) ejα

)
.

Taking a grid (θl1,L, αl2,K) , 0 ≤ l1 < LN, 0 ≤ l2 < K, and changing the order of maximum

operators yields for some pairs (l1, l2)

max
c∈C

< (
sc (θl1,L) ejαl2,K

)
= N − 1

2
min
c∈C

‖c− ω (θl1,L, αl2,K)‖2

= N − 1

2
ω∗ (θl1,L, αl2,K) .

Setting d2
∗ = min0≤l1<LN min0≤l2<K ω∗ (θl1,L, αl2,K) in Lemma 28 the theorem follows.

Theorem 27 states that the CF of a code can be calculated with any desired accuracy in linear

running time in the length of the code opposed to polynomial running time as in the approach

of [8]. Moreover, as pointed out in Chapter 3 this complexity cannot be significantly improved.

The theorem has the geometrical interpretation that the codewords of any OFDM code should

have a euclidean distance to the set of vectors ω (θl1,L, αl2,K) , 0 ≤ l1 < LN, 0 ≤ l2 < K, as large

as possible. However, it seems hardly possible to devise any explicit design scheme from this

observation.
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The approach can easily be applied to baseband systems where the transmit signal is given

by the real part of the complex baseband signal. Note that, since the signal is real the α’s to

be considered in Theorem are reduced to α = 0 and α = π. In the passband approach the

transmit signal itself is investigated. Defining the transmit signal as s
(p)
c (θ) = < (

sc (θ) e2πjζ
)

their approach turns out to be a special case of Theorem 27 if the bandwidth is appropriately

replaced. However, the number of sampling points is extremely large if ζ is large and the error

is greatly overestimated. Furthermore, the theorem was formulated for equal-energy codes but

as pointed out in [8] that if the code has a Trellis diagram the algorithm can be extended by

applying the Viterbi algorithm.

The major outcome of Theorem 27 is to provide a simple method of computing the CF of a

code. Thus, for a given code we can apply the algorithm to the phase-shift problem of [40] in

order to reduce the CF in OFDM. This was also proposed in [8].

The CF of each coordinate in all the codewords is multiplied by fixed phase shifts φk, k =

0, . . . , N − 1. Denoting the modified code as C(φ0, . . . , φN−1) (this is referred to as the phase-

shifted version) we wish to find phase shifts
{
φ∗0, . . . , φ

∗
N−1

}
where

CF
(C (

φ∗0, . . . , φ
∗
N−1

)) ≤ CF (C (φ0, . . . , φN−1))

for all
{
φ∗0, . . . , φ

∗
N−1

} ∈ [0, 2π)N . As a result we can consider C (φ0, . . . , φN−1) as a multivariable

non-linear function and minimize this function using standard tools, for example a gradient

method. However, as the function has also various local minima and saddle points there is not

much hope of finding the global minimum.

An example is given by the HIPERLAN 2 standard. The coder is a standard 1/2 constraint

length 7 convolutional code. We apply our algorithm to the BPSK case using Newman phase

shifts [47]. The phase shifts yield a gain of 4.163 [dB]. The envelope is depicted in Fig. 5.1. It

is worth mentioning that we assumed that the memory of the coder is cleared after submitting

a codeword.
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Figure 5.1: Corresponding signal (with unit average power) of worst-case codeword in a HIPER-

LAN 2 system using phase-shifted BPSK modulation with Newman phases φk = e
jπk2

N .

5.1.2 Diversity

Using diversity schemes is an important means of overcoming the limitations of wireless multipath

channels. Examples are temporal, frequency and antenna diversity schemes. OFDM systems

are designed for the broadband multipath channel where frequency diversity is available.

Recall that the received symbols can be written as

c′k = βkck + nk, k = 0, . . . , N − 1

where the sequences nk, βk, k = 0, . . . , N−1, are the noise vector and channel gains, respectively.

Assuming perfect channel state information at the receiver and a maximum-likelihood decoder,
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the receiver computes the decoded sequence according to

ĉ = arg min
c∈C

N−1∑

k=0

|c′k − βkck|2 .

If c and e are two different codewords it was shown in [127] that the average pairwise error

probability Pr (c → e) over all channel realizations is upperbounded by

Pr (c → e) ≤
rank(C)−1∏

i=0

(
1 + λi (C)

Pav

2σ2

)−1

where

C :=
Lm−1∑

l=0

rlDl (c− e)H (c− e) DH
l

with

Dl := diag
(
1, ej l

N
2π, . . . , ej

(N−1)l
N

2π
)

and λi (C) denotes the i-th eigenvalue of C (cH is the hermitian transpose and rank (C) is the

number of independent rows/columns). The rank of C is the diversity order that we wish to be

as large as possible. Clearly, the diversity order can only be as large as the Hamming distance

of the underlying code. Since C is rather unwieldy to compute we point out that the matrix C

can be rewritten as follows: the outer product (c− e)H (c− e) can be expressed as

(c− e)H (c− e) = diag ((c− e)) IN diag ((c− e)∗)

where IN is an N ×N matrix filled with ones and ∗ denotes elementwise conjugation. Thus, the

matrix can be written as

C =
[
(c− e)H (c− e)

]
◦WrW

H
r

where ◦ is the Hadamard product and Wr is a matrix consisting of entries (Wr)kl = rl exp
(

2πjkl
N

)

with row index 0 ≤ k < N and column index 0 ≤ l < Lm. Furthermore, the diversity order of a

frequency coded OFDM system is upperbounded by

rank
([

(c− e)H (c− e)
]
◦WrW

H
r

)
≤ min {Lm, dH} .
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The upper bound has already been established in [127]. Clearly, it follows that in the case

of uncoded systems there is no frequency diversity, i.e. rank (C) = 1. If Lm = 1 (irrelevant for

OFDM) the relevant coding measure is the minimum distance of the code. On the other hand

if Lm = N the relevant coding measure is the Hamming distance of all codeword pairs. In all

other cases no simple coding strategy can be given. In particular, a code exhibiting excellent

minimum distance that works well in AWGN can have very poor performance in the Rayleigh

fading multipath channel. On the other hand, arbitrary fixed phase-shifts of all codewords have

no effect on the error correcting capability of the code. The formula can be generalized if (c− e)

is itself a matrix (C − E) ∈ CN×NT rather than a vector for space-frequency codes with NT

transmit antennas [127].

Obviously a necessary condition of achieving a diversity order of d′ is a Hamming dis-

tance of d′. Moreover, it is also sufficient for collecting the maximum diversity order pro-

vided that d′ ≥ Lm as the following argument shows. We have to investigate the rank of

C = diag ((c− e)) WrW
H
r diag ((c− e)∗). Since rank

(
AAH

)
= rank (A) it suffices to investigate

the rank of WH
r diag ((c− e)∗). For any pair c, e and modulation scheme the number of zeros in

the error vector is smaller than N − d′. The resulting matrix has non-zero columns only in the

position where non-zero entries in the diagonal matrix occurred. Thus the columns are scaled

versions of e
2πjk1l

N , l = 0, . . . , Lm − 1, and ki ∈ [0, N − 1] , i = 1, . . . , d′. Now if the rank of this

matrix is lower than d′ ≥ Lm then the following set of equations has non-trivial solutions

Lm−1∑

l=0

clz
l
i = 0, zi = e

2πjki
N , cl ∈ R, i = 1, . . . , d′,

which is not possible since the polynomial can only have d′ − 1 zeros.

On the other hand, clearly the coding gain may become arbitrarily small although the diver-

sity gain is guaranteed. This is because fixing Lm a Hamming distance of at least Lm guarantees

two codewords to be distinguished after passing the channel. However, if the positions in which

the codewords differ are close the small coding gain can lead to poor performance. On the other

hand, in the absence of better (i.e. more tractable) criteria we will stay with the Hamming

distance in this thesis.
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5.2 Generalized constellations with low crest-factor

In the preceding sections we introduced the design criteria of coded OFDM systems and we will

now propose new design schemes that perform well in the discussed sense. We call the outcome

of these schemes generalized constellations rather than codes because these constellations do not

possess many properties of codes. It is more related to the constellation approach in [84, 85]

where we have added a new design criterion.

5.2.1 A new design rule

Generalized constellations are based on properties of de la Vallée-Poussin polynomials. Given

n samples s
(1)
c , s

(2)
c , . . . , s

(n)
c and natural numbers m,n1,m > n1, we define the degree m − 1

trigonometric polynomial

sc (θ) =
1

n

n−1∑

l=0

s(l)
c Sm,n1

(
θ − 2πl

n

)

where

Sm,n1 (θ) =
sin

(
(m+n1)θ

2

)
sin

(
(m−n1)θ

2

)

(m− n1) sin2
(

θ
2

)

is the de la Vallée-Poussin kernel (see Chapter 3). Suppose m + n1 = n then sc

(
2πl
n

)
=

Sn−n1,n1 (0) · s(l)
c which is assumed in the sequel. Thus we can write

sc (θ) =
1

n

n−1∑

l=0

sc

(
2πl

n

)
Sn−n1,n1

(
θ − 2πl

n

)
,

and

max
0≤θ<2π

|sc (θ)| ≤ max
0≤k<n

∣∣∣∣sc

(
2πk

n

)∣∣∣∣ max
0≤θ< 2π

n

1

n

n−1∑

k=0

∣∣∣∣Sn−n1,n1

(
θ − 2πk

n

)∣∣∣∣ .

It was shown in Theorem 8 that

max
0≤θ< 2π

n

1

n

n−1∑

k=0

∣∣∣∣Sn−n1,n1

(
θ − 2πk

n

)∣∣∣∣

≤ min





2

π
log

(
n

n− 2n1

)
+ 2 +

2

π
log (2) +

2 cot
(

π
2(n−2n1)

)

π (n− 2n1)
,

√
n

n− 2n1





=: C(S)
n,n1

.
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Note that if the ratio of n and n1 is constant the right hand side is uniformly bounded in n.

The main idea is to use good codes that have small discrete CF and apply the interpolation.

The interpolation can be carried out efficiently in the frequency domain. Obviously, the length

of the codewords after the modification has increased, i.e. the spectral efficiency has decreased

and clearly there is a trade-off between the offset length and the CF. Also the average power is

modified and must be corrected. Note that this approach can be used to design multitone signals

with low CF. It is natural to ask whether there are other kernels with even better performance.

Firstly, it is certainly possible to use ,,smoother” kernels. However, from the results in Chapter

3 it is clear that these kernels do not necessarily exhibit better performance. One may also

be attempted to use asymmetric kernels in order to reduce the offset length. However, we can

exclude such kernels given by Theorem 9.

5.2.2 Modulation

The Fourier representation of Sn−n1,n1 is given by

Sn−n1,n1 (θ) = 1 + 2

n1∑

k=1

cos (kθ) + 2

n−n1−1∑

k=n1+1

n− n1 − k

n− 2n1

cos (kθ)

and the k-th Fourier coefficient ck (sc) is given by

ck (sc) =
1

n

n−1∑

l=0

sc

(
l

n
2π

)
e

2πjkl
n · 1

2π

∫ 2π

0

Sn−n1,n1 (θ) ejkθdθ.

Thus, all we need is the cyclically extended DFT of the original codeword and the Fourier

coefficients of the kernel. This permits an efficient modulation.

5.2.3 Demodulation

The demodulation is more difficult. Since we do not send the original codeword the decoding

procedure for the given code can be applied but its performance may be degraded. However,

the degradation is small as we will see in an example. In the case of M -ary PSK codes we

can do better. The original codeword is received where some of the coordinates are available
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at different positions and scaled by the kernel. A simple decoding procedure is now given as

follows: copies of the same components can be combined and the decoding procedure of the code

applied according to [125]. Let c′k, βk, k = 0, . . . , N − 1, be the received symbols and channel

gains respectively the receiver aims to minimize the metric

N−1∑

k=0

|c′k − βkck|2

among all possible sequences. It is easy to see that the problem is equivalent to computing the

metric
N−1∑

k=0

|βkc
′
k − ck|2

if |ck| = 1. After modification of the original codeword some of the coordinates are copies scaled

by the kernel. Hence we can write
N−1−d∑

k=d

|β∗kc∗k − ck|2

where β∗k , c
∗
k are the sums of the corresponding values of the copies. In the following we apply

our scheme to trace codes.

5.2.4 Trace codes

Let us illustrate our approach with an example using m-sequences. M-sequences constitute a

class of length n = 2m − 1 codes encoding m bits where m is a natural number. These codes

were proposed for OFDM in [133, 134]. The autocorrelation properties imply small Nyquist-

rate CF and the minimum Hamming distance is fairly large. Thus the code is suitable for the

transmission scheme proposed here. We chose m = 4, i.e. n = 15. Here, n = 15 corresponds to

the original codeword length and N = 2 (n− n1)−1. The offset is defined by ds := (N−1)
2

− (n−1)
2

where n must be odd. If n is even the codeword lies asymmetric in the window defined by the

kernel. Fig. 5.2 compares bit error rates (BER) over SNR := Pav

σ2 of uncoded BPSK, m-sequences

and the modified scheme with offset ds = 1, ds = 2 and ds = 3 in peak power limited Rayleigh

fading multipath channel with Lm = 3 paths and equal power for all paths. In Fig. 5.3 the

simulations are shown for Lm = 4. We assumed perfect channel state information and perfect
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Figure 5.2: Simulation of bit error rates for the M-sequences and the new schemes. The number
of paths is Lm = 3. At each simulation point a minimum of 20 events was observed. The
maximum number is 5 · 106.

synchronization at the receiver. We observe a slightly loss in coding gain with increasing ds,

however the transmitter can now operate with a 1.4 [dB] for ds = 2 (0.9 [dB] for ds = 1) reduced

OBO compared to 5.4 [dB] (the theoretical values for the OBO are 12.4 [dB], 10.8 [dB], and 9.9

[dB] times the CF of the coding scheme itself which is too pessimistic here). The reason for this

is, that the modified scheme yields a strong gain with respect to the complementary distribution

of the CF. It is further observed that the code can exploit the frequency diversity as expected.

The M-sequences belong to a class of codes called trace codes [9] for which good bounds on

the Nyquist-rate CF do exist. It is not necessary to quote the relevant results from the theory

of finite fields again and we refer to [135]. Combining for example the results in [9] and [136] we

obtain an upper bound on the CF for trace codes, i.e.

CF (C) ≤ C(S)
n,n1

· (2t− 2) 2
m
2 + 1.
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Figure 5.3: Simulation of bit error rates for the M-sequences and the new schemes. The number
of paths is Lm = 4. At each simulation point a minimum of 20 events was observed. The
maximum number is 5 · 106.

where t is the number of errors that can be corrected. Comparing these codes with the Reed-

Muller codes it is apparent that they do not yield a rate gain. However, note that the decoding

complexity is much less than that for Reed-Muller codes because no look-up tables are needed

to identify those cosets with low CF. Thus, the approach can be an attractive alternative in low-

cost systems as motivated. In principle, the scheme can be applied to every subcarrier number

as long as a minimal polynomial is given. Further improvement of the scheme can be achieved

if the all-zero codeword is prevented from transmission. In general, the scheme can be applied

to every code with small Nyquist-rate CF as well as modulation with small Nyquist-rate CF.

Modulation with small Nyquist-rate CF can be achieved with standard reduction techniques [7].

Unfortunately, the rates of the trace codes, Reed-Muller codes etc. are small and there may

be a need to design constellations with higher rates (the techniques in [125, 126] can be used to
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increase rates). It is of interest what the fundamental limits of the aforementioned scheme are.

This is discussed next.

5.3 Consequences for the crest-factor distance trade-off

Let us now discuss the preceding results with respect to the trade-off rate, distance and CF for

spherical codes. Certainly, the most interesting question is regarding the existence of codes with

good error properties and low CF. Some numerical investigations have been conducted in [137].

We recall some of the results presented in [9] and improve slightly on them.

Define

Ω := {ω (θ, α) : 0 ≤ θ < 2π, 0 ≤ α < 2π}

and let A (Ω, r) denote the area covered by the points within distance r on the N -dimensional

sphere with radius
√

N, A (r) denote the area of the spherical cap of radius r and A√
N denotes

the whole area of the surface of the sphere. Fixing the minimum euclidian distance dE it was

shown in [9] that providing

A

(
Ω, max

{
d∗ − dE

2
, 0

})
+ 2NRA

(
dE

2

)
≥ A√

N ,
dE

2
≤ d∗ ≤

√
2N

for some d∗ yields

CF (C) ≥ 1√
N

(
N − d2

∗
2

)
.

In order to make the theorem practically useful a good lower bound on A
(
Ω, max

{
d∗ − dE

2
, 0

})

is needed. The next lemma improves on Lemma 4 in [9].

Lemma 29 The area of A (Ω, r) is lowerbounded by

A (Ω, r) ≥





(2N − 1) A (r) 0 ≤ r ≤
√

N
2
− 1

4

N0A (r)
√

N
2
− 1

4
< r ≤ √

N

A (r) r >
√

N

.

where N0 =
⌊

π
arcsin r

√
N

⌋
where b·c is the floor-function.
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Proof. The last inequality on the right-hand side is trivial since Ω is a non-empty set. The first

inequality can be proven as follows. Taking two points ω (θ1, α) and ω (θ2, α) of Ω the squared

euclidean distance is given by

‖ω (θ1, α)− ω (θ2, α)‖2 = 2N −< (ω (θ1, α) , ω (θ2, α))

= 2N − 1− 1− 2
N−1∑

k=1

cos [k (θ1 − θ2)]

= 2N − 1− sin
[

2N−1
2

(θ1 − θ2)
]

sin
[

θ1−θ2

2

]

Thus, with θ1 − θ2 = 2πk
2N−1

, 0 < k < 2N, yields

‖ω (θ1, α)− ω (θ2, α)‖2 = 2N − 1.

Consequently, assuming d ≤
√

2N−1
2

=
√

N
2
− 1

4
we can choose points θk, 0 ≤ k < 2N, so that

‖ω (θk1 , α)− ω (θk2 , α)‖2 = 2N − 1, 0 ≤ k1 6= k2 < 2N and the spherical caps do not overlap.

The second inequality follows from Lemma 4 in [9].

Lemma 29 places a lower bound on the CF of a code provided that dE

2
≤ d∗ ≤

√
N
2
− 1

4
.

Clearly if d′E is the distance such that 2NRA
(

d′E
2

)
≥ A√

N then CF (C) ≥ 1√
N

(
N − d′2E

2

)
with

equality at best. Allowing a slightly lower minimum distance leaves space for a lower CF as

shown in Fig. 5.4 where the region below the curve is a non-achievable region. The region above

the curve is the achievable region for a code. However, note that even if Lemma would hold with

the best inequality over the whole possible range 0 ≤ dE ≤
√

2N the range of possible distances

differ only in extremely small values. This is due to the linear and exponentially growing number

of points. Thus, the statement ,,there is a trade-off between rate, minimum distance and CF”

[9] must be considered very carefully at least in light of these results.

The sufficient conditions derived in [9] can also be slightly improved. Using the Varshamov-

Gilbert style argument in [9] it can be shown that if

A (Ω, d∗) + 2NRA (dE) ≤ A√
N

then there is a code C with rate R, minimum distance dE and

CF (C) ≤ CLCK

(
N − d2

∗
2

)
.
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Figure 5.4: Trade-off between CF and distance for rate R = 0.5,N = 48 codes

A similar statement can be made for the Hamming distance based on a counting argument using

(also our improved) bounds on the CF distribution and standard results from literature [82].

Exploring the asymptotic behavior by using the inequality of Shannon it is clear from [9]

that by assuming

2R

(
2∆

(
1− ∆

2

))
< 1 (5.3)

with ∆ > 0 then there is a code with dE =
√

2∆N and

CF (C) ≤ (1 + ε)
√

log (N)

for any ε > 0 and N large enough in a non-probabilistic sense. Note that the condition on ∆

has only been introduced in order to fulfil the traditional Varshamov-Gilbert style bound on

the existence of codes with distance dE =
√

2∆N . Thus, in this asymptotic regime there is no

interaction between error control coding and coding with low CF as long as CF (C) ≥
√

log (N)

sustaining the results from the probabilistic analysis. It is also interesting to ask for the converse
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in the asymptotic case, i.e. whether

CF (C) ≥ (1− ε)
√

log (N)

holds if condition (5.3) is satisfied. Indeed, this would be the case if the inequality A (Ω, r) ≥
(2N − 1) A (r) would hold for arbitrary r asymptotically and not only for the particular range.

In fact CF (C) ≥ (1− ε)
√

log (N) implies d∗ → 2N for N → ∞ and hence falls out of the

range. On the other hand we can determine a ∆∗ such that d∗− dE

2
≤

√
N
2
− 1

4
holds. A simple

calculation yields ∆∗ ≥ 1. Consequently, if dE ≥
√

2N then CF (C) ≥ (1− ε)
√

log (N) for any

ε > 0 which does not seem to have practical implications. We intend to explain this cut-off

phenomenon, in part.

As we pointed out it appears to be a challenging task to construct codes with good properties.

Let us discuss our scheme in this regard. Obviously we need error-correcting codes that have

small discrete CF. These codes do not seem to be known in great abundance. However, if we

take, for example, good arbitrary PSK codes with some minimum distance we can multiply every

codeword with a unitary matrix and obtain a new code that has the same minimum distance.

Both codes are so-called equivalent. In particular, we can pick the DFT as the unitary matrix

itself. Hence, we have constructed a code that has small discrete CF and the same minimum

distance. Moreover, applying our scheme we again obtain a new code that has even small (real)

CF with somewhat reduced minimum distance and power (but the constants do not depend on

N). The design scheme is as if the system performed the DFT at the receiver and can therefore

dispose of the fluctuations of the signal envelope. Indeed, both systems do behave equally in the

AWGN channel but do not in a multipath Rayleigh fading channel and hence the scheme by no

means implies good performance in OFDM transmission. For example, taking any constellation

it can be shown that the Hamming distance between two different codewords is zero [128]. A

further problem is that we cannot supply this scheme with a practical ML decoding algorithm.

Combining these ideas with those in [128] and partioning the subcarriers into disjoint subsets

and applying fixed phase shifts on these subsets then, if the cardinality of the subsets is not too

large, ML decoding can be applied. However, only a certain reduction of the CF can be achieved
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since a small CF of small subsets of subcarriers does not guarantee small CF of all subcarriers.

The approach can be extended to the coded case.

5.4 Open problems

In this chapter we have provided a new class of codes that have both small CF and high diversity.

These codes are built on codes that already have small CF on the Nyquist-rate sampling set and

a smart interpolation rule. Although their rates are small they may be interesting for certain

applications. In order to obtain codes with low CF we used codes that already show exhibit

good CF on the Nyquist-rate sampling set. An example for this design was given by using

M-sequences that which were an early candidate for OFDM codes until one found that their

behavior on the Nyquist-rate sampling set does not imply good behavior for the CF in general.

Thus in accordance with [9] we renew the call for codes that have the desired properties.

In a different analysis we investigated the trade-off involved between rate, distance and CF.

We improved on the approach in [9] and showed that good codes with asymptotically CF of

order
√

log (N) exist. We failed to prove the necessity of this result and strongly believe that

this is not possible, given the result in Lemma 29 where we showed that the maximum distance

between two points on Ω is 2N − 1 and our design rule for constellations with low CF based on

properties of certain polynomials that we used to theoretically construct codes with uniformly

bounded CF and good distance properties. In addition, we believe that in order to construct

asymptotically good codes one needs to apply the scheme. Furthermore, the discussion in the

last section leads us to the conclusion that, with respect to the euclidean distance, it is more of

a problem to decode rather than to design codes with low CF. On the other hand, we simply

shift the dynamics of the signal into the discrete-time domain.



Chapter 6

Conclusions

In this thesis we have presented a general framework for the power control problem in orthogonal

frequency division multiplexing (OFDM) transmission. For a number of subproblems relevant

in this field we have found new approaches and solutions. We have investigated the relation-

ships between the continuous-time and discrete-time OFDM signal which is interesting for the

system designer. Furthermore, we have examined statistical properties of the CF and the effects

on performance leading to some interesting and fundamental design limits. Finally, we have

presented a new coding scheme based on the previous results and analyzed its performance. It

is now clearly possible to design OFDM systems more efficiently but for some problems further

work has to be done. We pointed out possible research strands. Some other important aspects of

OFDM systems were not considered, for example channel estimation, synchronization and multi-

ple antennas. However, in particular the results for trigonometric polynomials and band-limited

signals permit a couple of possible other applications.
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