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Glossary

Availability

Measure of the fraction of time a system is operating according to the
specification [1]. 25, 26, 28

BEESAT series

CubeSat series of Technische Universität Berlin [2]. Currently, spacecraft in
the range of 0.25 U to 2 U are based on the BEESAT series. 5, 64, 240

Board support package (BSP)

Software layer used in embedded systems that contains the hardware-specific
code. 64

Cold redundancy

One or several spare units of a device that are switched off in nominal
operations to replace the primary unit in case of a failure [3]. 67, 69, 77, 79,
96, 190

Consultative Committee for Space Data Systems (CCSDS)

A multi-national forum for the development of communications and data
systems standards for spaceflight.. 58, 60

Control area network (CAN)

Multi-master serial bus standard defining a message based protocol for
inter-device communication [4]. 69, 74, 77

Control moment gyroscope (CMG)

Attitude actuator consisting of a spinning mass whose angular momentum
can be tilted by one or more gimbals to create a gyroscopic torque. 56
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CubeSat

Satellite form factor based on a number of cuboids with an edge length of
10 cm, called “U” [5, 6]. 1–5, 8–10, 13–16, 18, 19, 22–24, 29, 37, 51, 58,
59, 69, 71, 135, 136, 151, 171, 175, 187, 189, 191, 242

Depth of discharge (DoD)

Parameter for battery dimensioning, which indicates the maximum fraction
of the total battery capacity that will actually be used by the spacecraft. 52,
53, 165, 166, 183, 184, 186

Direct energy transfer (DET)

Power system topology that implements no active elements between solar
arrays the load [7]. 38

Diverse redundancy

Technique to improve the reliability of a system by the implementation of
two or more diverse components to execute the same task [8]. 28

Duplicating redundancy

Technique to improve the reliability of a system by the implementation of
two or more instances of the same component [8]. 28

Error

A part of a system’s state that can lead to a failure of the system [1]. 26–28

Ethernet

Specification of hardware and protocols for the data transmission within
cable connected networks. 70, 78, 96, 153, 155, 159, 160, 163

Failure

The delivery of a service that is not according to the specification [1]. 25–28

Fault

The cause of a latent error in a system [1]. 26–28
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Fault avoidance

Measures applied to avoid faults from manifesting in a system [1]. 27

Fault tolerance

A systems ability to continue its service according to the specification despite
the occurrence of one or several faults [1]. 27, 34, 69, 74, 96

Fluid-dynamic actuator (FDA)

Attitude actuator using a magnetic fluid that is circulated in a ring-shaped
tube to create an angular momentum [9]. Demonstrated in orbit for the
first time within the TechnoSat mission [10, 11]. 56, 58, 103, 108

Generational platform

A platform targeting at updating the product between variants. 25

HiSPiCO

S-band transmitter developed by IQ wireless GmbH from Berlin, Germany
together with Technische Universität Berlin [12]. Demonstrated in orbit
within the TechnoSat mission [13]. 104, 252

Hot redundancy

Two or more devices that perform the same task in such a manner that the
operation is not disrupted if one unit is lost [3]. 53, 69, 74, 77, 96, 106, 190

Inter-integrated circuit (I2C)

Serial data bus that was developed for the communication between different
ICs [14]. 69, 76, 77

Ka band

Frequency range from 27 to 40 GHz, which is commonly used for satellite
communications or radar applications (33.4 to 36 GHz) [15]. 11
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Kelly cosine

Power-angle curve for solar cells that deviates from the mathematical pre-
diction for values above 50 degrees illumination angle [16]. 47, 124

Logical node

Describes a TUBiX20 node according to its function and regardless of which
physical node is active. 68

Maximum power point tracking (MPPT)

Power generation mode in which a solar panel’s voltage is constantly adjusted
to guarantee the maximum power output. The MPPT technique is also
referred to as Peak power tracking (PPT) [7]. 38–40, 43–45, 47, 49, 50,
115, 172, 180, 182, 183, 185, 191

Microsatellite

A satellite, which is characterised by a launch mass that is between 10 and
100 kg [17]. 2–4, 7, 14, 23, 190

Modular platform

A platform that supports adding or removing capabilities to form different
variants of a product. 25

Multi-layer insulation (MLI)

Thermal insulation material composed by a variable number of thin metallised
synthetic films. 32

Nanosatellite

A satellite, which is characterised by a launch mass that is between 1 and
10 kg [17]. 2, 7, 105

OSIRIS

Optical data transmission terminal developed by the German Aerospace
Center (DLR) [18]. 171, 174
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Peak power tracking (PPT)

Power generation mode that adjusts the output voltage of a solar array
such that the panel is always generating the maximum possible power [7].
The PPT technique is also referred to as maximum power point tracking
(MPPT). 38, 48

Physical node

One of the two processing units of a logical node within the TUBiX20
platform. 68, 93

Product platform

“A product platform is a set of subsystems and interfaces that form a
common structure from which a stream of derivative products can be
efficiently developed and produced” [19]. 20

QUEEN mission

Microsatellite mission of Technische Universität Berlin implemented in coop-
eration with of Humboldt-Universität zu Berlin and the Ferdinand-Braun-
Institut, Leibniz-Institut für Höchstfrequenztechnik (FBH) to demonstrate an
optical Rb frequency reference payload and advanced small satellite platform
technology in orbit [20, 21]. 5, 6, 30, 32, 101, 169–172, 174–177, 180–182,
184, 186, 187, 189–191, 240

Reliability

Measure of the likelihood for a given system to continuously perform accord-
ing to specification for a defined duration of time [1]. 25–28

S band

Frequency range from 2 to 4 GHz, which is commonly used for satellite
communications [15]. 20, 58–60, 96, 104, 105, 108, 125, 126, 130, 131,
133, 140, 160, 163, 171, 172, 174, 182, 252, 253

Scalable platform

A platform that allows for adjusting certain performance parameters of the
system. 24
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Single event effect (SEE)

Fault in an electronic component caused by a single ionising particle interac-
tion [22]. 111

Single event latchup (SEL)

Radiation induced high current condition that may damage an electronic
circuit [16]. 111

Single event upset (SEU)

Radiation induced change in the state of a memory cell (bit-flip) [16]. 111

Solar generator based Impact Detector (SOLID)

Novel detector concept developed by the Institute of Space Systems of the
German Aerospace Center (DLR) in Bremen, Germany. It uses the solar
arrays of a satellite as sensor areas to detect impacts of particles larger
than 100 µm [23–25]. Demonstrated in orbit for the first time within the
TechnoSat mission. 105, 108

STELLA

S tar tracker designed for nanosatellite applications by the University Würzburg,
Germany [26, 27]. Was integrated as payload on the TechnoSat mission
[13]. 105

TechnoSat mission

In-orbit demonstration mission of Technische Universität Berlin carrying
seven technology payloads [28]. TechnoSat launched in 2017 and is the first
mission to implement the TUBiX20 platform [13, 28]. 5, 6, 30, 36, 38, 49,
52, 55, 56, 58, 59, 62, 65, 73, 75, 77, 94, 101–106, 108–111, 114, 115, 120,
127–131, 133, 135–139, 141, 155, 156, 161, 163–165, 172, 174–176, 179,
180, 182, 185, 187, 189–191, 240

Time-triggered CAN (TTCAN)

Higher level protocol layer for the CAN bus that enables real-time communi-
cations [29]. 74
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Total ionising dose (TID)

Energy deposited by charged particles per mass for a specific material
quantified in Gray or rad [22]. 30, 110, 111, 114, 190, 191

Triple modular redundancy

Technique to improve the reliability of a system by triplicating modules
within the system, which are to be operated in hot redundancy and allow
for majority voting [30, 31]. 27

TUBIN mission

Microsatellite Earth observation mission targeting the detection of wildfires
with a payload implementing two infrared microbolometer cameras and one
imager for the visible spectrum [32]. 5–7, 30, 33, 36, 38, 49, 53, 55, 59,
60, 62, 64, 65, 73, 75, 77, 83, 94, 101, 105, 139–143, 147, 148, 150,
152, 156–161, 163–165, 167, 168, 171, 172, 174–176, 179, 180, 182, 187,
189–191, 240

TUBiX platform series

A small satellite platform series of Technische Universität Berlin formed by
the nanosatellite platform TUBiX10 and the microsatellite platform family
TUBiX20 [33]. 5

TUBiX10 platform

Nanosatellite platform of Technische Universität Berlin targeting missions in
the 10 kg range [34]. 5

TUBiX20 platform family

Microsatellite platform family of Technische Universität Berlin targeting
missions in the range of 10 to 50 kg [35–37]. 5, 23–26, 28–31, 33, 34, 36,
37, 49, 51, 53–58, 60–71, 73–77, 79, 80, 83, 84, 86, 89, 90, 94, 96–99, 101,
103, 105, 108–110, 115, 136, 138, 140, 148, 163, 169, 172, 174–176, 187,
189–192, 243

TUBSAT series

Small satellite series of Technische Universität Berlin within which seven
spacecraft were launched between 1991 and 2007 [38]. 4, 5, 240
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Ultra high frequency (UHF)

Frequency range from 300 to 1 000 MHz, which is commonly used for satellite
communications [15]. 58–60, 96, 106, 121, 131, 163, 165, 172, 175, 177,
181, 182, 185, 253

Very high frequency (VHF)

Frequency range from 30 to 300 MHz, which is commonly used for satellite
communications [15]. 253

Warm redundancy

One or several spare units that are powered but are not performing the same
tasks as the primary unit. 68, 76, 77, 91, 190

X band

Frequency range from 8 to 12 GHz, which is commonly used for satellite
communications [15]. 59, 60, 73, 96, 140, 141, 160, 167, 171, 174, 181,
187, 191, 252, 253

XLink

Four channel SDR X-band transceiver developed by IQ wireless GmbH
together with Technische Universität Berlin [39]. 139, 140, 143, 155, 158–
160, 163, 165, 167, 171, 174, 253
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ADCS Attitude determination and control system.

AI Artificial intelligence.

AIT Assembly, integration and testing.

ANN Artificial neural networks.

ASTER Advanced Spaceborne Thermal Emission and Reflection Radiometer.

AVHRR Advanced Very-High-Resolution Radiometer.

BEESAT Berlin Experimental and Educational Satellite.
Glossary: BEESAT series.

BIT Built-in test.

BMWi Federal Ministry for Economic Affairs and Energy.

BOL Begin-of-life.

BSP Board support package.
Glossary: Board support package (BSP).

CAN Control area network.
Glossary: Control area network (CAN).

CCR Corner cube reflectors.

CCSDS Consultative Committee for Space Data Systems
Glossary: Consultative Committee for Space Data Systems (CCSDS).

CIRC Compact Infrared Camera.

CMG Control moment gyroscope.
Glossary: Control moment gyroscope (CMG).
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xxii Acronyms

CMOS Complementary metal-oxide-semiconductor.

COM Communications system.

COTS Commercial off-the-shelf.

DET Direct energy transfer.
Glossary: Direct energy transfer (DET).

DLR German Aerospace Center.

DoD Depth of discharge.
Glossary: Depth of discharge (DoD).

ECDL Extended cavity diode lasers.

EDAC Error detection and correction.

EGSE Electrical ground support equipment.

EOL End-of-life.

EPS Electrical power system.

EQM Engineering qualification model.

ESA European Space Agency.

ESPA EELV Secondary Payload Adapter.

FDA Fluid-dynamic actuator.
Glossary: Fluid-dynamic actuator (FDA).

FDIR Fault detection, isolation and recovery.

FEM Finite element method.

FOR Fibre optic rate sensor.

FoV Field of view.

FPGA Field programmable gate array.

GCP Ground control point.
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Acronyms xxiii

GFZ German Research Centre for Geosciences.

GMC Gas multiplier counter.

GNB Generic Nanosatellite Bus.

GNSS Global navigation satellite system.

GPS Global Positioning System.

GRB Gamma-ray bursts.

GSD Ground sampling distance.

GUI Graphical user interface.

GW Gravitational wave.

HD High definition.

HIROS High resolution InfraRed Occultation Spectrometer.

HSDI Hyperspectral Solar Disc Imager.

IC Integrated circuit.

IOD In-orbit demonstration.

IoT Internet of things.

ISL Inter-satellite link.

ISOC Inter-Satellite Optical Communicator.

ISS International Space Station.

JAXA Japan Aerospace Exploration Agency.

JPL Jet Propulsion Laboratory.

LAPAN Indonesian National Institute of Aeronautics and Space.

LEO Low-Earth orbit.

LEOP Launch and early operations phase.
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xxiv Acronyms

Li-ion Lithium–ion.

LNA Low-noise amplifier.

LoS Line of sight.

LTAN Longitude of the ascending node.

MCU Micro controller unit.

MEMS Microelectromechanical system.

MLI Multi-layer insulation.
Glossary: Multi-layer insulation (MLI).

MMS Multimission Modular Spacecraft.

MODIS Moderate Resolution Imaging Spectroradiometer.

MOPA Master-oscillator-power-amplifier configuration.

MPP Maximum power point.

MPPT Maximum power point tracking.
Glossary: Maximum power point tracking (MPPT).

NASA National Aeronautics and Space Administration.

NEMO Next-generation Earth Monitoring and Observation.

NETD Noise equivalent temperature difference.

NUDT National University of Defense Technology.

OBC On-board computer.

OEAW Austrian Academy of Sciences.

OS Operating system.

PCB Printed circuit board.

PCU Power conditioning unit.

PDH Payload data handling.
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PPS Pulse per second.

PPT Peak power tracking.
Glossary: Peak power tracking (PPT).

PSF Point spread function.

QKD Quantum key distribution.

RBF Remove before flight .

RF Radio frequency.

RMS Root mean square.

ROIC Readout integrated circuit.

SDR Software-defined radio.
Glossary: Software-defined radio (SDR).

SEL Single event latchup.
Glossary: Single event latchup (SEL).

SEM Scanning electron microscope.

SFL Space Flight Laboratory.

Si Silicon.

SLR Satellite laser ranging.

SOLID Solar generator based Impact Detector.
Glossary: Solar generator based Impact Detector (SOLID).

SPENVIS Space ENVironment Information System.

SSMS Small Spacecraft Mission Service.

SSO Sun-synchronous orbit.

SSTL Surrey Satellite Technology Ltd.

TBC To be confirmed.

TBIRD Terabyte Infrared Delivery.
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TC Telecommand.

TCS Thermal control system.

TID Total ionising dose.
Glossary: Total ionising dose (TID).

TIR Thermal infrared.

TM Telemetry.

TM/TC Telemetry and telecommand.

TMM Thermal mathematical model.

TTCAN Time-triggered CAN.
Glossary: Time-triggered CAN (TTCAN).

UHF Ultra high frequency.
Glossary: Ultra high frequency (UHF).

UTC Universal Time Coordinated.

UTIAS University of Toronto Institute for Aerospace Studies.

VLEO Very low Earth orbit.

VOx Vanadium oxide.



i
i

“dissertation” — 2022/12/30 — 0:35 — page 1 — #27 i
i

i
i

i
i

1 Introduction

Within the first chapter of this thesis the motivation for the research work is
presented. Furthermore, this chapter gives an overview of the evolution of the
research project and outlines the structure of the thesis.

1.1 Motivation and Problem Statement

The recent decades have seen significant progress in the field of small satellites
characterised by a launch mass below 1 000 kg. Sweeting [40] has presented
a comprehensive recapitulation of the small satellites’ development from the
beginning of the space age to the mega-constellations that are considered today.
In this context, especially the launch numbers of satellites below 50 kg increased
significantly in recent years [41, 42].

The growing interest in satellites of this mass range was decisively shaped by two
factors. Firstly, the introduction of the CubeSat standard by California Polytechnic
State University and Stanford University in 1999 promoted a unified form factor
[43]. The standard defines different satellite sizes based on units of 10 cm called
“U”. CubeSats are launched in containerised dispensers from which the satellite is
ejected once the target orbit is reached, which significantly simplifies the interface
to the launcher. Secondly, the growing supply of consumer grade electronic
components offering high performance at comparatively low cost facilitated this
trend. It was mainly due to these two factors that universities all over the world
were now in the position to develop and operate their own satellite missions. As
a result of the rising activity in this field, the performance of such spacecraft
increased continuously and eventually aroused commercial interest which ultimately
led to the three-figure launches per year that are registered today.

Recently, satellites below 50 kg have demonstrated extraordinary capabilities in
orbit including pointing accuracies below 0.5 arcsec [44], payload data downlink
rates above 1.6 Gbit s−1 [45] and the successful support of Mars exploration [46].
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2 1 Introduction

Figure 1.1 gives an overview over the number of satellites with a launch mass of
1 to 50 kg that have been launched between the years 2009 and 2018, as well
as predicted numbers until 2021 based on data presented by SpaceWorks [47].
This mass range includes nanosatellites that are characterised by a launch mass
between 1 and 10 kg as well as a part of the launched microsatellites characterised
by launch masses of 10 to 100 kg. Here, the overall numbers of satellites with a
mass between 1 and 50 kg that will be launched in the three subsequent years is
predicted to rise steadily with reaching 400 launched spacecraft in 2021.

According to Villela et al. [42], the majority of the spacecraft below 50 kg that
launched to date are triple unit CubeSats with a mass of around 5 kg. However,
with an increasing number of demanding missions successfully demonstrating
the capabilities of such small spacecraft more and more payloads with increased
mass and volume requirements were being considered. This ultimately lead to
the proposal to extend the original CubeSat standard towards 6, 12 and even
27 U satellites with launch masses up to 12, 24 and 54 kg, respectively, brought
forward by Hevner et al. [48]. In this context, Barnhart and Sweeting [49] found a
launch mass of 30 kg to be optimal when considering spacecraft utility, mission
utility, and optimum cost as figures of merrit. A trend towards larger numbers of
launched microsatellites below 50 kg can also be observed in the data presented in
Figure 1.1. While the overall amount of launched nanosatellites decreased slightly
in 2018 compared with the prior year, the numbers rose by more than 25 percent
for launched microsatellites in the 10 to 50 kg mass range.

The rising interest in the use of small satellites for commercial applications also
promoted the development of small launchers characterised by a maximum payload
capability of 1 000 kg to provide more flexibility in launch schedule and target orbit
for small payloads. In this context, Niederstrasser [50] published a comprehensive
overview of the current state in small launcher development.

For the cost effective implementation of competitive small satellite missions the
development efforts for each individual spacecraft need to be kept at a minimum.
This is customarily achieved by implementing platform concepts that facilitate
reuse between individual missions. Small satellite platform designs for various
spacecraft sizes have for example been presented by Kingston [51], Dannemann
and Jetzschmann [52], Song, Kim, and Chang [53], and Grau [54].

Generally, the architectures of such platforms range from highly integrated designs
to modular architecture that focus on scalability. However, according to Erens
and Verhulst [55] modularity and integration can result in conflicting requirements.
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Figure 1.1: Overview of nanosatellites and microsatellites that have been launched be-
tween 2009 and 2018 and predicted numbers until 2021. The number of nanosatellites
with a launch mass between 1 and 10 kg is shown in yellow, while microsatellites with a
launch mass between 10 and 50 kg are depicted in red. The predicted number of total
launches until 2021 for both groups are coloured green (figure modified from [47]).

Therefore, the choice of architecture needs to be matched with the aspired
application. According to Jetzschmann et al. [56], the advantages of a modular
platform architecture take affect if the platform is applied to missions with diverging
requirements, while the modular platform may be outperformed by an integrated
design if a large number of spacecraft are to be produced based on similar
requirements. In this context, the single unit CubeSat platform design presented
by Grau [54] is an example for a highly integrated design. In contrast, scalable
platform designs, as presented by Dannemann and Jetzschmann [52], allow for
largely tailoring the performance of each subsystem according to the needs of a
specific mission.

Falkenhayn [57] found that a modular platform design will initially generate higher
costs when being compared to a satellite developed with only considering a single
use-case. However, cost savings can be expected if several spacecraft build on the
same modular platform. Therefore, scalable platform designs target application
scenarios in which changes in the requirements can be expected between missions
and several spacecraft are to based on the same platform. When additionally
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4 1 Introduction

considering the use of the CubeSat form factor the containerised launch adapter
imposes rigid boundaries for mass and volume on the spacecraft. Here, the
applicability of a platform would greatly benefit if several CubeSat sizes are
supported by the architecture.

Today, spacecraft components that were specifically developed for the imple-
mentation within spacecraft complying with the CubeSats standard are widely
commercially available. However, the variety of the implemented interfaces and
communication protocols was reported to complicate the combination of com-
ponents from different manufacturers. For the implementation of components
from multiple vendors within a single 14 kg spacecraft Nohka, Drobczyk, and
Heidecker [58] found that the overall complexity of the satellite was increased by
mismatching interfaces. Furthermore, the implementation of redundancy was not
feasible. Similar findings have been published by Horch, Schimmerohn, and Schäfer
[59] for the development of a 12 U CubeSat based on commercially available com-
ponents. Here, mainly the lack of standardization of the electrical interfaces has
been named.

Based on the above assessment of the evolution of satellites in the 10 to 50 kg
mass range the following key objectives are formulated for the research presented
in this thesis:

1. To define a systems architecture for a scalable microsatellite platform that
supports missions between 10 and 50 kg and focusses on reuse between
missions and reduced development times.

2. To analyse exemplary spacecraft implementations based on the platform to
demonstrate the advantages that result from such an approach.

1.2 Evolution of the Research Project

The research presented in this thesis was conducted at the Chair of Space Technol-
ogy of Technische Universität Berlin. With the launch of 26 satellites since 1991,
the university has a long and successful history of small satellite development and
mission operations [60]. A complete record of past and current small satellite
missions of Technische Universität Berlin can be found in Appendix A.

Satellite development at Technische Universität Berlin was initiated by the TUBSAT
series. Between 1991 and 2007 seven TUBSATs with launch masses between 3
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1.3 Thesis Outline 5

and 56 kg were launched, mainly focussing on applications from the field of Earth
observation and satellite communications [38]. One notable achievement here are
interactive attitude control capabilities in combination with live-video feeds from
a satellite that were first demonstrated by DLR-TUBSAT in 1999 [61]. These
features enabled the operator to manipulate the attitude of the satellite according
to the received live footage.

After the last TUBSAT was launched in 2007 the development shifted towards
single-unit CubeSats within the Berlin Experimental and Educational Satellite
(BEESAT) series. Within this series 13 CubeSats have been launched to date.
BEESAT-1 [62] was the first CubeSat that demonstrated reaction wheels on orbit
and these wheels have been used for performing three-axis attitude control on
later BEESAT missions.

While the BEESAT-series is continued to date, it was additionally approached to
transfer the heritage in technology miniaturisation back into larger spacecraft to
allow for serving more sophisticated payloads with more demanding requirements
in mass, power, and volume. To this end, the TUBiX platform series has been
established. Here, the TUBiX10 platform targets missions of approximately 10 kg,
while the TUBiX20 platform family was originally developed to support spacecraft
in the 20 kg range and its scope was later extended to a range of 10 to 50 kg.
The TUBiX10 platform was implemented within the missions S-Net [63, 64] and
SALSAT [65] to date, while, the TUBiX20 platform is the basis for the missions
TechnoSat (cf. Section 4.1), TUBIN (cf. Section 4.2) and QUEEN (cf. Section 4.3).

The research project presented in this thesis addresses the definition of the systems
architecture of the TUBiX20 platform and its implementation for the missions
TechnoSat, TUBIN and QUEEN. The author of this thesis served as systems
engineer and project manager for the development of the TUBiX20 platform in
general and the afore mentioned missions in particular.

1.3 Thesis Outline

This thesis is structured in five chapters. In the following, a brief summery of each
chapter is given.

Chapter 1 introduces the thesis with presenting the problem statement, which
defines the scope of the research. The introduction further gives an overview over
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the evolution of the research project and concludes with this outline of the thesis’s
structure.

Chapter 2 gives an overview of the state-of-the-art of microsatellites between 10
and 50 kg. To this end, it introduces application areas for this class of spacecraft
by presenting state-of-the-art missions in the respective areas. Finally, it discusses
product platforms and gives an overview of microsatellite platforms that are
available on the market today.

Chapter 3 presents required key characteristics of the platform and identifies
suitable scaling-ranges of key subsystem performance parameters. Furthermore,
the overall systems architecture is defined and motivated.

Chapter 4 contains a collection of three use cases in which the developed platform
architecture is applied to different mission scenarios. This includes the TechnoSat
mission that launched in 2017, the TUBIN mission brought to orbit June 2021,
and the QUEEN mission that is currently in the phase of the preliminary design.

Chapter 5 presents a conclusion for the entire research project.
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2 State of the Art

In this chapter the state of the art of small satellites with launch masses between
10 and 50 kg is presented. As an introduction, definitions and characteristics
associated with this satellite class are introduced. In the following, the state of
the art in different application areas for microsatellites, such as Earth observation,
communications, science, or close proximity and robotics is outlined. As a conclu-
sion, this section examines the term platform and discusses commercially available
microsatellite platforms.

With the rising interest in small satellite missions, the need for a classification
emerged to distinguish different satellite sizes within this class of spacecraft. Here,
the satellite’s launch mass prevailed as primary distinguishing criterion. Table 2.1
shows the division of small satellites according to their launch mass as proposed
by Sweeting [17, 40]. Following these definitions, spacecraft with a launch mass
between 10 and 100 kg qualify as microsatellites.

Table 2.1: Satellite classification by their launch mass according to Sweeting [17, 40].
Here, the mass range of 10 to 50 kg that is studied in this thesis belongs to the microsatellite
class.

Satellite class Launch mass Exemplary missions
kg

Large satellite above 1 000 ENVISAT of ESA [66]
Small satellite 500 to 1 000 CryoSat of ESA [67]
Minisatellite 100 to 500 TET-1 of the DLR [68]
Microsatellite 10 to 100 TUBIN of Technische Universität Berlin [32]
Nanosatellite 1 to 10 GOMX-3 of GomSpace [69]
Picosatellite 0.1 to 1 Delfi-PQ of Delft University of Technology [70]
Femtosatellite below 0.1 Stardust of the NUDT [71]

For simplicity, the term microsatellite denotes the mass range of 10 to 50 kg in
the remainder of this thesis, unless otherwise stated.
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As discussed in the introduction, the majority of microsatellites of the mass
range studied in this thesis that were launched to date adhere to the CubeSat
standard. One of the most notable features of the CubeSat specification is the
closed dispenser that is foreseen for the separation of the CubeSat from the upper
stage of the launcher. The dispenser was originally designed by the California
Polytechnic State University for the separation of three single-unit CubeSats
[43]. However, the increased popularity of larger CubeSats, i.e 3 U, 6 U and
12 U satellites, led to updated dispenser designs to accommodate also these sizes
of spacecraft. Nowadays, 12 U dispensers are widely spread and most of those
allow for separating a single 12 U satellite and alternatively also two 6 U or four
3 U CubeSats. An overview of different CubeSat deployment systems has been
published by Aslan, Bernal, and Puig-Suari in [72].

The introduction of the dispenser greatly simplified the launch of CubeSats up
to 16 U. However, while a launch container for 27U CubeSats has been proposed
[48], the first separation of a 27U CubeSat with such a dispenser has yet to take
place and microsatellites larger then 16 U have been separated using traditional
separation systems until now.

Figure 2.1 illustrates different launcher separation system options for microsatellites
by showing a number of small spacecraft mounted to the Small Spacecraft Mission
Service (SSMS) structure of the VEGA rocket [73]. On the lower module one
can see several CubeSat deployers mounted onto the structure, whereas the larger
spacecraft on the upper modules make use of ring type separation systems.

2.1 Application Areas

This section presents a short review of the current state and future developments in
the application areas relevant to microsatellites. To this end, launched missions, as
well as missions still in development are briefly introduced for different application
areas. Furthermore, subsystem performance parameters are derived from analysing
these missions to illustrate the range of requirements a microsatellite platform
may be confronted with.
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Figure 2.1: Small satellites mounted on Vega’s Small Spacecraft Mission Service (SSMS).
At the lower end one can see several 12 U CubeSat dispensers mounted to the adapter,
while the larger satellites on the upper deck make use of traditional separation systems
(Image credit: ESA/CNES/Arianespace/Optique Video du CSG - JM Guillon).
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10 2 State of the Art

2.1.1 Technology Demonstration

The in-orbit demonstration (IOD) of new technology has been the dominating
application area at the beginning of the CubeSat era and still plays an important
role as can be seen in the numbers presented by Villela et al. [42].

However, in order to prevent duplications, technology demonstration missions are
assigned to the respective application area they are targeting at in the following.

2.1.2 Earth Observation

There has been considerable development in the performance satellites from the
lower end of the microsatellite mass range can provide when it comes to Earth
observation tasks. In 2012 Selva and Krejci [74] analysed the performance of
such spacecraft and related it to different Earth observation technologies. They
concluded that only a smaller part of the considered Earth observation applications,
like disaster monitoring or ocean surface temperature measurements, could be
accommodated on a CubeSat.

Only four years later in 2016 Freeman [75] found that the performance that can
be expected from a CubeSat significantly increased. As a result of this, Freeman
considered most of the tasks that were ruled out for the implementation on the
basis of CubeSats by Selva and Krejci to now be within the capabilities of this
satellite class. This, for example, includes cloud profile and rain radars, hi-resolution
optical imagers, and scatterometers.

A concept that may open additional application scenarios in Earth observation
for microsatellites in the future is the operation in very low Earth orbit (VLEO),
i.e. below 450 km. While VLEO missions are also proposed for other application
areas, the advantages are especially evident for Earth observation missions. Here,
significantly lower costs are predicted for small Earth observation missions operating
in VLEO by Shao, Koltz, and Wertz [76] when being compared to missions with
similar performance operating in higher altitudes. This is mainly because smaller
instrument can be utilised in VLEO for achieving the same ground sampling
distance (GSD). A comprehensive overview of the advantages VLEO operation
may entail for Earth observation missions is presented by Crisp et al. [77].
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In the following, present and future microsatellite Earth observation missions are
introduced. Additionally, platform performance requirements are derived as a
reference for the platform development that is presented in this thesis.

One recent mission that showcased new Earth observation capabilities on a mi-
crosatellite is RainCube, a precipitation radar mission based on a 6 U CubeSat.
The RainCube payload was developed by Jet Propulsion Laboratory (JPL), while
Tyvak Nano-Satellite Systems contributed the platform [78, 79]. Launched in 2018,
RainCube demonstrated weather observations based on a newly developed Ka-band
atmospheric radar using a deployable antenna that was equally designed for the
mission. In the future, the technologies demonstrated by RainCube may pave
the way for science missions to observe weather processes based on constellation
of microsatellites. An artists impression of a satellite constellation based on the
RainCube design is shown in Figure 2.2.

Figure 2.2: Artist’s impression of a RainCube constellation with unfolded radar antennas
and solar panels (Image credit: John MacNeill).
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An example of a commercial Earth observation constellation based on microsatellites
is GHGSat, that aims at measuring point sources of greenhouse gas emissions
[80]. In 2016, GHGSat-D, a microsatellite with a mass of approximately 15 kg
was launched as proof-of-concept technology demonstrator [81]. It was followed
by GHGSat-C1 in 2020, which is the first satellite of an operational constellation
that will eventually comprise of 10 satellites. The first three GHGSat satellites
are based on the Next-generation Earth Monitoring and Observation (NEMO)
platform of the Space Flight Laboratory (SFL) by University of Toronto Institute
for Aerospace Studies (UTIAS) [82].

More towards the upper end of the considered mass range, the 39-kg Earth
observation satellite Jilin-1gf03 provides multispectral images with a GSD below
four meters and panchromatic imagery with a GSD of one meter [83]. Jilin-1gf03
represents the third generation of the Jilin satellites that shall form the basis for
the Jilin-1 constellation comprising 108 satellites in 12 orbital planes. Figure 2.3
shows three images that were captured by Jilin-1gf03 in 2019.

(a) Shenzhen airport (b) Palm island (c) New Orleans

Figure 2.3: Images captured by the 39-kg microsatellite Jilin-1gf03A from a 571 kilometer
orbit in 2019 [83] (Image credit: Chang Guang Satellite Technology Co., Ltd.).

In the following, typical values of platform performance parameters required for
state-of-the-art Earth observation missions shall be collected. To this end, three
future missions, namely MANTIS, CubeMAP, and HiREV, have been selected as
reference that are briefly introduced in the following. The requirements the associ-
ated payloads impose on the spacecraft platform may serve as a general indicator
for the capabilities that are demanded by a state-of-the-art Earth observation
mission.
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The MANTIS mission is based on a 12 U CubeSat carrying a Maksutov-Cassegrain
imager with a focal length of 775 mm [84]. In a 500 km orbit the payload can
deliver raw imagery with a GSD of 3.5 meters.

The CubeMAP constellation aims at studying the middle atmosphere with 12 U
CubeSats [85]. To this end, each satellite of the constellation carries four payloads,
namely three instances of the High resolution InfraRed Occultation Spectrometer
(HIROS) and the Hyperspectral Solar Disc Imager (HSDI).

Another 6 U Earth observation mission is HiREV that is designed to generate 5 m
color and 3 m monochromatic imagery as well as high definition (HD) videos [86].

Table 2.2 gives an overview of the payload mass, the pointing accuracy, the orbit
average power consumption, the payload data downlink rate as well as the delta-v
required by these missions.

Table 2.2: Selected subsystem requirements for exemplary future Earth observation mi-
crosatellite missions [84–86].

Parameter MANTIS CubeMAP HiREV
Form factor 12 U 12 U 6 U
Pointing accuracy 1 arcmin 6 arcmin unspecified
Power generation 15 Wa 16.71 to 32.08 Wb 41 Wc

Payload data downlink 150 Mbit s−1 7 Mbit s−1 2 Mbit s−1

Delta-v n/a 213 m s−1 n/a
a Average power available for the payload
b Average power available for platform and payload
c Maximum power available for platform and payload at end-of-life (EOL)

When evaluating the values given in Table 2.2, one needs to consider that while
implementing state-of-the-art payloads, these missions target the demonstration
of said payloads. Therefore, one can assume that the requirements for average
power and data downlink capacity may vary considerably if the payloads shall be
utilised continuously in an operational mission, while pointing accuracy and peak
power are not affected by this fact.
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2.1.3 Communications

An application area that recently gained more and more significance for microsatel-
lites is the field of communications [42]. In this context, advantages and emerging
trends in small satellite communications have been published by Saeed et al. [87]
and Burleigh et al. [88].

Generally, the trend of continuously increasing downlink data rate facilitated a
growing number of application areas for microsatellites. In this context, the rapidly
increasing number of satellites in orbit lead to increasing competition for the
use of the available radio frequency (RF) spectrum [89]. One approach to avoid
this is moving towards optical laser communication systems. While optical laser
communication is vulnerable to cloud coverage it promises very high data rates at
moderate power consumption. A comprehensive overview of present developments
and future prospects in laser communication has been published by Toyoshima
[90].

Another application within the field of satellite communications that recently
gained significance for the microsatellite class is quantum key distribution (QKD)
that enables secure information exchange. In this context, an overview of recent
and future QKD satellite missions was published by Bedington, Arrazola, and Ling
[91].

Space-based internet of things (IoT) networks to enable the interconnection of
devices via satellites is another emerging application area for CubeSats. Here, an
overview of the current state of the art and projected future developments has
been published by Birkeland and Palma [92] and by Akyildiz and Kak [93].

It has been highlighted that due to their comparatively smaller launch mass and
lower associated production costs microsatellites are especially well suited for the
utilisation in constellations. In this context, inter-satellite links (ISLs) are often
required. Here, different inter-satellite communication technologies have been
investigated Zaman et al. [94].

In the following, present and future microsatellites from the field of communications
are presented. Furthermore, the subsystem requirements that originate from these
missions are examined to understand the impact on the satellite platform’s design.
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An example of a microsatellite mission that carries capabilities required for QKD
is SOCRATES that demonstrated quantum-limited laser communication from
low-Earth orbit (LEO) to ground from a 50 kg class microsatellite [95].

NanoBob is a planned microsatellite mission that equally targets the demonstration
of QKD, but in the much smaller envelope of a 12 U CubeSat [96]. Furthermore,
NanoBob’s payload may support a number of quantum physics experiments.

Further to single spacecraft, quantum communications constellations are being
researched nowadays. Here, QUARC, a QKD constellation that is based on 15
six-unit CubeSats may serve as an example [97].

The 6 U CubeSat mission Q4 aims at demonstrating optical inter-satellite commu-
nications with up to 1 Gbit s−1 for distances of up to 200 km [98]. Here, four 6 U
CubeSats equipped with the Inter-Satellite Optical Communicator (ISOC) shall be
deployed from International Space Station (ISS) and use their propulsion systems
to orbit as a swarm with one leader and three followers.

The 2 U Terabyte Infrared Delivery (TBIRD) payload, to be demonstrated on
a 6 U National Aeronautics and Space Administration (NASA) CubeSat shall
demonstrate a communication link to a small ground terminal from LEO with
burst rates up to 200 Gbit s−1 [99]. In this manner, the number of required ground
stations for LEO missions that produce large amounts of data shall be drastically
reduced.

Table 2.3: Selected subsystem requirements for exemplary future communications mi-
crosatellite missions [96, 98, 99]. Here, the data downlink rate is excluded from the list as
only telemetry data is expected to be downlinked by the platform.

Parameter NanoBob Q4 TBIRD
Form factor 12 U 6 U 6 U
Pointing accuracy 25 arcseca 25 arcseca 0.5 arcsecb

Electrical power 21.5 Wc 72 Wa,d 130 We

Delta-v n/a 40 m s−1a n/a
a Capability of the selected components, but not specifically named as payload requirement
b Shall be realised with feedback from the payload
c Peak power consumption of the payload including contingency
d Power delivered by the solar panels
e Peak power consumption of the payload
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Table 2.3 gives an overview of the subsystem requirements of the NanoBob and
the Q4 missions as well as for the TBIRD payload. No payload data downlink
requirements are shown as due to the nature of the payload only a comparatively
small amount of telemetry data are expected to be downlinked using the satellite
platform’s means of communications.

As can be seen from Table 2.3 a communication mission may impose significant
requirements on the satellite platform regarding power consumption and pointing
accuracy.

2.1.4 Science

Microsatellites have been applied for various kinds of science missions successfully
and increased activity can be expected for this sector in the future.

One emerging application area for microsatellites is the exploration of our solar
system. In this context, an overview of the current status and future trends in
the implementation of microsatellites for space exploration has been published by
Freeman [100].

One of the most prominent examples for incorporating microsatellites into an
exploration mission is Mars Cube One that involved the first CubeSats to be
operated beyond Earth orbit. The mission comprised of the two six unit CubeSats
MarCO-A and MarCO-B that supported the Insight Mars lander mission with by
providing a real-time communication link to Earth while performing a Mars fly-by
in 2018 [46]. Figure 2.4 shows an artist’s impression of MarCO-A and MarCO-B
over the surface of Mars.

A planned stand-alone Mars mission with a larger 16 U CubeSat form factor is
MARIO. This mission shall perform thermal radiation imaging to analyse the upper
atmosphere of Mars [101].

Another area of activity are scientific observation missions involving various different
types of instruments.

A notable science observation mission is ASTERIA that was designed to demon-
strate precision photometry on a six unit CubeSat and launched in 2017 [102].
Here, both attitude pointing accuracies on arcsecond level and highly stable focal
plane temperature control are required to operate the spacecraft’s telescope.
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Figure 2.4: Artist’s impression of the two Mars Cube One satellites MarCO-A and
MarCO-B over the surface of Mars (Image credit: NASA).

BurstCube is a six unit scientific CubeSat with the mission objective to detect and
localise gamma-ray bursts (GRBs) in the energy range of 10 to 1 000 keV that are
predicted to be the counterparts of gravitational wave (GW) sources [103].

A mission that targets monitoring the time variability of bright x-ray sources
is NinjaSat [104]. The NinjaSat payload comprises two gas multiplier counters
(GMCs) sensitive to X-rays in the 2 to 50 keV range.

Further to the application areas mentioned above, quantum science recently showed
a high level of activity in connection with microsatellites. Here, an overview of
different quantum science applications has been presented by Oi et al. in [105].
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One application relevant in this context would for example be gravity sensing.
Here, one example is the CASPA project that developed and tested a 6 U CubeSat
with a cold atom trap as payload [106].

Due to the variety of different application areas, science missions may impose
highly diverse requirements on a microsatellite platform. Exemplary requirements
for science missions are shown in Table 2.4 for the missions MARIO, ASTERIA
and NinjaSat

Table 2.4: Selected subsystem requirements for exemplary future science microsatellite
missions [101, 102, 104].

Parameter MARIO ASTERIA NinjaSat
Form factor 16 U 6 U 6 U
Pointing accuracy 1 degreea 0.5 arcsec 0.5 degree
Power generation 220 Wb 48 Wb 18 Wc

Payload data downlink 2.4 kbit s−1d 1 Mbit s−1 4 Mbit s−1

Delta-v 445 m s−1 n/a n/a
Instrument thermal stability unspecified ±0.01 K unspecified
a Value not directly stated, 1 degree was given as pointing error for the downlink budget.
b At begin-of-life (BOL)
c Orbit average
d Mars to Earth

2.1.5 Robotics and Close Proximity

Further domains that have recently gained the attention of microsatellite developers
are close proximity operations and robotics applications and various missions are
planned in this fields.

In order to overcome the constraints imposed by size limits of the launch for
space-based telescopes the AAReST mission aims at demonstrating the assembly
of a telescope mirror in space using small satellites [107]. To this end, the AAReST
mission involves two 3 U MirrorSats carrying an electrically actuated adaptive
mirror, which can perform autonomous un-dock and re-dock manoeuvres on a
9 U CoreSat. Figure 2.5 shows an artist’s concept of the fully assembled AAReST
spacecraft in orbit.
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Figure 2.5: Artist’s concept of the two MirrorSats docked to the CoreSat of the AAReST
mission in orbit (Image credit: Sergio Pellegrino/Caltech).

A central prerequisite for many robotic satellite missions are rendezvous and
docking capabilities. In this context, the CPOD mission has the objective to
demonstrate a miniaturised docking mechanism and the corresponding sensor suite
for rendezvous, close proximity operations and docking with two 3 U spacecraft
[108].

A topic that is nowadays gaining more and more relevance, especially in the context
of the raising numbers of satellite launches that can be observed today, is orbital
debris removal. Here, Mark and Kamath presented a comprehensive review of
active space debris removal methods [109].

An example for a microsatellite-based mission to address the problem of space
debris is Deorbiter CubeSat, a 8U CubeSat1 designed to remove debris objects
from LEO [110]. The mission concept involves a mother ship carrying several of
these 8 U CubeSats that are capable of removing one debris object each.

1Despite not being one of the CubeSat form factors defined in the CubeSat Design Specification
[5, 6], 8 U designs are sometimes suggested in the form of two by two units.
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Table 2.5 gives an overview of the subsystem requirements of three reference
robotics and close proximity microsatellite missions, namely AAReST, CPOD, and
Deorbiter CubeSat.

Table 2.5: Selected subsystem requirements for exemplary future close proximity and
robotics microsatellite missions [107, 108, 110].

Parameter AAReST CPOD Deorbiter CubeSat
Form factor 9 U plus two 3 U Two 3 U 8 U
Pointing accuracy 1.2 arcmin 15 arcmin Approx. 1 degreea

Power generation 10 Wb unspecified 48.1 Wc

Payload data downlink 9.6 kbit s−1d S band n/a
Delta-v n/ae 30 m s−1f Mission specific
a Derived from the accuracies stated for the attitude sensors
b Peak power consumption of payload and MirrorSats
c Platform peak power generation
d Telemetry downlink, no dedicated payload downlink channel provided
e While each MirrorSat carries a propulsion system delivering 5 to 10 m s−1, this propulsion

system is required for docking and is not intended for orbit manoeuvres
f For each satellite

2.2 Satellite Platforms

The concept of platform-based satellite development is nowadays widely used in
space industry. It dates back to the development of the Multimission Modular
Spacecraft (MMS) of NASA that started in the early 1970’s [57]. The term
product platform has been defined by Meyer and Lehnerd [19] as follows:

“A product platform is a set of subsystems and interfaces that form a
common structure from which a stream of derivative products can be
efficiently developed and produced.”2

The development of platforms in satellite design is motivated by the increased level
of reuse that can be achieved between missions, which in turn enables reductions
in cost and development time for the individual spacecraft. Research on satellite

2In the field of spacecraft development the term subsystem is already occupied by a common
definition so that component would be a more suitable term in this context.
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platforms has been presented for example by Gonzalez-Zugasti, Otto, and Baker
[111], Caffrey et al. [112] and Kingston [51, 113, 114].

As the terms and definitions that are used in platform-based product development
widely diverge in literature, the following definitions gathered by Jiao, Simpson,
and Siddique in [115] are used throughout this thesis. Here, a product family
comprises of products that share common components and interface definitions but
are tailored to the requirements of a certain use-case. A specific implementation
of the product family is referred to as variant, while the common elements shared
between variants are called the product platform. Such product platforms can
be designed with different objectives. A scalable platform allows for adjusting
certain performance parameters of the system, while a modular platform supports
adding or removing capabilities to form different variants of a product. A platform
that targets updating the product between variants is referred to as generational
platform.

Figure 2.6: M16P 16 U microsatellite platform developed by NanoAvionics in flight con-
figuration (Image credit: NanoAvionics).
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There is a wide variety of small satellite platforms with launch masses in the range
of 10 to 50 kg that have been developed by different vendors. As an exemplary
microsatellite platform available on the market, the M16P 16 U platform developed
by NanoAvionics is shown in Figure 2.6.

In order to obtain an overview of the market availability of microsatellite platforms
in the 10 to 50 kg range, 51 commercial platforms from 26 vendors have been
analysed3. Figure 2.7 shows the distribution of both form factor and launch mass
among those platforms. One can see that with 33 and 27 percent, respectively, the
majority of the platforms that adhere to the CubeSat standard are either 6 or 12 U
designs. Another 18 percent are either 8, 16 or 27 U platforms and 22 percent
do not adhere to the CubeSat form factor at all. When looking at the maximum
launch masses, 80 percent of the platforms are below 30 kg4.

10 to 20 kg
45%

21 to 30 kg
35%

31 to 40 kg
12%

No CubeSat
form factor

22% 6 U CubeSats
33%

12 U CubeSats
27%

8 U CubeSats
4%

16 U CubeSats
12%

27 U CubeSats
2%

41 to 50 kg
8%

Form factor Launch mass

Figure 2.7: Distribution of form factor and maximum launch mass among 51 commercially
available microsatellite platforms in the 10 to 50 kg range offered by 26 different vendors.
A list of the individual platforms can be found in Appendix B.

3The complete list can be found in Appendix B.
4For all CubeSats a maximum mass of 2 kg was assumed per unit.



i
i

“dissertation” — 2022/12/30 — 0:35 — page 23 — #49 i
i

i
i

i
i

3 Platform Architecture

In this chapter, the requirements and constraints of the microsatellite platform
TUBiX20 for missions with a launch mass between 10 and 50 kg targeting towards
a broad range of applications including science, Earth observation, and technology
demonstration are examined. Furthermore, scaling ranges for the most significant
performance parameters of the satellite’s subsystems are analysed and key design
parameters of the platform are defined. Finally, a generic systems overview of a
TUBiX20-based spacecraft is presented to illustrate the overall architecture of the
platform. An overview of the considerations presented in this chapter has been
published by the author in [116].

3.1 Requirements and Constraints

In the following, a number of generalised requirements and constraints that apply
to the TUBiX20 platform and influence its overall architecture are outlined and
motivated.

3.1.1 Form Factor

A small satellite’s launcher interface has a significant impact on the launch logistics.
Especially for spacecraft with a launch mass below 25 kg adhering to the CubeSat
form factor significantly simplifies the launcher interface and can reduce launch
costs and integration times. To be able to exploit the advantages offered by the
CubeSat form factor regarding a streamlined launch process, the TUBiX20 platform
shall offer 6, 12, 16 and 27 U CubeSat compatible designs (cf. Section 1.1).

However, especially for the larger form factors, launching from a CubeSat dispenser
may not always be the most effective solution as the dispenser adds significant
mass to the launch and prohibits extensions exceeding the specified dimensions.
Therefore, launching from a container is not mandatory for TUBiX20 satellites
and a launch using a traditional separation system is a foreseen option, especially
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for the larger implementations. Table 3.1 gives an overview of the TUBiX20 form
factors, their CubeSat equivalent as well as of the maximum allowable mass.

Table 3.1: Form factors of the TUBiX20 platform family with equivalent CubeSat volume,
as well as limits of mass and volume.

Platform configuration CubeSat units Maximum mass Volumea

U kg cm3

TUBiX20-S 6 12 10 × 20 × 30
TUBiX20-M 12 24 20 × 20 × 30
TUBiX20-Mp 16 32 20 × 20 × 40
TUBiX20-L 27 54 30 × 30 × 30
a Only stated as reference for the configuration, the effective volume is larger

Generally, a CubeSat’s mass is restricted to 2 kg per unit [5, 6, 48]. According to
this, the maximum allowable mass per unit for the TUBiX20 platform is specified
with 2 kg which may, however, be exceeded for specific missions if allowed by the
launcher interface.

3.1.2 Scaling, Modularity, and Reuse

In order to establish a better understanding of the capabilities the TUBiX20
platform is required to implement, the author analysed the requirements derived
in Section 2.1 regarding their impact on the platform’s characteristics.

Given the diverse application areas foreseen for the TUBiX20 platform, significant
differences in the requirements for performance parameters such as available
payload power, attitude knowledge, pointing accuracy, or payload data downlink
rate are to be expected between individual missions. To account for this, the
platform needs to provide scalability regarding such parameters. The range that
need to be covered for each parameter was already examined in Section 2.1 and
is further detailed in Section 3.2. This boundary condition relates to the term
scalable platform introduced in Section 2.2.

Some features provided by the satellite platform may only be required for certain
missions. One example here is a propulsion system which may be essential to a
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specific mission but will not be required for others. Therefore, the TUBiX20 plat-
form additionally needs to be able to serve as a modular platform (cf. Section 2.2)
allowing to add and remove features as required by the mission.

While the modular architecture chosen for the platform enables a high level of
scalability it also increases the parts count (cf. Section 2.2). In this context, the
potential for reuse shall be maximised within a single spacecraft as well as between
different missions to decrease the effort associated with development, maintenance
and extension of the platform.

3.1.3 Component Selection and Technology Update

To stay abreast with state-of-the-art terrestrial technology and to limit the cost
associated with a mission based on the TUBiX20 platform, the implementation
of consumer grade commercial off-the-shelf (COTS) components is permitted.
However, the short development cycles of such components increase the risk that
key components are being discontinued. Furthermore, updating components may
be required for the platform to maintain competitive performance. Therefore, the
platform shall enable continuous component update, i.e. it shall be implemented
as generational platform as defined in Section 2.2.

3.1.4 Fault Tolerance

In the context of fault tolerance, two terms can generally be distinguished, namely
availability and reliability. According to Laprie [1], availability specifies the fraction
of time in which a service according to the specification was provided by a system,
while reliability is a measure of the time to failure. Following this, a platform
with relatively frequent but short disruptions of service might have a low reliability
but nevertheless a high availability. In general terms, different missions may have
different requirements for both aspects. While an Earth observation mission may
primarily focus on availability, an interplanetary mission might require a high level
of reliability for crucial mission phases.

In order to work out fundamental boundary conditions for the implementation of
fault tolerance capabilities for the TUBiX20 platform, the author evaluated relevant
publications and examined the missions presented in Section 2.2. Furthermore,
the operation of the platform in a university environment was taken into account.
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In the context of fault tolerance for small satellites, Shirasaka and Nakasuka [117]
propose the concept of reasonably reliable systems engineering for small satellites,
focussing on availability instead of reliability. This concept also concentrates
the efforts to improve reliability on the components that are strictly necessary
to communicate with the spacecraft, i.e. the communications system (COM),
the electrical power system (EPS), and the on-board computer (OBC). For the
remainder of the spacecraft, including the payload, it is expected that recovery
from an interrupted service can be accomplished via power cycling or ground
intervention. A similar approach was furthermore proposed by Jackson in [118].
Here, a multi-level fault protection system allows for graceful degradation upon
the occurrence of a fault and is designed to keep the spacecraft in a thermally
safe, power positive, and communicative state at all times.

Following this, the TUBiX20 platform targets to support variants that implement
a high degree of system-level robustness. Furthermore, limiting the resources
required for self-retaining the platform prevents that the satellite platform drives
the requirements for missions with moderate payload requirements. Finally, when
operating TUBiX20-based missions within the university environment, continuous
supervision of the spacecraft may not be guaranteed especially if several missions
are operated in parallel.

Based on the above, a number of boundary conditions are formulated which are
listed in the following:

1. The platform shall support satellite configurations that survive extended
periods of time without being operated from the ground.

2. It shall be possible to configure a spacecraft such that it may survive extended
periods of time without active attitude control.

3. Platform configurations that guarantee availability for communication at all
times and regardless of the satellite’s attitude shall be supported.

While these boundary conditions may not apply to each and every TUBiX20
mission, they shall generally be supported by the platform.

In order to describe means of increasing a system’s reliability, a number of
definitions need to be clarified. As the terms used in this context diverge in
literature, definitions presented by Laprie [1] are employed within the remainder of
this thesis. According to Laprie, a fault is a deviation from the desired state within
a system. A fault may result in an error, which may in turn cause a failure. A



i
i

“dissertation” — 2022/12/30 — 0:35 — page 27 — #53 i
i

i
i

i
i

3.1 Requirements and Constraints 27

disconnected line within a cable of a spacecraft’s harness, for example, is denoted
as a fault. If a device shows incorrect behaviour due to the affected signal, the
fault resulted in an error. This error may now lead to the delivery of a service by
the spacecraft that is not according to the specification, which is then referred to
as failure.

Preventing errors that could impact the service of a system can be improved
by enhancing the reliability of its components or through the implementation of
redundancy [119]. According to Laprie [1], this is referred to as fault avoidance
and fault tolerance, respectively. Here, the former approach is not applicable, as it
was established already that the platform shall rely on a extensive implementation
of COTS components to enable a high performance at comparatively low cost.
In contrast, the latter concept is in line with the usage of COTS components.
Another disambiguation related to fault tolerance that is relevant in this context
is static and dynamic fault tolerance [120]. In the case of static fault tolerance,
the development of an error from the fault is prevented by design. This may for
example apply to the interrupted cable from the above example, if another line
passes the same signal as the affected one. In contrast to that, dynamic fault
tolerance requires an activity. If two sensors that measure the same signal would,
for example, deliver diverging results, tests could be run on both sensors to identify
the incorrect value.

To achieve fault tolerance in non-repairable systems, different forms of redundancy
are commonly implemented. The most common classification of redundancy, which
is for example presented by Amari and Dill [121], divides redundancy implementa-
tions into active and stand-by redundancy. Active redundant components perform
the same tasks in parallel so that a failing unit would not lead to an interruption
of service. Here, active redundancy provides large potential for contributing to
fault tolerance in the implementation of computer systems, as the result generated
by several units in parallel can be compared. However, this is only possible if more
than two units are available for performing the same task as no conclusion could
be drawn if two units are contradicting each other. Therefore, active redundancy
is commonly implemented as triple modular redundancy [30, 31]. Standby re-
dundancy, on the other hand, is again divided into hot, warm and cold standby
redundancy according to the failure rate of the redundant component.

However, due to the launch loads and the space environment a satellite is exposed
to, the failure rate of a redundant component is hard to determine especially if
COTS components are implemented. Here, alternative definitions to describe
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redundancy are suggested by Sharma [3], who is referring to a powered component
as hot redundant and calls a component that is switched off cold redundant. As
these definitions are considered to be better suited for the use in space technology,
they will be used for the remainder of the thesis. In addition, a powered component,
which is not performing the same task as the active one is referred to as warm
redundant.

While the replication of hardware, referred to as hardware redundancy, is the most
common redundancy implementation, Johnson [122] claims that also software
redundancy and time redundancy can be applied. The first one denotes parts of
a software implementation such as validity checks that are not strictly necessary
to perform the required task but shall improve reliability of the execution. The
second one is used to distinguish between permanent and transient faults. Here,
a processor may for example repeat a computation if an error was detected in the
result to determine if a fault is permanent.

Another disambiguation relevant in this context is duplicating and diverse redun-
dancy. As pointed out by Mok, Goh, and Segaran [8] duplicating a device is an
appropriate measure against random failures, but will not protect against design
weaknesses of the component in question. Here, a failure due to a design weakness
that may affect all instances of the same component is referred to as systematic
failure. Implementing two units of a different design, however, will require a larger
implementation effort but can also protect against shortcomings in the design of
one of the components.

Resulting from the considerations made in this section, the author concludes that
the systems architecture of the TUBiX20 platform is to be designed towards a
high level of availability, while interruptions of the mission service are generally
tolerated. However, the critical subsystems, i.e. the COM, the EPS, and the
OBC shall be configurable towards higher reliability. The platform shall therefore
allow for the implementation of diverse redundancy for these critical subsystems.
Furthermore, no single fault shall lead to a terminal failure of one of the critical
subsystems or to a failure of any other subsystem that cannot be recovered by
intervention from the ground. Finally, variants shall be supported that comply
to a number of boundary conditions regarding system-level robustness to ensure
that the overall complexity can be reduced sufficiently for missions with generally
moderate requirements.
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3.2 Subsystems Architecture and Scalability

According to the findings presented by the author in Section 2.1, diverging re-
quirements will be imposed on the individual satellite variants of a platform by a
specific mission. Therefore, a number of the spacecraft’s performance parameters
need to allow for scaling and certain features may need to be added or removed.
In the following, the individual subsystems and the satellite’s software are analysed
regarding required scaling options and their associated performance range. At the
same time, high-level implementation details are presented and motivated.

3.2.1 Structure and Mechanisms

The structure of a satellite arranges the components according to their individual
requirements, provides heat conduction paths within the spacecraft as well as
shielding against radiation. Thereby, it needs to withstand the mechanical loads the
satellite is subjected to during launch. Another aspect that is strongly influenced
by the structure is the satellite’s integration process.

For the TUBiX20 platform, the design of the structure is furthermore influenced
by the requirement to support different CubeSat form factors (i.e. 6, 12, 16 and
27 U).

Within a masters thesis supervised by the author, different structure concepts for
12 and 16 U CubeSats were evaluated focussing on a maximised payload volume
and a time-optimised integration process [123]. Based on the findings of this
thesis, a structural design that gathers all components on the six outer panels of
the primary structure was derived. Furthermore, it could be shown that secondary
structure such as mounts for sensors or avionics compartments may be designed
for the use across different form factors to maximise the potential for reuse.

In order to optimise the integration process for TUBiX20-based spacecraft, a
harness concept developed by the author was implemented into the structure
design realised in the thesis. Here, interconnections between the panels are realised
such that each panel including all mounted components can be detached from
the satellite without releasing any cables or other elements. The components
that are attached to the panels are in turn interconnected by means of printed
circuit board (PCB) distribution boards and board-to-board connectors, facilitating
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straightforward integration or removal of any single component. For more details
of the described harness approach, the reader is referred to Section 4.3.3.

The design approach developed in the thesis was extended towards 6 and 27 U
form factors to establish a unified design philosophy of primary and secondary
structure that can be applied across all TUBiX20 platform variants. It could be
shown that while a number of structural elements are directly affected by the
dimensions of the spacecraft, a common design and simulation approach may be
established between the different form factors. The presented structure design is
being implemented for the first time within the QUEEN mission (cf. Section 4.3.3).
Here, it could be shown that especially the harness concept can be applied widely
independent from the spacecraft’s form factor.

For 27 U spacecraft, launch containers are currently not applied and separation
systems are used instead. Nevertheless, implementing a standardised form factor
promotes standardisation and may thus reduce development time. On the other
hand, customisation of the form factor may be desired for specific missions. Exam-
ples here are the missions TechnoSat (cf. Section 4.1) and TUBIN (cf. Section 4.2)
that build on an individual form factor.

The total ionising dose (TID) received by a component within the spacecraft can
be simulated as a function of the provided shielding. The result is customary
given in millimetres representing the uniform wall thickness of a aluminium sphere
around the device in question.

For an evaluation of the TID values that can be expected and to analyse the
impact of shielding, a simulation in the Space ENVironment Information System
(SPENVIS) of the European Space Agency (ESA) [124] is performed by the author.
Apart from the applied shielding, the TID is mainly affected by the mission duration,
the orbit, as well as by the launch date that defines the solar activity within the
mission. Here, the mission duration is set to be 1 year and the launch date is
assumed to be the first of January, 2025 as the current solar cycle 25 is expected
to peak in this year according to Labonville, Charbonneau, and Lemerle [125].

Figure 3.1 shows the radiation dose deposited in silicon (Si) as a function of the
orbital height for different inclinations and shielding thicknesses. According to
Sinclair and Dyer [22], it can generally be expected that the impact of increasing
the thickness of aluminium shielding beyond 5 mm is low. Therefore, Figure 3.1
plots the TID values for 1 mm shielding for inclinations of 0, 30, 60 and 90 degrees,
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while the largest value received for these inclinations is plotted against the orbital
altitude in grey for shielding thicknesses of 2 and 5 mm.
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Figure 3.1: Simulation results for the TID received by a silicon component of a satellite
for different orbital altitudes and inclinations assuming shielding of an aluminium sphere
with 1 mm wall thickness and one year mission duration. Additionally, the highest values
received for either 0, 30, 60 or 90 degrees inclination for an aluminium sphere with 2 and
5 mm wall thickness are plotted against the orbital altitude in grey.

In Section 4.1.3 the calculation of the shielding thicknesses at various points within
the structure of the TechnoSat spacecraft is presented.

Mechanisms are mainly required for the platform to unfold solar panels or an-
tennas. The design of the latter is independent of the form factor and can thus
be used across all platform variants without modification. While the solar panel
area may relate to the form factor, elements such as hinges and release mecha-
nisms can be designed such that they can be applied regardless of the panel size
(cf. Section 3.2.3).

In this context, a deployable solar panel for 6, 12 and 27 U TUBiX20-based
satellites was developed in a masters thesis supervised by the author [126]. The
outcome of the thesis is a design for a modular solar panel that supports the
implementation as single, double or triple variant to support all power generation
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options discussed in Section 3.2.3. The developed design will be implemented in
the single-deployable-panel variant within the QUEEN mission for the first time.

3.2.2 Thermal Control System

The thermal control system (TCS) is responsible for maintaining a thermal envi-
ronment within the spacecraft that allows for the operation of satellite platform
and payload. Implementations of the thermal control system can be divided into
two categories, namely passive and active systems (cf. [127, 128]) that are briefly
introduced in the following.

Passive thermal control systems aim at maintaining thermal conditions that agree
with the requirements of the spacecraft’s components without the use of active
elements such as heaters or pumped fluid loops. This can be achieved by optimising
the arrangement of the spacecraft’s individual components to match their heat
dissipation, as well as by adjusting the thermal resistance within the interfaces
of certain elements. Here, thermal films can be used to increase the thermal
coupling while isolating plates or cloth facilitate a reduction of the heat exchange
at selected interfaces. Furthermore, structure materials can be selected according
to their heat transfer capacity to aid the TCS.

More stringent thermal requirements of the payload, increased heat dissipation
within the satellite or a limited thermal capacity of the structure may rule out the
use of entirely passive thermal control for specific missions. Here, active control
elements, such as heaters or thermo-electric coolers can be added to the system.

Elliott [129] found that another distinction can be made in the use of the outer
surfaces independently of whether active elements are used or not. The outer
surfaces of larger satellites are commonly covered with multi-layer insulation
(MLI) to the greater extent to limit the heat exchange with the environment.
Furthermore, the solar panels are usually realised as deployable structures that
are thermally decoupled from the spacecraft. Radiators that are pointed towards
free space are used to dissipate the excess heat energy produced by the spacecraft.
Here, heaters may be required to realise operational modes with reduced internal
energy dissipation. In contrast, small satellites often implement TCS that use
coatings, films, paintings, or other finishes to adjust the optical properties of the
spacecraft’s outer surfaces. In this manner, the heat flux between the satellite and
the environment can be adjusted to a certain extend. This is especially required to
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compensate the impact of the optical properties of the solar cells if body-mounted
solar panels are implemented.

Small satellites are usually targeting mainly passive TCS implementations to limit
complexity and power consumption [130, 131]. However, Tuttle, Barraclough,
and Dudziak [132] claim that the complexity of the TCS of small satellites will
increase in the future, which will also lead to the consideration of active thermal
control elements. This is due to the ever-increasing requirements being imposed
on the TCS of small satellites as these spacecraft are considered for more and more
sophisticated applications. In this context, the requirement to survive extended
periods without active attitude control (cf. Section 3.1) may impose additional
challenges to the thermal design especially for variants with high energy turnover.

Due to the nature of their application, passive thermal control design measures can
be applied largely independent for different platform variants. In order to be able to
support a broad variety of payloads, active thermal control elements are expected
to be required for certain TUBiX20 missions. In this context, Yang et al. [133]
have shown that unit-level active thermal control efforts can effectively stabilise
the thermal environment for dedicated payloads without having a large impact on
the remainder of the platform. Therefore, active thermal control elements and
their respective control software that may be implemented for specific missions are
expected to be largely independent from the remainder of the TCS implementation.

The simulation tool chain that is used for simulating the TCS for TUBiX20-based
satellites comprises a self-developed pre-calculation tool that outputs time series of
the heat flux for all outer surfaces of the satellite which are then fed into a finite-
element-method (FEM) simulation. In this manner, the same FEM model that is
used for the thermal simulations can also be used to investigate the thermo-elastic
behaviour of the structure for the case of high heat loads or demanding relative
position accuracy requirements of certain elements. This was for example used
in the TUBIN mission (cf. Section 4.2) to evaluate the thermo-elastic behaviour
of the structural elements between the payload cameras and the star trackers to
analyse the impact on the attitude determination accuracy.

The overall work flow for the TCS simulations was developed by Kühn in a masters
thesis that was supervised by the author [134] and later published in [135]1.

1Publication with contributions of the author.
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3.2.3 Electrical Power System

The electrical power system (EPS) of a satellite fulfils four major tasks, namely
power generation, storage, conditioning, and distribution. Furthermore, the system
needs to be monitored and controlled. Figure 3.2 illustrates the tasks of the EPS
along with their power interconnections and the monitor and control flow between
the different tasks.

Power
GENERATION

Power
DISTRIBUTION

Power
CONDITIONING

MONITORING
and CONTROL

Power
STORAGE

POWER interconnections

MONITORING and CONTROL

Figure 3.2: Tasks of a satellite’s power system along with the power, as well as the
monitor and control flow between the different tasks

As customary for satellites operating in LEO, solar cells are used for power
generation, while secondary batteries are implemented to realise power storage
for the TUBiX20 platform. In the following, the EPS is analysed in more detail
and major design decisions are motivated. To this end, general aspects like the
system’s overall architecture and fault tolerance considerations are discussed before
each task of the power system is analysed regarding its potential for scaling.

Fault Tolerance

Following White and Miles [136], fault tolerance in power systems can be achieved
by the implementation of redundancy. Here, protection against any single fault
may be realised by duplicating the entire system. Figure 3.3 shows the two paths of
a completely redundant EPS. Keeping both paths of the system fully independent
of each other would eliminate the risk that a fault on one path may influence
the other path. However, a single fault may now disable one entire path. By
introducing links between the power paths, the impact of a single fault may be
reduced down to the affected function itself. While the effect of the links may
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vary for different power system implementations, a generalised discussion is given
in the following.

Power
DISTRIBUTION

Power
STORAGE

POWER interconnections

Power
GENERATION

Power
CONDITIONING

Power
GENERATION

Power
STORAGE

Power
DISTRIBUTION

Power
CONDITIONING

Optional LINK

31 2

Figure 3.3: Diagram of a redundant power system indicating the points were links between
the two power paths can be introduced into the system. These links can decouple a fault
in a single block from certain other blocks in the same path.

If established in the design, the link that is denoted with (1) in Figure 3.3
would enable battery charging, even if power generation on this path is disabled.
Furthermore, both solar paths would still contribute to charging the remaining
battery if one battery is lost. However, as power generation and power storage
capacities are usually closely matched, this would only be relevant for very specific
mission scenarios. By introducing the link that is labelled with (2) in Figure 3.3 it
can be achieved that power conditioning is still performed by both paths during
eclipse in the case that one battery fails. More importantly, the entire power
generation and storage potential can still be used, if one of the power conditioning
units fails. If the last link, that is marked with (3), would be present in a system,
power distribution would be unaffected by any fault on both paths. However, this
link needs to be implemented individually for each power level provided by the
EPS.

While limiting the impact of a single fault on the overall system, each link between
the two redundant paths in the power system introduces significant complexity.
Furthermore, there is a risk associated with cross-strapping the two power paths.
The fact that both power paths can supply the next module of the power supply
chain in turn also means that a short circuit on the input of the module in question
may affect both power paths. This can be mitigated with the introduction of
fuses that would separate the faulty module from the rest of the system in case
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of a short circuit. However, when considering a fault that results in a module
drawing an increased amount of power that is still below the fuses threshold, this
may be considered as single failure that may at least degrade the overall system’s
performance.

Based on this considerations, only the link denoted with (2) in Figure 3.3 will
nominally be considered for the TUBiX20 power system, as it significantly improves
the robustness of the system, while complexity and parts count are lower than for
realising the link denoted with (3).

The described overall architecture of the EPS was implemented and demonstrated in
orbit within the missions TechnoSat (cf. Section 4.1) and TUBIN (cf. Section 4.2).

Power Generation

The power generation capacity of a specific platform option is defined by the
number of solar cells that can be directed towards Sun simultaneously. A selection
of solar cells that are suitable for the application in small satellites is listed in
Appendix C. For the TUBiX20 platform, the 3G30C solar cell of AZUR SPACE
Solar Power GmbH with a size of 40 × 80 mm3 [137] is selected as reference.

For the further considerations, the following notions are being defined for solar
power generation based on solar cells. To obtain the desired voltage, a number of
solar cells is connected in series. This group of cells is called a string. A number of
these strings are then connected in parallel to form the two solar paths required to
provide redundancy. Each path may include strings on several solar panels, while
each panel in turn may host strings from both paths. Finally, all solar panels that
are aligned towards the same direction form a solar array.

As a trade between generated power and complexity, five different options are
considered for the primary solar array of each platform variant, namely one single
body-mounted panel, as well as one, two, four, or six deployable panels in addition
to the body-mounted one. Additional panels may be mounted to the remaining
sides of the spacecraft to ensure that sufficient power is generated even in if the
primary solar array is not directed towards the Sun.

Figure 3.4 exemplary shows the TUBiX20-S, the TUBiX20-M, and the TUBiX20-L
variant of the platform with one body-mounted and six deployable panels each.
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TUBiX20-S TUBiX20-M TUBiX20-L

Figure 3.4: Exemplary display of the TUBiX20-S, the TUBiX20-M, and the TUBiX20-L
platform variant, each with one body-mounted and six deployable panels. All spacecraft
are shown using the same scale.

To determine the maximum number of solar cells a certain solar panel can be
equipped with, the amount of cells per string needs to be defined. On the one
hand, this number needs to be high enough to limit the current for larger panel
configurations. On the other hand, it needs to be small enough to allow for the
optimal use of the given space for different panel options. In order to preserve
flexibility in combining different solar panel sizes within a single spacecraft, the
number of solar cells in one string shall be the same for all panel sizes.

There are four panel sizes being considered in this context, which are indicated
by the involved number of CubeSat unit surfaces, 3 × 1 U, 3 × 2 U, 4 × 2 U,
and 3 × 3 U. As mentioned before, solar cells with a size of 40 × 80 mm are
assumed for dimensioning of the panels. From these constraints a string length
of seven cells, delivering a voltage of 17.1 V at peak power [137] is found as a
suitable compromise. The different panel configurations that are considered for
the TUBiX20 platform-based on this string size are presented in Table 3.2.

The electrical peak power values given in Table 3.2 assume BOL operation of
the cells at the maximum power point (MPP), a panel temperature of 28 ∘C,
and perpendicular irradiation with 1 367 W m−2 [137]. However, to estimate the
electrical power generated on orbit within a specific mission the panel’s temperature,
the radiation induced degradation, the irradiation angle, as well as the radiation
power of the Sun need to be considered. Furthermore, the amount of power
generated by a satellites solar panel is influenced by the way the solar panel is
operated.
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Table 3.2: Power generation capabilities of the solar panel configurations considered for
the TUBiX20 platform. The values are considering MPP operation at BOL, a panel
temperature of 28 ∘C, and perpendicular irradiation with 1 367 W m−2 [137].

Area of the panela Number of strings Number of cells Peak power
cm2 W

10 × 30 1 7 8.51
20 × 30 2 14 17.03
20 × 40 3 21 25.54
30 × 30 4 28 34.05

a Only intended as reference for the configuration, the effective area is larger

To effectively exploit the area provided from their individual form factor the
missions TechnoSat and TUBIN deviated from this specification and implemented
six instead of seven solar cells per string. However, this difference does not result
in a significant deviation from the presented EPS architecture.

According to Dakermanji and Sullivan [7], satellite power systems can be divided
into two major groups, namely direct energy transfer (DET) and maximum power
point tracking (MPPT)2 systems. Here, DET implementations are characterised
by the fact that the energy generated by the solar panels is directly supplied
to the loads without series regulation. MPPT systems are capable of varying
the solar panel voltage to maximise the panel’s power generation capabilities
independently of influencing factors such as the temperature. Both approaches
can be implemented in different variants. An overview over power implementations
that are traditionally applied for satellite applications can be found in [138].

However, with the introduction of modern COTS components additional power
system architecture variants have been implemented that may not comply with
the aforementioned classification. One example here is the power system of the
University of Toronto’s Generic Nanosatellite Bus (GNB). According to Bonin,
Sinclair, and Zee [139], the system qualifies as DET system despite the fact that it
is capable of performing MPPT. Therefore, the distinction is here rendered more
precisely between systems that operate the solar panels at a fixed voltage when
under load and systems that implement MPPT capabilities.

2MPPT is also often also referred to as peak power tracking (PPT) in literature.
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Generally, the voltage at which the maximum power can be retrieved from the solar
cells is dependent on the cell’s temperature and also changes, to a lesser extent, over
the spacecraft’s lifetime due to cell degradation induced by radiation. Therefore,
the efficiency of fixed-voltage operation reduces with larger temperature variations
of the cells. This is accounted for by MPPT systems that adjust the cells’ output
voltage to always operate it at the MPP. A drawback for MPPT implementations
is their potentially higher complexity as well as additional efficiency factors that
may for example be introduced by the applied algorithm or the implementation
of dedicated regulators. As larger solar array temperature fluctuations are to be
expected for small satellites that are operated in LEO, MPPT systems are more
suited for these missions according to Clark and Mazarias [140].

To illustrate the performance of both approaches when being operated at different
temperatures, the behaviour of a single solar cell shall be analysed. According to
Dakermanji and Sullivan [7], the cells current as a function of its operation voltage
can be obtained by the following equation:

𝐼op = 𝐼sc

{︃
1 − 𝐶1

[︃
𝑒

(︁
𝑉op

𝐶2𝑉oc

)︁
− 1

]︃}︃
(3.1)

with:

𝐶1 =
(︂

1 − 𝐼mp
𝐼sc

)︂
𝑒

−𝑉mp
𝐶2𝑉oc , (3.2)

and:

𝐶2 =
𝑉mp
𝑉oc

− 1

ln
(︁
1 − 𝐼mp

𝐼sc

)︁ . (3.3)

Here, the open-circuit voltage 𝑉op, the short-circuit current 𝐼sc, as well as current
and voltage at the maximum power point (𝑉mp and 𝐼mp) are characteristics of the
specific solar cell that is implemented. As established before, 3G30C solar cells of
the AZUR SPACE Solar Power GmbH are used as reference [137] for the following
considerations. According to the cell’s data sheet the temperature dependence of
the cell voltage is described by:
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𝑉 (𝑇 ) = 𝑉 + (𝑇 − 28∘C)Δ𝑉, (3.4)

while the cell current’s temperature dependence is given by:

𝐼(𝑇 ) = 𝐼 + (𝑇 − 28∘C)Δ𝐼. (3.5)

Table 3.3 lists the constants that are required to analyse the cell’s performance as
a function of its temperature.

Table 3.3: Performance and temperature dependency parameters of the 3G30C solar cell
at BOL. The values assume perpendicular irradiation with 1 367 W m−2 [137].

Parameter Symbol Value Unit

Average open-circuit voltage 𝑉oc 2 700 mV
Open-circuit voltage temperature gradient Δ𝑉oc −6.2 mV K−1

Voltage at maximum power 𝑉mp 2 411 mV
Voltage at maximum power temperature gradient Δ𝑉oc −6.7 mV K−1

Average short-circuit current 𝐼sc 520.2 mA
Short-circuit current temperature gradient Δ𝐼sc 0.36 mA K−1

Current at maximum power 𝐼sc 504.4 mA
Current at maximum power temperature gradient Δ𝐼mp 0.24 mA K−1

In Figure 3.5 a comparison between fixed-voltage and MPPT operation of a single
solar cell is shown. The blue curve represents the power generated by the solar cell
while being operated at 2 V over a temperature range of −20 to 120 ∘C with 100.
The green curve shows the same efficiencies while the cell is operated at 2.2 V.
MPPT operation with 100 overall efficiency over the given temperature range is
represented by the red curve. It can be observed from the figure that for cases in
which only small temperature changes are anticipated, the trade between MPPT
and fixed-voltage performance is down to the efficiencies that can be achieved with
both approaches. Additionally, it is confirmed that MPPT is generally expected to
outperform fixed-voltage operation if larger changes in temperature of the solar
arrays occur during operation.

When combining solar cell strings located on body-mounted and deployable solar
panels in the same solar path, the differences of the temperature between both
panel types needs to be considered. As the body-mounted panels cant radiate



i
i

“dissertation” — 2022/12/30 — 0:35 — page 41 — #67 i
i

i
i

i
i

3.2 Subsystems Architecture and Scalability 41

-20 0 20 40 60 80 100 120
0.6

0.8

1.0

1.2

1.4

BO
L pow

er per cell [W
]

Cell temperature [°C]

Cell operated with MPPT
Cell operated at 2.0 V
Cell operated at 2.3 V

Figure 3.5: Comparison between fixed-voltage (2.0 and 2.2 V) and MPPT power genera-
tion of a single cell at BOL for a temperature range of −20 ∘C to 120 ∘C.

excessive heat towards free space, their temperature might be significantly higher
when being compared to deployable panels.

To evaluate the influence of the diverging panel temperatures on the power
generation capabilities, a single node thermal mathematical model (TMM) of both
panel types shall be employed. To further simplify the model, it consists only of a
single cell glued on a 1.6 mm PCB that is representing the panel structure and is
covered with white paint on the back side. The panel is perpendicularly irradiated
by the Sun while the backside is pointed towards free space for deployable panels
and towards the spacecraft for body-mounted ones.

Figure 3.6 illustrates the solar panel TMM and indicates incoming and outgoing
heat fluxes. While the larger part of the solar radiation is absorbed by the panel
while being illuminated by the Sun, a smaller fraction is transformed into electrical
energy that is supplied to the satellite. The panel radiates heat towards free space
on the side the cells are mounted to. From the backside, radiation towards free
space occurs for deployable panels, while body-mounted panels exchange heat
radiation with the spacecraft.

The heat balance equation for a node of a TMM representing a spacecraft can
generally be written as [141]:
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𝑚𝑖𝐶𝑖
d𝑇𝑖

d𝑡
= 𝐽s𝛼𝑖𝐴solar,𝑖 + 𝐽a𝛼𝑖𝐴albedo,𝑖 + 𝐽p𝛼𝑖𝐴planetary,𝑖

+ 𝑄𝑖 − 𝜎𝜖𝑖𝐴space,𝑖𝑇
4
𝑖 −

𝑛∑︁
𝑗=1

ℎ𝑖𝑗(𝑇𝑖 − 𝑇𝑗)

− 𝜎
𝑛∑︁

𝑗=1
𝐴𝑖𝐹𝑖𝑗𝜖𝑖𝑗(𝑇 4

𝑖 − 𝑇 4
𝑗 ).

(3.6)
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Figure 3.6: Overview of the simplified TMM representing a solar panel. Heat is absorbed
from solar radiation and radiated into free space and additionally towards the spacecraft
for body-mounted panels. Furthermore, a fraction of the solar radiation is transformed
into electrical energy.

For the model at hand, heat input from albedo (𝐽a𝛼𝑖𝐴albedo,𝑖) and planetary
radiation (𝐽p𝛼𝑖𝐴planetary,𝑖) are neglected and the dissipated heat (𝑄𝑖) is negative
as it describes the fraction of the solar energy that is transformed into electrical
energy. Furthermore, as a worst-case assumption and as its influence is expected
to be minor for most designs, heat conduction (∑︀𝑛

𝑗=1 ℎ𝑖𝑗(𝑇𝑖 − 𝑇𝑗)) is generally
neglected for both panel variants. The view-factor 𝐹𝑖𝑗 for the heat absorption of
the surfaces is not required, as all radiation is assumed to be perpendicular to
the surface. Following these considerations, a transient calculation of the node’s
temperature can be performed with:
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𝑇𝑖 = 𝑇𝑖−1 + 1
𝑚𝐶

[︃
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4
𝑖−1
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(︁
𝑇 4

𝑖−1 − 𝑇 4
spacecraft

)︁ ]︃
,

(3.7)

for the body-mounted panel and with:

𝑇𝑖 = 𝑇𝑖−1 + 1
𝑚𝐶

(︁
𝐽s𝛼𝑐𝑒𝑙𝑙𝐴 − 𝑄elec − 𝜎𝜖cell𝐴𝑇 4

𝑖−1

− 𝜎𝜖panel𝐴𝑇 4
𝑖−1

)︁
,

(3.8)

for the deployable panel. Here, the emissivity for calculating the heat radiated
by the body-mounted panel towards the spacecraft is approximated with 0.82 by
using the following equation [141]:

𝜖𝑖𝑗 = 𝜖𝑖𝜖𝑗

𝜖𝑖 + 𝜖𝑗 − 𝜖𝑖𝜖𝑗
(3.9)

with both 𝜖𝑖 (solar panel side) and 𝜖𝑗 (spacecraft side) assumed to be 0.9. An
overview of the parameters and values that were used for the simulation is given
in Table 3.4.

Figure 3.7 gives an overview of the temperature development of both the body-
mounted and the deployed solar panel. As the panels’ temperatures converge to
a fixed number during the Sun period regardless of the start temperature, this
value can be used as initial condition for the eclipse simulation. In turn, the
initial condition for the Sun period is derived from the end value of the eclipse
simulation. Furthermore, the power generated by the solar panels when assuming
lossless MPPT at BOL is plotted in the figure. It can be seen, that the power is
comparatively higher at low panel temperatures right after entering the Sun phase
and develops proportionally to the temperature throughout the Sun period.

The TMM, along with the solar cell equations, can now further be used to evaluate
the impact of the MPPT implementation on the generated power for a combination
of body-mounted and deployable solar panels. Here, one body-mounted together
with one single deployable solar panel can be considered as a worst case if a
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Table 3.4: Parameters of the single-node TMM build to evaluate the temperature of
body-mounted and deployed solar panels. Here, the panel is represented by a single solar
cell.

Parameter Symbol Value Unit Reference

Duration of Sun period 𝑡sun 3 600 s -
Duration of eclipse period 𝑡eclipse 1 800 s -
Area of the panel 𝐴 3.018 0 × 10−3 m2 [137]
Mass of the panel 𝑚 9.657 6 × 10−3 kg -
Panel’s specific heat capacity 𝐶 1 200 J kg−1 K−1 [142]
Absorptivity of the cell 𝛼cell 0.91 - [137]
Emissivity of the cell 𝜖cell 0.80 - [141]
Panel’s emissivity (paint) 𝜖panel 0.82 - [141]
Spacecraft’s temperature 𝑇spacecraft 30 ∘C -
Heat radiated from the Sun 𝐽s 1 360.8 W m−2 [143]
Stefan–Boltzmann constant 𝜎 5.670 4 × 10−8 W m−2 K−4 -

common voltage level is assumed for all panels. By identifying the operational
voltage at which both panels together deliver the largest amount of electrical
energy for every time step of the simulation MPPT applied to both panels in
parallel can be simulated. In contrast, the MPP power value for both panels at
their individual temperature is added up to simulate MPPT on panel level.

Here, the amount of electrical energy produced by both panels within one Sun period
while performing MPPT on panel level is found to be 2.42 W h, while the value
amounts to 2.29 W h for central MPPT. Thus it can be concluded that the power
income of MPPT applied on panel level is 5.2 percent higher when being compared
to a central tracking approach for this specific example. If the cell’s voltage is
constrained to 2.23 V, the optimal value for fixed-voltage power generation in
this example, the power generated is 2.26 W h. This value is 6.7 percent below
the energy generated with the panel level MPPT implementation. However, it
needs to be noted in this context that while both MPPT implementations would
be able to adopt to a change in the temperature environment the variation in
temperature from the design values would degrade the performance of the fixed-
voltage approach. It can be seen from Figure 3.5 that this would especially be
relevant for the case where the panel’s temperature is higher than anticipated as
the power generation capabilities strongly decrease above a certain temperature.
A countermeasure against this would be to lower the voltage the cell is operated



i
i

“dissertation” — 2022/12/30 — 0:35 — page 45 — #71 i
i

i
i

i
i

3.2 Subsystems Architecture and Scalability 45

0 0.5 1.0 1.5 2.0 2.5 3.0

-100

-50

0

50

100

1.0

1.2

1.4

1.6

1.8Panel temperature (body mounted and deployed)
Generated power (body mounted and deployed)

Tem
perature in deg C

G
enerared pow

er in W

Time in h

Figure 3.7: Temperature of a body-mounted and a deployed solar panel during two Sun
and two eclipse periods along with the power generated by both panel types while being
illuminated by the Sun.

at the expense of the power yield. If the voltage the panel is operated at is for
example lowered to 2.0 V for the given setup, the power generated is already
13.1 percent below the value for MPPT applied on panel level. Furthermore, it
needs to be noted that the presented simulation does not include any losses which
may vary between the specific implementations and thus impact the comparison.

Another influencing factor that needs to be considered when evaluating the
generation of electrical power by means of solar cells is the cells’ degradation
due to radiation. Here, the relevant parameters of the solar cell are given for
several levels of damage equivalent fluence of 1 MeV particles in [137]. To obtain
a worst-case value of the damage equivalent fluence for selecting the appropriate
set of parameters a simulation in the SPENVIS tool of the ESA [124] is performed.
The most significant parameters that influence the particle fluence a satellite is
subjected to are the mission duration, the orbit, as well as the launch date as it
defines the solar activity during the mission. For a worst-case estimate, the mission
duration is assumed to be 5 years. Furthermore, the mission is set to start at the
first of July, 2022 to cover the maximum of solar cycle 25, that is to be expected
to peak in 2025 according to Labonville, Charbonneau, and Lemerle [125]. To
determine the worst-case orbit in this context, different altitudes and inclinations
are examined.
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Here, it needs to be noted that the damage equivalent fluence can be given for
different parameters of the solar cell, namely the maximum power, the open-
circuit voltage and the short-circuit current. This is due to the fact that the
1 MeV particle fluence used for specifying the impact of radiation on the cells’
performance produces a different degradation pattern than the radiation present
on orbit and can therefore only be tuned to one of the aforementioned parameters.
As the open-circuit voltage and the short-circuit current will be used to calculate
the EOL performance of the cell, all three parameters are analysed in the following.

Figure 3.8 depicts the maximum power (𝑃max), open-circuit voltage (𝑉oc), and
short-circuit current (𝐼sc) damage equivalent particle fluence values over altitudes
between 400 to 1 200 km in steps of 100 km. Here, circular orbits and a mission
duration of 5 years are considered. For each data point, the highest value from
inclinations of 0, 30, 60 and 90 degrees is plotted.

400 500 600 700 800 900 1000 1100 1200

1015

1014

1013

1012

Maximum open circuit voltage equivalent fluence
Maximum power equivalent fluence
Maximum short circuit current equivalent fluence

Orbit height in km

Particle fluence in e/cm
2

Figure 3.8: Particle fluence as a function of orbital altitude for a 5 year mission. The
maximum power (𝑃max), open-circuit voltage (𝑉oc), and short-circuit current (𝐼sc) damage
equivalent particle fluence are given for altitudes between 400 and 1 200 km. For each
data point, inclinations between 0 and 90 degrees are considered, while only the maximum
values are indicated in the plot.

For the maximum power equivalent fluence, the highest value of 1.521 × 1014 e/cm2

can be found for a 1 200 km orbit with 60 degrees inclination. Furthermore, the
highest values observed for the open-circuit voltage are 1.772 × 1014 e/cm2 and
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8.336 × 1013 e/cm2 for the short-circuit current damage equivalent particle fluence.
According to this, the lowest fluence value of 2.5 × 1014 e/cm2 that is given in
[137] is to be used for assessing the cell’s EOL performance. Based on this, the
parameters that describe the solar cell’s characteristics at EOL are summarised in
Table 3.5. It needs to be noted here that the maximum power equivalent fluence
value obtained for a one year mission in orbits up to 600 km is only one percent of
the lowest fluence values given in the solar cell’s data sheet. Based on this, the
radiation induced solar cell degradation for typical small satellite missions in LEO
that are expected to operate for one to three years is expected to be insignificant.

Table 3.5: Parameters of the solar cell for the EOL. All values assume a panel temperature
of 28 ∘C and a perpendicular irradiation with 1 367 W m−2 [137].

Parameter Symbol Value Unit

Average open-circuit voltage 𝑉oc 2 616 mV
Open-circuit voltage temperature gradient Δ𝑉oc −6.5 mV K−1

Voltage at maximum power 𝑉mp 2 345 mV
Voltage at maximum power temperature gradient Δ𝑉oc −6.8 mV K−1

Average short-circuit current 𝐼sc 518.5 mA
Short-circuit current temperature gradient Δ𝐼sc 0.33 mA K−1

Current at maximum power 𝐼sc 503.2 mA
Current at maximum power temperature gradient Δ𝐼mp 0.20 mA K−1

By using the BOL and EOL parameters, the degradation of the solar cell’s perfor-
mance can now be depicted in Figure 3.9. Similar to Figure 3.5, here the effect is
shown both for MPPT and fixed-voltage operation of the cell. It can be observed
that while the MPP performance is nearly uniformly degraded, the effect is more
perceivable at the higher end of the covered temperature range, while the power
output is nearly unaffected at lower temperatures for fixed-voltage operation.

Another parameter that influences the generated power is sunlight’s incident angle
𝛼, whose impact on the total power generated can be calculated by [16]:

𝑃 (𝛼) = 𝑃 cos (𝛼) (3.10)

for angles up to 50 degrees. Above that value, the Kelly cosine is to be applied,
as less power is generated than the mathematical prediction would suggest [16].
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Figure 3.9: Visualisation of the impact of the radiation induced solar cell degradation. The
blue and the green curves represent an operational voltage of 2.0 V and 2.2 V, respectively,
while the red curves show the degradation when the cell is operated at the MPP.

Finally, seasonal variations of the solar flux will influence the power that is generated
by the solar cells. According to Kopp and Lean [143], the average total solar
irradiance in LEO was measured with 1 360.8 ± 0.5 W m−2 for the solar minimum
in 2008 and the value will be higher by 1.6 W m−2 for the solar maximum. Based
on this and with the seasonal variations that introduce a factor of 0.967 at the
summer solstice and 1.034 at the winter solstice, a minimum of 1 315.4 W m−2

and a maximum of 1 409.2 W m−2 can be calculated [16]. Here, it needs to be
noted that the efficiency of the solar cell is dependent on the irradiance. For
the given cell, an average efficiency of 29.5 percent is stated for an irradiance of
1 367 W m−2 while the efficiency is 29.8 percent for an irradiance of 1 358 W m−2

according to that data sheet [137]. As no further data is available on the variation
of the efficiency as a function of the irradiance and the given value suggest a minor
influence, this correlation is neglected in the following.

Now the cell’s overall performance can be obtained by Equation 3.11, where 𝐽Sun
is the irradiance of the Sun, 𝛼 is the panels average Sun angle and 𝜂PPT = 0.9 is
the overall efficiency of the PPT, that is assumed to be constant for all operating
points [144]:

𝑃 (𝑇 ) = 𝑉 (𝑇 ) · 𝐼(𝑇 )
1367𝑊

· 𝐽Sun · cos (𝛼) · 𝜂PPT (3.11)
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It could be shown that, dependent on the efficiencies that can be achieved for both
approaches, a fixed voltage operation of the solar cells can achieve similar efficiencies
as the MPPT approach. However, despite the fact that the implementation of
the fixed-voltage approach can be considered less complex it is regarded as less
suited for a small satellite platform. This is due to the fact that such an approach
requires very accurate knowledge of the temperature expected for the solar panels
and, furthermore, needs to be tuned to each application individually, which in turn
reduces the flexibility.

This could also be confirmed for the missions TechnoSat (cf. Section 4.1) and
TUBIN (cf. Section 4.2), where the solar cells are operated with a fixed voltage.
In order to mitigate the risk to exceed the maximum cell voltage at a certain
operating point, a conservative threshold of 2.0 V per cell was selected, which
effectively limits the power generation capabilities for these missions.

Therefore, it is concluded that MPPT shall generally be implemented for future
missions based on the TUBiX20 platform. A discussion of known MPPT imple-
mentations and their advantages and disadvantages is beyond the scope of this
thesis but were for example discussed by Esram and Chapman in [145] and by
Nahak and Pal in [146].

In Figure 3.10 power options for the different TUBiX20 platform variants are
illustrated. For each solar array configuration, three different values are calculated.
The coloured bars that are given for each panel indicate the power that is generated
under a generalised set of nominal conditions, while the error bars indicate the
maximum and the minimum power that can be expected for the panel configuration
at hand. More specifically, the following parameters were applied to generate the
three different values for each configuration:

1. For deriving the reference value for the minimum power expected to be
generated by a given panel configuration, the cell operated at EOL (assum-
ing a damage equivalent fluence of 1 MeV particles of 2.5 × 1014 e/cm2)
with a cell temperature of 100 ∘C and 20 degrees average pointing error.
Furthermore, the minimum solar irradiation of 1 315.9 W m−2 and MPPT
applied on panel level with an efficiency of 0.9 (cf. [144]) is assumed.

2. For the nominal case, cell temperatures according to the presented solar panel
TMM (cf. Figure 3.7) as well as BOL cell performance are assumed. The
solar cells are irradiated with an average solar irradiation of 1 361.0 W m−2

and the average pointing accuracy is 5 degrees. Here, the average power
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over one Sun phase with MPPT applied on panel level with an efficiency of
0.9 (cf. [144]) is shown.

3. The maximum power that can be expected from the panels is determined
by assuming MPPT operation of the solar cells at BOL and a tempera-
ture of −100 ∘C while being exactly aligned perpendicular to the Sun with
1 405.7 W m−2 irradiation.
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Figure 3.10: Output power in watt for the four solar panel configurations of each size
variant of the platform. The coloured bars represent the expected average power for the
presented scenario, while the error bars indicate minimum and maximum output power.

Safe Mode Platform Consumption

Based on the values presented above, a worst-case estimate of the power consump-
tion allowed for the platform in safe mode can be performed. This is necessary to
evaluate the requirement for the platform to survive larger periods of time in free
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tumbling (cf. Section 3.1). Here, a TUBiX20-S-based satellite with four body-
mounted solar panels each two accommodating 14 and 7 solar cells, respectively, is
assumed. Furthermore, it is expected that all six surfaces of the satellite receive an
equal amount of solar illumination when considering a longer period of time and
that irregularities on a shorter time span are buffered by the batteries. Following
these assumptions, the effective power generated in the Sun phase is one sixth
of the minimum capacity of the four solar panels, which results into a maximum
allowed safe mode power consumption of 5.47 W for the platform to guarantee a
positive overall power balance.

Power Storage

While different battery technologies have been applied for satellite applications in
the past, Chin et al. [147] claim that lithium–ion (Li-ion) is the energy storage
option that is nowadays primarily used in NASA missions and that Li-ion batteries
are likewise the preferred choice for CubeSat applications. This is mainly due
to the combination of comparatively high operational lifetimes with very high
specific energies offered by these kind of cells. Furthermore, there is a wide
selection of COTS cells available that have successfully been used for small satellite
applications. Based on these findings, Li-ion battery cells are chosen as energy
storage technology for the TUBiX20 platform.

Generally, charging of a satellite’s battery can be implemented by simply connecting
battery, solar panel and loads in parallel or by implementing a charge regulator.
While the first approach has been presented in conjunction with Li-ion battery
technology by Patel in [16] in the past, modern COTS Li-ion cells are expected to
require special charge profiles so that a charge regulator needs to be implemented.

Based on this, a set of at least one battery and the corresponding charge regulator
is required for each of the two power paths of the platform. Here, scaling of the
power storage capacity can either be realised by varying the number of battery
packs with their associated chargers per path or by adjusting the size of the
battery packs with one single pack per path. Here, the overhead in mass and
volume that would be generated when following the first approach is expected to
be comparatively large, therefore, a scaling of the battery packs is foreseen for the
TUBiX20 platform.
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A first estimate of the range of battery capacities that are required for different
missions can be obtained if the power consumption of the spacecraft is assumed
to be constant throughout the orbit. Now, the batteries’ energy storage capacity
(𝐸battery) can be calculated using Equation 3.12, with the depth of discharge
(DoD), a combined charge efficiency of the battery cell and the charge regulator
of (𝜂charge), as well as the duration of sunlight (𝑡Sun) and eclipse (𝑡eclipse):

𝐸battery = 𝑃solar
1

𝐷𝑜𝐷

1
𝜂charge

𝑡eclipse
𝑡Sun

(3.12)

By assuming a DoD of 30 percent [148], a charging efficiency (𝜂charge) of 90 percent
[144], and an orbit that provides one hour of sunlight and half an hour eclipse, the
battery capacities as shown in Figure 3.11 can be obtained. It needs to be noted
that no redundancy is considered here, i.e. a failure in one of the batteries would
double the DoD.
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Figure 3.11: Estimated power storage capacities for the considered solar panel configura-
tions of the different TUBiX20 platform size variants in watt-hours. The x-axis denotes
the number of solar panels, while the y-axis indicates the power storage capacity required
for the given option.

For the TechnoSat mission, a considerably lower DoD of five percent was chosen
as the implemented battery cells had no flight heritage. However, this would result
in a very high required battery capacity if the above methodology was used (i.e.
370 W h with 25 W average solar power during the Sun phase). Therefore, mission
operations were planned such that the overall power consumption during eclipse
was reduced to a maximum of 6.5 W h, resulting in a required battery capacity of
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131 W h. Based on the available battery cell sizes, a total capacity of 144 W h was
implemented for the mission (cf. Table 4.1).

For TUBIN a nominal DoD of 30 percent was defined and 30 W are generated in
Sun pointing. According to this, a battery capacity of 74 W h would be required
based on Equation 3.12. However, for TUBIN also scenarios in which the battery
is not fully charged in one Sun phase before it is discharged again in eclipse were
considered for battery dimensioning (cf. Section 4.2.5). Based on this, an overall
storage capacity of 117 W h is implemented for TUBIN.

Power Conditioning and Distribution

Being systems-level considerations, the power conditioning and distribution re-
quirements are discussed in-depth in Section 3.3 and the results are only briefly
presented at this point. The EPS provides two independent power supply paths
to the nodes, each comprising three regulated power lines of 3.3, 5.0 and 12.0 V
(cf. Figure 3.17). Additionally, an unregulated power supply may be provided to
components with high power consumption instead of the 12 V power line in order
to minimise the conversion losses. Both power supply paths are operated in hot
redundancy. In the case that other voltage levels are required by a component
or payload to be connected to the platform, these are conditioned individually
directly on the node the device is connected to.

Monitoring and Control

Monitoring and control of the EPS is performed by a dedicated computer, the
EPS node (cf. Section 3.3.11). In order to be able to initiate and supervise the
powering of the remainder of the spacecraft, the EPS node has a dedicated power
supply, directly provided by the power conditioning units (PCUs). Furthermore,
the EPS switches the power supply for the nodes (cf. Figure 3.18).

Conclusions

The power system of the of the TUBiX20 platform is based on two independent
paths for power generation, storage, conditioning and distribution. Power genera-
tion is based on a variable number of solar cell strings comprising seven cells each.
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The different platform size variants offer five different power generation options
each ranging from a minimum nominal of 14 W for TUBiX20-S to a maximum
nominal power of 201 W of generated power for TUBiX20-L.

Power storage is realised using a variable number of battery cells forming two
battery packs, each one for both power paths. Here, the power storage capacities
matching the generated power are estimated to be 27 to 373 W h. Both power
paths each provide power buses with 3.3, 5.0 and 12.0 V to the nodes. If other
voltages are required, they need to be generated directly on the node in question
(cf. Section 3.3). However, for payloads or platform components with very high
power consumption (e.g., propulsion systems or radio tranceivers) the 12 V supply
might be exchanged in favour of an unregulated supply to reduce the conversion
losses. The entire EPS is monitored, controlled and commanded via the EPS node.

3.2.4 Attitude Determination and Control System

The attitude determination and control system (ADCS) of a satellite uses sensors
to establish the orientation of the spacecraft, while actuators are implemented
to adjust its attitude. Varying requirements that concern the ADCS will mainly
target the demanded accuracy in attitude knowledge and the precision, stability,
and agility that is requested in pointing. A selection of commercially available
attitude sensors and actuators that are suitable for the TUBiX20 platform are
gathered in Appendix C.

Attitude Determination

Based on flight results of state-of-art missions (cf. the survey conducted in Sec-
tion 2.1) and available sensor technology, three different attitude determination
accuracy classes can be differentiated that are expected to meet the needs of the
majority of missions in the investigated satellite mass range.

As shown by Slavinskis et al. [149] and Barschke et al. [150], coarse attitude
knowledge in the range of several degrees can be achieved based on Microelec-
tromechanical system (MEMS) magnetometers, Sun sensors and MEMS gyroscopes.
This configuration would deliver sufficient accuracy for performing tasks such as
Sun pointing for power generation, target pointing for data downlink or even low
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resolution Earth observation. This configuration was successfully demonstrated in
orbit for the TUBiX20 platform by the TechnoSat mission [151]3.

For missions that require arcminute attitude knowledge accuracy, star trackers are
usually implemented [152, 153]. Due to the star trackers’ significant exclusion
angles for Sun, Moon, and Earth, two star trackers in a specific spatial arrangement
may be required to minimise the periods where no star tracker attitude data is
available. In the case that both star trackers are unavailable, gyroscopes are used
to propagate the attitude, which imposes more stringent requirements on their
accuracy when being compared to the coarse configuration. Arcminute accuracy
will for example allow for performing most Earth observation or science missions.
For the TUBiX20 platform, this configuration is implemented for the first time
within the TUBIN mission (cf. Section 4.2).

Attitude determination accuracy in the range of arcseconds can be achieved, at
least for limited periods of time, with the use of high-performance star trackers,
as shown by Pong [44]. However, when aiming at such advanced determination
accuracies, also effects like thermal expansion of the structure needs to be taken
into account. This level of attitude determination accuracy will mainly be required
for advanced science missions.

In addition to the sensor types that were already mentioned, there is number of less
common attitude sensing approaches whose implementation may be suitable for
specific missions. These include Earth horizon sensors [154] or stellar gyroscopes
[155].

Attitude Control

Attitude control systems for small satellites are nowadays mainly implementing
reaction wheels to deliver three-axis attitude control capabilities [156]. To desat-
urate the reaction wheels, magnetorquers are the most common design option.
Depending on the implemented hardware, pointing accuracies in the range of
arcminutes, as shown by Johnston-Lemke et al. [152] to arcseconds, as presented
by Pong [44], can be achieved. Furthermore, specific requirements may target
the pointing stability as well as the satellites agility, i.e. the time required for
aligning an instrument towards a new target. These characteristics are influenced
by the type and quality of the available sensors and actuators on the one hand,

3Publication with contributions by the author.
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and the algorithms, filters, and controllers implemented in software on the other
hand. Furthermore, calibration is an important factor for the accuracy that can be
achieved with a given system.

In addition to the combination of reaction wheels and magnetorquers, there are less
common actuator alternatives that are additionally considered for the TUBiX20
platform. Especially for missions beyond LEO, attitude control based on thrusters
[157–159] is of interest, as magnetorquers cannot be applied for reaction wheel
desaturation due to the absence of a sufficiently strong magnetic field. Furthermore,
fluid-dynamic actuators (FDAs) have been demonstrated in space [11] and the
combined use of fluid actuators with reaction wheels has been analysed by Grau
et al. in [160]. Another actuator type that promises improved agility for small
satellites are control moment gyroscopes (CMGs) [161, 162].

First orbit results of the attitude control capabilities that were generated with
reaction wheels and magnetorquers as actuators within the TechnoSat mission are
presented in Section 4.1.5.

Other attitude control methods that are less commonly implemented for small
satellites include passive attitude control methods [163, 164] and spin stabilisation
[165, 166].

Algorithms and Software

In order to support the proposed range of different sensor and actuator config-
urations, the attitude determination and control software architecture needs to
support adding, removing, or exchanging hardware components according to the
needs of a specific mission. Furthermore, a number of determination and control
algorithms and filters need to be available to be able to support requirements
imposed by different missions. A software architecture that was developed for the
TUBiX20 platform and which offers the corresponding level of flexibility has first
been published by Gordon and Barschke in [167] and is further detailed by Gordon
in [168].

Fault Tolerance

Fault tolerance within the ADCS is mainly realised by redundancy both on the
sensors’ and on the actuators’ side. Bos et al. [169] describe two general approaches
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for fault tolerance in the ADCS system. The first method involves dedicated
hardware for independent supervision of the attitude. If an unintended deviation
is detected by the system, the spacecraft is transferred into safe mode. The
second option, in contrast, seeks to identify failures using the given hardware
and to reconfigure the system accordingly. Here, the first approach allows for
straightforward design, but requires additional hardware. Furthermore, it may
reduce the spacecraft’s overall availability as interaction from the ground is required
for recovery. The second method may allow the continuation of operation in case
of an error and does not require independent hardware for supervision. However,
these advantages come with a considerably larger implementation and verification
effort.

The TUBiX20 platform shall support the implementation of both methods de-
pending on the needs of a certain mission. Furthermore, hybrid approaches, that
combine elements from both methods shall be possible. Sensors are mainly op-
erated in hot redundancy as increasing the number of measurement points will
result in higher accuracy. Furthermore, redundancy can be implemented by the
use of different sensor types that measure different quantities, such as Sun sensors,
magnetic field sensors or star trackers. The consistency of the sensor signals can
also be revised by comparing different state quantities and by propagating the
state quantities from the last determination cycle.

On the actuator side, redundancy can, for example, be implemented by the use of
four reaction wheels that are arranged such that torque can still be applied to all
axes in the case that one wheel fails [170]. For magnetorquers, redundant coils
can be implemented in one single device [171], which may each be controlled by
dedicated drive electronics.

Further insights into how fault tolerance is implemented for attitude determination
and control within the TUBiX20 platform were detailed by Gordon in [168].

Conclusions

The most common scaling option for the attitude determination system is expected
to be the addition of star trackers for missions with advanced accuracy requirements.
Furthermore, rearranging the star trackers between missions might be required
and less common sensor types may need to be introduced into the system. A
combination of reaction wheels and magnetorquers will be the most common



i
i

“dissertation” — 2022/12/30 — 0:35 — page 58 — #84 i
i

i
i

i
i

58 3 Platform Architecture

set of actuators implemented to perform attitude control. However, alternative
technologies, such as FDAs or thrusters may be considered as actuators for specific
missions. Finally, fault tolerance will most commonly be implemented by operating
a larger number of sensors and actuators than strictly required in hot redundancy.

3.2.5 Communications System

The communications system (COM) is associated with two major task, providing
means to send telecommands to the spacecraft and receive its telementry as well
as the transmission of payload data to the ground. While the telemetry and
telecommand (TM/TC) link usually involves lower data rates and is designed
towards reliability and availability, the payload data downlink is mainly characterised
by the provided data throughput. A selection of commercially available transmitters,
receivers, and transceivers that are suitable for the TUBiX20 platform are gathered
in Appendix C.

Telemetry and Telecommand

According to Bouwmeester and Guo, the two most common frequency bands
used for CubeSat TM/TC systems are ultra high frequency (UHF) and S band
[172]. Here, an UHF link comes with the advantage that omnidirectional reception
and transmission characteristics can be achieved with comparatively low power
consumption. On the other hand, the much higher data rate of an S-band system
allows to significantly streamline satellite operations. In order to minimize the
power consumption, S-band systems are usually operated with directed antennas,
which in turn requires low-accuracy pointing towards the ground station during
operated passes.

Experience gathered within the operations of TechnoSat (cf. Section 4.1) showed
that the UHF communications system carried by the spacecraft offered a very
robust communications link, however, also some limitations were established.
Here, a higher available data rate is expected to significantly reduce the effort
required for satellite operations and a Consultative Committee for Space Data
Systems (CCSDS) [173] compatible S-band system would simplify the use of
foreign ground stations for commanding the spacecraft. Also, the increasing use
of UHF frequencies for satellite operations may affect the link quality in the future
according to Buscher [89].
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Payload Data Downlink

If a downlink data rate of several megabits per second is sufficient for the payload,
an S-band payload transceiver can be implemented for this task, as shown by
Bradbury et al. in [174], or Frese et al. in [64]. Here, TM/TC system and payload
data downlink are often combined using the same transceiver.

For missions that require higher data rates, an X-band transmitter may be con-
sidered. Data rates of up to several hundred megabits per second are usually
provided by commercial X-band systems [39, 175]. Moreover, Devarajy et al. [45]
presented the demonstration of data rates above 1.6 Gbps from orbit in X band
using a triple unit CubeSat.

Optical data downlink systems provide data rates in the range of 100 Mbps to
1 Gbps [18, 82, 176] with comparatively moderate power consumption when being
compared to RF systems. However, cloud coverage might reduce the total amount
of data that can be downlinked as it affects the transmission. Furthermore, optical
systems typically require pointing accuracies of around one degree, while less
stringent requirements can be expected for RF systems.

Finally, some missions might not require a dedicated downlink channel for payload
data, as the produced amount of data can be downlinked even by using only
an UHF system. This was, for example, the case for the TechnoSat mission4

(cf. Section 4.1).

Fault Tolerance

Fault tolerance for the communications system is achieved by the implementation
of redundancy. Here, the communication system is generally suited for cold or
warm redundancy and even hot redundancy can applied and may be used to
increase the downlink bandwidth. This was, for example, implemented for the
TUBIN mission (cf. Section 4.2), where both payload transceivers are configured
to different frequencies to allow for simultaneous operation in order to increase
the overall data rate.

4Here, the S-band transmitter was originally a technology demonstration payload and the use as
regular platform element was later enabled via software update.
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Another measure that has been proposed by Jackson [177] is to implement a
secondary, independent command path to ensure that the spacecraft can still be
accessed in case of a faulty primary communications system.

Conclusions

Based on the above considerations and the analysis on state-of-the-art missions
the author conducted in Section 2.1, an S-band system is selected as the nominal
system for TM/TC of the TUBiX20 platform, complemented by an UHF system
as backup to enable reliable communications regardless of the satellite’s attitude
to increase the overall robustness.

To limit the amount of required RF units the TUBiX20 platform will combine
TM/TC and payload data downlink system as a baseline. Here, X-band may
replace the S-band downlink for missions that require higher payload data rates.
Furthermore, also an X-band uplink may be considered if supported by the ground
stations planned for the mission.

In this context, a newly developed CCSDS compatible transceiver that supports
S-band and X-band uplink as well as an X-band downlink is currently tested in orbit
as technology demonstration payload within the TUBIN mission (cf. Section 4.2.3).

Alternatively, an optical transmitter may deliver highest data rates at comparatively
low power consumption but may require more accurate pointing.

3.2.6 On-Board Computer

In classical satellite architectures, a large proportion of the functionality that
is implemented in software is usually embedded into the on-board computer
(OBC) [178]. However, in favour of a higher level of flexibility, the required
functionality can as well be distributed over a number of different computers
(cf. Section 3.3.1). If all tasks associated to other subsystems are transferred
to dedicated computers, the functionality of the OBC is reduced to system-level
assignments. This includes for example telemetry storage, system-level mode
management and fault detection, isolation and recovery (FDIR) tasks, as well
as command list management. Performing systems-level tasks on a dedicated
computer that is not engaged with subsystem tasks may improve reliability, reduce
complexity, and simplify resource allocation. However, as these system-level tasks
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are independent of external hardware components it might be sensible for a specific
mission to combine the OBC with another subsystem’s computer if the available
processing power allows for this.

Based on these considerations, it can be concluded that the specific implementation
of the OBC is largely dependent on the overall systems architecture of the platform.
Therefore, the reader is referred to Section 3.3.1 for further details concerning the
implementation of the OBC.

3.2.7 Payload Data Handling

The tasks that are attributed to the payload data handling (PDH) are mainly
providing a data interface for the payload as well as payload data processing and
storage. As could be shown in the survey performed in Section 2.1 for different
application areas of small satellites, the requirements that result from these tasks
highly rely on the nature of the payload. While some payloads may offer a widely
used interface and produce only little data, others may require the implementation
of specialised interfaces as well as processing and storage capabilities for large
amounts of data. Due to this diverging requirements, the need to completely
replace the PDH between missions can be expected. A further discussion about
different option to integrate payloads into the TUBiX20 architecture was published
by Barschke and Gordon in [179].

3.2.8 Orbit Determination and Control System

While orbit determination and control is commonly attributed to the ADCS it is
considered as a separate subsystem for the TUBiX20 platform. This is due to the
fact that a wide range of missions will not require a propulsion system. For that
reason, the impact of adding propulsion to a specific mission on other subsystems
shall be kept as small as possible.

An overview of commercially available global navigation satellite system (GNSS)
receivers and propulsion systems that are suitable for providing orbit determination
and control capabilities for the TUBiX20 platform is presented in Appendix C.
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Orbit Determination

Orbit determination on satellites with a launch mass below 50 kg using GNSS
receivers has been demonstrated in LEO with an accuracy in the range of meters
[180, 181]. Furthermore, miniaturised COTS laser retro reflectors have been
proposed for highly-accurate orbit determination from ground by Kirchner et al.
[182]5.

Within the TechnoSat mission, miniaturised COTS laser retro reflectors have been
demonstrated in orbit for the first time and results of the conducted experiments
have been presented by Wang et al. [183]5 and Barschke et al. [13]. Adding a Global
Positioning System (GPS) receiver while again implementing retro reflectors within
the TUBIN mission will furthermore allow for assessing the accuracy achieved with
the GNSS-based orbit determination.

Orbit Control

Orbit control and formation flight by means of drag control and propulsion systems
has been demonstrated in LEO with small spacecraft [181, 184, 185]. Here, drag
control solely requires the ability to control the spacecraft’s attitude with an
accuracy of several degrees, but only supports phasing on a given orbit. Propulsion
systems, on the other hand, require higher pointing accuracies and may come with
significant mass and volume. There is a wealth of mainly chemical or electrical
propulsion systems that have been developed or proposed for the use in small
satellites. An overview over propulsion technology proposed for small satellites,
as well as over systems that are currently developed or are already commercially
available can be found in [186–188].

The impact of integrating a propulsion system into a spacecraft based on the
TUBiX20 platform is expected to be large for most technologies. This is mainly
due to the significant mass and volume of the system, as well as due to specific
requirements in mounting position and orientation. Furthermore, especially electri-
cal systems may come with significant continuous power demand that may impact
the sizing of solar panels and batteries. Overall, the requirements that result from
the integration of a propulsion system are similar to those of a payload.

5Publication with contributions by the author of this thesis.
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3.2.9 Software

Within the last decades, the importance of software for satellite systems increased
continuously. While most functionality was implemented in hardware in the
beginning of the space age, software solutions are nowadays often preferred
to answer the need for increased performance and flexibility. A comprehensive
introduction on the topic of software for aerospace systems has been presented by
Sharp et al. in [189].

Software implementations can nowadays be found throughout the spacecraft from
component to system level. On the component level, a star tracker may for
example use software algorithms to identify star patterns and a payload data
transmitter may be based on an SDR implementation. On subsystems and systems
level, capabilities like control algorithms, higher-level communications protocols,
or telemetry data management are commonly realised in software. Within the
scope of this thesis, mainly the systems and subsystems software is of interest, as
it is expected that most implemented components will be shipped with their own
software.

Following the line of reasoning presented in Section 2.2, software reuse can be
enabled by the implementation of software platforms, analogous to the approach
followed for the hardware. In this context, a discussion of software product lines
for satellite applications is presented by Gordon et al. in [190]6. As highlighted
by Gordon et al., software reuse is a key quality criterion for the development
of a software platform for small satellite applications. Following Ferrari and
Sangiovanni-Vincentelli [191], one can distinguish between two different forms of
reuse in this context, reuse in space and reuse in time. Here, reuse in space refers
to the implementation of the same software within different missions with varying
requirements that are realised at the same time. Reuse in time, in turn, implies
the application of the same code within several generations of the spacecraft, e.g.
to support updated hardware. Both types of reuse are relevant for the TUBiX20
software platform.

Software platforms for space applications have for example been developed by the
NASA [192], the German Aerospace Center (DLR) [193], Stuttgart University [194,
195], Tokyo University of Science [196], and Technische Universität Berlin [190].

6Publication with contributions by the author of this thesis.
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Within such platforms, the software is commonly divided into different layers that
fulfil specific tasks. Figure 3.12 shows a generic representation of the software
layers that are customary implemented for a satellite flight software platform.
While the terms vary here between the different platform implementations, the
task distribution is similar. At the bottom of the figure, the blue box represents
the hardware the software is running on. Above the operating system (OS) and
the board support package (BSP), depicted as green boxes, are managing the
hardware and software resources and provide common services. The next higher
layer, the middleware, that is coloured in yellow, provides means of information
exchange between the applications that are represented in red and which ultimately
implement the aspired functionality and form the highest software level.

APPLICATIONS

MIDDLEWARE 

HARDWARE

BOARD 
SUPPORT

OPERATING
SYSTEM

Figure 3.12: Generic representation that illustrates the four layers of a software platform
as commonly used for satellite applications (Figure adapted from [190]).

This section gave a general overview of software platforms for small satellite appli-
cations. However, the specific software implementation for the TUBiX20 platform
needs to take the platform’s overall architecture into account. Therefore, imple-
mentation details on the TUBiX20 software platform are presented in Section 3.3.8
after key points of the platform’s physical architecture were discussed.

3.3 Systems Architecture

This section examines the systems architecture of the TUBiX20 platform and
motivates system-level design decisions. An initial draft of the systems architecture
for the satellite platform to support the TUBIN mission that was based on heritage
from picosatellite BEESAT [197] was published by Baumann et al. in [198]. It
was then detailed for the TUBiX20 platform and implemented for the missions
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TechnoSat and TUBIN by a group of researchers that was led by the author of
this thesis. While a number of major requirements and constraints that concern
the systems architecture of the platform were already discussed in Section 3.1, the
analysis of the different subsystems in Section 3.2 revealed additional boundary
conditions required to evaluate further architecture aspects that are discussed in
the following.

3.3.1 Platform Topology

The topology that is selected for the avionics of a satellite platform strongly
influences its scalability. Commonly, spacecraft avionics topologies are divided into
three types, namely star, ring, and bus architectures [199, 200]. In the following,
these architecture options are briefly discussed with focussing on their ability to
support a scalable and modular satellite platform.

Star Architecture In this architecture, a central computer provides dedicated
interfaces for all components to be controlled. However, for the TUBiX20 platform
it could be shown that performance scaling is mostly realised by adding or removing
components (cf. Section 3.2). This, in turn, results in a requirement for the
platform to provide interfaces varying in number and type, which renders the star
architecture less suitable for the given use case.

Ring Architecture Within a ring architecture, all components including the
processing computer are interconnected in a ring. This arrangement can lead to a
reduction in harness and decouple the component selection from the interfaces
provided by the computer unit. However, as all information needs to be routed
through all members of the network, a fault in one component might compromise
the entire spacecraft.

Bus Architecture The bus architecture is based on a data bus interconnecting
all components. As this topology combines most advantages of the star and the
ring architecture, while avoiding their major disadvantages, it is nowadays widely
implemented for satellite applications [201, 202].
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Based on the presented considerations, a bus architecture is selected for the
TUBiX20 platform for enabling the required scalability. However, there are still
various degrees of freedom that allow to implement different bus architecture
configurations. In order to evaluate which approach would be most suitable for
the given use case, different aspects of the bus architecture implementation are
discussed in the following.

Device Interfacing

The extent to which components are developed specifically to the needs of the
platform, in contrast to being purchased with given power and data interfaces,
has a strong influence on the platform’s architecture. Here, it is obvious that
the options to define the platform topology are limited, if all components are
purchased. However, developing all required components like sensors, actuators,
or radio transceivers in house in order for them to comply with the platform’s
interfaces will result in unacceptable development efforts. As a compromise between
the two extremes, uniform modules that translate between the platform’s data and
power buses and devices that come with incompatible data and power interfaces
can be implemented. A study of this approach in the context of small satellites
has for example been presented by Pitterá and D’Errico in [201].

In order to allow for the use of a large variety of components available on the
market, this approach is adopted for the TUBiX20 platform. Within the context
of this thesis, the modules that translate between the platform’s data and power
bus and the devices to be integrated are called nodes. Figure 3.13 exemplary
shows two nodes that connect two external devices to the platform’s data and
power bus. While devices could as well be supplied directly by the power bus
in many cases, the power is routed through the interface nodes to maintain a
standardised interface to power and data bus throughout the system. Furthermore,
this configuration enables the nodes to directly perform power management and
supervision for connected devices, which in turn abstracts the individual devices
from the platform.

Processing Power

There are commonly two different options to provide the required processing
capacity in a modular system. Federated architectures use one central computer
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DEVICE 2

POWER

DEVICE 1 

Interface
NODE 1

Interface
NODE 2

DATA

Figure 3.13: Representation of two interface nodes that connect two exemplary devices
to the central power and data bus of the platform.

connected to the data bus that carries out all necessary processing tasks, while
distributed systems consist of several computer units that share the tasks [199].
While the distributed approach increases the possible scaling options for processing
power and allows for implementing various redundancy strategies, the federated
approach offers reduced complexity.

With the interface node topology implemented by the TUBiX20 platform, a
distributed computer network can also be realised without dedicated processing
nodes but rather by using the interface nodes as processing engines. The advantages
of this approach are manifold: the available processing power scales with the number
of external components that are required and data can be preprocessed directly on
the interface nodes which relieves the load on the central data bus. Furthermore,
one or more dedicated processing nodes that offer higher performance when being
compared to the nominal nodes of the system can still be integrated if required.
This may for example be the case for payload data processing tasks.

3.3.2 Redundancy of the Nodes

In Section 3.1.4 it was established by the author that the reliability of the platform
shall be increased by implementing redundancy. To limit the auxiliary mass and
volume, as well as the overall complexity, the TUBiX20 computer nodes are
operated in cold redundancy with two units implemented for each node.

However, one instance in the system is required to perform redundancy manage-
ment for the cold redundant elements and can therefore not be operated in cold
redundancy itself. This task is inevitably performed by the node responsible for
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power switching of the nodes, e.g. the EPS node. To this end, the EPS node is
operated in warm redundancy (cf. Section 3.3.10).

In this context, there are two different ways to refer to a node. Generally, each
node provides a specific service, regardless of the redundant instance that is
currently active. However, one can refer to one of the two hardware processing
units specifically. For the remainder of this thesis, the term logical node refers to
the entire node according to the attributed task, while the term physical node A
and B refers to the individual processing units of the node.

3.3.3 Data and Power Buses

In order to realise a bus architecture for the platform (cf. Section 3.3.1), suitable
data and power bus architectures need to be selected.

When considering the data to be transported on the data bus system, a classification
into two types of data can be performed. The first type are status data generated
by platform and payload components, as well as commands required to control
the spacecraft. For these types of data, a bus with moderate data rate is required,
which offers a high level of reliability and is widely used in consumer electronics
to facilitate flawless integration as each and every node in the system needs to
connect to this bus. The second category is payload data, which needs to be
transported between the payload, the local storage location (typically a PDH or
the OBC), and the payload data transmitter used for downlinking the data to
the ground. Furthermore, payload data may also need to be transmitted between
specific nodes for analysis. Here, a significantly higher data rate is required, while
increased complexity might be tolerated as only selected devices and nodes need
to connect to this data bus. Due to their diverging requirements, both buses are
implemented separately as control data bus and payload data bus for the TUBiX20
platform. This limits the integration of the payload data bus to the devices that
actually need to exchange payload data and even allows to remove the payload
data bus completely in case it is not required by the mission to reduce its overall
complexity.
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Control Data Bus

A survey of data buses used for CubeSats presented by Bouwmeester, Langer,
and Gill in [203] reveals that the most popular option for such spacecraft was
the inter-integrated circuit (I2C) bus. However, reliability issues were reported
for satellites using I2C as central data bus by the same survey. Furthermore, the
buses master and slave setup restricts the potential to implement modularity when
being compared to multi-master bus systems. For these reasons, the I2C-bus is
not considered for the TUBiX20 platform.

Another data bus that has widely been studied regarding its applicability on small
satellites is the control area network (CAN) bus [204, 205]. CAN is a multi-
master message broadcast system offering data rates up to 1 Mbit s−1. Due to the
wide distribution within the automotive industry there is a wealth of components
available that support CAN communication. Furthermore, the use of CAN in
space is widespread and satellites with launch masses from one to several hundred
kilogram successfully demonstrated CAN technology in orbit [62, 206, 207]. Based
on these findings, the CAN bus is implemented as control data bus for the TUBiX20
platform.

To achieve fault tolerance, the control data bus system is build by two CAN buses
that are operated in cold redundancy. Such a configuration was for example
described by Khurram, Muhammad, and Zaidi [208] and has been demonstrated
within the X-SAT mission of Nanyang Technological University, Singapore [209].
While hot redundant operation of both buses would eliminate the risk of data loss in
case of a bus failure, this would lead to significant increase in software complexity for
the implementation of the interface, which shall be avoided. The implementation
of redundancy management for cold redundant CAN buses by means of time limits
has been presented by Woodroffe and Madle in [206]. This implementation has the
advantage that no additional information needs to be distributed between the nodes,
which, in turn, simplifies the hardware implementation. However, as no central
decision over the active bus is made, complexity is expected in the implementation
of the software interface and the overall verification. Another approach involves
a hardware signal that selects the active data bus as it is for example realised in
[197]. Implementing the latter method, redundancy management of the control
data bus is performed by the EPS node for the TUBiX20 platform with a pair of
dedicated select lines. Figure 3.14 illustrates the interface of the control data bus
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system to an exemplary node. Here, active elements are depicted in colour, while
deactivated ones are greyed out.

NODE

PROCESSING UNIT
A

CAN
transceiver A.1

CONTROL DATA BUS A
BUS SELECT A

BUS SELECT B
CONTROL DATA BUS B

CAN
transceiver A.2

CAN
transceiver B.1

CAN
transceiver B.2

PROCESSING UNIT
B

Figure 3.14: Representation of the control data bus system’s interface to an exemplary
node with CAN transceivers and bus select signal. Here, components that are greyed out
are not supplied with power.

Payload Data Bus

For missions that need to exchange more data than can reasonably be distributed
on the control data bus between the nodes, a dedicated payload data bus system is
foreseen. A survey of candidate data bus systems performed in [210] resulted in the
selection of Ethernet for the TUBiX20 payload data bus system. Here, the most
significant advantage of Ethernet is its widespread distribution for commercial
applications that result in a high availability of suitable COTS components and
protocols. Furthermore, Ethernet has widely been considered and implemented for
space applications [211–213]. However, as Ethernet is not a multi-master bus and
only supports point-to-point connections, a switch is required if more than two
participants are involved. Figure 3.15 illustrates the interface of the payload data
bus between an exemplary payload, a PDH node, an OBC node, and a payload
data transmitter that is realised with an Ethernet switch.

Power Buses

As a result of the distributed architecture of the platform, a variable number of
nodes along with the devices controlled by these nodes need to be supplied with
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OBC

ETHERNET switch
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TRANSMITTER

PAYLOADPROCESSING
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PROCESSING
unit A

PROCESSING
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Figure 3.15: Interconnections of OBC, PDH, an exemplary payload, and a data downlink
transmitter by the implementation of an Ethernet switch illustrating the TUBiX20 payload
data bus architecture.

power. Here, two different approaches to power conditioning can be followed.
Firstly, the nodes may be supplied with one single, unregulated or regulated power
line only, while converting to all other required voltage levels is directly performed
on the nodes themselves. Secondly, the most commonly required voltage levels
can be centrally produced within the EPS and supplied to the nodes by the power
bus system. As more than one common voltage level is expected to be required
by most nodes, the first approach would increase mass and volume of the nodes
and lead to a higher overall parts count for the platform. Therefore, centralised
conditioning is performed for the most commonly used voltage levels within the
TUBiX20 platform.

A first reference for the power levels that are chosen for central generation is a
survey on CubeSat designs performed by Burt [214]. Within this survey it was
shown that the most common voltage levels used in CubeSats are 3.3 and 5 V,
followed by the unregulated battery power.

For a more detailed analysis the supply voltage requirements of 129 commercially
available satellite components suitable for the application within the TUBiX20
platform were analysed by the author (cf. Appendix C). Here, the most common
values among these components are 3.3, 5, 12 and 28 V, while several devices
accept a certain range of supply voltages.
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In order to determine if the platform may directly supply some of the devices with
unregulated power, the worst-case voltage range of the platform’s unregulated
power bus needs to be estimated. Depending on the specific implementation of
the power system, the unregulated power range may be driven by the power range
the solar panels are operated at, as well as by the voltage range the batteries may
provide.

For power generation, strings of seven solar cells are foreseen according to Sec-
tion 3.2.3. Furthermore, it is expected that the cells are operated at the maximum
power point. As a result, the strings’ voltage is mainly influenced by the tempera-
ture of the solar cells and is also affected by radiation-induced degradation. As
discussed in Section 3.2.3 the assumed design temperature range for the solar cells
is −100 to 100 ∘C and the values from the reference solar cell’s data sheet [137]
that correspond to 2.5 × 1014 e/cm2 damage equivalent fluence of 1 MeV particles
at EOL are to be applied. With this, Equation 3.4 is used to obtain a minimum
solar supply voltage of 12.99 V (EOL at 100 ∘C) and a maximum panel voltage of
22.88 V (BOL at −100 ∘C).

Power storage is realised using strings of two to four battery cells. According
to [16], the maximum battery cell voltage for Li-ion cells is the end-of-charge
voltage with 4.2 V, while end of discharge cut-off voltage of 2.7 V is chosen as the
minimum. Based on this, the battery’s voltage range amounts to 5.4 to 16.8 V.

Resulting from these considerations, the worst-case unregulated power range is
assumed to be 5 to 25 V, where the lower limit is defined by the batteries, while
the upper limit is dictated by the solar cells.

In order to determine the power supply levels that offer the largest congruence
with the devices’ supply voltage requirements, two values have been determined
for each of the considered levels. As a first parameter, the percentage of devices
that can only be supplied by the given level or range is established. The second
value that was determined is the number of devices that can be supplied by the
given level or range among others.

Figure 3.16 gives an overview over the results of this analysis. Only two percent of
the devices can be supplied by none of the given voltage levels and would therefore
require local power conversion on the interface node in any case. While six percent
of all analysed components may be supplied by an unregulated power supply of
5 to 25 V, all of these devices may naturally also be supplied by a 12 V supply.
Two percent were found only to be compatible to an 28 V supply among the given
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alternatives, while the same value is 18 percent for the 12 V supply, 33 percent for
the 5 V and 10 percent for the 3.3 V supply.

10%

21%

24%

10%

33%

19%

0 10 20 30 40 50 60

3.3 V

5 V

12 V

16%

6%0%

2%

28 V

5 to 20 V

none Fraction of the devices that only support this 
volltage level

Fraction of the devices that support this 
volltage level among others

2%

Percentage of devices

Figure 3.16: Analysis of the compatibility of commercially available microsatellite com-
ponents to a number of candidate supply voltage levels.

The presented evaluation resulted in the selection of three regulated power lines
of 3.3, 5 and 12 V for the power bus system.

A special case regarding the power supply requirements is the payload. As shown
in Section 2.1, the payload might require significantly larger amounts of power
than expected from the platform components. Therefore, the converter of the
regulated power line that is used for supplying the payload might dissipate a
significant amount of power. This could be prevented by supplying the payload
directly with the unregulated power from the EPS. According to this, the TUBiX20
platform additionally supports supplying a node with an unregulated supply from
the EPS that replaces the 12 V supply for the node in question. This adapted
power interface might also be realised for platform components such as propulsion
systems or radio transceivers to minimise the losses in the system.

The described power bus topology involving the mentioned supply voltage levels
has been successfully demonstrated in orbit within the TechnoSat and the TUBIN
mission. For both missions one of the payloads uses the unregulated power supply
provided by the EPS (the reaction wheel system in the TechnoSat mission and the
X-band transceiver in the TUBIN mission).
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Similar to the data buses, fault tolerance for the power supply is achieved by im-
plementing redundancy. To limit the number of switches and associated safeguard
circuitry required to connect both redundant sides of a node to the power bus
system, each side is only powered by one power path. As a result, avoiding that
toggling the active side is only possible for all nodes simultaneously requires to
operate both power buses in hot redundancy. Figure 3.17 illustrates how the power
bus system interfaces to both redundant sides of an exemplary TUBiX20 node.

Power path A

Power path B

UNREGULATED
power supply

3.3 V converter

5.0 V converter

12.0 V converter

SIDE A SIDE B

3.3 V converter

5.0 V converter

12.0 V converter

NODE

Figure 3.17: Power bus system with two hot redundant power paths offering three
voltages each and exemplary node interfacing to the power bus system. Additionally, an
unregulated supply line is provided per power path, that may replace the 12 V line for
selected nodes with very high power consumption, such as payloads, propulsion systems
or radio transmitters.

3.3.4 Time Synchronisation

Due to the distributed architecture of the platform, means for time synchronisation
between the nodes are required. According to Ivkovic et al. [215] transmission
on the CAN bus may be subject to time jitter that results from the priority-
based scheduling of the transmission. To overcome this drawback for real-time
applications, the time-triggered CAN (TTCAN) protocol was established [29, 216].
However, as using TTCAN strongly limits range of suitable components, it is not
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considered for the TUBiX20 platform. Instead, a redundant pulse per second (PPS)
hardware signal is provided for every node to enable time and task synchronisation.

3.3.5 Physical Segmentation

After defining the overall architecture of the platform the physical segmentation
needs to be defined. This includes the nodes along with the connected components,
the power and data bus system, as well as the different elements of the EPS.

Central Avionics Unit

The chosen architecture necessitates segmentation to support adding, removing,
or replacing computational nodes to facilitate performance and capability scaling
(cf. Section 3.1). This is realised by introducing a standardised form factor for the
computational nodes and gather them together with selected elements of the EPS
within a central avionics unit. This central avionics unit provides a mechanical
frame to house a configurable number of slot-in cards. The interconnections
between these cards and to external components are provided by a backplane. A
similar design has, for example, also been presented by Navarathinam et al. [202]
for the Surrey Satellite Technology Ltd (SSTL) X-series satellite platform.

The concept of the central avionics unit that houses the PCUs and the interface
nodes was demonstrated in orbit within the missions TechnoSat and TUBIN.
Furthermore, the form factor of the slot-in cards as well as the overall design of the
central avionics unit has been optimised regarding mass and volume to allow the
application in all size variants of the TUBiX20 platform within a thesis supervised
by the author [217]. Here, the optimised design reduces the volume of the central
avionics unit by 40 percent, while the mass is reduced by 32 percent. Furthermore,
the optimised design supports an input power of up to 300 W to cover all power
variants presented in Section 3.2.3.

Electrical Power System

Different levels of physical segmentation have been demonstrated for the EPS of
small spacecraft. Johnston-Lemke et al. [218] presented a highly modular system,
that implements physically distinct units for solar array and battery regulation,
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power conditioning, and switching. Here, each one power conditioning module is
foreseen for each required output voltage level and each one switching module is
required for each component to be supplied. In contrast, the system presented by
Notani and Bhattacharya [219] integrates the same functionality but the switches
on one single PCB. In the following, the physical segmentation that was chosen
for the TUBiX20 platform is described and motivated.

As analysed in Section 3.2.3, the EPS is required to provide solar panel regulation,
charge control, power conditioning, switching, and power system management and
supervision. The latter task is performed by the EPS node which also controls the
redundancy of all other nodes as well as of the control data bus system. To this
end, the EPS node is implemented in warm redundancy, operating in a worker
and monitor configuration. While the worker is controlling the power system, the
monitor is tasked with supervising the worker and claiming control if the worker
fails to deliver a health signal towards the monitor. Another unique feature of
the EPS node is that it commands a dedicated power supply, as it needs to be
powered upon switching on the spacecraft, while the remainder of its interface is
equal to the other nodes.

In the given architecture, the EPS node is required to switch and supervise a
variable number of computational nodes within the central avionics unit. While
all of these nodes will require the redundant 3.3 V supply to power the node’s
processing units, the other two power levels are expected to be utilised only by
selected nodes. Therefore, only the switches that are used for a given configuration
shall be physically implemented in order to limit the components count and to save
mass and volume. To realise this, the switches and their associated supervision
circuitry are located directly on the target node. This in turn requires a command
interface for the EPS node to control the main power supply switches of the nodes.
In order to limit the complexity of this interface and to ensure a large availability
of suitable integrated circuits (ICs), the I2C bus is selected as EPS control bus.

As the battery will largely vary in volume and mass between missions it is, along
with the associated supervision circuitry, located in a dedicated housing. The
remaining tasks, namely solar panel regulation, power conditioning and charge
regulation are gathered on two identical dedicated PCU PCBs, each one associated
to one of the two power paths. This allocation is chosen as it results in two
identical boards, on the one hand, and to enable the distribution of the thermal
load over two PCBs, on the other hand.
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The described segmentation of the EPS was successfully demonstrated in orbit
within the missions TechnoSat and TUBIN.

3.3.6 Node Functional Scope

Following the preceding considerations, it is possible to summarise the functional
scope of a TUBiX20 node. In the following, the major hard- and software features
that have to be provided are listed:

– accommodate a set of two cold redundantly7 operating processing units,

– implement a number of elementary software applications required to operate
in the distributed system (cf. Section 3.3.8),

– implement further applications for fulfilling tasks specific to the node,

– provide hardware and software interfaces to a cold redundantly implemented
pair of CAN buses that include a redundant bus select hardware signal,

– provide interfaces8 to two hot redundantly operated paths of a power bus
system,

– provide an I2C interface that allows to control the node’s main power
switches,

– receive a hot redundant hardware PPS signal,

– implement custom interfaces to components outside the central avionics
unit that are controlled by the node, if applicable for the node in question.

An overview over the functionalities that are implemented on a TUBiX20 node is
given in Figure 3.18. Here, it is assumed that side A of the node is active and
all elements that are switched off in this configuration are greyed out. In this
context, one can generally distinguish between two ways of operating external
components. Firstly, each side of the node can be equipped with a dedicated
instance of the component and, secondly, both processing units can access the
same instance. In the case that is shown in Figure 3.18, the node connects to three
external components. The first two of these components are two instances of the
same device that are operated in cold redundancy and each of these devices only

7With the exception of the EPS node that is operated in warm redundancy.
8Only the power levels required by the node need to be implemented.
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connects to one of the node’s processing units. The third device is only present
once and it therefore needs to interface to both processing units of the node. For
this case, isolation of the power and data lines is required to prevent that a fault
on one redundant side of the node may affect the other side. This is indicated by
the box labelled power switches, monitoring and isolation. The standardised node
interface is depicted as horizontal lines at the bottom of the figure. The node’s
PCB is indicated as a grey shaded box. The main switches that are controlled
by the EPS node are denoted as main switches path A and B. Both control data
buses are connected to both processing units.

NODE

PROCESSING
unit A

SWITCH
3.3 V A

SWITCH
12.0 V A

SWITCH
5.0 V A

SWITCH
5.0 V B

SWITCH
12.0 V B

PROCESSING
unit B

POWER SWITCHES
MONITORING and ISOLATION 

SWITCH
3.3 V B

EPS CONTROL BUS B 
12.0 V LINE B
5.0 V LINE B
3.3 V LINE B
CONTROL DATA BUS B

CONTROL DATA BUS A
3.3 V LINE A
5.0 V LINE A
12.0 V LINE A
EPS CONTROL BUS A  

PPS A

PPS B

External
COMPONENT 2

External
COMPONENT 1A

External
COMPONENT 1B 

Figure 3.18: Schematic overview over the functionality implemented on a physical
TUBiX20 node along with a representation of the standardised node interface.

Some external components to be used by the platform may solely require to be
powered without necessitating to be controlled by a dedicated node. This may
for example be the case for a radio transceiver that can directly be integrated via
Ethernet. For this case, the power interface is realised by introducing a slot-in card
that only carries the main switches controlled by the EPS node, while providing
an electrical interfaces as required by the component in question. Such interfaces
nodes, which are called switching nodes in the remainder of this thesis, may also
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combine both power paths for components or payloads that are only present once
in the system. A schematic overview over the functionality implemented on a
switching node is given in Figure 3.19. There are two instances of component
one, namely 1.A and 1.B, that are operated in cold redundancy. Therefore, each
component can directly be connected to each of the power bus paths. Component
2, however, is only present once. To maintain fault tolerance of the provided power
supply, the component needs to be connected to both power paths, which in turn
requires that both supplies are coupled in an isolated manner to prevent that a
fault on one bus may compromise the other.

3.3 V LINE A

SWITCH
5.0 V A

SWITCH
12.0 V A

SWITCH
12.0 V B

ISOLATION

External
COMPONENT 1.A 

12.0 V LINE B
5.0 V LINE B
3.3 V LINE B

EPS CONTROL BUS B 
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EPS CONTROL BUS A  
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Figure 3.19: Schematic overview over the functionality implemented on two physical
switching nodes along with the power paths of the standardised node interface. Greyed
out components are not supplied with power.

3.3.7 Platform Levels and Layers

In order to aid the subsequent discussions, two classification strategies that target
two distinct aspects of the platform’s architecture are introduced in the following.
The first concerns the segmentation of the platform into several levels, while the
second one additionally divides the same into two layers. The classification of the
TUBiX20 platform in layers and levels has first been published by Barschke et al.
in [220] and will be discussed in more detail in the following.
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Platform Levels

The TUBiX20 platform is divided into four different levels that are depicted in
Figure 3.20. On the lowest level, components such as single sensors or actuators are
situated, followed by the devices that form level one. A device may combine several
hardware components along with a device manager application that provides the
required software functionality.

As an example for the scope of component and device level, a reaction wheel
system of four wheels may serve. Here, the single reaction wheels represent the
component level. All four wheels along with the switches and sensors that are
implemented on the node to control the wheels, as well as the software application
that manages the mentioned hardware elements are referred to as device.

Following the device level, the subsystems are located at level two. A subsystem is
typically formed by a number of devices along with the subsystem’s core application
that manages high-level tasks, such as running control algorithms or configuring
the devices.

On system level, tasks concerning more than one subsystem are performed. This
includes for example satellite mode management (cf. Section 3.3.9) or system-level
FDIR tasks (cf. Section 3.3.10).

COMPONENT level

DEVICE level

SUBSYSTEM level

SYSTEM level

1

2

3

0

Figure 3.20: Representation of the four levels defined for the TUBiX20 platform. While
system and subsystem level are commonly defined for spacecraft, device and component
level take the distributed architecture of the TUBiX20 platform into account.
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Platform Layers

In addition to the levels the platform may also be divided into two platform
layers, namely the service and the user layer. Here, the service layer encompasses
infrastructure as the node’s hardware and all software required to operate and
maintain the same. Abstracted from this the user layer comprises of devices, as
well as device manager and subsystem core applications.

3.3.8 Distributed Software

In Section 3.2.9 a general overview of software platforms for satellite applications
was presented. In this section, specific design choices to meet the requirements
that originate from the distributed nature of the satellite platform’s architecture
are presented and motivated.

In order to provide the envisioned performance scaling capabilities, adding, re-
moving, or rearranging nodes and components needs to be possible with minimal
additional expense in software modification. To realise this, two major preconditions
must be met:

1. The software must be structured in freely combinable modules that comple-
ment the hardware modules.

2. Communication between the software modules must be possible without a
priori knowledge of the involved communication participants.

To address the first requirement, three different software module types have been
identified:

1. Each device implements a device manager application providing abstraction
from the specific implementation of the device by offering unified interfaces
to the remainder of the satellite platform. The device managers are part of
the software’s user layer (cf. Section 3.3.7).

2. At the heart of each subsystem a core application, which also belongs to
the user layer, performs subsystem specific tasks, subsystem-level mode
management, and FDIR.
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3. A number of global applications provide functionalities that are required
on every node of the system. These global applications provide, for exam-
ple, software upload capabilities, time management, or hardware watchdog
triggers and are, thus, associated with the service layer (cf. Section 3.3.7).

The second requirement can be accomplished by implementing a publisher-
subscriber design pattern as described by Buschmann et al. in [221] in an event
channel variant. An illustration of the publisher-subscriber communication with
event channels is shown in Figure 3.21. Here, two nodes are shown that implement
a number of applications. These applications can publish messages on a number
of channels, on the one hand, and may also subscribe to these channels, on the
other hand. In this manner, messages can be exchanged between applications
without prior knowledge of the involved communication partners.

NODE A

Application 
A.1

Event CHANNEL 2
Event CHANNEL 3

Event CHANNEL 1 

Application 
A.2

NODE B

Application 
B.1

Application 
B.2

Application 
B.3

Figure 3.21: Illustration of the publisher-subscriber approach where applications can
publish and may subscribe to different channels without a priori knowledge of the commu-
nication partners.

Based on the above it is evident that reuse is an important consideration for
the modular software architecture. Here, the complexity that is introduced by
fractionating the hardware in numerous computational nodes is responded to by
standardisation of the nodes’ service layer (cf. Section 3.3.7) with the aforemen-
tioned global applications.

In this context, the standardisation of the global applications in conjunction with
the unified interfaces provided by the applications that are associated to the user
layer also facilitates flexibility of the platform regarding the customisation for
different variants.

Figure 3.22 shows an example in which reaction wheels and star trackers are
implemented in two different configurations for two different missions. The first
mission, denoted with (a), implements three reaction wheels and one star tracker
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that interface to a single node. Hence, both device manager applications are
implemented on this node. The configuration that is shown in (b) may be used
by a mission with more stringent requirements in reliability and attitude pointing
accuracy. Here, one node is used to interface to four reaction wheels, whereas the
two star trackers connect to a separate node9.

STR and RWS node

RWS
Application

STR
Application

RWS
1

RWS
2

RWS
3 STR

STR nodeRWS node

RWS
Application

STR
Application

RWS
1

RWS
2

RWS
3

RWS
4

STR
1

STR
2

Figure 3.22: Flexible software support for different hardware configurations. The example
on the left side shows three reaction wheels and one star tracker controlled by two
applications on the same node, while the one on the right side shows the same applications
located on two distinct nodes and controlling four reaction wheels and two star trackers.

Here, wheels and star trackers are controlled by the same device managers for both
variants and parameters are used to distinguish between the different hardware
configurations. Furthermore, the software layers above the device managers,
i.e., the ADCS core application, solely requires knowledge about the different
configurations to coordinate FDIR measures.

Generally, standardisation within the implementation (e.g. for device manager
applications, drivers and FDIR functionality) streamlines the integration of new
software elements by allowing to test against existing interfaces.

First considerations regarding the software to support the TUBiX20 platform were
published by Barschke, Großekatthöfer, and Montenegro in [222]. Specific insights
into the implementation and verification of the TUBiX20 software platform in the
context of the ADCS were first presented by Gordon and Barschke in [167] and by
Gordon, Lehmann, and Barschke in [223]. The concept was furthermore discussed
in more detail by Gordon in [168]. Finally, a more generalised overview of the

9This configuration is for example implemented in the TUBIN mission (cf. Section 4.2). Here,
both nodes are identical in hardware to reduce the production efforts.
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implementation of software platforms for small satellite applications was published
by Gordon et al. in [190]10.

The software development process applied within the development of the TUBiX20
platform was presented by Gordon, Graf, and Barschke in [224].

3.3.9 Mode Concept

Satellite modes are commonly implemented to establish a defined spacecraft
configuration using a limited number of telecommands. According to Eickhoff
[178], one can distinguish between the open and the closed mode concept. In both
approaches, the satellite is configured by setting a global system mode, which will
result in all subsystems being configured to the corresponding subsystem mode.
However, while the open mode concept allows for reconfiguration of the spacecraft
within a given mode, this is not permitted if a closed mode concept is implemented.
Generally, the open mode concept offers more flexibility in satellite operations, while
the closed mode concept is better suited for implementing on-board autonomy.

In order to complement the modular hardware approach of the TUBiX20 platform,
the mode concept is required to support adding or removing devices to customise
a spacecraft for a certain mission. Here, the efforts required to design and test
a custom mode implementation need to be minimised. Following Klemich and
Eickhoff [225], this can be achieved by extending the mode concept to include
the device level. In this manner, the subsystem’s core application can configure
all devices associated to the subsystem solely by commanding the corresponding
device modes.

For the TUBiX20 platform a closed mode concept that uses modes on all platform
layers that were described in the previous section was developed and implemented by
the research group. Here, the system modes are managed by the OBC. Figure 3.23
illustrates the systems level modes of an exemplary TUBiX20-based spacecraft
designed for Earth observation. Here, the modes that are depicted in green are
specific to the mission, while the other modes are platform inherent as they are
required for any mission.

10Publication with contributions by the author of this thesis.
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IMAGING
mode

SAFE
mode

EXPERIMENTAL
mode

NOMINAL
mode

DOWNLINK
mode

LEOP
mode

SUSPEND
mode

DIAGNOSIS
mode

NOMINAL mode transition

SAFE mode transition

Figure 3.23: Exemplay implementation of the system modes for a TUBiX20-based space-
craft. Modes that are depicted in green are specific to the mission, while all other modes
are standard platform modes.

Upon activation,11 the satellite is booted into launch and early operations phase
(LEOP) mode. Here, deployables are unfolded and the first contact to the ground
station is established. After LEOP is concluded, the satellite is commanded
into suspend mode where only a minimal equipment configuration is powered
and commissioning is prepared. For performing commissioning, the experimental
mode is used. Within this mode the spacecraft can be freely configured to test
all equipment step by step. Furthermore, no reconfiguration is performed upon
entering the experimental mode so that it inherits the configuration of the preceding
mode. After platform and payload commissioning are concluded, three mission
specific modes can be used for nominal operations.

Entering the safe mode is permitted from any other mode, either by telecommand
or upon detection of an on-board anomaly. Upon transition into safe mode, a
minimal equipment configuration is entered in which all non-essential hardware is
switched off. From safe mode, only a transition into suspend mode is permitted.

The diagnosis mode is implemented to aid the platform’s fault detection capabilities
(cf. Section 3.3.10). The system-level diagnosis mode can be entered from all other
modes except from safe mode. Similar to the experimental mode, the transition
into the diagnosis mode will not alter the switching state of any equipment. Upon

11While larger spacecraft are often powered during launch [178], small satellites are usually
switched off until being released.
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commanding a diagnosis, all affected equipment will be temporary set to diagnosis
mode to be able to perform testing.

An overview of the subsystem and device modes of an exemplary Earth observation
satellite based on the TUBiX20 platform is given in Figure 3.24. It can be seen that
the satellite is configured to imaging mode and each subsystem has its associated
devices configured according to the corresponding subsystem-mode.

3.3.10 Fault Detection, Isolation and Recovery (FDIR)

The term fault detection, isolation and recovery (FDIR) is generally referring to the
measures to be conducted upon the occurrence of a fault within a satellite system.
As the exact terminology delimitation in connection with FDIR varies in literature,
the following definitions in accordance with Tipaldi and Bruenjes [226] will be
used throughout this thesis. Here, fault detection refers to the determination of
the presence of a fault along with the time of the incidence, while fault isolation
involves identifying type, severity and location of the fault. Finally, fault recovery
denominates the application of appropriate measures to minimise the impact of
the fault.

State of the Art

Similar to the fault tolerance approaches that were already described specifically for
the ADCS in Section 3.2.4, two different FDIR strategies can generally be followed
for the overall spacecraft, namely fail to safe mode and fail operational [178].
In the first case, a satellite is transferred to a safe configuration using available
redundancies upon occurrence of a fault of sufficient severity. While this method
may significantly reduce the availability of the spacecraft, as intervention from
the ground is required for recovery, it involves comparatively low implementation
and verification efforts. In contrast, a hierarchical FDIR strategy that targets
fault detecting and autonomous recovery on the lowest possible level to keep the
spacecraft operational in presence of a fault can be applied. Within such FDIR
architectures, only faults that cannot be resolved by the spacecraft autonomously
trigger a transition into safe mode. According to Olive [227], a hierarchical FDIR
strategy requires significantly larger efforts for implementation and verification
but, in turn, reduces the risk of failure for critical mission phases and generally
increases the spacecraft’s availability.
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For implementing a fail to safe mode strategy only fault detection needs to be
performed autonomously as all subsequent measures are controlled by the operator
from the ground. In this context, common approaches for fault detection in
aerospace systems are cross checks, consistency checks, voting mechanisms, and
build-in test techniques [228].

In contrast, additional measures targeting fault isolation and recovery that need to
be performed by the spacecraft autonomously are required in order to implement
a fail operational FDIR strategy. To limit the overall complexity, these measures
are commonly organised in a hierarchical FDIR architecture. Here, relevant events
are typically classified in five levels, as depicted in Figure 3.25.

Probability of fault or failure

C
riticality

LEVEL 0 - Unit internal handling
Unit internal or data bus malfunction

LEVEL 1 - Handled by subsystem software
Subsystem malfunction

LEVEL 2 - Handled by spaceraft system software
System malfunction

LEVEL 3 - Handled by OBC hardware reconfiguration unit
Hardware induced alarm

LEVEL 4 - Handled by ground
Major overall system failures

Recovery on board the spacecraft
Safe m

ode

Figure 3.25: Representation a hierarchical FDIR architecture built by five levels with
ascending critically. While the first four levels allow for on-board recovery, failures on level
four initiate a transition of the spacecraft to safe mode and thus require intervention from
the ground (Figure adapted from [178] and [229]).

FDIR level zero events are directly handled by the unit. This includes, for example,
unit internal malfunctions like error detection and correction (EDAC) events or
short-circuit protection events that require immediate reaction. On level one,
malfunctions like equipment failures that can only be resolved on subsystem level
are handled. Level two events are associated with the systems level. An example
for such an incident are inconsistencies in attitude determination. The next higher
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stage, FDIR level three, deals with malfunctions associated with FDIR related
hardware failures and commonly involves hardware reconfiguration. The highest
level is reserved for failures that cannot be resolved by the spacecraft autonomously
and require intervention from the ground. To this end, the spacecraft is transferred
into safe mode.

Current research in the field of FDIR for satellite applications involves the imple-
mentation of artificial intelligence (AI), e.g. in the form of Bayesian networks,
cognitive automation, fuzzy logic, or artificial neural networks (ANN). For a more
detailed discussion of the application of AI in FDIR for satellite systems, the reader
is referred to a publication by Meß, Dannemann, and Greif [230].

TUBiX20 FDIR Implementation

Following Wander and Förstner [229], the degree of autonomy within the FDIR
implementation required for a specific spacecraft strongly depends on the needs of
the mission. According to this, the FDIR strategy for the TUBiX20 platform is
to be selected in accordance with the requirements of a specific mission and the
platform’s architecture is therefore required to equally support both strategies. This
is accommodated by implementing a hierarchical FDIR architecture that generally
supports failure identification and recovery. However, here the prerequisites for an
event to trigger a safe mode transition can be defined as required by a specific
mission so that also a fail to safe mode approach can be implemented if demanded.

Within the TUBiX20 platform, built-in test (BIT) capabilities are realised by a
modular hardware diagnosis framework that is embedded into the flight software to
fault detection (cf. Section 3.4). A similar approach is also presented by Lian-Xiang,
Ming-Rui, and Zhan-Guo [231, 232].

In contrast to the hierarchical FDIR architecture described before, the TUBiX20
FDIR design needs to account for the modular composition of the platform. More
specifically, adding and removing devices to a given platform configuration shall be
possible without requiring major changes of the FDIR structure. Another specific
feature of the TUBiX20 platform that is relevant for the FDIR design is the fact
that the equipment is connected to a number of independent computational nodes,
as opposed to the OBC centred architecture that is conventionally implemented.
This is accounted for by adding another FDIR layer between the unit and subsystem
layer analogue to the layer structure introduced in Section 3.3.7. Furthermore,
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the modular structure of the platform does not foresee a specific hardware recon-
figuration unit for supervision of the OBC, which is conventionally running the
system-level FDIR application. Instead, it is on the EPS to perform redundancy
management of all nodes in the system equally. Based on this, the scope of
FDIR level four is slightly adapted within the TUBiX20 FDIR implementation.
Figure 3.26 gives an overview over the individual levels of the TUBiX20 FDIR
architecture.

Probability of fault or failure
Criticality

LEVEL 0 - Unit internal handling
Unit internal malfunction

LEVEL 1 - Device internal handling
Unresponsive unit or unit inability to meet mode requirements 

LEVEL 2 - Handled by subsystem
Unresponsive device or device inability to meet mode requirements 

LEVEL 3 - Handled by system
Unresponsive subsystem or subsystem inability to meet mode requirements

Recovery on board the spacecraft

LEVEL 4 - Service layer redundancy management
Node infrastructure or central data bus failure

LEVEL 5 - Safe mode
Defind according to mission requirements

Safe m
ode

Figure 3.26: Representation the hierarchical TUBiX20 FDIR architecture built by six
levels with ascending critically. Here, level one was included to account for the distributed
architecture of the platform.

The general FDIR approach followed by the TUBiX20 platform was first published
by Barschke et al. in [220].

For a better understanding of the presented FDIR architecture, an example is
given in the following to illustrate the system’s mode of operation. Considered is a
reaction wheel system consisting of four wheels that is used for attitude control. If
reading an internal sensor of one wheel fails and the problem is resolved by a reset of
the data interface, this is classified as an FDIR level zero incident. While the event
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may be reported to the device manager application for logging purposes, nominal
operations resume. A sudden increase of a wheel’s temperature in conjunction
with the inability to reach the requested rotational rates may result in deactivation
of the wheel in question along with a transition to a three wheel attitude control
strategy that is performed on device level. This would be considered a level one
FDIR event that is reported towards the ADCS subsystem. If, however, the current
ADCS mode cannot be supported with three wheels, the subsystem may initiate
a transition to a mode with less demanding agility requirements, which would
elevate the given event to FDIR level two. As the ADCS subsystem naturally
reports the mode change to the system level, where the OBC, in turn, may initiate
a mode transition based on the given system-level requirements. In this case, the
described event classifies as FDIR level three incident. If now a transition to safe
mode is inevitable as the scheduled task cannot be fulfilled given the loss of one
wheel, the event has triggered FDIR level four.

If a fail to safe mode strategy is envisaged for the mission, the FDIR implementation
can be configured such that in the given example already the level one FDIR
event is elevated to FDIR level five and a transition into safe mode is initiated.
Furthermore, the prerequisites for safe mode transition can be adjusted as a
function of the present state of the satellite, e.g. the current system mode.

In order to allow for greater insight into the purpose of FDIR level four, a closer
description of the redundancy management approach for the service layer is given
in the following. This entails a description of the worker and monitor configuration
that is implemented to enable that redundancy control is being performed by the
EPS node, on the one hand. On the other hand, the implementation of redundancy
control for the nodes and the data bus system is detailed.

The two processing units of the logical EPS node are running in warm redundancy,
each supervised by a dedicated hardware watchdog. Both physical nodes are
powered upon activation of the spacecraft and side A claims the worker role upon
boot-up, while side B takes on the monitor role. This is realised by a slightly
longer waiting time of side B before the node would take over the worker role, so
that a fault on side A would result in side B claiming the worker role. As long as
side A considers itself operational it transmits a periodic health message towards
side B, which in turn remains in monitor state while the health message is received
as expected. As an additional hardware feature, only the current worker can access
the platform’s control data buses or the EPS’s internal control communication
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buses. Figure 3.27 depicts a simplistic representation of the implementation of the
logical EPS node.

PROCESSING
unit A

WATCHDOG
side A

CONVERTER
side A

EPS
CONTROL BUS

watchdog triggerUnregulated
POWER SUPPLY

PROCESSING
unit B

WATCHDOG
side B

CONVERTER
side B

w
orker

trigger

D
ata bus

A
LLO

C
A

TIO
N

Control
DATA BUS

Figure 3.27: Schematic representation of the worker and monitor configuration of the
two physical nodes of the logical EPS node.

In the following, the basic failure modes that lead to a worker change are listed:

– The worker fails to trigger its watchdog. As a consequence, and regardless
of the question wether the health message is still delivered to the monitor, a
hard reset is performed by the watchdog. The monitor takes over the worker
role upon the non-appearance of the health message. The former worker
now receives health messages upon initialisation and thus remains in monitor
state.

– The communication on the platforms data bus system or the EPS control
communication buses is compromised. Here, the node will perform a number
of recovery attempts. If it fails to regain the ability to communicate upon its
recovery attempts it will initiate a reset by suspending its watchdog trigger.

– The worker fails to configure the satellite as requested. After a defined
number of attempts that did not result in a successful configuration of the
spacecraft, the node will reset itself by ceasing to trigger its watchdog.

While there are a number of subordinate failure modes that were considered within
the design of the warm redundant EPS node’s architecture, their discussion would
require a more detailed description of the node’s hard- and software implementation
and is therefore beyond the scope of this thesis.

As highlighted before, the EPS node has a particular role In the context of FDIR
as it is responsible for supervising the redundancy of the computing nodes, as
well as of the platform’s data bus system. Following Section 3.3.7, the service
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layer infrastructure including the data bus system can be seen as devices that are
associated to the EPS. On unit level, each physical node is individually supervised
by a hardware watchdog that performs power cycling if a registered software
component fails to report nominal operation regularly. On device level, all nodes
are expected to periodically register as operational upon requests issued by the
EPS node. If these messages cease to arrive at the EPS node, FDIR measures as
shown in Figure 3.28 are applied.

Node reset

Watchdog trigger

Health message to EPS

Node power state

EPS power supply

EPS power supply

Node power state

Node reset

Watchdog trigger

Health message to EPS

TIME

Physical
NODE A

Physical
NODE B

1 2 3 4 5 6 7 8

Figure 3.28: Overview of the sequence that is implemented by the EPS for supervision
of the cold redundantly implemented nodes in the system (Figure adapted from [233]).

Point (1) marks nominal operations with physical node A being active. Now,
the processing unit ceases to trigger its hardware watchdog at (2). In response,
the watchdog interrupts the node’s power supply for a specified period of time,
which is marked with (3). At point (4) the node is again supplied with power but
continues to fail triggering its watchdog. This, in turn, results in another reset
attempt marked with (5) and an anomaly being triggered by the EPS. Before the
node is powered again by the watchdog, the EPS switches off processing unit A
and activates unit B (6). Now, after the reset period of the watchdog passed (7),
physical node B is powered and takes over nominal operations (8).

In addition to the described FDIR measures, the EPS offers the option to define
specific FDIR mechanisms for selected nodes. An example for such mechanism
is toggling the active physical node of the TM/TC communications system if no
telecommand has been received after a specific duration of time.

For the control data bus, toggling the active side is only considered if all periodic
health messages from the nodes cease to arrive. With this, two failure modes are
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being addressed. First, the EPS node may have lost its ability to receive messages.
Secondly, the node may be unable to send out messages, which would equally stop
the health messages from arriving at the EPS node, as these are only delivered
upon request. If toggling the active control data bus does not resolve the issues,
the current worker would initiate a reset of itself and the monitor would take over
the worker role as result of this.

The design of the EPS software was the subject of a masters thesis executed by
Keiser [233] that was supervised by the author. Within this thesis, the design of the
TUBiX20 EPS software including the discussed FDIR capabilities was developed
and a first implementation was realised. While it has been subject to continuous
improvement after completion of the thesis, this software is currently applied within
the missions TechnoSat and TUBIN (cf. the case studies that are presented in
Chapter 4).

3.3.11 Systems Overview

Having analysed the individual aspects of the platform architecture in the preceding
sections, the derived solutions can now be combined to form the overall systems
architecture of the TUBiX20 platform. Figure 3.29 shows a generic systems
architecture for a satellite that is based on the TUBiX20 platform. Horizontally
spanning through the figure, the central power and data bus systems are shown.
The computational nodes, depicted in green, interface to these bus systems via
the standardised TUBiX20 hardware interface.

The EPS is divided into two power generation, storage and conditioning paths
(cf. Section 3.2.3). According to the power requirements of a mission, each of the
two solar paths comprise of a variable number of solar strings. Two battery packs
provide electrical energy storage capabilities and can be adjusted to the mission
requirements by varying their storage capacity. The two PCUs each accommodate
a charge regulator on the one hand, and the power conditioning to supply one
path of the power bus system on the other. In contrast to the other nodes in
the system, the EPS node is directly powered by the PCUs, as it is required to
command the switching of all other nodes in the system.

The ADCS comprises several nodes that connect to different components like
sensors or actuators. Mostly, these components are solely requiring a power supply,
an individual data interfaces and a device manager software application. However,
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some components, like the magnetorquers, may require some specific hardware
drivers that are also located on the node in question.

The baseline implementation of the COM system includes an S band uplink and an
X band downlink, as well as a backup system in UHF. The nominal communication
system comprises two cold redundantly operated units that are directly powered by
the power bus system via a switching node and communicate via Ethernet. The
backup system comprises a TUBiX20 node where each processing unit interconnects
to two UHF transceivers that are operated in hot redundancy.

The OBC comprises a OBC node and an Ethernet switch. Here, the Ethernet lines
are depicted in blue. In order to maintain fault tolerance, each physical node of
the logical nodes is provided with an individual Ethernet line.

The PDH interfaces to the payloads and runs payload management software.
In this generic overview, different possible payload interface options are shown.
Apart from a payload that solely interfaces to the PDH, this includes for example
the option to implement a dedicated payload node that provides an individual
hardware interface and processing capabilities or a payload that connects with a
data interface provided by the PDH but is supplied with electrical power by the
central power bus system.

The overall architecture approach of the TUBiX20 platform was first published by
Barschke and Gordon in [234].

3.4 Assembly, Integration and Testing

Assembly, integration and testing (AIT) activities make up a large proportion of
the overall development time of a spacecraft. In this context Falkenhayn [57],
claims that the cost advantages of NASA’s MMS against non-modular designs
could mainly be attributed to the reduced integration and test times. Additional
advantages were reported by Townsend et al. [235] regarding the implementation
of a modular distributed computing architecture in connection with the Emerald
mission. Here, the reduced complexity of the single computer units were found to
streamline parallel development and enable reuse.

In the following, reuse is discussed in more detail for two different aspects of
the TUBiX20 platform’s approach to AIT, namely the electrical ground support
equipment (EGSE) architecture and functional hardware verification.
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EGSE Architecture

Based on experiences that were gathered in previous missions of Technische
Universität Berlin, the following high-level objectives for the TUBiX20 EGSE
infrastructure have been derived:

– The applied software tools shall cover the entire development cycle of a
spacecraft, including laboratory set-ups of ascending complexity.

– The same test implementations used to confirm hardware faultlessness shall
be applicable at all integration steps from the single board to the fully
integrated system.

– The implementation of the EGSE infrastructure shall foster synergies with
other developments, especially from the field of satellite operations.

Especially the last point is also reflected in literature. Peccia et al. [236] claim that
while there is a high degree of similarity between the requirements for the software
used for satellite operations and the EGSE software, they are usually treated as
individual developments. In this context, large potential for improving the overall
product quality, while at the same time reducing the cost is generally attributed to
the approach of combining both satellite operations and EGSE software [237–239].
As reported by Battelino and Svärd [240] this concept has also been implemented
in the field of small satellites.

Figure 3.30 gives an overview over the TUBiX20 EGSE architecture. For interaction
with the system under test, the central data bus system is directly accessed by
the EGSE’s interface board. This allows to monitor all data exchanged between
the computer nodes on the central data bus system in real-time. Generally, the
EGSE’s interface board can either be connected to the ground support server via
cable or via wireless data transmission. In the later case, which may, for example,
be required for operating the spacecraft on an attitude test bed, the satellite may
be supplied with electrical power from the internal batteries or a battery externally
connected to the EGSE interface board.

A dedicated ground support server relays commands to the system under test
and stores received telemetry within a TM/TC server. In this manner, all data
generated by a test setup can be accessed, processed and analysed using the
same tools that are already present for handling telemetry retrieved from the
spacecraft in orbit. To interact with the system under test, most of the user
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SYSTEM 
under test

Ground support
SERVER

User application
GUIs

INTERFACE
board

DATA

CONFIGURATION and STATUS DATA

POWER
TM/TC

data base

POWER
supply

Figure 3.30: Overview of the power and information flow within the ground support
set-up of the TUBiX20 platform. The set-up either supports direct interfacing to the
system under test via cable or communications via wireless data transmission (Figure
adapted from [241]).

application graphical user interfaces (GUIs) that are used for satellite operations
can be applied. Here, a dedicated panel in the spacecraft command application
allows configurations that are specific to the ground operations like for example
powering the spacecraft. Additional tools are provided for monitoring and analysing
the data exchanged of the platforms control data bus system. Owing to the central
data bus system that is implemented by the platform, the same EGSE setup can
be used for a broad variation of use cases ranging from a single computational
node to a fully integrated spacecraft.

Generally, the same equipment can also be used to communicate via the satellite’s
radio interface for all setups that integrate a TM/TC transceiver.

An overview over the EGSE architecture for supporting the TUBiX20 platform has
first been published by Werner et al. in [241]12.

Functional Hardware Verification

Within the development of a spacecraft, functional hardware verification is required
at a number of occasions:

– for incoming inspections of newly produced hardware,

12Publication with contributions by the author of this thesis.
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– for the verification of test setups of parts or the entire satellite,

– within environmental test campaigns,

– in the course of the assembly of the spacecraft,

– during the checkout campaign at the launch site,

– throughout the mission in orbit.

For the TUBiX20 platform, the topic of functional hardware verification is addressed
by the introduction of a modular hardware diagnosis framework that is embedded
into the flight software and facilitates hardware self-diagnosis based on BITs. The
framework offers templates for a standardised definition of hardware tests that
can be triggered via telecomand. In order to not interfere with the nominal
operations of the spacecraft, tests are conducted in a dedicated diagnosis mode
(cf. Section 3.3.9). While the tests are naturally defined per component, they
can be combined to larger test scenarios that allow for testing entire devices,
subsystems or even the complete spacecraft. Upon completion, the test results can
be displayed within the telemetry visualisation GUI and are stored in the telemetry
data base for future reference.

The described modular hardware diagnosis framework was developed within a
masters thesis supervised by the author [242] and later published by Starke,
Barschke, and Keiser in [243].
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This chapter encompasses three case studies that detail the evolution of the
TUBiX20 platform within the implementation for different application scenarios,
namely the missions TechnoSat, TUBIN and QUEEN. A digital rendering of the
three spacecraft is shown in Figure 4.1. Here, TechnoSat and TUBIN are two
prove-of-concept missions that implement central aspects of the TUBiX20 platform
architecture. For the QUEEN mission, experiences gained within the development
of TechnoSat and TUBIN, as well as within the operations of TechnoSat were
evaluated and the implementation of the platform was refined based on the findings.
Within this chapter, the three missions are briefly introduced and relevant aspects
of their implementation are discussed in more detail.

Figure 4.1: Digital rendering of the first three spacecraft that are based on the TUBiX20
platform, namely TechnoSat (left), TUBIN (middle) and QUEEN (right) in operational
configuration (Image credit: Marc Lehmann).
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4.1 The TechnoSat Mission

TechnoSat is a microsatellite technology IOD mission developed at Technische
Universität Berlin1 that was launched from Baikonur cosmodrome in Kazakhstan
to LEO on the 14th of July, 2017 [28]. Orbit results gathered within the TechnoSat
mission have been published within the proceedings of various scientific conferences
by Barschke et al. and Gordon, Barschke, and Werner [150, 244, 245] and in a
peer-reviewed journal article by Barschke et al. [37]. Furthermore, payload flight
results can be found in [11, 13, 183]. Figure 4.2 shows the TechnoSat spacecraft
while being integrated onto the Fregat upper stage of the Soyuz launcher.

Figure 4.2: Integration of the TechnoSat spacecraft onto the upper stage of the Soyuz
launcher one week before launch [244] (Image credit: Roscosmos).

The primary mission objective of TechnoSat is testing new small satellite com-
ponents in orbit. Secondary objective is the development and first application of

1The TechnoSat mission was funded by the Federal Ministry for Economic Affairs and Energy
(BMWi) through the German Aerospace Center (DLR) on the basis of a decision of the
German Bundestag (grant no. 50RM1219).
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the TUBiX20 microsatellite platform. An overview of the main parameters of the
TechnoSat mission is given in Table 4.1.

Table 4.1: Main parameters of the TechnoSat mission, as well as requirements and
performance parameters of the satellite platform to support the mission.

Mission objective: In-orbit technology demonstration
Orbit: 600 km Sun-synchronous orbit (SSO)
longitude of the ascending node (LTAN): 11:30
Launch date: 14th of July, 2017
Launcher: Soyuz with Fregat upper stage
Launch mass: 20 kg
Spacecraft volumea: 465 × 465 × 305 mm3

Design lifetime: 1 year
Power generation capabilities: 37 W (peak power in Sun pointing)
Power storage capabilities: 144 W h
Attitude knowledge: 3 deg (3 sigma)
Pointing accuracy: 4 deg (3 sigma)
Data downlink rate: 1 Mbit s−1

a Without antennas

4.1.1 TechnoSat Payloads

Figure 4.3 shows a digital rendering of the TechnoSat spacecraft with several solar
panels removed to show the seven technology demonstration payloads inside the
satellite. In the following, the individual payloads are briefly presented.

(1) Fluid Dynamic Actuator The FDA is an attitude actuator that uses fluid
metal, which is pumped through a ring-shaped tube. The metal is accelerated
and decelerated by means of an electromagnetic pump to create momentum for
attitude alignment. The FDA demonstrated within the TechnoSat mission was
developed at Technische Universität Berlin [9]. It has a diameter of 300 mm
and a total mass of 1 175 g. Its maximum torque is 100 mN m s at 4.7 W power
consumption [10]2.

2Publication with contributions by the author.
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Figure 4.3: Digital rendering of the TechnoSat spacecraft with several solar panels re-
moved to show the seven technology demonstration payloads the satellite is carrying
(Image credit: Marc Lehmann).

(2) Satellite Laser Ranging TechnoSat carries fourteen corner cube reflectors
(CCR) with a diameter of 10 mm for satellite laser ranging (SLR) [182, 246]3. The
objective is to demonstrate SLR using small COTS reflectors and the detection
of the satellite’s rotation axis and rate from ground [13, 183]2. The experiment
is designed and conducted by Technische Universität Berlin together with the
German Research Centre for Geosciences (GFZ), the Austrian Academy of Sciences
(OEAW), and the DLR.

(3) Reaction Wheel System A system of four reaction wheels that were de-
veloped at Technische Universität Berlin are demonstrated and tested within the
TechnoSat mission. Each wheel has a mass of 330 g and can deliver an angular
momentum of up to 46 mN m s at 1.35 W power consumption [247].

(4) S-Band Transmitter The S-band transmitter HiSPiCO was developed by
IQ wireless GmbH from Berlin, Germany together with Technische Universität
Berlin [12]. The transmitter has a mass of 75 g and offers a user data rate of
1.06 Mbps at 5 W power consumption.

3Publications with contributions by the author.
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(5) Space Debris Detector The Solar generator based Impact Detector (SOLID)
is a novel detector concept developed by the Institute of Space Systems of the DLR
in Bremen, Germany [23, 24]. SOLID uses the solar arrays of a satellite as sensor
areas to detect impacts of particles larger than 100 µm. TechnoSat implements
SOLID detectors in four of its 17 solar panels [25]4.

(6) Star Tracker STELLA is a star tracker designed for nanosatellite applications
by the University Würzburg, Germany [26, 27]. With a mass of 170 g and a power
consumption of 250 mW, STELLA shall provide attitude measurements with an
accuracy of 0.01 degrees in pitch and yaw and 0.04 degrees in roll.

(7) Camera TechnoSat carries a small complementary metal-oxide-semiconductor
(CMOS) camera to generate payload data for experiments with the S-band trans-
mitter and for evaluating the satellite’s pointing performance. Furthermore, the
camera is equipped with the same lens, that will later be used for the full-scale
visible range camera within the TUBIN mission (cf. Section 4.2).

4.1.2 Spacecraft Systems Overview

In this section the configuration of the TUBiX20 platform implemented for the
TechnoSat mission is described.

In order to allow for comprehending the orientation of the TechnoSat spacecraft
for the remainder of this section, the satellite’s coordinate frame is presented in
Figure 4.4. Furthermore, the naming of the solar panels is indicated in the figure.

Figure 4.5 gives an overview over the systems design of TechnoSat. Here, grey
boxes indicate the spacecraft’s subsystems and the data flow is shown through
green arrows, while power interconnections are plotted in red. Green boxes depict
the computational nodes, while components such as sensors or actuators are
shown as blue boxes and the payloads are represented in yellow. The dashed
border contains all elements that are gathered in the spacecraft’s central avionics
compartment.

4Publication with contributions of the author.
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Z axis Y axis

X axis

Panel −X

Panel −Y

Panel −X−Y Panel +X+Y

Panel +X

Panel +Y

Panel +X−Y

Panel −X+Y
Camera optical axis

Launcher interface

Deck C

Deck B

Deck A

Figure 4.4: Satellite coordinate frame and solar panel naming conventions of the
TechnoSat spacecraft. The Z axis is aligned with the optical axis of the camera payload, the
X axis points towards the satellite’s EGSE panel and the Y axis completes the right-handed
coordinate system.

TechnoSat’s two solar paths implemented for power generation are comprising
eight and nine solar panels, respectively, carrying six solar cells each. Power storage
is realised by two battery packs that are each build by four cells.

The ADCS implements two individual nodes. The ADCS node reads six hot
redundant sensor panels equipped with Sun sensors, MEMS gyroscopes and MEMS
magnetic field sensors. Furthermore, it controls the three magnetorquers for
attitude control and executes the ADCS core software application. The fibre optic
rate sensor (FOR) node interconnects three FORs to the power and data bus
system of the spacecraft and performs preprocessing of the sensor data. Figure 4.6
exemplary shows the FOR computational node. At the rear side of the PCB, one
can see the backplane connector, while the two mounting rails can be seen at the
edges of the board. The division between the two halves of the board that are
operated in cold redundancy is predominately indicated by the two micro controller
units (MCUs) that are operated in cold redundancy. At the front side of the board,
one can see the interface electronics for the operation of the FORs.

Communication capabilities are provided by the COM node. Each of the node’s two
MCUs is equipped with two UHF transceivers that are operated in hot redundancy.
The UHF monopole antennas are aligned such that each of the two active ones
are perpendicular to each other.
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Figure 4.6: FOR computational node of the TechnoSat spacecraft [32]. The PCB is
dominated by the two MCUs that are operated in cold redundancy (image credit: Philip
von Keiser).

The OBC of TechnoSat comprises of a dedicated TUBiX20 node. Further to hous-
ing the software applications for tasks such as telemetry storage and system-level
mode management and FDIR supervision, it also reads 24 sensors for monitoring
the spacecraft’s temperature.

The PDH provides hardware and software interfaces for two payloads, namely the
S-band transmitter and the camera. While the FDA, the star tracker and the
reaction wheel system are directly connected to the central data and power bus
system of the spacecraft, they require dedicated software applications to integrate
into the TUBiX20 software infrastructure. As the star tracker’s power interface
is not fully compatible with the interface provided by the satellite platform, a
passive interface board is introduced that translates between both interfaces. The
SOLID experiment uses a dedicated TUBiX20 node control computer so that no
application on the PDH is required for this payload.
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The system modes of the TechnoSat spacecraft are shown in Figure 4.75. They
comprise of the five standard TUBiX20 platform modes, as well as five mission
specific modes. Four of these modes are both available in a nadir and a target
pointing configuration to support different experiment scenarios of the mission.

DATA DOWNLINK1

mode
SAFE
mode

EXPERIMENTAL
mode

PRE-ALIGN1

mode

LIVE DOWNLINK1

mode

LEOP
mode

SUSPEND
mode

DIAGNOSIS
mode

NOMINAL mode transition

SAFE mode transition

DAMPING
mode

IMAGING1

mode

Figure 4.7: System modes of the TechnoSat spacecraft. The five modes that are depicted
in green are specific to the mission and serve to operate the various payloads, while all
other modes are standard platform modes. Here, the three modes that are indicated with
a superscripted 1 are available both in a nadir and a target pointing configuration.

As the spacecraft is usually freely tumbling between experiments, the damping
mode is required to slow down the rotation to a level were one of the modes that
involve pointing can take over. The pre-align mode allows for coarse alignment
of the spacecraft, which reduces the time required to establish pointing in one
of the subsequent modes. The data downlink mode can be performed both with
target pointing towards the ground station or with nadir pointing. Furthermore,
TechnoSat supports a mode in which the spacecraft continuously captures images
and sends them to the ground station without storing them on the satellite. This
mode can for example be used for real-time visual confirmation of the spacecraft’s
attitude in operated passes. Furthermore, the imaging mode can be performed

5At the time of the satellite’s launch, the system modes were not yet implemented as described
here but were updated later via software upload. The modes that are described here represent
the state-of-the software as it was active in orbit in July 2020.
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in nadir or target pointing. Here, a target may be a point on the surface of the
Earth or in inertial space.

In order to give an insight into the extend to which the satellite can be monitored
and controlled, Table 4.2 lists the number of telecommands (TCs) and telemetry
(TM) values available on the TechnoSat spacecraft with the software that was
active in July 2020.

Table 4.2: Overview over the number of telecommands and telemetry values of TechnoSat
for the software that was active on the spacecraft in July 2020 sorted by subsystems.

Subsystem Number of telecommands Number of telemetry values
EPS 77 881
OBCa 93 878
COM 60 509
ADCSb 219 2 194
PDHc 185 1 486
Total 634 5 948
a Includes the telemetry values for the satellite structure’s temperature
b Includes telecommands and telemetry values for the reaction wheels
c Includes telecommands and telemetry values for all payloads save the reaction wheels

4.1.3 Spacecraft Specific Total Ionising Dose

Due to the fact that the TUBiX20 platform is based on consumer grade COTS
electronics components, the radiation levels that different parts of the spacecraft
are subjected to are of particular interest. In this context, a instructive introduction
into the use of COTS electronics components for small satellites has been published
by Sinclair and Dyer in [22].

Generally, two different radiation induced effects on electronics components can
be distinguished:

1. The total ionising dose (TID) a component is subjected to may cause
material damage that may in turn cause the device to diverge from its
original specifications or stop functioning at all.
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2. Single ionising particles may interact with a component and cause single
event effects (SEEs) such as single event latchups (SELs) or single event
upsets (SEUs) that may again lead to malfunctioning or failure of the device.

The TID a certain electronics unit of a satellite is subjected to can be determined
based on two parameters. Firstly, the aluminium equivalent spherical shielding the
unit is protected by and secondly the TID that is generally received in the given
orbit depending on the available shielding.

To determine the first parameter, a worst-case estimation of the aluminium equiv-
alent spherical shielding is derived for selected electronics units of the TechnoSat
spacecraft. In this context, Palmerini and Pizzirani [248] have presented a method-
ology to perform a sector analysis to compute the uniform aluminium equivalent
shielding for a defined point within a spacecraft.

For this analysis, the relevant elements are sectioned into triangles with uniform
material thicknesses. Figure 4.8 shows a representation of the simulation model
with two solar panels removed to show the its inner elements.
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Sensor panels

Primary structure

Battery box

Avionics compartment
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Figure 4.8: Geometry model developed for calculating the aluminium equivalent spherical
radiation shielding for different electronics units inside the TechnoSat spacecraft.
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For each triangle, the end-points are translated onto the same unit sphere by
computing the unit vectors that originate at the point of interest and are orientated
towards the corners of the triangle. As a next step, the triangle is transformed
into spherical coordinates by applying the law of cosine (cf. Figure 4.9):

𝑎 = arccos
𝑦2 + 𝑧2 −

⃒⃒⃒−−→
𝐵𝐶

⃒⃒⃒2
2𝑦𝑧

. (4.1)

Based on the fact that the length of 𝑥, 𝑦 and 𝑧 is 1 this can be simplified to:

𝑎 = arccos

⎛⎜⎝1 −

⃒⃒⃒−−→
𝐵𝐶

⃒⃒⃒2
2

⎞⎟⎠ (4.2)

and the two other sides of the triangle can be obtained by:

𝑏 = arccos

⎛⎜⎝1 −

⃒⃒⃒−→
𝐴𝐶

⃒⃒⃒2
2

⎞⎟⎠ (4.3)

and:

𝑐 = arccos

⎛⎜⎝1 −

⃒⃒⃒−−→
𝐴𝐵

⃒⃒⃒2
2

⎞⎟⎠ . (4.4)

Now, the fraction of the sphere’s surface area that is covered by the spherical
triangle 𝑆 can be calculated with (cf. Figure 4.9):

𝑆 = 𝛼 + 𝛽 + 𝛾 − 𝜋 (4.5)

where:

𝛼 = cos cos 𝑎 − cos 𝑏 cos 𝑐

sin 𝑏 sin 𝑐
, (4.6)
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Figure 4.9: Representation of the spherical triangle derived from the planer triangle
representing a structural element, along with the point of interest and the distances
between the point of interest and the triangle’s endpoints.

𝛽 = cos cos 𝑏 − cos 𝑎 cos 𝑐

sin 𝑎 sin 𝑐
, (4.7)

and:

𝛾 = cos cos 𝑐 − cos 𝑎 cos 𝑏

sin 𝑎 sin 𝑏
. (4.8)

Finally, the representative, aluminium equivalent spherical shield thickness can
be calculated using the density of aluminium 𝜌Al of 2 710 kg m3, as well as the
individual densities 𝜌𝑛, the thicknesses 𝜎𝑛, and the percentage of the sphere 𝑆𝑛

covered by each triangle:

𝜎Al = 1
𝜌Al

(𝑆1𝜎1𝜌1 + 𝑆2𝜎2𝜌2 + · · · + 𝑆𝑛𝜎𝑛𝜌𝑛). (4.9)

For TechnoSat, 75 parts that have been divided into 162 triangles were considered
for a simulation to estimate the worst-case shielding at relevant reference points
of the spacecraft. Out of the considered parts 42 are structure elements made
of aluminium, 31 are PCBs with a density of 1 850 kg m3 and two are the Li-ion
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battery packs, whose density was assumed with 2 028 kg m3 based on their mass
and volume.

Table 4.3: Worst-case shielding thicknesses and TID levels for different electronics units
within the TechnoSat spacecraft rounded to half millimetres.

Position Shielding TID per year
mm krad(Si)

Satellite centre 5.0 0.4
Centre of battery compartmenta 12.5 0.1
EPS nodeb 6.0 0.3
PDH nodeb 6.5 0.2
COM nodeb 6.0 0.3
Solar panel electronics (minimum value) 2.5 1.8
Solar panel electronics (maximum value) 4.5 0.5
a The Li-ion batteries’ shielding is assumed according to their mass and volume
b Located inside the central avionics compartment

The TID for the design lifetime of one year as a function of the equivalent spherical
aluminium shielding is obtained from a SPENVIS simulation. Table 4.3 lists the
equivalent shielding values for an aluminium sphere with uniform wall thickness
for several relevant positions within the TechnoSat spacecraft rounded to half a
millimetre. Here, the lowest equivalent shielding of 2.5 mm is found for one of
the solar panels’ electronics boards. The highest shielding value is found for the
battery monitor electronics board, which can mainly by attributed to the proximity
to the battery packs. Furthermore, the table shows the corresponding TID values
that are received at the position in question in the course of the satellites nominal
mission of one year that range from 0.1 to 1.8 krad(Si).

Figure 4.10 shows the equivalent TID received by a component within an uniform
aluminium sphere as a function of this sphere’s wall thickness. Here, three
spacecraft units have been indicated at the respective dose level they would receive
within the nominal mission duration of one year.

Another SPENVIS simulation has been used to determine the power damage
equivalent 1 MeV particle fluence values for the nominal mission duration of one
year. The value was found to be 2.027 × 1012 e/cm2, which is more than two
orders of magnitude below the lowest value that is given in the solar cell’s data
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Figure 4.10: TID as a function of the aluminium equivalent shielding of a sphere with
uniform wall thickness.

sheet [137]. based on this, it is assumed that the impact of solar cell degradation
can be neglected for the TechnoSat mission.

4.1.4 Electrical Power System

To validate the function and to evaluate the capabilities of the TUBiX20 EPS,
several orbit experiments were conducted within the TechnoSat Mission. In the
following, these experiments along with the derived results are presented.

For a better understanding of the conducted experiments, the overall architecture
of the TechnoSat EPS is depicted in Figure 4.11. Here, the charge regulator is the
central element that manages battery charging based on the amount of energy
supplied by the solar panels and guarantees at the same time that supplying the
system is always prioritised.

The TechnoSat EPS does not support MPPT but implements a minimal solar
string voltage of 12 V that takes effect at maximum load on the solar panels.

Power Generation

The first EPS experiment aimed at confirming the overall power generation
capabilities of the spacecraft and at validating its behaviour within different system
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SOLAR 
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SYSTEM

CHARGE
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Figure 4.11: Schematic of the TechnoSat EPS topology with the charge regulator dividing
the power generated by the solar panels between the system and the battery.

states regarding power generation and storage. It was performed on the 19th of
December, 2018 and results from this experiment were first presented by Barschke
et al. in [13]. The duration of the entire experiment was more than five hours in
which 144 telemetry parameters were logged with individual periods resulting in
247 850 recorded telemetry values. In the following, two of the four orbits that
were part of the experiment are analysed in more detail.

The experiment was divided into two main segments corresponding to two of
the Sun phases. Within the first segment power generation was minimised by
pointing the satellites -Z side, which carries the separation ring but no solar cells,
towards Sun. The second segment, in contrast, aimed at maximising the power
generation by performing Sun pointing with the -X solar array so that 12 solar
cells were aligned nearly perpendicular to the Sun and 24 additional cells were
illuminated with an angle. To allow for a better illustration of the correlation
between illumination angle and generated power, the experiment was conducted
with an five degrees offset, resulting into each two panels being illuminated with
and angle of 5, 40 and 50 degrees, respectively.

Due to the cosine dependence of the generated power on the illumination angle
the reduction in power generation is 9 percent when comparing an illumination
angle of 45 and 50 degrees, while it only amounts to 0.5 percent between zero
and five degrees illumination angle. Furthermore, the solar array that is illumi-
nated with a 40 degree angle instead of an 45 degree angle produce 8 percent
more power, so that the overall pointing loss amounts to 1.5 percent. Taking
into account this illumination angles the power generation capability during Sun



i
i

“dissertation” — 2022/12/30 — 0:35 — page 117 — #143 i
i

i
i

i
i

4.1 The TechnoSat Mission 117

pointing theoretically corresponds to 4.8 solar panels (29 solar cells) that are being
illuminated perpendicular. Figure 4.12 illustrates the angles between the Sun
vector and the normal vectors of the -X, the -X+Y and the -X-Y solar array
by means of telemetry data. The peak in the middle of the second Sun phase
corresponds to a small disturbance in the attitude.

05:30 06:00 06:30 07:00 07:30 08:00 08:30 09:00

0

30

60

90 A
ngle in deg

Time in hh:mm on 2018-12-19

llumination angle −X panel 
llumination angle −X+Y panel 
llumination angle −X−Y panel 

Figure 4.12: Angles between Sun vector and the normal vector of the -X, the -X+Y and
the -X-Y solar array during the power generation experiment. The eclipse periods are
indicated with a grey coloured background (Figure bases on data first presented in [13]).

Figure 4.13 gives and overview over voltages and currents of solar panels and the
battery throughout the experiment as provided by the spacecraft’s telemetry. For
a better overview only solar path B is plotted within the figure. Furthermore, the
curves are smoothened by means of a moving average over 10 measurements for
better legibility, while the original telemetry data are plotted as narrower grey scale
lines in the background.

Within the first Sun phase of the experiment, electrical power is solely generated
from Earth albedo, as no solar array was illuminated by the Sun6. Due to the
fact that more electrical power is consumed by the spacecraft (including battery
charging) than can be generated by the solar arrays, the voltage of the solar path
remains at 12 V throughout the first Sun phase. On the batteries’ side it can
be seen that voltage and current generally follow the pattern dictated by power
generation. Here, current values below zero indicate the power the spacecraft
draws from the batteries, while positive current values represent battery charging.

6According to Patel [16], no power is generated by a solar cell at illumination angles above
85 degrees, so that attitude alignment errors in the degree range will not result in power being
generated by the solar cells.
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Figure 4.13: Telemetry data for voltage and current of solar path B (top) and battery B
(bottom) during the power generation experiment. The currents of the -X solar panel,
which is illuminated perpendicular during the experiment, as well as of the -X+Y and
-X-Y panels are depicted in colour. All other solar panel’s currents are plotted in grey scale
and are only shown for completeness. For better visibility, the plotted lines are smoothed
with a moving average over 10 data points. The eclipse periods are indicated with a grey
coloured background. (Figure bases on data first presented in [13]).

It can be seen, that a positive power balance is reached at some points solely
based on the electrical power generated by Earth albedo.

Upon entry into the second Sun, phase the solar path’s voltage is yet again reduced
to 12 V. As the -X solar array is aligned towards the Sun with the lowest offset
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angle, it produces the largest amount of electrical power. As discussed already,
the difference in current between the -X+Y and the -X-Y array can be attributed
to the difference in Sun angle of both arrays.

Furthermore, a significant increase of current can be observed for the -X and the
-X+Y solar array within the first 10 minutes of the second Sun period. It could
be shown in Section 3.2.3 that the power generated by a solar cell will increase
slightly at higher temperatures when operated at constant voltage7. However,
when looking at Figure 4.14 it can be seen that the increase in temperature shows
a similar profile for all three relevant panels (-X, -X+Y, and -X-Y), while the
increase in generated power shows a significantly different profile for panel -X+Y
and panel -X-Y.

05:30 06:00 06:30 07:00 07:30 08:00 08:30 09:00
-20

0

20

40

60
Solar panel −X temperature
Solar panel −X+Y temperature
Solar panel −X−Y temperature
Remaining panels’ temperature

Tem
perature in deg C

Time in hh:mm on 2018-12-19

Figure 4.14: Solar panel temperatures throughout the Experiment. Here, the colour
coding of the panels is the same as for the current in Figure 4.13 to allow for comparison.
Grey coloured background indicates the eclipse periods (Figure bases on data first presented
in [13]).

Another factor that may contribute to the electrical power generated by the solar
cells is Earth albedo. In contrast to the Sun, that can be considered a point source
as seen from the satellite, the Earth fills a significant part of the satellites field of
view (FoV). The half angle of the Earth as seen from the satellite 𝛼Earth can be
calculated using the Earth’s radius 𝑟Earth and the orbit altitude ℎorbit:

𝛼Earth = arcsin 𝑟Earth
𝑟Earth + ℎorbit

. (4.10)

7The opposite is true for a cell that is operated at the MPP, where the generated power decreases
significantly at higher temperatures.
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With its orbital altitude of 600 km a half angle of 66 degrees can be obtained for
TechnoSat.

Figure 4.15 shows a comparison between the telemetry value for the current
generated by the -X+Y panel and a simulation that takes into account the cell
voltage, its temperature, the satellite’s attitude relative to the Sun, and the season
(cf. Section 4.1.4 for details on the simulation)8. For better clarity only the second
Sun phase of the formerly considered period of time is shown here.

While telemetry and simulated values are in good agreement for the first half
of the Sun period, significant deviations can be observed starting about half an
hour into the Sun period. In the lower plot of the same figure, the angle between
the normal of TechnoSat’s -X+Y solar panel and the vector pointing from the
spacecraft towards the centre of Earth is plotted. Furthermore, the amount of
the Earth’s surface that is in the FoV of the -X+Y solar panel is indicated by a
coloured area. When comparing the two plots in the figure it becomes obvious
that the mentioned deviation between simulation and telemetry values corresponds
to the increasing fraction of Earth that is in the FoV of the solar panel. Here, it
needs to be noted that the albedo’s contribution to the generated power diminishes
towards the end of the Sun phase albeit the fact that Earth is still in the solar
panel’s FoV due to the declining angle between the Sun vector and the Earth’s
surface below the spacecraft.

In order to confirm these observations, the same plot is presented for the -X+Y solar
panel in Figure 4.16. Here, the deviation between telemetry data and simulation
is most prominent at the beginning of the Sun phase, which again corresponds
with the fraction of Earth that is in the FoV of the solar panel.

Figure 4.17 gives an overview of the overall power generation, storage and con-
sumption within the TechnoSat spacecraft throughout the experiment. Here, the
total power generated by the solar panels as well as the power consumed by the
spacecraft throughout the experiment are plotted. Furthermore, the battery power
is shown with values above zero denoting that the battery is charged while numbers
below zero indicate that it is discharged to supply the spacecraft with power. The

8The solar cell model used in the simulation is very sensitive to variations in the voltage when
the cell is operated at floating voltage. As the voltage of the solar path is measured centrally
in the PCU and not locally on the panel, individual deviations of the different panels needed to
be calibrated. For the -X-Y and the -X+Y solar panel, an offset of 0.12 V was compensated
in the simulation at hand.
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Figure 4.15: Impact of Earth albedo on the power generation. The upper plot shows a
comparison between telemetry values for the current of the -X-Y solar panel of power
generation path B and a simulation of the same parameter. The lower plot depicts the
Angle between the direction vector from spacecraft to the centre of the Earth and the
-X-Y solar array normal. Furthermore, the coloured sectors indicate the areas in which
parts of the Earth are in the FoV of the solar panel (Figure bases on data first presented
in [13]).

slightly elevated consumption at the end of the second Sun phase indicate UHF
communications during a ground station pass.

Verification of the Power Generation Simulations

In the following, an orbit experiment is described that was conducted to verify the
simulation that was developed in Section 3.2.3 for predicting the power generation
capabilities for different platform configurations.
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Figure 4.16: Impact of Earth albedo on the power generation. The upper plot shows a
comparison between telemetry values for the current of the -X+Y solar panel of power
generation path B and a simulation of the same parameter. The lower plot depicts the
Angle between the direction vector from spacecraft to the centre of the Earth and the
-X+Y solar array normal. Furthermore, the coloured sectors indicate the areas in which
parts of the Earth are in the FoV of the solar panel (Figure bases on data first presented
in [13]).

As discussed in Section 3.2.3, there is a number of factors that influence the
current a solar cell may deliver. These include, among others, the temperature, the
cell voltage, and the Sun illumination angle. In order to reduce the uncertainties
within the experiment, it was designed such that the influence of most of these
parameters was minimised.

The entire experiment took 45 minutes and generated over one million telemetry
values. Within the experiment the satellite was performing Sun pointing with the
+Z solar panels at the middle of the Sun phase, while it was configured such that
more power was consumed than could be generated by the solar panels. Figure 4.18
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Figure 4.17: Telemetry data of the power generated by the solar panels, as well as power
consumption of the spacecraft. Additionally, the battery power is shown with positive
values represent battery charging and negative ones indicate discharging. For better
visibility, the plotted lines are smoothed with a moving average that includes 10 data
points (Figure bases on data first presented in [13]).

gives an overview of the development of the angle between the Sun vector and the
solar panel normals within a selected fraction of the experiment. While the angle
between Sun vector and the +Z side adjusts to the predefined 5 degrees at the
beginning of the experiment, the respective angles of all other panels take values
of above 85 degrees.
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Figure 4.18: Telemetry showing the angle between TechnoSat’s Sun vector and the
spacecraft’s solar panel normals throughout the experiment. At the beginning of the plot
the spacecraft is still in the process of aligning its attitude for the experiment.
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The experiment was timed such that it included the middle of the Sun phase, were
the angle between the satellite’s Earth and Sun vector is largest. This minimised
the Earth albedo for the +Z solar panels. Figure 4.19 shows the minimal angle
between Earth’s horizon and the normal vectors of the solar panels. One can see
that the angle raises to above 80 degrees for the +Z solar panel, at which point
the albedo’s influence is expected to be negligible for this panel (cf. the discussion
of the Kelly cosine in Section 3.2.3).
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Figure 4.19: Minimal angle between Earth’s horizon and +Z solar panel normal of the
TechnoSat spacecraft calculated from telemetry.

Figure 4.20 gives an overview of the geometrical alignment of the satellite’s +Z solar
panel, Sun, and Earth when the Sun is highest above the spacecraft, i.e. when
the albedo impact on the +Z solar panel is minimal. Here, the beta angle, i.e.
the angle between the Sun vector and the Earth vector as seen from the satellite
is 37 degrees. As a compromise between the solar panel’s orientation towards
the Sun and the objective to minimise the albedo seen by the panel, an angle of
5 degrees between the panel’s normal and the Sun vector was chosen. This, in
turn, results in a minimal angle between the solar panel normal and the vector
towards the Earth’s horizon of 82 degrees.

The current generated by each solar panel of the solar path A is shown in Figure 4.21.
It can be seen that the +Z panel generated around 500 mA, while the values of all
other currents remain below 100 mA.

As discussed before, the angle-power curve for solar cells deviates from the cosine
for angles above 50 degrees, were the curve follows the Kelly cosine. For angles
above 85 degrees the Kelly cosine predicts zero power generation (cf. [16] and
Section 3.2.3). Based on the angles shown in Figure 4.18 it can therefore be
concluded that all power shown in Figure 4.21 except from what is produced by
the +Z panel is generated by albedo.
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Figure 4.20: Illustration of the beta angle, i.e. the angle between the Earth vector and
the Sun vector as seen from the satellite.
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Figure 4.21: Currents generated by the solar panels of path A throughout the experiment
according to telemetry. All currents except the ones generated by the +Z solar panel can
be associated to Earth albedo.

In order to ensure that the solar cells are forced to operate at the minimum voltage
that is permitted by the charge regulator, the power consumption of the spacecraft
was increased above what could be generated by the solar cells. Figure 4.22 shows
the power consumption of the spacecraft throughout the experiment. The increase
of approximately 7 watts in power consumption that can be seen at the beginning
of the experiment was realised by activating the satellites S-band transmitter for
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15 minutes in which the total power consumed by the spacecraft increased to just
below 20 watts.
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Figure 4.22: Power consumption and power generation of the TechnoSat spacecraft
throughout the experiment according to telemetry. Furthermore, the charge and discharge
power of the batteries is shown. For better visibility the plot is smoothed with a moving
average involving 10 data points, while the original values are shown in grey in the
background.

Furthermore, the figure shows the total power that is generated by the solar
panels, as well as the charge and discharge power of the battery. The peak in
power generation at about 1:17 hours Universal Time Coordinated (UTC) can be
accounted to several panels that are illuminated during attitude alignment for the
experiment, which do not generate any power in the experiment’s final attitude.
For the remainder of the experiment, the total generated power oscillates between
values of 15 W to just below 20 W. Here, Figure 4.21 shows that the oscillations
are due to albedo generated power.

The battery is charged for a short duration within the alignment phase and then
discharged while the S-band transmitter is switched on. Here, battery discharge is
indicated by negative values. As soon as the power consumption of the platform
goes back to around 12 watts, the excess power of approximately 5 watts is used
for battery charging.

Figure 4.23 gives an overview over the development the solar panels’ temperatures
throughout the experiment based on telemetry. While the temperature of all other
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panels remains comparably stable at temperatures between zero and 20 degrees
Celsius once the target attitude was reached, the temperature of the +Z panel
increases constantly up to above 50 degrees.
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Figure 4.23: Telemetry for the temperature development of the solar panels of path A
throughout the experiment. The +Z panel that is pointed towards Sun can clearly be
identified by the raising panel temperature.

To parametrize the simulation presented in Section 3.2.3 to the orbit experiment
the cells’ temperature and voltage, the solar radiation, as well as the solar cells’
individual performance needs to be taken into account.

As shown by Rai in [249] the solar radiant power density for a given day of the
year can be calculated by:

𝑃 = 𝑃avg

[︂
1 + 0.033 cos

(︂360(𝑛 − 2)
365

)︂]︂
(4.11)

with the day of the year 𝑛 and the average solar radiant power density 𝑃avg that
was measured with 1 360.8 W m−2 according to Kopp and Lean [143].

The solar cells that were applied for the TechnoSat mission are part of a batch
containing 420 cells. For the simulation of the panel average cell performance,
values from this batch were used as reference.

Table 4.4 summarises the input parameters used for the simulation of the solar
panel currents of the experiment.
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Table 4.4: Input parameters used for the simulation of the solar panel currents performed
for verification with telemetry values from orbit. The solar cell parameters assume a panel
temperature of 28 ∘C and a perpendicular irradiation with 1 367 W m−2.

Parameter Value Unit
Solar radiant power density 1 318.9 W
Average open-circuit solar cell voltage 2 600 mV
Average short-circuit solar cell current 512.3 mA
Solar cell voltage at maximum power point 2 304 mV
Solar cell current at maximum power point 476.6 mA

In the following, the uncertainties of the input parameters, as well as additional
error sources for the current simulation of the solar panel are assessed and discussed
regarding their impact on the simulation. For this analysis, a solar cell delivering
500 mA at 2 V and a temperature of 28 degrees Celsius being illuminated with
1 367 W m−2 is assumed as reference scenario.

– The voltage of the solar paths is measured on the PCU within the central
avionics unit of the satellite. Here, the voltage drop between the solar
panel and the PCU due to the resistance of the cable, the connectors and
the components implemented into the power path needs to be considered.
However, due to the selected experiment setup, the system is very robust
against variations in the cell voltage. Here, a ten percent error of the cell
voltage results in an 0.02 percent error in the simulated current.

– According to Kopp and Lean [143] the uncertainty on the solar radiation
power is ±0.5 watt. Here, a deviation of 0.5 watt for the solar radiated
power results in an error of 0.04 percent in the simulated current.

– The 2𝜎 pointing accuracy of TechnoSat was found to be 3.7 degrees in
[151]. Such an misalignment would result in an error of 0.77 percent in the
simulated current for errors that increase the angle to the panel normal and
0.35 percent for errors resulting in a lower incident angle.

– The panels temperature is measured by an IC with a maximum absolute
error of 1.5 Kelvin. Furthermore, the IC is located on the opposite side of
a 1 mm PCB, as seen from the solar cell. To account for this and also for
potential gradients over the solar panel a maximum temperature error of
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5 Kelvin is assumed. This in turn results in a maximum error of 0.33 percent
in the simulated current.

– The maximum discretisation error introduced by the EPS software is minus
5.3 mA, which amounts to 1.06 percent. As the deviations in current are
slow relative to the measurement period applied in the experiment these
errors can be removed in post-processing almost completely.

– The current measurement error of the current measurement IC over the entire
temperature range is 2.5 percent (including the tolerance of the shunt).

– The difference in performance between the best cell of the batch used for
the TechnoSat flight model and the average of all cells is 2.50 percent, while
the least efficient cell is 1.81 percent below the average.

Thus, the maximum positive deviation form the simulated nominal panel current
under reference conditions is 15.2 mA (6.14 percent), while the maximum negative
deviation is 17.8 mA (5.80 percent).

For the given experiment Figure 4.24 shows a comparison between the telemetry
values gathered for the +Z solar panel of path A plotted in green, with the simulated
nominal current that is depicted in red. Furthermore, the tolerance band of the
simulation is plotted in yellow.
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Figure 4.24: Currents generated by the +Z solar panel of path A throughout the experi-
ment together with nominal simulation value and the simulation’s tolerance band.

The average deviation between the simulation and the telemetry values for the part
of the experiment where the angle between the Earth’s horizon and the normal of
the +Z side is above 70 degrees is 1.88 percent which equals to 9.32 mA.
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Power Consumption

The power consumption of the satellite platform in different operational modes
is an important parameter for evaluating the EPS. Table 4.5 gives an overview
of the power consumption of the TechnoSat spacecraft in different modes of
operation (cf. Figure 4.7) derived from telemetry. Here, each value represents an
average over five minutes. The similar overall consumption of the imaging and the
downlink mode can be explained by the fact that while the S-band transmitter is
not operated in imaging mode, the FORs are powered, whose power consumption is
in the same order. The maximum power consumption of the platform occurs when
both the S-band transmitter and FORs are powered while the satellite performs
active attitude pointing.

Table 4.5: Power consumption of the TechnoSat spacecraft in different satellite modes
(cf. Figure 4.7) based on telemetry data. Each value represents an average over five
minutes of data.

Satellite mode Satellite’s attitude Power consumption
W

Safe mode Unconstrained 3.68
Suspend mode Unconstrained 3.92
Imaging mode Inertial pointing 12.12
Downlink mode Target pointing 13.52
Maximum platform powera Inertial pointing 18.35
a Same as the imaging mode, only that additionally the S-band transmitter is powered

4.1.5 Mission Operations

TechnoSat was brought to orbit on the 14th of July 2017 at 06:36:49 UTC with a
Soyuz 2.1 launcher equipped with a Fregat upper stage. Within first pass over
the ground station in Berlin at 09:54 UTC the satellite’s first telemetry data was
downloaded. Within the first two months of the mission platform and payloads
could be commissioned successfully. Within the platform’s commissioning phase,
first performance improvements were realised for the Sun sensors by updating the
software of the ADCS node [245]9.

9Peer reviewed journal publication with contributions from the author.
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After the commissioning phase was concluded, the regular payload experimentation
phase was initiated. Starting already from October 2017, experiments that com-
bined the use of two or more payloads were conducted although this was originally
only planned for a much later stage of the mission. This included, for example,
imaging with the camera payload in parallel to S-band data downlink with reaction
wheel actuated attitude control. Figure 4.25 shows a selection of images captured
by the TechnoSat spacecraft during early experimentation.

As a result of the very successful testing that was conducted with the reaction
wheels, the S-band transmitter, and the camera, these three components were
declared regular platform components in January 2018.

Within a number of software updates, the platform’s capabilities could continuously
be upgraded. In the following, a selection of these improvements are described in
more detail.

Because of the limited nominal data downlink capacity, only four images could
be stored within the PDH upon launch of the spacecraft. The application of
the S-band transmitter enabled the downlink of several hundred images per pass.
Thereupon, the storage capability was increased to more than 1 000 pictures by
means of software updates in order to effectively exploit the increase in downlink
capability.

As the S-band transmitter was a declared payload on the TechnoSat mission, the
experiments were originally planned such that all data could be downloaded via
UHF. Thus, the limited data rate of the UHF communication system effectively
restricted the potential for payload operation and platform characterisation. In
order to enable more frequent experimentation and more data intensive scenarios,
the software was updated to support telemetry downlink via S band.

One example for such a data intensive platform experiment is the recording
temperatures on decks and solar panels, as well as the generated power in 10 second
resolution for five consecutive orbits, which generated more than 820 000 telemetry
values in total. Figure 4.26 exemplary shows the development of the temperature
on the satellite’s three decks. Here, deck A is the deck the separation system
is mounted to, deck C is the side were camera is mounted to, and deck B is
mounted in the middle between the decks A and C (cf. Figure 4.4). One can see
that the temperatures of decks A and B stay within a range of approximately
20 degrees Celsius. Deck C, that is one of the outer two decks, which are exposed
to direct sunlight are subject to higher temperature variation of around 30 degrees
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Figure 4.25: Selection of images that were captured by TechnoSat throughout payload
commissioning and early operations [244].

Celsius. Here, difference of temperature variation between the decks A and C can
be explained by the much larger heat capacity that is provided by the components
mounted to deck A.
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Figure 4.26: Telemetry data that show the development of the decks’ temperatures
throughout five consecutive orbits with unconstrained attitude. Grey coloured background
indicates the eclipse periods.

The minimal time between two consecutive images of TechnoSat’s camera is
defined by the duration of the transfer of an image from the camera to the PDH.
In order to image continuous swaths in nadir pointing, this time was reduced to
6.6 seconds, allowing for an overlap of one third image between two consecutive
images.

This enabled to record many swaths to be combined in one scenery. Figure 4.27
shows a subset of a scene showing the Middle East region that was assembled
using around 2 000 single images. The shown fraction comprises of approximately
170 pictures and depicts parts of Egypt and Israel.

In order to enable visual confirmation of the S-band antenna’s pointing towards the
ground station, a streaming mode was implemented for the camera that allows for
directly sending images to the ground were they are imminently displayed without
the need for on-board storage.

Furthermore, the spacecraft’s ADCS software was improved by adding momen-
tum management capabilities that helped to greatly reduce the zero-crossings in
rotational rate that occur during active attitude pointing and thus improves its
accuracy.

Figure 4.28 shows the angular error while acquiring nadir pointing for an experiment
conducted on the 9th of March, 2019 [37]. One can see that from an initial error
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Figure 4.27: Composite image showing parts of Egypt and Israel that combines approx-
imately 170 pictures, which were captured by TechnoSat from orbit [37] (Image credit:
Philipp Werner).

of more than 60 degrees, the satellites reaches the target attitude in less then
240 seconds. Generally, the momentum management feature is programmed to
avoid high rotational rates for the reaction wheels as this may lead to saturation
and increases mechanical abrasion [250].

In Figure 4.29 one can observe how the angular momentum of the individual reaction
wheels is approaching and maintaining the target value of around 4 mN m s, which
corresponds to approximately 400 rpm.
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Figure 4.28: Telemetry for the development of the angular attitude error while acquiring
nadir pointing (Figure bases on data first presented in [37]).
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Figure 4.29: Telemetry for the development of the angular momentum of the reaction
wheels that shows how angular momentum management is distributed between the four
reaction wheels (Figure bases on data first presented in [37]).

On the 16th of July, 2018 a close encounter with the CORVUS BC-110 satellite
allowed to demonstrate TechnoSat’s improved pointing and imaging capabilities
within an application scenario. CORVUS BC-1 is a 6 U CubeSat that was predicted
to pass TechnoSat with a minimal distance of 235 meters. For the time were both
satellites were between 3.5 and 17 kilometers apart the conditions were suitable for
TechnoSat to capture images of CORVUS BC-1. Figure 4.30 shows three images
on which the satellite can clearly be distinguished against the background.
10The satellite was was later renamed to Landmapper BC-1.
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2018-07-16 12:15:11 UTC 2018-07-16 12:15:25 UTC2018-07-16 12:15:18 UTC

Figure 4.30: Three images of the 6 U CubeSat CORVUS BC-1 captured by TechnoSat
in July 2018 at distances between 3.5 and 17 kilometres [244]. The images are cropped,
the contrast is enhanced, and hot pixels of the camera were removed to improve visibility.
The white circles were introduced to simplify the identification of the spacecraft on the
images.

To assess the absolute attitude determination and control performance of TechnoSat
images of Earth’s surface were used to compare the recorded scene with the
commanded target [150]. Here, the analysis of 14 individual images revealed a
mean performance error of 2.0 degrees.

The aforementioned method for attitude control performance analyses involved
the manual selection of ground control points (GCPs), which in turn limited the
amount of data points that could be generated for a statistical analysis. To
overcome this limitation, the Moon was selected as target to allow for automated
processing of the images. Figure 4.31 shows selected images from one of the first
series of Moon images recorded by TechnoSat in May 2018.

Results of the experiments performed to evaluate the pointing accuracy of the
TechnoSat ADCS based on images of the Moon and other celestial bodies were
presented by Jonglez et al. in [151]11. Here, a series of more than 400 Moon
images recorded in January 2019 revealed a mean performance error of 1.8 degrees
and a standard deviation of 0.9 degrees, which is in agreement with the values
derived from the Earth images.

Another software update that concerned all seven TUBiX20 nodes of the spacecraft
upgraded the spacecraft’s mode and FDIR architecture to the status that is

11Publication with contributions from the author.
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2018-05-22 18:12:01 UTC 2018-05-22 18:12:08 UTC

2018-05-22 18:12:49 UTC

2018-05-22 18:13:31 UTC

2018-05-22 18:12:15 UTC

2018-05-22 18:12:56 UTC 2018-05-22 18:13:03 UTC

2018-05-22 18:13:37 UTC 2018-05-22 18:13:44 UTC

Figure 4.31: Selected images from a picture series showing a half Moon declining towards
Earth’s horizon over Chile recorded in May 2018. The images were cropped and enhanced
for display.

described in this thesis (cf. Section 3.3.9 and Section 3.3.10) as this was not yet
implemented when the satellite was launched.

In order to convey an impression of the operation that were conducted with the
TechnoSat spacecraft in the first three years, an overview of different key figures
is given in Table 4.6.
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Table 4.6: Collection of key figures quantifying the TechnoSat operations that were
performed within the first three years in orbit.

Parameter Value Unit
Number of orbits 16 325 -
Ground stations used for satellite operations 4 -
Number of passes in which operations were performed 3 631 -
Number of pictures downlinked by the spacecraft 98 522 -
Amount of telemetry that was downloaded 495 MiB
Amount of payload data that was downloaded 5 613 MiB
Number of software uploads that were performed 26 -

One can see that operations were conducted in 22 percent of all orbits with
four different ground stations. However, for the majority of the operated passes,
the primary ground station in Berlin was used. Nearly 100 000 images were
downloaded accounting for the majority of the payload data. Furthermore, more
than 25 software uploads were conducted, mainly to introduce new features for
in-orbit testing. Here, each software upload denotes the update of one single node
and a specific feature may require loading a new image on several nodes.

4.1.6 Conclusions

TechnoSat is an IOD mission that carries seven technology demonstration payloads.
This includes a novel attitude actuator that is based on a magnetic fluid circulated
in a ring-shaped tube to create an angular momentum, a set of newly developed
reaction wheels and a new type of space debris detector. As the first spacecraft to
be based on the TUBiX20 platform architecture, TechnoSat served as a proof-of-
concept mission to validate the platform’s key technologies, such as the distributed
hardware design and the associated software architecture.

Besides verifying the platform concept in orbit, the TechnoSat mission generated
a wealth of orbit data that is used to validate the platform’s performance. Here,
it could for example be shown that the simulations used to dimension the solar
panels can accurately predict the generated power. Furthermore, images of the
Earth’s surface, the Moon and other celestial bodies captured with the satellite’s
camera payload were used to analyse the attitude determination and pointing
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accuracies of the platforms coarse attitude control system configuration that was
implemented for the TechnoSat mission. The retrieved data will furthermore be
used to optimize the individual subsystems’ capabilities for future implementations
of the platform.

After three years in orbit nearly 100 000 pictures have been captured and sent
to ground by TechnoSat and 26 software updates were performed to extend the
satellite’s range of functions. The spacecraft is still operated on a regular basis
and is now also used as an in-orbit test bed for newly developed software features
for upcoming missions.

4.2 The TUBIN Mission

The microsatellite mission TUBIN12 has the primary objective to demonstrate
wildfire detection by means of uncooled microbolometer arrays.

Figure 4.32: Digital rendering of the TUBIN spacecraft in operational configuration with
the side that will be directed towards nadir for nominal imaging operations pointing
upwards [251] (Image credit: Marc Lehmann).

12The TUBIN mission, as well as the IOD of XLink within the TUBIN mission are funded by
the Federal Ministry for Federal Ministry for Economic Affairs and Energy (BMWi) through
the German Aerospace Center (DLR) on the basis of a decision of the German Bundestag
(grant no. 50RM1102 and 50RY2009).
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Table 4.7: Main parameters of the TUBIN mission, as well as requirements and perfor-
mance parameters of the satellite platform to support the mission.

Mission objective: Detection of high-temperature events
Launch date: 30th of June, 2021
Launcher: Falcon 9
Orbit: 530 km SSO
Spacecraft launch mass: 22.57 kg
Spacecraft volumea: 465 × 465 × 305 mm3

Design lifetime: 1 year
Power generation capabilities: 37 W (peak power in Sun pointing)
Power storage capabilities: 117 W h
Required position knowledge: 1 km
Required attitude knowledge: 6 arcmin
Required attitude stability: 30 arcmin/s
Required pointing accuracy: 180 arcmin
Required pointing agility: 180 deg manoeuvre in 5 min
Data downlink rate: 2 Mbit s−1 (nominal S-band transmitters)

50 Mbit s−1 (experimental X-band transceiver)
a Without antennas and payload baffles

An overview of the TUBIN mission was published in a peer reviewed journal article
by Barschke et al. [32]. As a secondary objective, the mission shall demonstrate
the capability of the TUBiX20 platform to support demanding Earth observation
missions.

Late in the development, when most of the flight hardware was already produced,
the X-band transceiver XLink was introduced into the mission as additional
opportunity payload [252]13.

Figure 4.32 shows an digital rendering of the TUBIN spacecraft in operational
configuration. At the top of the spacecraft, which is the side that will be directed
towards nadir during nominal operations of the imagers, one can see the two

13Publication with contributions from the author.
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golden baffles of the infrared microbolometers, with the smaller silver baffle of
visible spectrum camera in between.

Table 4.7 gives an overview of the main parameters of the TUBIN spacecraft and
mission. One can see that the experimental X-band transceiver that was added
in a late development phase of the mission significantly increases the downlink
capabilities of the spacecraft.

Besides adopting the satellite platform’s capabilities to the needs of the mission’s
Earth observation payload, there were also a number of smaller updates and
modifications that were made to the existing platform based on lessons leant from
the TechnoSat mission. This included for example the introduction of a dedicated
control node for the reaction wheels or the relocation of the MEMS rotation rate
sensors from the sensor panels on the satellites outer structure to the ADCS node.
A more detailed discussion of selected upgrades was presented in a peer reviewed
journal contribution by Gordon, Barschke, and Werner in [253].

Figure 4.33 shows the engineering qualification model (EQM) of TUBIN while
being integrated in the laboratory. The picture was taken just before the satellite
is brought into an upright position to mount the solar panels as the last step of
the integration process.

Figure 4.33: Integration of the engineering qualification model of TUBIN in a laminar
flow box in the small satellite integration laboratory of Technische Universität Berlin. At
this point only the solar panels on the sides of the spacecraft are missing for concluding
the integration (Image credit: Philipp Werner).
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Figure 4.34 shows the removal of the remove before flight (RBF) items at the
bottom of the TUBIN spacecraft right before it is being integrated on the adapter
to the EELV Secondary Payload Adapter (ESPA) ring of the Falcon 9 launcher.

Figure 4.34: Removal of the RBF items in the bottom of the spacecraft right before it is
mounted to the adapter to the ESPA ring of the Falcon 9 launcher at Cape Canaveral
(Image credit: Mario Starke).

In order to allow for referencing satellite orientations and the main elements of
the spacecraft in the following sections, the satellite coordinate frame satellite is
shown in Figure 4.35.

Launch and Commissioning

On the 30th of June, 2021 TUBIN was successfully launched from Cape Canaveral
on a Falcon 9 rocket. At the time of writing, the commission phase of satellite
platform and payloads is ongoing.
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Figure 4.35: Satellite coordinate frame and solar panel naming conventions of the TUBIN
spacecraft. The Z axis is aligned with the optical axis of the camera payload, the X axis
points towards the satellite’s EGSE panel and the Y axis completes the right-handed
coordinate system.

All platform components required for the operation of the payload cameras and
the downlink of the imagery were commissioned within the first eight days after
launch and first light images of all three cameras were captured on the 9th of July
2021.

Only four days after the first light images fires were captured in Brazil, which were
also successfully detected in the imagery by applying the TUBIN fire detection
algorithm (cf. Section 4.2.2).

Figure 4.36 shows exemplary an infrared image of a number of fires that were
captured Siberia on the 28th of July, 2021.

Among the many targets that were imaged within the commissioning phase of the
TUBIN payload was also Las Vegas, that was captured on the 8th of August, 2021.
Figure 4.37 shows an image of Las Vegas and the surrounding area captures by
the visible spectrum camera.

Another high temperature event captured by TUBIN in infrared is the eruption of
the Cumbre Vieja volcano on La Palma. the image that is shown in Figure 4.38
was captured on 2nd of October, 2021. Both the flowing lava, as well as a cloud
of smoke are clearly visible in the image.

In the next sections the primary payload of the TUBIN mission is introduced and
the late integration of the XLink payload into the mission is discussed. Following



i
i

“dissertation” — 2022/12/30 — 0:35 — page 144 — #170 i
i

i
i

i
i

144 4 Platform Implementations

Figure 4.36: Infrared image from a series captured by TUBIN on the 28th of July, 2021
that shows vegetation fires in Siberia. The infrared image clearly reveals the fire fronts,
the burned area, as well as a river in the lower part of the image and several clouds that
exhibit the lowest temperatures on the image. The image was calibrated with calibration
data produced on the ground before launch and with images taken in orbit.
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Figure 4.37: Visible light spectrum image from a series captured by TUBIN on the 8th

of August, 2021 that shows Las Vegas and surrounding area. The image was processed to
enhance the colour.
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Figure 4.38: Infrared image captured on the 2nd of October, 2021 within a series of
pictures of the Cumbre Vieja volcano on La Palma taken by the TUBIN spacecraft. The
image was calibrated with calibration data produced on the ground before launch and
with dark frames taken in orbit.
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the introduction of the payloads, the systems design of the TUBIN satellite is
presented and the an analysis of the power budget for different payload operation
scenarios is detailed.

4.2.1 Wildfire Detection from Space

Fires play an important role in many ecosystems [254]. However, the last decades
fire activity has been reported to increase dramatically in most parts of the world.
The area burned from wildfires, for example, has nearly quadrupled within the last
forty years in the United States according to Burke et al. [255] and 2020 has been
called “the year of wildfire records” by Robinne et al. [256]. This development
is due to a number of reasons including the legacy of fire suppression, natural
climate variability, but also human-caused climate change [257]. The latter is for
instance believed to have caused the forest fires responsible for half of the burnt
area between 1984 and 2015 across the western Unites States [257].

The consequences of increasing wildfire activities include “substantial and irre-
versible alterations to permafrost landscapes” [258], a rising number of children
affected by wildfire smoke [259], and a generally growing thread to people in fire
prone areas [260].

Wildfire detection systems can generally be classified into ground-based, air-
borne, and spaceborne systems and can further be categorised regarding the used
wavelength range across the electromagnetic spectrum (i.e. visible, infrared or
multispectral systems) [261]. A review of how remote sensing is used to study fire
ecology was published by Szpakowski and Jensen [262]. Hua and Shao presented
the progress of operational forest fire monitoring with infrared remote sensing from
space [263].

Spaceborne instruments that deliver fire products include the Moderate Resolution
Imaging Spectroradiometer (MODIS) [264], the Advanced Spaceborne Thermal
Emission and Reflection Radiometer (ASTER) [265], and the Advanced Very-High-
Resolution Radiometer (AVHRR) [266]. Within the microsatellite mission BIRD of
the DLR the first satellite specifically designed to detect and examine fires was
launched in 2001 [267]. It was followed by the FireBird mission that comprises the
small satellites TET-1 and BIROS launched in 2012 and 2016, respectively [268,
269].
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A discussion of the TUBIN mission in the context of present and future satellite-
based fire detection systems was presented by Bartholomäus, Barschke, and
Lehmann in [251].

4.2.2 The Imaging Payload

In the following, the primary payload of the TUBIN mission is described in more
detail to serve as an example for the requirements and constraints that are imposed
to the satellite platform by an Earth observation payload. Equally to the TUBiX20
platform itself, the architecture of the TUBIN imaging payload is designed with
modularity in mind, which opens up a wide-range of opportunities for synergies
between payload and platform.

The section begins with a description of the microbolometer technology highlighting
characteristics relevant for the application of this technology for Earth observation
from space. Following this, the imaging payload for the TUBIN mission is presented.
The section is concluded by a discussion of the fire detection algorithm that was
developed for the mission.

Microbolometer Detectors

As indicated by the primary mission objective of TUBIN, the microbolometer
technology is key to the project as it aims to demonstrate space-based remote
sensing in the infrared without the need to cool the sensor to cryogenic temperatures.
In the following, the functional principle of a microbolometer is briefly described
taking the constraints of operating the imager on orbit into account.

The basic construction of an uncooled microbolometer is shown in Figure 4.39.
Here, the left image depicts the fundamental construction of a single microbolome-
ter pixel, whereas the right one shows a scanning electron microscope (SEM)
image of several pixels of an exemplary microbolometer.

The core element of each microbolometer pixel is a thin membrane capable of
absorbing infrared radiation (1). The membrane is located micrometers above a
readout integrated circuit (ROIC) by means of long legs with small cross section
to reduce heat exchange with the ROIC (2). Below the membrane, a reflector is
located to direct light that passed through the membrane back and therefore to
increase the fraction of absorbed light (3). The temperature of the membrane is
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Figure 4.39: The right image (a) shows the basic construction of a single uncooled
microbolometer pixel (Figure adapted from [270]) while the left image (b) depicts a
microscope image showing several 17 µm microbolomenter pixels of the sensor implemented
within payload of the mission TUBIN (Image credit: Vlad Dumitru Berlea).

measured by current pulses in a frequency of typically 30 and 60 Hz that are used
to determine the resistance of the membrane. In order to maximise the signal
range, the membrane is made by a material with high temperature coefficient of
resistance [271]. Typical pixel pitches for a microbolometers are 50, 25, 17 and
12 µm, while the most advanced pixels today go down to 10 µm [272].

In contrast to photon counting sensors that measure the charge generated by
incoming photons in a given period of time, a microbolometer does not support
setting exposure times. Instead, the temperature membranes of the individual
pixels are constantly following the observed scene with a time constant of typically
10 to 15 ms [273].

As a result of this, when recording objects or scenes that are moving fast compared
to the microbolometer’s time constant, a motion blur effect occurs. Oswald-Tranta,
Sorger, and O’Leary [273] describe how an image recorded with a microbolometer
that is subject to motion blur can be restored by deconvolution using the image’s
point spread function (PSF), while the noise in the restoration is suppressed by a
Wiener filter.

Here, the decay constant of the PSF (𝜏image) can be calculated with the time
constant of the microbolometer 𝜏camera, the velocity of the moving target 𝑣ground
and the resolution of the camera (the inverse of the GSD) 𝑟 [273]:

𝜏image = 𝜏camera𝑣ground𝑟 (4.12)
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The velocity of a satellite over ground can be calculated by the following formula
for an SSO14:

𝑣ground =
√︂

𝜇

𝑟Earth + ℎorbit
(4.13)

If a 535 km SSO is assumed, the equivalent ground velocity of a pixel in nadir
pointing is 7.01 km s−1.

According to Table 4.8 TUBIN carries microbolometers with a 17 µm pixel pitch
(𝑝pixel) that are equipped with lenses with 60 mm focal length (𝑓). Based on this,
the GSD can be calculated to be 152 meters using:

GSD = 𝑝pixelℎorbit
𝑓

(4.14)

With the microbolometer’s time constant of 10 ms, this results in a decay constant
of the PSF of 0.462. Now the bolometers response to a box function can be
calculated as follows [273]:

Output signal =

⎧⎪⎪⎨⎪⎪⎩
0, for 𝑥 < 0
1 − 𝑒− 𝑥

𝜏 , for 0 6 𝑥 6 𝑎

𝑒− 𝑥−𝑎
𝜏 − 𝑒− 𝑥

𝜏 , for 𝑎 < 𝑥

(4.15)

Figure 4.40 shows the a microbolometers two dimensional response to three box
functions of different lengths. Here, the box function input is plotted in yellow,
while the sensors output is plotted in green. In the presented figure, the abscissa
is counting the pixels, while the ordinate is indicating the normalised signal. For
a one pixel wide input box function the signal only reaches about 90 percent of
the input, while two pixels are already sufficient for the sensor to follow the input
signal. Likewise, the signal’s decrease requires two pixels until its aligned with the
input again.

From this it can be derived that the discussed effect will affect the observation
data generated by the thermal infrared (TIR) imagers of TUBIN and needs to be

14Here, the Earth’s rotation is neglected as it contributes only marginally to the ground velocity
in nearly polar orbits such as SSOs.
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Figure 4.40: Impact of the microbolometer’s operating principle on the recorded images
when operated on an LEO satellite with 535 km orbital height.

corrected for. However, the impact for a given change in signal will be limited to
two pixels.

Several satellite missions that carried microbolometer payloads for Earth remote
sensing have been launched to date. The Japan Aerospace Exploration Agency
(JAXA) developed Compact Infrared Camera (CIRC), a microbolometer that was
launched aboard the ALOS-2 satellite in 2014 and was also installed on the ISS
in 2015 [274, 275]. Other missions with microbolometer-based payloads include
Aquarius SAC-D that launched in 2011 [276], UNIFORM that was brought to orbit
in 2014 [277], and LAPAN-A3 that started to operate in 2016 [278].

Recently, there were a number of CubeSat missions launched that carried micro-
bolometer-based payloads. This includes the ISARA CubeSat of the JPL that
launched in 2018 and carried the CUMULOS payload developed by The Aerospace
Corporation [279] and Phoenix of the Arizona State University that was deployed
from the ISS in 2020 [280].

Design and Operation

The imaging payload of the TUBIN mission comprises of three cameras, namely
two TIR microbolometers and one CMOS camera that is sensitive in the visible
light spectrum.
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Figure 4.41 shows picture of the TUBIN payload assembly in the laboratory,
including the two infrared microbolometer arrays at the two sides of the assembly,
as well as the camera for the visible light spectrum in between. The baffles for
both infrared and visible spectrum camera that are also part of the assembly and
can, for example, be seen in Figure 4.32.

Figure 4.41: Flight model of the TUBIN payload assembly after integration in the clean
room captured without baffles, as these are not mounted to the payload assembly but to
the spaceraft’s structure instead (Image credit: Julian Bartholomäus).

The main parameters of the two camera types the TUBIN payload assembly
builds on are listed in Table 4.8 for the 535 km orbit. Here, the application of
filters for tuning both imagers to individual bands is not considered as this is
incompatible with the sensitivity provided by the bolometers. The camera for the
visible spectrum complements TIR imagers to provide georeferencing capabilities
and means for image registration.

The single cameras are integrated into an optical bench that is machined from
one piece of aluminium to minimise the potential for misalignment between the
imagers. Here, the three lenses, as well as the three sensors are directly mounted
into the optical bench to simplify the alignment of the optical elements.
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Table 4.8: Main parameters of the TUBIN infrared and visible light spectrum camera
payloads for a 535 km orbit [32].

Infrared cameras Visible spectrum camera
Massa: 450 g 240 g
Volumea: 162 × 83 × 76 mm3 135 × 64 × 64 mm3

Sensor technology: VOx microbolometer CMOS
Pixel pitch: 17 µm 1.67 µm
Bandwidth: 7 to 15 µm 400 to 800 nm
Pixel resolution: 640 × 512 3 664 × 2 748
GSD: 152 m 39 m
Mounting angle: ±2.43° 0°
Swath (combined swath): 97 km (143 km) 143 km
Optics: GeAs lens Lens with NIR filter
Focal Length: 60 mm 22.9 mm
f-number: 1.25 1.4
Detector NETD at 300 K: 0.05 K n/a
Power consumption: 4.0 W 3.0 W
Operating system: Linux Linux
Processor clock: 696 MHz 696 MHz
Data interfaceb: Ethernet Ethernet
Data storage: 2.6 GB 2.6 GB
a Inclusive optics and baffles but without the optical bench the cameras are mounted into
b Used as both, command and telemetry interface and for image data downlink

While the camera sensitive to the visible light spectrum is integrated exactly
perpendicular to the optical bench, both TIR imagers are mounted with an across-
track off nadir angle of plus and minus 2.43 degrees, respectively. In this manner,
the combined swath width of both microbolometers is the same as the swath
width of the visible spectrum camera for a 535 km orbit. Furthermore, there is
an overlap of approximately one third of the FoV of both cameras. This shall
allow for studying potential improvements that can be made to the fire detection
capabilities if two images of the same scene captured at exactly the same point in
time. Furthermore, this simplifies the calibration of the cameras’ mounting angles
based on captured imagery and provides graceful degradation capabilities as many
science goals of the mission can still be achieved with a single microbolometer.
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Figure 4.42 indicates the mounting angles of all three cameras in the optical bench
and illustrates their FoVs projected to Earth’s surface for a 535 km orbit.

VIS

TIR A TIR B

143 km 

97 km 

51 km 

107 km 78 km 

2.43 deg 2.43 deg

VISTIR A TIR B

Figure 4.42: On the left side the mounting angle of the three cameras in the optical
bench is shown. The right image depicts the cameras’ FOVs projected to the Earth’s
surface for a 535 km orbit. Here, the FOV of the visible spectrum camera is depicted in
green, the TIR FOVs are shown in red and the hatched area indicates the region in which
both TIR FOVs overlap (Image adopted from [32]).

Similar to the platform, the overall architecture of the camera bases on a high
level of modularity. Here, the electronics stack of each camera is build by four
boards of which only one is specific to the individual camera.

SENSOR
head board

POWER
unit

PROCESSING
unit

INTERFACE
board

SATELLITE
plattform

POWER interface

DATA interface

CAMERA ELECTRONICS STACK

Figure 4.43: Block diagram of the electronics stack of the TUBIN payload cameras. Each
block represents one PCB. The first two PCBs are identical in all three cameras while the
power unit is customised to the type of sensor head board (image adopted from [32]).

An overview of the cameras’ electronics stack is given in Figure 4.43. Here, the
satellite platform is represented as a grey box that provides the power and data
interface to the camera. The first PCB in the camera stack is the interface
board that acts as bridge between the camera’s connector and the board to board
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connector of the stack. The power unit gathers all power converters required for
the processing unit and the sensor. The penultimate PCB is the processing board
that accommodates the cameras processor as well as its memory. Finally, the sensor
head board carries the sensor of the camera. The use of a standardised connector
between the different boards of the camera stack allows for customisation for
a specific use case by exchanging specific boards without interference with the
remainder of the system.

One of the most notable aspects of the payload’s design in this context is the
processing unit that is part of every single camera. The unit allows for performing
image processing directly on the camera and provides sufficient memory to store
the image products that are intended for downlink. As all cameras are part of
the same Ethernet network, they can share image data among each other. If a
downlink terminal is connected to the same switch as the cameras, as it is the
case for XLink, the image data can be downlinked directly from the camera via
the transmitter to the ground without requiring additional platform interaction
(cf. Section 4.2.3).

Figure 4.44 gives an overview of the nominal acquisition sequence for both infrared
and visible spectrum camera. While 10 dark frames in free space pointing are
captured each before and after each image series for calibration with the TIR
imagers, the visible spectrum camera is only operated in nadir pointing.

SATELLITE attitude

MANEUVRE

OFF

OFF

WARM UP 10 FRAMES IDLE 5 FRAMES IDLE 10 FRAMES

IDLE 5 FRAMES

MANEUVRE MANEUVRENADIR POINTING FREE SPACE POINTINGFREE SPACE POINTING

WARM UP OFF

~ 120s ~ 60s ~ 30s ~ 60s

TIR camera VIS camera

TIME

Figure 4.44: Image acquisition sequence detailing the operation of infrared and visible
spectrum camera, as well as the satellite’s attitude (Figure adopted from [32]).

Within the TechnoSat mission, pictures of the Moon and other celestial bodies, as
well as images from Earth’s surface captured with the satellite’s camera have been
used to assess the performance of the ADCS (cf. Section 4.1.5).
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As discussed in Section 4.2.4 TUBIN will feature a much more capable attitude
control system when being compared to the TechnoSat spacecraft, mainly due to
the introduction of two star trackers. Furthermore, the camera suite of TUBIN will
offer a much higher resolution when being compared to the imager on TechnoSat.
This will allow to calibrate the relative mounting position of the cameras based on
attitude data provided by the satellite as described in [151]15.

Fire Detection

As described in Section 4.2.2, the TUBIN imager payload provides a single infrared
channel with a bandwidth from 7 to 15 µm. However, the sensitivity of the
microbolometer varies across this bandwidth and the atmospheric transmission
additionally impacts the signal as seen by the sensor. Figure 4.45 shows the
spectral response curve of the TUBIN infrared imagers in red, an exemplary data
set for the atmospheric transmission within the spectral range of 7 to 14 µm in
yellow, as well as the product of both curves in green.
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Figure 4.45: Spectral response curve of the TUBIN TIR microbolometer imagers (red)
and exemplary atmospheric transmission (yellow). The green curve shows the product of
both curves (Figure adapted from [281]).

15Publication with contributions of the author
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In order to demonstrate fire detection capabilities based on the TIR imagery
provided by the TUBIN mission a custom made fire detection algorithm was
developed in a masters thesis supervised by the author [281] and was first published
by Bartholomäus, Barschke, and Lehmann in [282].

The algorithm was developed based on data provided by the ASTER payload on
the Terra spacecraft of NASA [283] and by the TET-1 spacecraft that is operated
within the FireBird mission of DLR [269]. In order to be able to use the above
mentioned data for algorithm development, they were adjusted to match the spatial
resolution of the TUBIN imagers and adapted to the respective bandwidth.

The single channel fire detection algorithm for the TUBIN mission bases on four
processing steps as illustrated in Figure 4.46.

< -17.81°C < -17.81°C

> 26°C

> local Ø + ...
4.32°C · std

DAY AND NIGHT seperation

CLOUD PIXEL removalStep 1

Step 2

Step 3

Step 4

OBVIOUS FIRE PIXEL detection

CANDIDATE FIRE PIXEL determination

FIRE PIXEL selection

DAYTIME images NIGHT images

> 51°C

> min(60.36°C, ...
local Ø + 28.03°C)

> min(38.24°C, ...
local Ø + 8.21°C · std)

> local Ø + 6.85°C

FIRE MAP generation

Figure 4.46: Flow chart detailing the four steps of the single channel TUBIN fire detection
algorithm (Figure adapted from [282]).

As a first step, all pixels with a brightness temperature16 below minus 17.81 ∘C are
flagged as non-fire pixels as they are assumed to show clouds and would therefore

16The brightness temperature is the apparent temperature of a pixel, if an emissivity of one is
assumed.
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bias the following steps of the algorithm. After the cloud pixels were removed, all
obvious fire pixels are identified in step two. For daytime images, all pixels that
are above 60.36 ∘C or above the average of a 3 × 3 pixel patch around the pixel
in question plus 28.03 ∘C in brightness temperature (whichever value is smaller)
are classified as fire pixels. For night time images, the criteria are 38.24 ∘C and
the average of a 21 × 21 pixel patch plus 8.21 times the standard deviation of
the same patch. From all pixels that are not yet flagged as cloud or fire pixel,
candidate fire pixels are now selected based on a simple threshold (51 ∘C for images
taken during the day and 26 ∘C for images captured at night), while all other pixel
are classified as non-fire pixels (step three). As a last step, candidate pixels are
identified as fire pixels if their brightness temperature is above the local average
plus 6.25 ∘C for the daytime and plus 4.32 times the standard deviation for images
captured at night. All remaining pixels are now flagged as non-fire pixels.

Figure 4.47 shows an example for the fire detection based on the TUBIN single-
channel detection algorithm and a comparison with a multi-channel algorithm
based on data from the ASTER instrument [283]. Denoted with (a) is a false-colour
representation of an original ASTER image of central Alaska captured on the 17th

of July, 2004 that contains a large vegetation fire. The image marked with (b)
shows the same image cropped to show only the region that is affected by the
fire (the cropped section is indicated in complete image). Image (c) now shows
the same image section adjusted to match the capabilities of the TUBIN imager.
Finally, the fire maps generated for the ASTER and the TUBIN imager are shown
in (d). Here, all pixel that were identified as fire pixels by both algorithms are red,
all pixels only identified by ASTER are yellow and all pixels that are only detected
by TUBIN are black.

4.2.3 The XLink Payload

XLink is an SDR-based satellite transceiver that offers each two up and downlink
channels that can be individually configured to S or X band. The transceiver
was developed by IQ wireless GmbH in cooperation with Technische Universität
Berlin and after concluding ground qualification it was decided to integrate it
into the TUBIN mission for in-orbit demonstration despite the advanced status
of the mission. Table 4.9 gives an overview of the XLink configuration that is
demonstrated within the TUBIN mission.
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Fire identified by multi-channel algorithm only

Fire identified by single-channel algorithm only

Fire identified by both algorithms

No fire identified by both algorithms

Fire map

a

b

c

d

Figure 4.47: Comparison of the detection capabilities of the TUBIN single channel fire
detection algorithm and a multi-channel algorithm based on data from the ASTER
instrument [283]. Image (a) shows a false-colour representation of the analysed image
and figure (b) shows a zoom of the region of the image affected by forest fires. Denoted
with (c) is the same region of the image adjusted to match the performance of the TUBIN
TIR imagers. The fire maps of both the ASTER and the TUBIN algorithm are shown
in (d) (Figure adapted from [32]).

XLink was integrated into the TUBIN spacecraft by using existing interfaces only.
However, the used interfaces partly needed to be adjusted in hardware for the
needs of XLink. A block diagram detailing the integration of the XLink transceiver
into the TUBIN spacecraft is shown in Figure 4.48.

At the top of the diagram, the PDH node is shown with its two MCUs. The PDH
node interconnects to the Ethernet switch that is build by two Ethernet switch ICs.
Here, each one of the two MCUs is connected to one of the two Ethernet switch
ICs. Generally, Ethernet multiplexers are implemented to allow each externally
provided Ethernet interface to connect to both switch ICs. However, as the switch
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Table 4.9: Main parameters of the XLink transceiver in the configuration that is imple-
mented into the TUBIN spacecraft [39, 252].

Downlink frequency (15 and 68 MHz bandwidth): 8 392.5 and 8 366.0 MHz
X-band uplink frequency: 7 210 MHz
S-band uplink frequency: 2 081.2 MHz
RF output power: 30 dBm
Downlink data rate: Up to 100 Mbit s−1

Uplink data rate: 64 Mbit s−1

Data interface for payload data and telemetry: Ethernet
Power consumption in transmit: 16.2 W
Power consumption in receive: 3.5 W
Dimensions: 90 × 65 × 25 mm3

Mass: 280 g

ICs only provide four independent Ethernet interfaces, XLink and the EGSE share
one interface in such way that each of them only connects to one of the switch
ICs and can hence only be operated with one of the PDH’s two MCUs. XLink is
supplied directly by the unregulated power supply provided by the EPS. As the
available interface does not support the use of both redundant power supply bus
sides for a single unit, XLink will always be powered from power bus side A. In
contrast, the cameras are supplied by the PDH node through the Ethernet switch
and can thus be powered by both of the node’s sides.

In order to support data uplink via S band as well as via X band, two distinct patch
antennas are integrated onto deck C of the TUBIN spacecraft (cf. Figure 4.35).
The two downlink channels are configured for transmission in X band and are
connected to one single patch antenna via a combiner in order to maximise the
RF output power.

An overview of the integration of XLink into the TUBIN mission was first presented
by Bartholomäus et al. in [252]17.

17Publication with contributions from the author.
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Figure 4.48: Block diagram showing the integration of the XLink transceiver into the
TUBIN spacecraft. Ethernet interconnections are shown in blue, all other data intercon-
nections are depicted in green. Further, HF links are drawn in yellow and the power lines
are represented in red (Figure based on [210] and [252]).

4.2.4 Spacecraft Systems Overview

Figure 4.49 gives an overview over the systems design of the TUBIN spacecraft.
Here, hatched grey boxes indicate the spacecraft’s subsystems that contain the dif-
ferent components such as sensors or actuators, which are drawn in blue. Generally,
the data flow is shown through green arrows, however, Ethernet interconnections
are shown in blue. Power lines, as well as the PCUs are plotted in red. The
different processing and interface nodes are depicted in green and the payloads
are shown in yellow. The dashed line contains all units that are located in the
platforms central avionics compartment.

The EPS of the TUBIN spacecraft is generally identical to what was implemented for
TechnoSat. However, there were hardware updates performed due to discontinued
components (e.g. a newer generation of battery cells), lessons learnt from the
former mission (e.g. an improved voltage and current sensor topology for more
accurate telemetry), and updated requirements from subsystems (e.g. updated
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power converters for the 12 V power buses). Furthermore, the TUBIN satellite
features one more star tracker than TechnoSat so that one additional solar panel
had to be removed, leaving a total of eight panels for each of the two solar strings.
As described before, the EPS node controls the power supply to all nodes of the
system and is the time master and distributes the PPS synchronisation signal.

The OBC implemented for TUBIN is the same that was used for TechnoSat but
the non-volatile memory was replaced with a different technology as a certain
sensitivity to radiation was found with the model implemented for TechnoSat
[253]. To achieve the required spatial resolution for the temperature sensing on
the satellites structure, the number of sensors has been increased to a total of
45 sensors (each three sensors in 15 distinct positions) when being compared to
TechnoSat.

The communication subsystem bases on the same four-channel UHF communica-
tions system that was already used within the TechnoSat mission. For payload
data downlink, the UHF system is now complemented by two S-band transmitters.
While these two transmitters shall nominally be operated in cold redundancy, they
use two distinct downlink frequencies as the parallel operation of both transmitters
shall be tested to increase the downlink rate to 2 Mbit s−1.

In order to allow to downlink payload data without transporting it on the central
control data bus, the S-band transmitters interface directly with the PDH node.
Additionally, the Ethernet switch is part of the PDH. It is controlled by the PDH
node and provides interfaces for the three camera payloads the XLink transceiver
and the PDH node. This allows the cameras to exchange data between each
other and send imagery via PDH node and S-band transmitters to the ground.
In addition, the cameras may send data to the S-band transceiver payload via
the Ethernet switch for experimental transmission at much higher data rates of
up to 50 Mbit s−1. While the XLink transceiver payload is supplied directly by
the unregulated line of the central power bus system, the cameras are supplied
with electrical power by the PDH node via the Ethernet switch (cf. Figure 4.48).
In order to allow for capturing temperatures at various points of the camera
payloads, the PDH node reads 14 temperature sensors (each two sensors at 7
distinct positions for redundancy).

The ADCS subsystem comprises of five TUBiX20 nodes. The ADCS core ap-
plication that implements the higher-level subsystem functionality is running on
the ADCS node that furthermore interfaces to a number of sensors, as well as
to the magnetorquers. The sensors that are read out by the ADCS node include
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a total of 16 MEMS gyroscopes (each four of two different types per node side)
that are located directly on the node, 12 three-axis magnetometers and 12 Sun
sensors located on the six outer surfaces of the spacecraft (all accessible from both
node sides), as well as two fluxgate magnetometers. The FOR node reads three
fibre optical rotation rate sensors with high frequency and publishes filtered rate
data on the control data bus aligned to the ADCS control cycle. The FOR node
additionally reads six temperature sensors (3 per node side) that monitor FORs
for FDIR purposes. The four reaction wheels, the GPS receiver as well as the two
star trackers are all controlled by individual nodes. Here, the GPS node reads two
external temperature sensors to monitor the temperature of the low-noise amplifier
(LNA). Finally, the ADCS subsystem includes 18 laser retro reflectors to support
laser ranging from the ground.

4.2.5 Power Generation and Storage

The EPS of the TUBIN spacecraft builds on the flight-proven design that was
already applied within the TechnoSat mission. However, TUBIN implements one
solar panel less then TechnoSat to make room for an additional star tracker and a
nearly 20 percent reduced battery capacity due to the implementation of a new
generation of battery cells.

Table 4.10 lists the power consumption of platform and payloads of the TUBIN
spacecraft for different operational modes. The underlying figures are either
measured within the functional testing of the flight hardware production batch or
are derived from TechnoSat flight data and include appropriate margins. Additional
boundary conditions for the following simulations include an overall conversion
efficiency of 0.85 between the solar panels and the consumers (i.e., satellite
platform, payloads and battery) and operation at the day of the year with lowest
radiated power from the Sun (1 315.9 W m−1).

Figure 4.50 gives an overview of the power balance for the nominal imaging
scenario shown in Figure 4.44. The plot starts with the eclipse period where the
spacecraft is idle performing coarse nadir pointing. Ten minutes into the Sun
phase the camera is pointed to free space with the payload still switched off. This
manoeuvre is expected to last five minutes. After the target attitude is reached,
the three payload cameras are powered and 10 dark frames are recorded with the
TIR cameras within 120 seconds. After another five minutes of reorientation each
five images are taken with each camera. The imaging sequence is concluded with
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Table 4.10: Power consumption of the TUBIN spacecraft in different satellite modes
based on laboratory measurements or derived from TechnoSat flight data. All values
include appropriate margins applied on component level.

Satellite mode Platform power Payload power Total power
W W W

Safe 4.64 - 4.64
Safe with UHF transmission 7.41 - 7.41
Coarse nadir pointing 9.57 - 9.57
Imaging (FORs powered) 21.57 13.20 34.77
Downlink 36.99 13.20 50.19
XLink downlink 21.57 29.70 51.27

recording another 10 calibration frames with both TIR cameras while pointing at
free space. Within the same Sun period, 15 minutes of payload data downlink are
foreseen. One can see that the discharge level of the battery is below 10 percent
for the entire scenario and that the battery is fully charged again after about two
thirds of the subsequent Sun period.

For the case that the charge level of the battery drops below a defined threshold,
the satellite is set to safe mode where the power consumption is reduced to
4.12 watts (cf. Table 4.10). In order to analyse the recovery of the battery in such,
a case a simulation was derived based on attitude and panel temperature data
from the TechnoSat satellite recorded with unconstrained attitude.

For TUBIN, a maximum DoD of 30 percent is foreseen. Consequently, the starting
condition for the battery recovery sequence shown in Figure 4.51 is a battery charge
level of 70 percent at the end of the Sun period. In the subsequent eclipse period,
a ground pass with operation of the UHF communications system is assumed
(cf. Table 4.10). Within the eclipse period, the charge level of the battery drops
another 1.8 percent before the batteries are charged again in the Sun phase. Here,
the varying power generation level are caused by the rotation of the satellite. In
each Sun phase approximately 10 percent overall battery capacity is recovered so
that a fully charged battery is reached towards the end of the fourth Sun phase of
the simulation.

Furthermore, it shall be evaluated if the power system would allow for an entire
orbit of imaging. In this context, Figure 4.52 gives an overview of the power
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Figure 4.50: Power balance of the TUBIN satellite for a nominal image acquisition
sequence showing the power generated by the solar panels and consumed by the spacecraft,
the charge and discharge power of the battery, as well as the battery’s capacity in percent.

balance for an experiment where imagery is collected for one orbit. Here, the
infrared imagers are operated for the entire orbit while the visible spectrum camera
is switched off during eclipse.

The plot starts with one orbit coarse nadir pointing mode in which 9.44 watts are
consumed (cf. Table 4.10). Around one quarter into the first orbit’s Sun period
the battery is fully charged. Upon transition into eclipse of the second orbit the
spacecraft is set into imaging mode with the visible spectrum camera still disabled.
Once the spacecraft enters sunlight, the visible spectrum camera is activated as
well leading to an overall power consumption of 34.77 watts. One can see that
while imaging with all three cameras, the power balance is negative even in the
Sun period. At the end of the Sun period the satellite is set to coarse Sun pointing
mode (requiring 9.44 watts equally to the coarse nadir pointing) to recharge the
batteries. After approximately 1.5 consecutive orbits in Sun pointing the batteries
are fully charged again.

Within the given example, the DoD reaches a maximum of 28 percent and is thus
maintained over the threshold of 30 percent set for the mission.
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Figure 4.51: Recovery of the full battery capacity in safe mode after reaching the maxi-
mum DoD of 30 percent. The increased power consumption in the eclipse phase of the
first two orbits is caused by the UHF communication system that transmits in operated
ground station passes.

4.2.6 Conclusions

TUBIN is an Earth observation mission that shall demonstrate the detection
of wildfires and other high-temperature events by means of uncooled TIR mi-
crobolometers. Furthermore, the mission’s imaging payload includes a camera
based on a CMOS sensor that is sensitive in the visible light spectrum.

While already in the flight hardware production phase, the X-band transceiver
XLink was added as secondary payload into the mission. While the main objective
here is demonstrating the transceiver in space, the mission itself would greatly
benefit from the vastly increased data rates if the transceiver could be integrated
into the operations of the imaging payload.

Similar to the platform, the imager payload of TUBIN bases on a modular design.
Here, all three cameras are built on the same standardised electronics stack
that includes a powerful processing unit that runs a Linux operating system and
commands over a large flash memory for storage of the cameras’ data products.
In this manner, post-processing of the cameras’ image products can be performed
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Figure 4.52: Power balance for an entire orbit of imaging. Here, both TIR imagers are
operated for the entire orbit, while the visible spectrum camera is only powered in the
Sun period. Eclipse periods are indicated with a grey background.

on the cameras and the images are sent to the payload data transmitter directly
from the cameras’ memory.

When being compared to the TechnoSat mission, notable modifications were
implemented for the ADCS system of TUBIN in order to fulfil the more stringent
requirements of an Earth observation mission. Here, it could be demonstrated
how two star trackers, two fluxgate magnetic field sensors, as well as a GPS
receiver could be introduced into the system without requiring to update the
remainder of the platform. On the hardware side, this is made possible with the
introduction of new interface nodes that abstract the proprietary interfaces of
the different components from the platform. On the software side, an overall
modular architecture allows for including new sensors and attitude determination
algorithms based on applications and modules with standardised interfaces, whereby
modifications of the existing code can largely be avoided.

TUBIN was launched into an 530 km SSO on the 30th of June, 2021. At the time
of writing, the commission phase of satellite platform and payloads is ongoing
and first fires could already be detected based on the imagery provided by the
microbolometers.
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4.3 The QUEEN Mission

QUEEN is a joint mission conducted by Humboldt-Universität zu Berlin, Tech-
nische Universität Berlin and the Ferdinand-Braun-Institut, Leibniz-Institut für
Höchstfrequenztechnik18. The primary objective of mission is the demonstration
of an optical frequency reference in orbit, which is an important bulding block
for future quantum technology missions [20, 21]. Secondary objective is the
demonstration of three additional in-orbit technology demonstration payloads.

Figure 4.53 shows a digital rendering of the QUEEN spacecraft in operational
configuration.

Figure 4.53: Digital rendering of the QUEEN spacecraft in operational configuration with
solar panels and UHF antennas deployed [21] (Image credit: Marc Lehmann).

This chapter briefly introduces the QUEEN mission and its payloads. Furthermore,
the TUBiX20 platform implementation foreseen for the QUEEN mission is dis-
cussed focussing on the most relevant platform advancements that are realised
for this mission. This includes a new structure design that supports significant
improvements in the integration density of the platform, an extended EPS providing
18The project phases A and B of the QUEEN mission were funded by the Federal Ministry for

Economic Affairs and Energy (BMWi) through the German Aerospace Center (DLR) on the
basis of a decision of the German Bundestag (grant no. 50WM1753, 50WM1754, 50WM1755,
50RU1801, 50WM1857, and 50WM1857).
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sufficient electrical power for continuous payload operations and an updated TCS
that uses active elements to provide the thermal environment required by the
payload.

Table 4.11 gives an overview over the most important parameters of the QUEEN
mission and the subsystems performance of the QUEEN spacecraft.

Table 4.11: Main parameters of the QUEEN mission, as well as requirements and perfor-
mance parameters of the satellite platform to support the mission (based on data first
published in [21]).

Mission objective: In-orbit technology demonstration
Orbit: 550 km to 620 km SSO
Launch mass: 35 kg
Payload mass: 17.5 kg
Spacecraft volumea: 336 × 339 × 354 mm3

Design lifetime: 1 year
Power generation capabilitiesb: 102 W
Power storage capabilities: 154 W h
Required attitude knowledge: 0.05 deg
Required pointing accuracy: 0.1 deg
Required position knowledge: 50 m
Data downlink rate: 6 Mbit s−1

Required thermal stability for the payloadc: ±5 K
Payload data storage: 5.25 GB
a Without deployable solar panels and antennas
b At 28 ∘C and 1 367 W m−2 solar irradiation
c Required by the frequency reference payload

4.3.1 QUEEN Payloads

The QUEEN mission carries four different IOD payloads, which are described in
more detail in the following.

Optical Frequency Reference

The primary payload of the mission is an optical vapour cell frequency reference
based on rubidium developed by Humboldt-Universität zu Berlin and the Ferdinand-
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Braun-Institut, Leibniz-Institut für Höchstfrequenztechnik. The payload bases on
two extended cavity diode lasers (ECDLs) that are operated in a master-oscillator-
power-amplifier configuration (MOPA) configuration and are individually stabilised
in frequency to atomic transitions of rubidium. While generally only one laser
would be required to built a frequency reference, the combination of two lasers
allows to compare the output signals of both systems to assess the frequency
stability. The objective of the experiment is to characterize the impact of the space
environment on the frequency reference and to analyse the long-term stability of
the system. A more detailed description of the payload has been published by
Dinkelaker et al. in [20]19.

Optical Data Transmission Terminal

Another orbit demonstration payload on the QUEEN mission is the optical data
transmission terminal OSIRIS that is developed by the German Aerospace Center
(DLR). The terminal is an advancement of an existing design that offers a downlink
data rate of 100 Mbit s−1 within a third of a CubeSat unit [18]. The enhanced
system to be tested within the QUEEN mission will offer an improved data
downlink rate of 1 Gbit s−1 and furthermore support ISL applications. To this end,
the laser output power is increased to 1 W and a dedicated data management field
programmable gate array (FPGA) is introduced which will increase the device’s
volume to one CubeSat unit with a mass of 750 g [21].

X-Band Transmitter

Furthermore, the QUEEN mission is aiming at demonstrating the modular SDR
X-band transceiver XLink in orbit.20 The transceiver was developed by IQ wire-
less GmbH together with Technische Universität Berlin and offers two uplink, as
well as two downlink channels that can be configured based on the requirements
of a specific mission [39]. For QUEEN, XLink will provide uplink capabilities in
S band and in X band, while the two downlink paths are combined to provide data
rates of up to 100 Mbit s−1 in X band.

19Peer-reviewed journal publication with contributions of the author.
20As the XLink transceiver was added as opportunity payload to the TUBIN mission and will,

therefore, already be demonstrated in orbit before the launch of QUEEN the payload will be
replaced by a different experiment in the next mission phase.
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Camera System

The camera system that shall be demonstrated within the QUEEN mission com-
prises two cameras that are sensitive in the visible light spectrum. With a GSD
of 10 m, the first camera is targeting a high ground resolution while the second
camera provides an 80 degrees wide field of view. As analysed by Banatao et al.
in [284], mounting both imagers in such a manner that there will be an angle
between their line of sights (LoSs) allows to select targets for the high resolution
camera based on frames received by the wide angle imager.

4.3.2 Spacecraft Systems Overview

The systems design of the TUBiX20 platform configuration that is implemented
for the QUEEN mission, which is depicted in Figure 4.54, includes several advance-
ments when being compared to configurations applied for former missions. In the
following, the systems architecture of the QUEEN spacecraft is briefly described.

The EPS of the QUEEN spacecraft bases on the same architecture as the imple-
mentation for TechnoSat and TUBIN with the addition of MPPT capabilities for
the solar panels in order to increase the power generation efficiency. The primary
solar array is build by two deployable and one body-mounted solar panel that carry
four strings with seven cells each. Additional panels with two strings each are
mounted on four of the remaining five sides of the spacecraft to guarantee that
sufficient power is generated while no attitude control is performed.

While some of the specific sensors that were applied within the TUBIN mission
are exchanged against more current models with a better overall performance, the
topology of the ADCS system for the QUEEN mission is similar to what is used on
TUBIN. Here, the ADCS node interfaces to all baseline TUBiX20 ADCS sensors,
as well as to the magnetorquers. Additional nodes are introduced to interface to
the star trackers, the GNSS receivers and to the reaction wheels.

Given the requirement for active thermal control of parts of the payloads, a
dedicated TCS node is introduced, which reads a number of temperature sensors
and controls heaters to stabilise the temperature of the frequency reference payload.

The COM system comprises of two S-band transceivers that are operated in
hot redundancy, as well as the four channel UHF transceiver that was already
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OSIRIS
mode

SAFE
mode

EXPERIMENTAL
mode

XLINK
mode

DOWNLINK
mode

LEOP
mode

SUSPEND
mode

DIAGNOSIS
mode

NOMINAL mode transition

SAFE mode transition

IMAGING
mode

NOMINAL
mode

Figure 4.55: System modes of the QUEEN spacecraft. The five modes that are depicted
in green are specific to the mission and serve to operate the various payloads, while all
other modes are standard platform modes.

demonstrated in orbit within the TechnoSat mission as backup system. Here, the
S-band transceivers’ data interface is connected to the OBC.

Opposing to how it was designed for the TUBIN mission, the payload data bus is
associated with the OBC, which itself comprises of a regular TUBiX20 node.

The PDH of the QUEEN platform comprises of a PDH node, as well as a dedicated
control node for the optical frequency reference payload. Here, the PDH node
provides the command interface for the optical communication terminal and hosts
the software to control both the X-band transceiver and the camera payloads.

The system modes of the QUEEN spacecraft are shown in Figure 4.55. They
comprise of the five standard TUBiX20 platform modes, namely the LEOP, safe,
diagnosis, experimental, and the suspend mode (cf. Section 3.3.9), as well as
five mission specific modes. Here, the nominal mode is the baseline for payload
operations as the frequency reference is operated in this mode. Similarly, the
imaging, XLink, and the OSIRIS modes are designed to operate the respective
payloads. The downlink mode operates the two S-band transmitters and is the
baseline for downlinking the data generated by the payloads.
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Figure 4.56 illustrates how the satellite coordinate frame is oriented relative to the
spacecraft’s structure and therewith indicates the naming of the individual panels
of the primary structure. The spacecraft is shown in operational configuration
with both solar panels and UHF antennas deployed.

X axis
Panel +X

Z axis

Y axis
Panel +Y

Panel +Z

Panel -Y

Panel -X
Panel -Z

Figure 4.56: Satellite coordinate frame and structural panel naming conventions of the
QUEEN spacecraft. The Z axis is aligned with the separation axis, the X axis points away
from the primary solar panels and the Y axis completes the right-handed coordinate system.
The satellite is shown in operational configuration with solar panels and antennas being
deployed but without the part of the separation system that remains on the spacecraft.

In the following, the subsystems in which the most relevant updates were applied
for the QUEEN mission in relation to TechnoSat and TUBIN, namely the structural
design, the EPS and the TCS are discussed in more detail.

4.3.3 Structure Design

While the octagonal form factor implemented for TechnoSat and TUBIN was
well suited for the specific requirements of these two proof-of-concept missions,
potential for optimisation of the overall structure approach could be identified in
order to facilitate a wider range of applications and simplify the launcher interface.
Following the emerging trend of standardisation also for larger satellites like 12
and 16 U CubeSats and the fact that a definition of a 27 U CubeSat was released
as well, the TUBiX20 structure concepts was aligned with these form factors
(cf. Section 3.1.1).
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The new form factor, together with the higher mass, leads to a much higher
integration density for the QUEEN spacecraft when being compared to TechnoSat
and TUBIN. While the latter mentioned missions had a mass ratio of 0.37 and
0.42 kg per volume unit, respectively, this value will be increased to 0.88 kg for
QUEEN.

As described already in Section 3.2.1, the structure is based on six isogrid aluminium
panels that form the sides of the cubic structure. Furthermore, a middle panel
separates the platform compartment from the payload compartment. Here, the six
outer panels are screwed together such that each panel but the +Z panel can be
individually removed from the final assembly without the need to remove other
elements of the spacecraft. All platform components that are not required to be
placed on a specific panel (e.g. Sun sensors that need to cover all sides of the
spacecraft) are gathered on the -Z panel that also accommodates the separation
system for the launcher interface.

Within the missions TechnoSat and TUBIN the design of the wiring harness was
restricted to the use of point-to-point connections to simplify implementation,
documentation and integration. Nevertheless, tasks related to the wiring harness
amounted for a large fraction of the time required for satellite integration. Fur-
thermore, the challenges in the design and integration of the harness wiring for
small satellite platforms were for example also discussed by Gwozdecky in [285].

In order to effectively reduce the time required to design and integrate the harness
wiring for TUBiX20-based spacecraft, cables are replaced by distribution PCBs
wherever possible.

The interconnections between the centralised electronics compartment and the
individual components such as batteries, sensors, actuators, or transceivers are
realised based on PCB distribution boards and board-to-board connectors are
used to realise the transition to the other panels. To this end, the backplane of
the avionics compartment connects to both the -Z panel and the middle panel’s
distribution board, while four side panels are, in turn, connecting to the middle
panel. Finally, the +Z panel is interconnected to the avionics unit via the -Y and
the middle panel.

Figure 4.57 shows the primary structure of the QUEEN satellite along with the
distribution boards on the left side. Here, the -X panel is removed to show the
avionics compartment carrying dummy electronic cards for illustration (1). The
distribution board that is located on the middle panel (2) connects the avionics
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Figure 4.57: The left image shows the basic design of the primary structure along with
location and interfaces of the distribution boards. Furthermore, the figure shows the
central avionics compartment with one card slightly pulled out for illustration purposes.
On the right side the arrangement of the platform components on the -Z panel is shown.

unit with the distribution boards on the side panels. While the distribution boards
are generally shown as rectangular PCBs here (3), they are to be fractionated
according to the needs of the respective components in the final structure design.

The right image in the same figure shows the arrangement of the platform
components attached to the -Z panel. Here, the UHF transceivers are mounted
from the outside onto the panel and are therefore not occupying space on the
inner side.

Figure 4.58 gives an overview of the component accommodation on the different
panels of the QUEEN satellite. Furthermore, the figure indicates the number
of power and data interconnections that are required between the -Z panel and
the adjacent panels. Here, the lines required for the components located on the
+Z panel are routed through the -Y panel.

For satellite integration, first the individual components are mounted onto adapter
structures that act as interface between the component and the primary structure
and also carry the harness that translates between the individual connector of the
component and the board-to-board connector of the respective distribution board.
In this manner, the individual alignment for components such as reaction wheels
or star trackers can be realised and the interface of the primary structure can
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Figure 4.58: Distribution of equipment and payloads among the structural panels of the
QUEEN satellite along with the number of power and signal lines between the panels.

largely be abstracted from the components, i.e. two reaction wheels from different
manufacturers may be mounted onto the same interface on the primary structure.

An assembly of four RW3-0.06 reaction wheels of Sinclair Interplanetary [286]
mounted onto the satellite’s -Z panel is shown in Figure 4.59 to illustrate the
approach. The left rendering shows three reaction wheel modules mounted onto an
exemplary structure. Here one wheel is not shown to uncover the mounting points
and the interface PCB used to replace the traditional harness. The module consist
of the reaction wheel itself (1), the mounting structure (2), and the PCB (3) to
bridge between the wheel’s connector and the interface PCB (4). From where the
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interface PCB ends in the shown cut out, it may be continued to the backplane
either as PCB or as cable. Here, the interconnection of the distribution boards with
cables would not significantly increase the complexity but would allow to further
modularize the concept. The right rendering shows the same assembly with all four
wheels from top to illustrate how compact the modules can be arranged. Here,
the three screws that are exemplary marked for one module allow to remove the
entire module from the assembly. Replacement of a module is further simplified
by the use of NordLock wedge-locking washers [287] for screw lock.

32

1

4

Figure 4.59: The left image shows three reaction wheel modules with the wheel itself (1),
the mounting structure (2) and the PCB (3) that bridges between the wheel’s connector
and the on the interface PCB (4) mounted on an exemplary structure. Here, one wheel
was removed to uncover the mounting structure and the interface PCB. The right image
shows four reaction wheels mounted onto the satellite panel with the three screws that
allow to remove the module circled in red for one of the modules.

The central avionics unit is generally representing a considerable part of the mass
and volume occupied by the platform. Furthermore, the configuration of the
avionics compartment that was implemented for TechnoSat and TUBIN is not
suitable for a 6 U form factor. Following this, the existing design was optimised
in mass and volume in the course of a masters thesis that was supervised by
the author [217]. Here, the area of each individual card in the box could be
reduced by 27 percent, which in turn results in a reduction of 40 percent in volume
and 32 percent in mass for a representative unit. In order to ensure scalability
towards missions with higher power demands the new design of the central avionics
compartment allows for a power input of up to 300 W considering both electrical
and thermal aspects.
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In order to allow for straightforward access to the PCB cards of the avionics
compartment is integrated into the primary structure such that it can be accessed
by removing one of the spacecraft’s side panels or by removing the entire -Z panel
including the electronics compartment (cf. Figure 4.58).

Another upgrade of the QUEEN spacecraft in the structure domain is the addition
of unfoldable solar arrays required to meet the payloads’ electrical power demands.
Here, a modular panel system that supports unfolding between one and six panels
(each three on two sides) was designed within a masters thesis supervised by the
author [126]. For the QUEEN mission two single panels can be unfolded, which
are complemented by one body-mounted panel.

4.3.4 Power Generation and Storage

As already stated, the power demands of the QUEEN mission are significantly
elevated when being compared to its predecessors TechnoSat and TUBIN. In this
context, centrally implemented MPPT capabilities shall be added to the system in
order to increase the power generation efficiency. Figure 4.60 gives an overview
over the integration of the MPPT functionality into the flight-proven EPS used
in the missions TechnoSat and TUBIN (cf. Figure 4.11 for the system without
MPPT). Here, instead of programming a fixed solar panel voltage into the charge
regulator like it was realised for TechnoSat and TUBIN, the MPPT continuously
determines the MPP voltage and adjusts the charge regulator accordingly.

Generally, the power generation and storage capabilities of the QUEEN spacecraft
are dimensioned following a graceful degradation approach. This means that while
no single fault can completely disable the EPS, such fault may require a lower
duty cycle of payload operation as the power generation and storage capabilities
may be reduced.

In the following, the solar panels are dimensioned and the resulting power balance
for both nominal operations and safe mode is analysed in more detail.

Nominal Power Balance

The platform configuration implemented for the QUEEN mission is required to
support continuous operation of the optical frequency reference payload together
with two data downlink sessions in consecutive orbits. As the frequency reference
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Figure 4.60: Schematic of the QUEEN EPS topology. While the majority of the system
was already used for the missions TechnoSat and TUBIN, it is now complemented by a
MPPT module that adjusts the charge regulator such that the solar panels are always
operated at the MPP.

payload does not require a specific attitude to operate, Sun pointing can be
performed at all times except during the ground station passes that are used for
data downlink.

The operational scenario used for EPS dimensioning further requires that the
batteries shall be fully charged after three orbits subsequent to the second data
downlink session.

While operating the camera payload, the optical frequency reference is to be
switched off, which will lead to considerably lower power consumption when
being compared to the scenario used for EPS dimensioning. As both the X-band
transceiver and the optical data downlink terminal consume less power than the
nominal payload data downlink transmitters, experiments with both payloads can
be conducted in parallel to operating the optical frequency reference.

Table 4.12 gives an overview over the power consumption of the QUEEN spacecraft
in the operational modes that are relevant for dimensioning battery and solar
array. Here the Safe mode is split into a state were two channels of the UHF
communication system are ready to receive and a state were one channel is
transmitting while the other is ready to receive.

An initial assessment of the average solar panel power required to support nominal
operations of the QUEEN spacecraft can be performed with:
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Table 4.12: Power consumption for operational modes relevant for dimensioning battery
and solar arrays (based on data first published in [21]). The two modes relevant for
the nominal dimensioning scenario are the QUEEN mode in which the optical frequency
reference payload is operated as well as the downlink mode in which the two S-band
transmitters are powered aditionally. All values include margins.

Subsystem Safe modea Safe modeb QUEEN mode Downlink mode
W W W W

TCS - - 4.7 4.7
EPS 3.0 3.5 3.8 4.7
ADCS 0.7 0.7 6.6 10.6
COM 0.4 3.2 0.4 29.0
OBC 0.2 0.2 0.2 2.5
PDH - - 0.4 1.0
Payloads - - 27.5 27.5
Sum 4.3 7.6 43.6 80.0
a Both channels of the UHF communication system in receive mode
b While transmitting with the one channel of the UHF communication system

𝑃panel = 𝑡orbit
𝑡Sun

𝑃satellite · 𝜂MPPT · 𝜂charge (4.16)

With an orbit duration 𝑡orbit of 90 minutes, an associated Sun period 𝑡Sun of one
hour, the satellites power consumption while operating the frequency reference
payload 𝑃satellite of 48.4 watt (cf. Table 4.12), and an assumed MPPT efficiency
𝜂MPPT of 0.9 the average power required to be generated by the primary solar
array can be calculated with 83 watt.

From Figure 3.10 in Section 3.2.3 it can be found that a configuration with
two deployable and one body-mounted solar panel is the most suitable option
considering the initial power requirement.

A suitable battery size is found with 154.4 W h based on an estimated power storage
capacity to be implemented and the requirement use the same two times four cells
configuration as was implemented for TechnoSat and TUBIN. Furthermore, cells
from the same family as used for the aforementioned missions were to be used.
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As a next step, a simulation for the dimensioning scenario is performed, following
the approach described in Section 3.2.3 and using the parameters that are listed
in the following:

– a minimal solar irradiation is assumed (i.e., 1 315.9 W m−1),

– the Sun period’s duration is 60 min,

– the duration of the eclipse period is 30 min,

– the efficiency of the MPPT is assumed to be 0.9,

– the charging efficiency is assumed to be 0.95,

– the accuracy of the Sun pointing assumed with 5 degrees,

– the maximum allowed DoD is 30 percent,

– according to the findings of Section 3.2.3, solar cell degradation due to
radiation is neglected.

The result of the simulation is shown in Figure 4.61. Here, the Sun periods are
depicted with white background, while eclipse is indicated with a grey background.
One can identify the two operated ground station passes by a significantly increased
power consumption of the spacecraft. At the same time, the power income is
reduced due to the fact that the satellite performs target pointing towards the
ground station and can, thus, not align the solar array towards Sun. This, in turn,
results in the fact that the battery is discharged during data downlink at a similar
rate as in eclipse. However, as soon as no downlink is performed any more, the
overall power balance is again positive and the batteries are fully charged again
after two orbits. The maximum DoD that was reached during the simulation is
26 percent.

The small tips in the generated power at the beginning of the Sun periods are
a result of the solar array’s low temperature after eclipse. In the last two Sun
phases one can furthermore observe how the generated power is reduced to match
the satellite’s overall consumption as soon the battery is fully charged. Here, the
difference between generated power and consumed power can be explained by the
efficiency of the MPPT.

Additionally to the graph for the nominal battery capacity (red), another one is
plotted for a case in which one of the satellite’s two batteries failed and only half
of the capacity (i.e., 77.2 W h) is available (orange). As expected, the batteries
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Figure 4.61: Simulated QUEEN power balance for five orbits during nominal operations.
There are two 12 minute downlink periods in the first two orbits being conducted at the
beginning of the Sun phase. The battery power is shown positive when charging and
negative when the battery supplies the satellite.

are fully charged again at the same time for both cases, however the maximum
DoD is 53 percent in the second case. Here, a graceful degradation approach is
followed as the mission can still be continued if one of batteries failed but the
lower discharge level may lead to faster battery degradation.

The solar panels are designed such that the solar path still generates power if
one solar cell or even a string of 7 cells fails. However, if one entire solar path is
disabled the power balance will not be positive any more for nominal operation of
the QUEEN payload.

Safe Mode Power Balance

In addition to nominal operations, the safe mode power balance needs to be
confirmed to ensure that sufficient power generation and storage capabilities are
foreseen. Here, approximately eight hours (five orbits) of orbit data from the
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TechnoSat spacecraft are used to generated input parameters for the illumination
of the panels, as well as for the panels’ temperatures. Furthermore, the following
worst-case assumptions are made:

– the solar panels are not yet deployed,

– the spacecraft’s attitude is unconstrained (as mentioned, TechnoSat attitude
data were used),

– the panels’ temperature is 10 degrees above the TechnoSat orbit data (worst
case for MPPT),

– one solar path is disabled,

– minimal solar irradiation (1 315.9 W m−1),

– the MPPT efficiency is 0.8,

– the overall conversion efficiency between the solar panels and the consumers
is 0.8,

– UHF radio operations are performed in two consecutive orbits,

– Earth albedo is not considered for power generation.

The consumption of the spacecraft in safe mode is listed in Table 4.12. The result
of the safe mode power balance simulation is depicted in figure Figure 4.62. As for
the nominal scenario, the eclipse periods are indicated with grey background. The
generated power is plotted as the sum of the contribution by all panels. In this
scenario, the highest battery discharge will occur if the operated ground station
passes are assumed to be performed within the eclipse period, as power generation
will not be significantly reduced as no pointing towards the ground station is
performed as it is the case in the nominal scenario.

One can see that the largest fraction of the Sun period required to recharge
the battery after eclipse is 52 percent within the second Sun phase. As in the
nominal scenario, the solar generated power is reduced to match the present
power consumption of the satellite after the battery is charged. Furthermore, it
can be seen that the generated solar power is not sufficient to fully support the
spacecraft’s power demand at some points, which can be observed as short spikes
of battery discharge, following by equally short charging spikes.
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Figure 4.62: QUEEN safe mode power balance for five orbits simulated based on
TechnoSat attitude data. Two UHF operated ground station passes are included in
the first two eclipse times and safe mode power consumption is assumed for the rest of
the scenario. The eclipse periods are marked with grey background.

With a maximum DoD of 1.9 percent, the batteries are much less stressed during
safe mode when being compared to nominal operations.

4.3.5 Thermal Control System

The laser systems of the optical frequency reference payload of the QUEEN
mission require a stable temperature with fluctuations below ±5 mK. By the
implementation of Peltier elements for active temperature within the payload, this
requirement is reduced to a ±5 K window that needs to be within an absolute
temperature between 15 and 30 K for the satellite platform [21].

Based on this, the driving requirement for the TCS design of the QUEEN spacecraft
is to provide temperature stability of ±5 K at the interface of the optical frequency
reference payload throughout the mission. As preliminary simulations by Konaka
et al. in [288]21 have shown, this cannot realistically be guaranteed using a purely
passive TCS. Based on this, an active thermal control concept is foreseen for the
QUEEN spacecraft. Here, the average power required for an electrical heater to
compensate the temperature fluctuations over the year is estimated with 4.5 W,

21Publication with contributions of the author.



i
i

“dissertation” — 2022/12/30 — 0:35 — page 187 — #213 i
i

i
i

i
i

4.3 The QUEEN Mission 187

while the maximum consumption is expected to be 8 W. Alternatively, it is to
be analysed if a larger overall efficiency can be achieved if the Peltier elements
within the payload are enlarged to allow for higher temperature fluctuations at the
interface to the satellite platform so that the spacecraft’s TCS can be designed as
passive system.

4.3.6 Conclusions

The QUEEN mission is a joined effort of Technische Universität Berlin, Humboldt-
Universität zu Berlin and the Ferdinand-Braun-Institut, Leibniz-Institut für Höch-
stfrequenztechnik. The primary payload of the mission is an optical frequency
reference based on rubidium, an important building block for future highly in-
tegrated quantum technology payloads. Secondary payloads include an optical
data downlink terminal, an SDR-based X-band transceiver and a camera system
comprising of two visible light imagers.

From the platform’s perspective, the capabilities required to operate the mission’s
payloads exceed the capabilities demonstrated with the proof-of-concept missions
TechnoSat and TUBIN, which allows to illustrate the platforms adaptability to
specific payload requirements. The requirement to support continuous operation of
the optical frequency reference payload necessitated the introduction of unfoldable
solar arrays and the payload’s comparatively stringent requirements regarding
thermal stability led to the introduction of active thermal control elements. Fur-
thermore, the requirements in attitude pointing and payload data downlink exceed
the capabilities of the former missions. In addition to the modifications that were
driven by the payloads’ requirements, the TUBiX20 platform configuration to be
applied for the QUEEN mission was also developed further based on the experi-
ences made in the missions TechnoSat and TUBIN. Here, the most prominent
update is the new structure design that follows the CubeSat form factor and allows
for higher platform integration. Furthermore, the new structure configuration
aims at drastically decreasing the time required for integration of TUBiX20-based
spacecraft by fostering modularity and effectively removing the classical harness
between components. As part of these updates, also the design of the avionics
compartment has been updated to reduce the volume and enhance the integrability
so that the same form factor of the slot-in cards can be used for all form factors
of the platform family.
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Within this thesis, the systems architecture of TUBiX20, a modular microsatellite
platform targeting missions in the range of 10 to 50 kg is investigated. The
development of TUBiX20, as well as the implementation of the first three missions
based on the platform, namely TechnoSat (launched in 2017), TUBIN (launched
in 2021), and QUEEN (under development) was led by the author of this thesis.

The research starts with a brief overview of the state of the art in technology
for microsatellites in the considered mass range. After an introductory discussion
of definitions and constraints such as the launcher interface, current and future
missions in the field of Earth observation, communications, science, as well as
robotics and close proximity are introduced. This includes listing a number of
subsystem performance parameters for certain reference missions of each application
area to gain an insight into the capabilities required for state-of-the-art applications.
Furthermore, an introduction of terms and definitions for product platforms and
an overview of microsatellite platforms in the 10 to 50 kg range available on the
market is presented by the author.

As a next step, the research analyses the architecture of a modular small satellite
platform, its subsystems and software and motivates central design decisions. Here,
four different size variants are considered for the platform that generally follow
the CubeSat form factor. Now, the most significant top level requirements for the
platform are presented. Here, the central feature was found to be the ability of
different platform implementations to serve mission scenarios with largely diverging
requirements. This, in turn, raises the demand for scalability of performance
parameters such as power generation, attitude pointing accuracy or data downlink
capabilities. At the same time, the platform architecture is tasked to maximise
the reuse potential across different missions as this is the prerequisite to facilitate
short development times and to limit the overall costs. In order to identify relevant
parameters and their scaling ranges, each subsystem is now analysed by the author
and significant architecture and technology choices for the implementation are
presented based on the findings.
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Subsequently, this evolves into the presentation and motivation of the overall
platform architecture chosen to implement the previously determined requirements.
This architecture is based on a modular network of distributed computational nodes
with a standardised interface to a central power and data bus system. Throughout
the platform, fault tolerance is mainly implemented by means of redundancy. Here,
the nodes and the data bus system are realised in cold redundancy, while the
power bus system is operated in hot redundancy. As the node controlling the
EPS is responsible for supervising the redundancy of all other nodes, as well as
the data bus system, it is itself operated in warm redundancy. The nodes are
gathered in a central avionics unit and interconnect external components, such as
sensors and actuators, to the central data and power bus system. In addition to
the software required to communicate with connected components, the nodes host
the higher-level subsystem software. Here, the software is equally implemented a
modular architecture to complement the scalability of the hardware and enable a
similar level of reuse throughout different missions.

After the requirements for the platform were analysed and central architecture
aspects are specified, three different missions that are based on the TUBiX20
platform, namely TechnoSat, TUBIN, and QUEEN are introduced. This allows
the author to illustrate how the defined systems architecture can support diverging
requirements for different missions. While TechnoSat and TUBIN can be seen as
proof-of-concept missions for the modular TUBiX20 platform design, significant
upgrades are foreseen for the platform design within the QUEEN mission. This
is mainly reflected in the transition from the octagonal structure design towards
a standardised 27 U form factor and the significant increase in launch mass and
generated electrical power. Furthermore, the spacecraft will implement an active
TCS to comply with the thermal requirements of the primary payload.

TechnoSat was launched in July 2017 and demonstrated newly developed small
satellite technology in orbit. Within more than three years the satellite was operated
so far, the overall concept of the TUBiX20 platform was validated in orbit and
nearly 100 000 pictures downlinked. Furthermore, almost 0.5 GB of telemetry data
were generated and used to analyse the platforms performance. In addition to
that, TechnoSat is still used to test and demonstrate new software features for
future missions in orbit.

In order to relate the shielding dependent TID values from the analysis of typical
microsatellite orbits that was performed within the presented research to absolute
values of a specific design, the author performed a sector analysis for the TechnoSat
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spacecraft. This allowed to determine worst-case TID levels at relevant points
within the satellites structure and may serve as a reference for future TUBiX20
missions.

Furthermore, TechnoSat orbit data from two experiments are used by the author to
verify the simulations developed for power system dimensioning of TUBiX20-based
spacecraft in the course of this research. Here, it could be shown that the deviation
between simulation and orbit results is less than two percent for the conducted
experiments. To showcase the different capabilities of the TechnoSat spacecraft,
the author then presented a number of orbit experiments that have been conducted
with the satellite in its first three years in orbit.

The second mission that implements the TUBiX20 platform is TUBIN, which
will demonstrate wildfire detection based on microbolometer technology in orbit.
Furthermore, the satellite carries an SDR-based X-band transmitter for in-orbit
demonstration. TUBIN has a launch mass of 23 kg and bases on the same overall
structure design as TechnoSat. The most significant evolution between TechnoSat
and TUBIN concerns the ADCS. Here, the comparatively much higher pointing
accuracy demanded by the mission is mainly realised by the addition of two star
trackers and the associated software algorithms. At the time of writing the TUBIN
flight model is being shipped to the launch site.

In this thesis the overall systems design of the TUBIN spacecraft is presented
and the interfaces between platform, camera payloads and experimental X-band
transmitter are discussed. Furthermore, the microbolometer payload along with
the wildfire detection algorithm are described in more detail to serve as an example
for an Earth observation payload to be supported by the platform. In this context,
also the platform’s power generation and storage capabilities are analysed regarding
their ability to support the different operational modes that are foreseen for the
mission.

In order to meet the payloads’ requirements, three substantial platform upgrades
are realised within the QUEEN mission. Firstly, the structural design is changed to
a cubic, 27 U CubeSat compatible, form factor to support a higher payload mass
within smaller envelope. Further, the power generation and storage capabilities of
the spacecraft are raised significantly. This is mainly reflected in the two deployable
solar panels and the implementation of MPPT to increase the power generation
efficiency. In order to reduce the temperature fluctuations to the magnitude
requested by the payload, active thermal control elements are introduced.
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Furthermore, the author presents a new structure concept to drastically reduce the
time required for spacecraft integration. This concept modularizes the platform
hardware by implementing a harness approach that exchanges cables with distribu-
tion PCBs routed on side and middle panels of the primary structure. Platform
components such as reaction wheels or attitude sensors are pre-assembled on
small and lightweight interface structures that also serve as adapter between the
component specific electrical connector and a unified connector type that can
directly be plugged into the distribution board. In this manner, all components
can be exchanged solely by removing a number of screws that use a reusable
mechanical locking system and no installing or locking of cables is required. This
approach is combined with an integration approach of the primary structure that
allows to remove any of the six primary panels of the satellite but the top panel
without interfering with the other panels. In this manner, any platform component
may be added or removed to the satellite with only two integration steps.

In general, the research presented in this thesis represents an important contribution
to the development of the TUBiX20 platform which enables Technische Universität
Berlin to support microsatellite missions with strongly diverging requirements. To
date, more than 45 papers on the TUBiX20 platform and supported missions have
been published with contributions of the author.
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A Satellite Missions of Technische Universität Berlin

Since 1991 Technische Universität Berlin successfully designed, launched and
operated 26 satellites within a mass range of 0.375 to 56 kg, while four additional
spacecraft are currently being developed. Table A.1 gives an overview over launched
and planned missions of the university.
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240 A Satellite Missions of Technische Universität Berlin

Table
A

.1:Satellite
m

issionslaunched
by

Technische
UniversitätBerlin

to
date.

Num
ber

M
ission

M
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objectives
Launch

m
ass

Launch
date
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kg

1
TUBSAT-A

Com
m

unications
35

1991
[289]

2
TUBSAT-B

Earth
observation

45
1994

[290]
3,4

TUBSAT-N
and

N1
Com

m
unications

3
and

8
1998

[291]
5

D
LR-TUBSAT

Earth
observation

45
1999

[61]
6

M
ARO

C-TUBSAT
Earth

observation
47

2001
[292]

7
LAPAN-TUBSAT

Earth
observation

56
2007

[293]
8

BEESAT-1
Technology

dem
onstration

1
2009

[62,197]
9

BEESAT-2
Technology

dem
onstration

1
2013

[294]
10

BEESAT-3
Education

and
technology

dem
onstration

1
2013

[164,295,296]
11

BEESAT-4
Technology

dem
onstration

1
2016

[297]
12

TechnoSat
Technology

dem
onstration

20
2017

[28,37,150]
13

...16
S-Net

Inter-satellite
com

m
unications

4
x

8
.7

2018
[63,64]

17
BEESAT-9

Technology
dem

onstration
1

2019
[298]
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...21

BEESAT-10
to

13
Technology
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onstration

4
x

0
.375

2019
[299]

22
SALSAT

Frequency
spectrum

analysis
12

2020
[65]

23
...26

BEESAT-5
to

8
Technology
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4
x

0
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[299]

27
TUBIN

Earth
observation

in
TIR

23
2021

[32,251]
28,29

NanoFF
Form

ation
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2
x

2
.7

TBC
[300]

30
Q

UEEN
Q
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technology

dem
onstration

35
TBC

[20,21,32]
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B Commercial Small Satellite Platforms

There are a number of microsatellite platforms for missions with launch masses
between 10 and 50 kg available on the market. Appendix B lists 51 commercially
available microsatellite platforms offered by 26 different vendors. The list makes
no claim to being complete and for some platforms the development status could
not be confirmed conclusively.

Table B.1: Selection of commercially available small satellite platforms with a launch
masses between 10 and 50 kg.

Platform Manufacturer Launch massa References

6 U CubeSat platform Endurosat 6 U [301]
6 U CubeSat platform Innovative Solutions In Space 6 U [302]
6 U platform Open Cosmos 6 U [303]
6 U platform GomSpace 6 U [304]
12 U CubeSat spacecraft Adcole Maryland Aerospace 12 U [305]
12 U CubeSat platform Endurosat 12 U [301]
12 U CubeSat platform Innovative Solutions In Space 12 U [302]
12 U platform Open Cosmos 12 U [303]
16 U CubeSat platform Innovative Solutions In Space 16 U [302]
Advanced platform HEMERIA 8 U [306]
Apogee Inovor Technologies 12 U [307]
Auriga Dauria Aerospace 16 U [308]
Chameleon 6 U Space Information Labs 6 U [309]
Chameleon 12 U Space Information Labs 12 U [309]
Chameleon 27 U Space Information Labs 27 U [309]
DEFIANT Space Flight Laboratory 20 to 50 kg [310]
DX Dauria Aerospace 10 kg [308]
EPIC 6 U AAC Clyde Space 6 U [311]
EPIC 12 U AAC Clyde Space 12 U [311]
HAWK-6 Argotec 6 U [312]
HAWK-12 Argotec 12 U [312]
InnoSat OHB Sweden 50 to 60 kg [313]
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242 B Commercial Small Satellite Platforms

Table B.1: Selection of commercially available small satellite platforms with a launch
masses between 10 and 50 kg (continued from last page).

Platform Manufacturer Launch massa References

Intermediate platform HEMERIA 8 U [306]
JAEGER 12 U Space Flight Laboratory 12 U [310]
JAEGER 16 U Space Flight Laboratory 16 U [310]
LM-50 Lockheed Martin 6 U [314]
M6P NanoAvionics 6 U [315]
M12P NanoAvionics 12 U [315]
M16P NanoAvionics 16 U [315]
MN6 U MinoSpace 6 U [316]
MN10 MinoSpace 10 kg [316]
MN10A MinoSpace 15 to 20 kg [316]
Nadir IMT 30 kg [317]
Nanosatellite Bus SpaceQuest 13 kg [318]
NEMO Space Flight Laboratory 15 to 20 kg [310]
OrbiCraft-Pro 6 U Sputnix 6 U [319]
Perseus Dauria Aerospace 16 U [308]
RAVEN 6 U German Orbital Systems 6 U [320]
RAVEN 8 U German Orbital Systems 8 U [320]
RAVEN 12 U German Orbital Systems 12 U [320]
RAVEN 16 U German Orbital Systems 16 U [320]
S-50 SITAEL 50 kg [321]
SAT12 U Hyperion Technologies 12 U [322]
SN-30L Sierra Nevada Corporation 22 kg [323]
SPARTAN Space Flight Laboratory 6 U [310]
SSTL-CUBE Surrey Satellite Technology 12 U [324]
Standard platform HEMERIA 8 U [306]
TRESTLES 6 U Tyvak 6 U [325]
TRESTLES 12 U Tyvak 12 U [325]
XB6 Blue Canyon Technologies 6 U [326]
XB12 Blue Canyon Technologies 12 U [326]
a If the platform adheres to the CubeSat standard, the launch mass is given in CubeSat units
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C Commercial Small Satellite Components

In this appendix commercially available components that are suitable for the
implementation within the TUBiX20 platform are presented. This includes:

– 18 types of solar cells from 5 different manufacturers (Table C.1)

– 15 star trackers from 12 different vendors (Table C.2)

– 11 Sun sensors from 9 different vendors (Table C.3)

– 10 magnetometers from 8 different vendors (Table C.4)

– 18 gyroscopes from 12 different vendors (Table C.5)

– 8 GNSS receivers from 7 different vendors (Table C.6)

– 16 reaction wheels from 8 different vendors (Table C.7)

– 16 magnetorquers from 7 different vendors (Table C.8)

– 10 data transmitters from 7 different vendors (Table C.9)

– 13 radio transceivers from 9 different vendors (Table C.10)

– 20 propulsion systems from 9 different vendors (Table C.11)
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Table
C

.1:Selection
ofsolarcellsspecifically

developed
forspace

appllications.

Device
M

anufacturer
Effi

ciency
Voltage a

Currentperarea a
Reference

%
V

m
A

cm
−

2

3G28C
-40

x
80m

m
AZUR

SPACE
28.0

2.371
16.14

[327]
3G30C

-40
x

70m
m

AZUR
SPACE

30.0
2.411

16.70
[328]

3G30C
-40

x
80m

m
AZUR

SPACE
30.0

2.411
16.71

[137]
3G30C

-60
x

120m
m

AZUR
SPACE

30.0
2.411

16.68
[329]

3G30C
-80

x
80m

m
AZUR

SPACE
30.0

2.411
16.68

[330]
4G32C

-40
x

80m
m

AZUR
SPACE

30.0
3.025

14.36
[331]

CTJ30
CESI

29.5
2.32

b
17.17 b

[332]
CTJ-LC

CESI
28.0

2.32
b

16.45 b
[333]

CTJ30
-Thin

CESI
29

2.31
17.13

[334]
IM

M
-𝛼

SolAero
32.0

4.28
10.12

[335]
SC-3GA-3

SISP
30

2.43
16.7

[336]
SC-3GA-4

SISP
32

2.34
18.5

[337]
UTJ

Spectrolab
28.4 c

2.350 c
16

.38 c
[338]

XTE-SF
Spectrolab

32.2
2.435

17.8
[339]

XTJ
Prim

e
Spectrolab

30.7
2.406

17.5
[340]

ZTJ
SolAero

29.5
2.41

16.5
[341]

ZTJ-Ω
SolAero

30.2
2.43

16.8
[342]

Z4J
SolAero

30.0
3.54

11.5
[343]

a
Atm

axim
um

power
b

Applicable
forcells

with
an

area
of26

.5m
m

2
c

Applicable
forcells

with
an

area
below

32m
m

2



i
i

“dissertation” — 2022/12/30 — 0:35 — page 245 — #271 i
i

i
i

i
i

245

Ta
bl

e
C

.2
:S

ele
ct

io
n

of
co

m
m

er
cia

lly
av

ail
ab

le
st

ar
tra

ck
er

ss
ui

ta
bl

e
fo

rt
he

TU
Bi

X2
0

pl
at

fo
rm

.
D

ev
ice

M
an

uf
ac

tu
re

r
M

as
s

Su
pp

ly
vo

lta
ge

Po
we

rc
on

su
m

pt
io

na
Ac

cu
ra

cy
b

Re
fe

re
nc

e
g

V
W

ar
cs

ec
Au

rig
ac

So
de

rn
21

0
5

1
6

/
40

[3
44

]
AR

GO
1.

0c
EI

CA
S

Au
to

m
az

io
ne

38
5

9
to

60
2.

7
15

/
15

[3
45

]
Cu

be
St

ar
Cu

be
Sp

ac
e

55
3.

3
0.

3
55

.4
/

77
.4

[3
46

]
KU

LS
T

KU
Le

uv
en

35
0d

3.
3

1
2

/
10

[3
47

]
M

AI
-S

S
Ad

co
le

M
ar

yla
nd

Ae
ro

sp
ac

e
28

2
5

1.
5

6
/

27
[3

48
]

M
IS

Te
Sp

ac
e

M
icr

o
52

0
un

sp
ec

ifi
ed

4
5

/
5

[3
49

]
NS

T
Bl

ue
Ca

ny
on

Te
ch

no
lo

gi
es

35
0f

5
to

28
d

1.
5

6
/

40
[3

50
]

NS
T-

3
TY

-S
pa

ce
Te

ch
no

lo
gy

16
5

5
0.

6
3

/
50

[3
51

]
NS

T-
4

TY
-S

pa
ce

Te
ch

no
lo

gy
36

0
5

0.
6

3
/

50
[3

52
]

PS
T3

TY
-S

pa
ce

Te
ch

no
lo

gy
95

5
0.

6
5

/
50

[3
53

]
ST

20
0

Hy
pe

rio
n

Te
ch

no
lo

gi
es

g
42

h
3.

6
to

5
1

30
/2

00
[3

54
]

ST
40

0
Hy

pe
rio

n
Te

ch
no

lo
gi

es
g

28
0h

3.
6

to
34

1
10

/1
20

[3
55

]
ST

AR
-T

3
Sp

ac
e

In
ve

nt
or

35
0

5
to

12
1

5
/

30
[3

56
]

ST
-1

6R
T2

Si
nc

la
ir

In
te

rp
la

ne
ta

ry
15

8i
9

to
34

1
5

/
55

[3
57

]
VS

T-
68

M
VE

CT
RO

NI
C

Ae
ro

ps
pa

ce
47

0
9

to
40

3
5

/
30

[3
58

]
a

M
ax

im
um

po
we

rc
on

su
m

pt
io

n
sp

ec
ifi

ed
in

th
e

da
ta

sh
ee

t
b

Cr
os

s-
bo

re
sig

ht
/

ar
ou

nd
bo

re
sig

ht
c

Re
qu

ire
s

ex
te

rn
al

co
m

pu
te

rt
o

ru
n

th
e

st
ar

de
te

ct
io

n
al

go
rit

hm
d

Va
lu

e
pe

rs
on

al
ly

en
qu

ire
d

as
it

wa
s

no
ts

pe
cifi

ed
in

th
e

da
ta

sh
ee

t
e

St
ar

tra
ck

er
wi

th
du

al
he

ad
s

f
St

an
da

rd
ve

rs
io

n
g

Co
-d

ev
elo

pe
d

wi
th

Be
rli

n
Sp

ac
e

Te
ch

no
lo

gi
es

h
Ex

clu
di

ng
ba

ffl
e



i
i

“dissertation” — 2022/12/30 — 0:35 — page 246 — #272 i
i

i
i

i
i

246 C Commercial Small Satellite Components

Table
C

.3:Selection
ofcom
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Table
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Table
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