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Zusamenfassung

Die Kontaktelektrifizierung ist in unserem Alltag allgegenwiértig und ihr kommt
eine enorme Bedeutung fiir Partikel im Mikrometerbereich zu. Hier kénnte sie
in einer Vielzahl von praktischen Anwedungen von erheblichem Nutzen dabei
sein, die Ladung der Partikel zu férdern beziehungsweise zu verhindern. Trotz
umfangreicher Untersuchungen, ein vollstdndiges Verstdndnis der Ladungstr-
ansfermechanismen fehlt noch.

In dieser Arbeit wird die Kontaktelektrifizierung aerosolierter Partikel im Mikro-
meterbereich experimentell mit neuartigen Sensortechnologien untersucht.
Eine neue laserbasierte Technik wurde entwickelt, die die gleichzeitige Bestim-
mung von GréBe und elektrischer Ladung einzelner Partikel erlaubt, welche
sich in einer speziellen Kammer unter kontrollierten Umweltbedingungen ab-
setzen. Es konnte beobachtet werden, dass Partikel in einem GroRenbereich
von 1 -8um die mit der Einlassrohre interargieren elektrifiziert werden, wobei
die Oberflichenladungskonzentration (o) dabei in einem relativ engen Bere-
ich um +100e/um? (= £0.02mC/m?) liegt. Erkldrungen fiir diesen Effekt wer-
den in den folgenden Abschnitten diskutiert, wie zum Beispiel die Méglichkeit
der Feldemission an der Kontaktstelle die die Oberflichenladungsdichte besch-
rankt. In einer zweiten Messtechnik wurde die elektrische Spannung am Injek-
torsystem (z.B. Faraday-Rohre) widhrend der Aerosolisierung gemessen, um
die GroRen- und Zusammensetzungsabhingigkeit der geladene Partikel die
das Einlassrohr verlassen zu untersuchen. In Ubereinstimmung mit den Werten
von o die mithilfe der lasergestiitzten Technik bestimmt wurden, zeigte sich
auch hier, dass die Nettoladung linear mit der gesamten Partikeloberfliche
zunimmt. Aufbauend auf der Zusammensetzungsabhéngigkeit der Kontakt-
elektrifizierung wird ein neues, einfaches und physikalisch sinnvolles Mod-
ell vorgeschlagen auf der Grundlage des Elektronentransfers: Bei isolierenden
Oxiden wurde eine lineare Korrelation zwischen o und der absolute general-
ized relative electronegativity (yagr) gefunden, welche man mithilfe der Ken-
ntnis der Zusammensetzung der Kontaktflachen erhilt; 0 = ayagr—b, mit a =
4.7e/um?/V, b = —27e/um?. Dieses pradiktive Modell kann zur Abschitzung
des Ausmales der Kontaktladung verwendet werden und zeigt annehmbare
Ubereinstimmungen mit der Kontaktelektrifizierung die bei Proben von Vulka-
nasche beobachtet wurden, wenn diese als Siliziumoxide behandelt wurden.
Fiir Metalle kann festgestellt werden, dass die Ladung mit der Elektronenar-
beitsfunktion sowie der Elektronegativitit korreliert, wenn auch nur mit eing-
eschrankter Genauigkeit. Der Prozess der Kontaktelektrifizierung scheint nicht
stark von der Zusammensetzung des Gases beeinflusst zu sein. Auch die Ef-
fekte der relativen Luftfeuchtigkeit, Partikelaggregation (Kohdsion), Haftung



an der Einlassrohrwand und elektrischer Gasdurchschlag wurden untersucht.
Diese Arbeit soll unser Verstdndnis der Kontaktelektrifizierung férdern und
neue Herausforderungen an zukiinfitige Forschung vorantreiben.
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Abstract

Contact electrification is ubiquitously present in our everyday life and acquires
significant importance for micron scale particles, where it may be of consider-
able use in order to prevent/promote charging in a variety of practical applica-
tions. Despite being widely studied, a complete understanding of the charge
transfer mechanisms is still lacking.

In this work, contact electrification of aerosolized micron scale particles is ex-
perimentally investigated using novel sensor techniques. A new laser-based
technique has been developed, allowing the simultaneous determination of
size and electrical charge of individual particles settling under controlled con-
ditions into a unique environmental chamber. Particles interacting with the
injector tube have been seen to become electrified with a relatively narrow
range of surface charge concentration (o) around +100e/um? (= +0.02mC/m?)
for all particle sizes in the range 1 — 8um. Explanations for this effect are dis-
cussed, including the possibility of field emission at the contact site limiting
the surface charge concentration. In a second measurement technique the
voltage on the injector system (i.e. a Faraday tube) was measured during aero-
solization in order to investigate the size and composition dependence of the
charged particles leaving the injector tube. Again the net charge was seen to in-
crease linearly with the total particle surface area, in agreement with o values
determined using the laser-based technique. Studying the composition de-
pendence of contact electrification a simple new physically meaningful model
has been put forward based on electron transfer: in the case of insulating ox-
ides a linear correlation was found between ¢ and the absolute generalized
relative electronegativity (yagr), obtained by knowing the composition of the
contacting surfaces; o = ayagr — b, where a = 4.7e/um?/V, b = —27e/um?,
This predictive model may be used for estimating the magnitude of contact
charging, and was seen to give reasonable agreement with observed contact
electrification of volcanic ash samples, when treated as silica. For metals the
charge was observed to correlate with electron work function as well as elec-
tronegativity, though with limited accuracy. The contact electrification pro-
cess was not seen to be greatly affected by gas composition. Also the effects
of relative humidity, particle aggregation (cohesion), adhesion to the injector
tube wall and gas breakdown were investigated.

This work is hoped to advance our understanding of contact electrification
and put forward new challenges for future research.
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CHAPTER

INTRODUCTION

1.1 Contact electrification

When the surfaces of two materials get in contact, a certain amount of elec-
trical charge is usually transferred from one surface to the other, as a result of
what is called contact electrification.

Despite being firstly observed in the antiquity by Thales of Miletus in his ex-
periments rubbing amber against wool [1] and having been widely studied in
the last century, there are still uncertainties upon the most basic mechanisms
of charge transfer: is it due to electron transfer? Or are ions being transferred
instead? Can it be due to bits of material transferred between the two surfaces?
What is the role played by the chemical composition and size scale of the two
materials? How does the surrounding gas and surface water layer influence
the charge transfer? Currently there is no universally accepted physical model
explaining this process. Even the terminology regarding particulate electrifica-
tion is a source of confusion: contact electrification and tribo-electrification
are often interchangeably used in literature. Conventionally, contact electri-
fication is referred as "contact and macroscopic separation leading to charge
transfer" [2], while tribo-electrification puts emphasis upon the dependence
on composition (as in the purely empirical triboelectric series) [2].

The purpose of this study is to experimentally investigate this physical phe-
nomena focusing on aerosolized micron-scale solid particles, using novel pre-
cision techniques in order to determine a dependence upon particles length
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scale, their chemical composition and the surrounding gas properties.
Contact electrification in fine solid particles are studied here because of their
relevance in a wide range of practical problems/applications. In industry, pow-
ders can become electrically charged and several phenomena can occur: in
fluidized beds or pneumatic transport lines charged particles can agglomer-
ate and adhere to the walls, thus reducing the efficiency [3-5]; high electrifi-
cation degree may cause discharging, inducing explosions or fire; pharmaceu-
tical powders can also become charged when flowing during processes, caus-
ing issues related to agglomeration and non homogeneous dosages [6,7]. Also,
many applications have been developed involving controlled charging of pow-
ders: examples are electrophotography [8], electrostatic powder coating [9],
controlled powder flow rate [10], the development of an ’electromechanical
valve for solids’ [11] or promising new methods such as triboelectric separa-
tion for granular plastic waste recycling [12]. Contact charging may represent
an hazard in space applications, e.g. due to intense electric fields generated in
dust storm/dust devils, as it can damage electronic equipment via discharging
or deplete their functionality [13-16]. Geologists also face situations related
to contact charging: in volcanology, explosive eruptions are seen to generate
lightnings within the volcanic ash plume [17, 18] and high charge densities
associated with electric potential gradient have been measured in volcanic
plumes [19, 20]. The dominant charging process for volcanic ash has been
associated to fractoemission from fresh crack surfaces as a result of material
fracture [21]. Electrostatic forces may play a relevant role in wind-driven dust
resuspension processes, e.g. enhancing or depleting adhesion forces between
dust/sand particles in deserts [15] or volcanic ash deposited subsequently to
an eruption [22].

Despite being relevant in such various fields, our understanding of contact
electrification is still poor: in literature several different experimental works
are present, but there is often little agreement upon the mechanisms of charge
transfer and inconsistent results are reported upon the magnitude (and some-
times even the polarity) of the charging process [23, 24]. The most basic ap-
proach for predicting the direction of charge transfer is based on the use of
the triboelectric series, an entirely empirical ordering of materials based on
their tendency to acquire a negative/positive charge. However triboelectric
series are not reliable: an example contradicting the triboelectric series is the
observation of cyclic triboelectric series [25], or the contact charging happen-
ing with two chemically identical materials [23]. Also, the triboelectric series
has been shown not to be entirely reproducible, with different experiments de-
termining different ordering of materials [23]. There are in fact many different

2
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factors that may affect the reproducibility of an experiment: for example, the
material surfaces often present impurities like dust particles on large surfaces,
or defects at a nano/micro scale on fine powders, which can affect the magni-
tude of contact charging [26]. Generally, chemical-physical surface properties
and environmental conditions play an important role [24, 25].

Focusing on dust (micron-sized) particles represents an additional complica-
tion, as it gets more difficult to study individual particles. However, under-
standing contact charging of such materials is fundamental due to its practi-
cal relevance, even for non-pure surfaces and irregular/unknown shapes: as
Harper writes in his influential review, "it must not be forgotten that the tech-
nologists may be more concerned, in the field of static charging, with the be-
haviour of dog food, for example, than with that of super-pure germanium"
[26].

Understanding how a material can acquire a net charge after contact requires
understanding what species was transfered, the mechanism driving the trans-
fer and the reason why such transfer came to an end [26]. Clearly, a complete
picture of such process would require a deep use of quantum theory of solid
state, whether for practical applications a classical approach may be enough
for interpreting experimental results and derive a size and composition de-
pendence upon the magnitude of charge transferred, as it will be done in this
thesis.

It is well known that electrically conducting or insulating materials behave

differently. In metals, electrons are free to move as their valence and conduc-
tion band overlap, and transfer of electrons happens in partially-filled (con-
duction) bands; in insulators electrons are not free to move as they have a
high band gap, and electrons are normally not able to jump from the valence
to the conduction band.
It is widely accepted that contact charging in metals is due to electron transfer,
and the amount of charge transferred is linearly dependent on the electron
work function ¢ of the two contacting surfaces [26, 27]: when two metal sur-
faces get in contact, the Fermi levels of both metals come to the same energy
and electrons are transferred from the material with the lower to the one with
the higher work function. The contact potential difference between the two
surfaces is expressed as [24]:

P12

e

V= (1.1)

where ¢; and ¢, are the work function values and e is the electron charge.
The amount of charge transferred can be approximately calculated using the
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following relation [24, 26]:
Ag=CyV; (1.2)

where Cy is the capacitance between the two bodies at the critical cut-off dis-
tance for charge transfer (i.e. the separation between the two surfaces after
contact). Recently Peljo et al. [28] investigated the Fermi level equilibration af-
ter contact charging, to understand how much charge is transferred and where
itislocated. They showed that most of the charge transferred is retained at the
interface as a dipole, and that the charge at the outer surfaces is inducing a
potential difference which is equal to the difference in work function between
the two materials. They also discussed the influence of the contacting surfaces
geometry over the net transferred charge.

However, work function values found in literature may vary substantially due
to the experimental techniques used to measure it, the presence of an oxide
layer on the surface [24] and also because they have a dependence on crystal
orientation [29]. In the work of Harper [26] and Lowell [27] a linear correla-
tion between charge and work function for several metals was attained only
after measuring directly the work function of the contacting surfaces used in
their experiments [26]: this is somehow self consistent, because measuring
the work function as a contact potential difference already implies that charge
has been transferred to equalize such contact potential.

For insulators the picture is far more complicated, as electrons are not free
to move: when a net negative charge is found over the surface of an insulator
it is not clear whether it is due to an excess of electrons or negative ions; con-
versely, a positive charge may be due to a deficit of electrons or an excess of
protons. Three alternative processes are debated to be responsible for contact
electrification in insulators:

1. Electron transfer
2. Ion-material transfer
3. Ion-contaminant transfer

A brief review of these models is presented in the following subsections.

1.1.1 Electron transfer models

For explaining electron transfer in insulators, it is useful to start with the case
of contact electrification between a metal and an insulator: some work has
been done trying to derive an ’effective work function’ for insulators [30] as a

4
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function of the charge exchanged when in contact with a metal, trying to as-
cribe the charge exchange mechanism to a physical process similar to the well
understood metal-metal contact [24]. The main criticism moved to these mod-
els is that electron transfer is energetically not plausible, as in insulators the
distance between the valence band and the conduction band (i.e. band gap) is
much larger than the available thermal energy kg T (kg is the Boltzmann con-
stant and T is the temperature) [23,25]. Also Harper [26] in his review claimed
that for insulators the charge carriers are never electrons, and put forward an
ion-transfer mechanism. To answer this criticism, originally Lowell and Rose
Innes [31] in their review introduced the theory that non-equilibrated elec-
trons in trapped states within the band gap may be responsible for the charge
transfer in insulators. From thermoluminescence and phosphorescence mea-
surements [32, 33] there is an evidence for the existence of these non equi-
librated electrons in insulators [33], although there is still uncertainty about
the origin and nature of these trapped states [23]. Such electron states are as-
sumed to be localized at the surfaces and directly relate to the effective work
function [34]. Duke and Fabish [35] proposed a 'molecular ion-state model’,
suggesting that electron states in a polymer are spread over a wide range of
energy: these polymers have donor and acceptor states, and electrons can be
transferred via tunneling into a narrow range of energy around the Fermi level
of the contacting metal or, when contact is between insulators, charge is trans-
ferred in an energy window between the centroids of the two energy distribu-
tions of the two insulating materials [24, 35]. Waitukaitis et al. [36] demon-
strated that, in the specific case of contact between two identical surfaces, the
surface density of trapped electrons is not enough to account for the observed
charge transfer.

Quantum chemical calculations have also been performed supporting elec-
tron transfer, [37], and also other recent experimental and numerical work
supports the electron transfer mechanism in insulators [38-40].

McCarty and Whitesides state that experimental observations appear to go
against the electron-transfer model, as it "does not correlate with bulk elec-
tronic properties, such as the dielectric constant, or atomic properties, such as
ionization energy, electron affinity or electronegativity" [25,41]. However, there
are other experimental works that contradict this view relating contact charg-
ing with electronegativity [42,43], as well as our results in Section 4.1.

1.1.2 Jon-material transfer models

In the special case of ionic materials (i.e. materials having covalently bonded
ions and mobile counterions) charge transfer is thought to be possible in the

5
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form of mobile ions [25]. This mechanism was well explained in the review
from McCarty and Whitesides [25]: they proposed a model in which mobile
ions at the surface may move from one surface to another due to thermal ac-
tivation by surmounting a potential energy barrier. When the two surfaces
are sufficiently distant apart, the potential barrier is high enough to kineti-
cally trap ions on the surfaces. They also extensively showed experimental ev-
idences of how ion transfer happens when mobile ions are present on the sur-
face of insulating materials [25]. In the reviews [23, 25] the transfer of mobile
ions characteristic of certain material surfaces is named ’ion transfer’, here this
mechanism is referred as 'ion-material transfer’, since the transferred species
directly comes from the ionic material and therefore it can be considered as a
form of what is generally called 'material transfer’.

In the work of Baytekin et al. [44], Kelvin Force Microscopy (KFM) was used to
image surface potentials of various contacting surfaces after separation: it was
shown how each surface acquired a random “mosaic” of positively and nega-
tively charged regions of nanoscopic dimensions, while still showing a certain
net charge. The specific nano-scale regions showed significantly higher values
of surface charge concentration than usually observed, whereas the net charge
over the entire surface was still within the typical observed limits. Such mosaic
has been interpreted as one form of material transfer, "driven by chemical and
micromechanical properties of the material surfaces that are not homogeneous
at a nanol/atomic scale" [23] and may be interpreted as broken bonds produc-
ing a positive and negative ion pair. Baytekin’s work shed light over the pos-
sible reason why contact electrification is often so unpredictable, even when
the experimental conditions are apparently the same.

In order to avoid confusion, it is worth remarking that the term 'material trans-
fer’ is also more generally referred as the transfer of relatively large material
fragments from one surface to another [23], typically as the result of friction:
in literature it is often considered as an additional effect and not as a primary
source of electrification [24, 26, 31]. However, the two definitions may be con-
sidered equivalent, since material transfer as a charge carrier is the effect of
bonds breaking [23] and, in fact, the transfer of ions resulting from it.

1.1.3 Ion-contaminant transfer models

In normal atmospheric conditions all surfaces have contaminants that may
come from surface impurities, water layer or the surrounding gas. These con-
taminants might be transferred from one surface to another in the form of
ions, thus carrying charge. The most common and widely present surface
contaminant is adsorbed water, and it appears that it may play an important

6
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role in the electrification of certain materials. Hydroxide ions (OH™) are of-
ten seen to accumulate at water/solid interfaces [25], segregating from cations
(H") that are left in solution. A similar phenomena is observed for ionic ma-
terials contacting through water bridges, forming an electrical 'double layer’
between immobile cations at the surface and mobile anions in solution. The
electrical potential at the double layer interface is defined as ’zeta potential,
and has been seen to correlate with contact charging [25]. Here this process
is defined 'ion-contaminant transfer’, as it requires the presence of a third ele-
ment (i.e. the contaminant, in this case water) to transfer charge between two
surfaces, whereas ion-material transfer can also happen in the absence of wa-
ter (or other surface contaminants).

However it is not clear yet why contact charging is sometimes seen also for
surfaces under extremely dry conditions, suggesting that ionic and non ionic
materials may exchange charge differently, possibly with different species be-
ing transfered (electrons and/or ions). Surfaces in a gaseous environment may
form contacts through water-bridging due to the ambient humidity. In the
work of Pence et al. [45], mobile ion-containing polymers showed almost no
charge for relative humidity RH = 0% and increasing charge up until RH =
30%, with subsequent decrease for RH > 40%, suggesting that water is neces-
sary for the transfer of mobile ions; conversely Nieh and Nguyen [46] observed
increasing charge towards low RH for glass beads (which do not contain mo-
bile ions) flowing in a copper pipe. Also our study (Section 5.4) indicates that
high contact charging is measured with oxides at extremely low RH (< 1%).
Such discrepancies again indicate that surface properties also play an impor-
tant role.

We may state at this point that the picture is far from being clear: lacking
general agreement, one likely explanation is that electrons and/or ions can be
transferred depending on the material properties, environmental conditions
and contact mechanisms.

1.1.4 Contact charging with particles of the same composition

It has been observed experimentally [2, 16, 36,47-51] that in chemically iden-
tical contacting surfaces small particles tend to acquire a negative charge and
bigger ones a positive charge. Lacks and co-workers suggested that this phe-
nomenon might be due to the presence of trapped electrons in high energy
states [50,52], similarly to the idea presented by Lowell and Truscott [33]. How-
ever it has been demonstrated that the surface density of trapped electrons is
not enough to explain the observed electron transfer following the trapped-
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electron model [36], suggesting that ion transfer is the driving mechanism. In
a recent work the electrification in same-particle contacting has been stud-
ied as a function of the air relative humidity [53], the results showed that this
phenomenon is substantially depleted at high RH, essentially disappearing at
RH = 50%. It has also been recently shown that two identical (in composition
and size) polytetrafluoroethylene sheets contacting together usually led to a
random direction of charge transfer, but when one of the two samples was
subjected to plastic deformation they were systematically charged in one di-
rection [54]. The authors interpreted these results as to be due to macroscopic
formation of voids (from nm to mm in size) and not to changes in the molecu-
lar structure of the material.

1.1.5 Magnitude of the measured contact electrification and
limiting mechanisms

Despite such uncertainties over the mechanisms of charge transfer, in many
different experimental work general agreement is found over the order of mag-
nitude of the maximum charge concentration that a particle surface can attain
(usually ranging from 0.01 — 0.1mC/m?) [14, 33, 55,56]. Such a limit is often
calculated dividing the charge by the total particle surface area (typically as-
sumed to be spherical even for irregular shapes for simplicity). However, some
researchers have attempted to estimate the effective contact area relying on
simple models [57], as the charge is obviously exchanged at the contact site
and, in insulators, is assumed not to be readily redistributed over the entire
particle surface.

In the work of Oguchi and Tamatani [42] a linear relationship was found be-
tween a 'generalized electronegativity’ yg and the measured contact electrifi-
cation seen with oxide (shown in Fig. 1.3), fluoride, and sulfide particles. The
concept of generalized electronegativity is explained in Section 1.1.6. Their
interpretation of the observed dependence was based upon ion exchange, i.e.
on the acid-base properties in aqueous or gaseous phase. They also observed
increasing charge-per-mass with the reciprocal of particle size (1/r) with r the
particle radius (Fig. 1.2): this implies that a specific (mean) surface charge
concentration is generated (as shown in Section 2.5). Interestingly, there is ex-
tremely good agreement between the results found in [42] and this work, as it
will be discussed in Section 6.4.

In the work of Merrison et al. [16] surface charge concentration values within
the expected limits 0.01 —0.1mC/m? and approximately equal number of neg-
atively and positively charged grains were seen, independently of the sample
composition.
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Repeated impacts of particles have been seen to increase the surface charge
concentration. For example a large synthetic rubber sphere (31mm) impact-
ing repeatedly against a metal plate showed increasing charge exponentially
reaching a plateau [58]; similar behaviour has been observed for a large popu-
lation of fine particles [10], or for large surfaces [59, 60].

In [57,61] a dependence upon the impact velocity of particles (pharmaceutical
powders and glass beads, = 500um) colliding against a reference surface was
observed.

This general agreement over the order of magnitude of surface charge con-
centration presumably has to be due to a limiting mechanism: for example
electrical breakdown through gas between two surfaces can happen when the
electric field is high enough according to the Paschen curve (Fig. 1.1), as it
has often been observed experimentally [62-64]. Alternatively, even in the ab-
sence of gas at extremely high electric fields (> 10°V/m) electron field emis-
sion may happen after separation of two contacting surfaces [25, 26].

Inside a material when high surface charge concentrations are present, the
high electric field may cause the dielectric breakdown of the insulating ma-
terial (e.g. around 3- 10°V/m for SiO,). In this case, the material cannot be
considered anymore as a classical insulator [65]. A phenomenon of this type
is sometimes referred as lateral charge spreading.

As an interesting remark, here is quoted the epilogue of the influential
Lacks review who perfectly depicted the difficulties found by researchers when
studying contact electrification: " The first studies on contact electrification were
carried out over 2500 years ago, when experiments showed that rubbing amber
and wool caused the two materials to become oppositely charged. Our scien-
tific understanding of contact electrification has not progressed very far in the
intervening 2500 years—it is still not known what species is being transferred
between the wool and amber to generate the charge, and how rubbing influ-
ences the process. A review paper such as this often concludes with a discussion
of open questions, but we feel that virtually all questions involving electrostat-
ics are in fact open questions. Hopefully, more progress will be made in the next
2500 years" [23].

1.1.6 Electronegativity

The definition of electronegativity (y) is the tendency of an atom or ion to at-
tract electrons, and represents its energy change (E) with the change of elec-
tron number (N); ¥y = —dE/dN [68]. It quantifies the bonding energy be-
tween atoms or molecules, as it expresses the affinity that an atom/ion has

9
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Figure 1.1: Pashen breakdown curve estimated for air, Ar and CO», following
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from [66] and [67];y = 1072is kept constant due to the lack of data in literature.

The A, B constants are taken

for electrons. In atoms, electronegativity is typically expressed in the non-
dimensional Pauling’s scale (yp) relative to Hydrogen, and is known for most
elements [69].

Two years after Pauling, another expression in an absolute scale was devel-
oped by Mulliken, also called ’absolute electronegativity’ It is the mean of
ionization potential and electron affinity expressed in energy per unit charge
(kJ/mol or eV/e). Its physical meaning is "the energy change which accom-
panies the removal or addition of one electron" [68], but differently from Paul-
ing’s scale is not known for all elements as electron affinity is in some cases
unknown. However, as the two magnitudes are closely related, empirical re-
lations have been developed linking Mulliken’s and Pauling’s electronegativity.
In [70] a linear transformation is presented:

1M = (yp —0.03)/0.322 (1.3)

Where yp is the electronegativity expressed in Pauling’s units and yy is in Mul-
liken’s scale.

Iczkowski & Margrave [68] and Tanaka & Ozaki [71] extended the concept of
electronegativity to describe molecules and ions by including valence: this

10
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Figure 1.2: Specific charge measured for Al,O3 powder sorted in different
mean particle sizes. Figure reprinted with permission from the work of Oguchi
and Tamatani, 1986 [42].

quantity, named ‘generalized electronegativity’ (yg), represents the electroneg-
ativity of an atom in a molecule:

Yc=Q0Q+22)x (1.4)

Where Z is the valence of the element bound in a molecule.

This generalized expression in Eq. 1.4 can then be applied for two surfaces in
contact, i.e. the relative electronegativity between two materials: using Mul-
liken’s scale, this leads to an expression which we named "absolute generalized
relative electronegativity’ (Yagr):

xacr= 1 +2Z1)ym1— (1 +222) xm,2 (1.5)

Where ynm,1 and Z; refer to surface 1 and yu 2 and Z; refer to surface 2.

xAGR can be physically interpreted as a contact potential difference. As will
be shown in this work there is an experimental dependence of this quantity
upon the observed contact electrification (see Section 4.1). This may then
lead to the development of a physically meaningful predictive model for con-
tact electrification also in insulators based upon electron transfer, as it will be

11
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Figure 1.3: Specific charge measured for a set of oxide powders as a function
of generalized electronegativity expressed in Pauling units. Figure reprinted
with permission from the work of Oguchi and Tamatani, 1986 [42].

discussed in Section 6.1. Such close relation between contact electrification
and generalized electronegativity (Eq. 1.4) has also been previously observed
in the work of Oguchi & Tamatani [42].

1.1.7 Techniques in quantifying contact electrification

Several experimental techniques have been developed through the years to
measure contact charging. While many of the studies found in literature deal
with contact of large surfaces, here the focus will be on the experimental tech-
niques and main results obtained in measuring fine particles (um sized) con-
tact charging.

The most common, simple and reliable technique uses a Faraday cage, which
is a metal enclosure electrically insulated, here a charged particle entering or
exiting the cage induces an image charge in its inner wall. When the Fara-
day cage is connected to an electrometer/oscilloscope, the mirrored charge

12
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on the outer wall flows to ground generating a current which is measured to
determine the inner charge. Faraday cages have been used in various geome-
tries: particles electrified after contact with a reference plate were collected
in Faraday cups [43], or as an array of through-type Faraday cage connected
to fluidized beds [72]. The Faraday cage principle was also used to measure
the charge of single particles before and after impact against a reference tar-
get [57,61].

Electric fields have often been used in order to separate particles depending
on their charge. An electrode collection system was employed by applying
an uniform DC electric field to collect aerosolized dust particles [16]. Laser
Doppler velocimeter [73] and high-speed imaging [51] have also been used to
measure the velocity of oscillating particles under DC electric fields. In par-
ticular in [36] a free-falling camera imaged a bimodal distribution of charged
particles falling under vacuum and drifted by an electric field, measuring a rel-
atively low charge (around 10%e for particles ranging from 250 to 320 um). In
a similar electric field-based separation system, contact electrification is mea-
sured using Faraday cup collectors, where particle are electrified blowing com-
pressed air through a particle bed ('fountain’ technique) in order to investigate
particle-particle contact charging, and trying to eliminate every particle-wall
interaction [47,48,53].

A technique similar to that used in this thesis is found in the work of Oguchi
and Tamatani [42, 43]: they used a 'blow-off’ aerosolization method in which
large reference particles (iron oxide 44 —74um, aluminium 74 —149um, quartz
250—840um) were placed on a stainless steel mesh, and smaller particles (typi-
cally around 0.4um in diameter) were blown using compressed nitrogen against
the reference ones. Small particles could pass through the mesh sieve/filter
and were collected in a Faraday cup connected to an electrometer to measure
the total developed charge, while the reference material stayed on the mesh
filter.

1.2 Multiphase flows

The experimental techniques utilized in this project are based upon the aero-
solization of micrometer-sized particles into a large environmental chamber.
The aerosolization takes place with the rapid decompression of a gas reservoir
into the low-pressure chamber through a long pipe, which disperses (aeroso-
lizes) the particles. A particle-laden flow is typically called a multiphase flow
[74] (in this case the term particle is referred to solid powder, but it can be also
liquid droplets in a gas flow or gas bubbles in liquid flow). The particles elec-
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Figure 1.4: Schematic drawing of the setup: reservoir quantities are character-
ized by the subscript ¢, tube entrance by subscript 4, tube outlet g, and cham-
ber (ambient) values .

trification mainly takes place when they interact/contact with the aerosolizing
tube. For this reason, it is necessary here to introduce aspects of the aerosoliza-
tion (injection) process, analyzing the flow behaviour during decompression
within the injector tube and particle interaction with the gas and the injector
tube. The gas phase during the injection will be analyzed from a theoretical
point of view, followed by a brief introduction to the particle-laden jet form-
ing inside the chamber and the subsequent settling of particles under gravity.

1.2.1 The thermodynamics of the injection process

This subsection deals with the gas decompression from the reservoir and the
flow generated in the tube. Here a qualitative analysis of the evolution of
thermodynamic variables along the injector tube is presented using a 1D ap-
proach. The geometry of the injector system (see Fig. 1.4) consists of a gas
reservoir (characterized by the subscript ) connected through a convergent
section to the entrance of the injector tube (subscript 4) with a constant diam-
eter. The exit of the injector tube (subscript p) is connected to a large cham-
ber (subscript .;,) where pressure p.j, temperature T.;, and density p.; can
be considered constant far away from the flow perturbation. It is assumed
that the chamber pressure is much lower than the initial reservoir pressure

(Peh < poi).
The Mach number M is a dimensionless number defined as the ratio be-

14



1.2. Multiphase flows

tween the flow velocity U and the local speed of sound:

U
VYRT

where y = ¢,/ ¢y is the ratio of specific heats at constant pressure and volume
and R is the specific gas constant.

The Reynolds number Re is defined as the ratio of inertial to viscous forces,
and relatively to the tube section is expressed as:

M=

(1.6)

_pUD
U

Re 1.7)

where D is the tube diameter and p is the dynamic viscosity.

The flow expansion in the (short) convergent section from the gas reservoir
to the tube entrance, may be considered isentropic [75]. Pressure, tempera-
ture and density at the tube entrance (subscript 4) with respect to reservoir
values (subscript o) are expressed as a function of the tube entrance Mach
number M, using the isentropic gas expansion relations:

Y
_1 -1
EZ(HY Mi)“ (1.8)
pA 2
T() ’}/—1 2)
Do+ l—Mm 1.9
T ( + 5 2 (1.9)
1 1
— =)
Po _ [, Y2 Mi)y (1.10)
pa 2

The tube section may be treated as a Fanno flow [76], where viscous fric-
tion due to shear stress at the wall changes the thermodynamic properties
along the tube. A Fanno flow is based under the assumption of an ideal gas,
adiabatic flow, quasi-1D and quasi-stationary flow, neglecting gravitational
forces. The Fanno model applies to both incompressible/compressible and
subsonic/supersonic conditions.

The Fanno line on the Gibbs plane relating entropy and enthalpy has the
following (dimensionless) form:

y-1 y-1 y+1
1 (2 \o (y+1\z 1
—-1 —_— H2 (1.11)
H
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Figure 1.5: Fanno line (in blu), from Eq. 1.11. The vertical (isentropic) red line
represents the fluid thermodynamic transformation along the short converg-
ing section connecting the reservoir and the tube. The flow in the tube section
follows the Fanno line (from point A to point B) increasing its Mach number
eventually until choked conditions are reached (if the tube is long enough).

where H = ¢, T/c, Ty is the dimensionless enthalpy ratio, with T the tempera-
ture along the tube and Tj the reservoir temperature. The Fanno line, plotted
in Fig. 1.5, shows that a subsonic flow entering a tube with friction will have
an increase in its Mach number. Conversely the Mach number of a supersonic
flow will decrease as effect of viscous friction. In both cases, M — 1 (choked
condition). The flow may eventually become choked only at the end of the
tube due to viscous friction effect, if the tube is sufficiently long enough. This
phenomenon is sometimes referred as 'friction choking’.

In Fig. 1.5 the isoentropic flow in the (short) converging section is shown with
a vertical red line, whereas by moving on the Fanno line entropy increases be-
tween the tube entrance (A) and exit (B), until choked conditions are reached.

The Fanno relation (Eq. 1.12) expresses the change in Mach number M
along the tube axis dx (x = 0 is the tube entrance, x = L* is the tube exit) ac-
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cording to the following relation [76]:
M?-1 dM?
yM2(1+ L m2) M?

dx
=-4f % (1.12)

where f is the Fanning friction factor. The friction factor is a function of the
flow Reynolds number and the tube’s relative roughness.

From Eq. 1.12 it can be seen that if the flow in a generic tube’s section is sub-
sonic (M < 1) then dM/dx > 0 and vice versa. As the nozzle is purely con-
vergent, the flow entering the tube must be subsonic and accelerate along
the tube, eventually reaching choked condition (M = 1) only at the tube exit.
M =1 at the tube exit is reached if po/p.j is above than a certain critical
value depending on the tube length L, diameter D and friction factor f. When
choked conditions are reached, pp > p.; and the tube exit can be considered
underexpanded generating a supersonic jet [77]. Supersonic expansion will
take place in the vicinity of the tube exit allowing the pressure to match with
the chamber pressure. When pg/p.; drops below the critical value, the flow
becomes subsonic and the pressure at the tube exit nearly equal the ambient
pressure pg = p.j. This condition applies because large pressure differences
cannot occur over small distances in a subsonic flow.

The Reynolds number along the tube (Eq. 1.7) can be estimated from the
initial condition, assuming choked flow at the tube exit. From the Moody’s
chart, depending on the tube’s relative roughness and Reynolds number, a
Fanning friction factor f is obtained. Eq. 1.12 is then solved between a generic
Mach number and the critical Mach number (M = 1) at the tube outlet, in or-
der to find the Mach number at the tube entrance (M,-o = M) as a function
of a critical length L* (i.e. the real experimental tube length):

AfL* 1-M2 y+1 adsy ye:
fL_1oMa ln( 2 A (1.13)

2 Y=1ag2

D YMA ZY 1+ TMA

Pressure, temperature and density at the tube entrance (subscript 4) are

calculated with respect to reservoir values (subscript ) using Eq. 1.8, 1.9, 1.10
knowing the entrance Mach number M4 from Eq. 1.13.

pa, T4, pa can then be used to calculate the exit (choked) values pg, Ts, pB

and their evolution along the tube by using the following relations valid for the
Fanno flow along the tube axis x [75]:

B -1
p) _ 1 Jy+l (1+ Y lM(x)z) (1.14)
pp M) 2 2
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_ -1
T) =Y+1(1+Y lM(x)z) (1.15)
Ts 2 2
P _ 1 \/ 2 (1+Y_1M(x)2) (1.16)
PB M)\ y+1 2

For M=o = M4, px=0 = pa and pp is obtained. Same procedure is applied to
temperature and density.

Once all the thermodynamic variables are known, the tube Reynolds number
can be computed and used to calculate again the friction factor. However,
from Moody’s chart it can be seen that f approaches a constant value for high
Re and relative roughness (i.e. fully developed turbulence).

Whereas py, Tp and py change over time as the gas reservoir discharges, Eq.
1.14, 1.15, 1.16 remain valid until the flow is choked at the tube outlet. The
initial values are known (py;, Tp; and pyp;). In order to determine the time evo-
lution of these variables additional hypothesis need to be formulated in the
reservoir (e.g. adiabatic or isothermal).

These set of equations will be applied in Section 2.3.1 to the experimental in-
jector system used in this work for a predictive estimate of the gas-phase be-
haviour (M, p, T, p).

1.2.2 Lift/adhesion force balance against the injector tube wall and
aggregation/cohesion

Whether a particle lying on a surface in gas flow will be resuspended or will
stay attached to the surface depends on the force balance acting on a particle,
which in its most simple form is composed by the balance between the ad-
hesion force and the flow-induced lift force (gravity is typically neglected for
micron-sized particles as the adhesive force is much larger).

For micrometer sized particles in contact with a surface, determining the ad-
hesion force is challenging and requires sensitive measurement techniques.
The most successful one has been atomic force microscopy (AFM), where a
sample (e.g. a single particle) is mounted on a cantilever: the tip of the AFM
gets in contact with the particle, the adhesive force (F,qn) is measured when
the cantilever force overcomes the adhesive tip—sample interaction, i.e. the
so-called ’pull-off force’ [78]. Jones et al. [79, 80] and Heim et al. [81] mea-
sured adhesive forces of micrometer-sized particles. Results showed that Fuqp
linearly increases with particle size [81]; the effects of surface roughness and
relative humidity are important, and hydrophobic/hydrophilic materials be-
have differently [79].
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Contact between two solid spherical particles is usually described by either
the model of Johnson, Kendall and Roberts (JKR) [82], valid for large and soft
bodies with high surface energies, or by the Derjaguin, Muller and Toporov
(DMT) model [83] which is more accurate for small hard particles with low
surface energy and accounts also for non-contact forces in proximity of the
contact area. The adhesive (pull-off) force in these two models is written as
Fxr = 3nry and Fpmt = 471y, where r is the particle radius (in case of parti-
cle contacting against a much larger surface) and y is the effective solid surface
energy [(80,81].

Semi-empirical models have also been developed [15, 84], where adhesion
force F,qp is written as:

Fagn = 2Caant (1.17)

with Cuqp the adhesion coefficient, empirically determined. The adhesion
force is typically considered as a combination of van der Waals, electrostatic,
capillary and chemical bonds [78], i.e. electrostatics may play an important
role, as observed in fluidized beds and pneumatic transport lines (see Section
1.1). Cohesive agglomerates of particles (which in this work will usually be
referred as aggregates) are constituted by multiple particles sticking together
due to the effect of the adhesive force. Here effects of humidity and electro-
statics may be very important.

The flow-induced lift force Fy is expressed as:

Fi,=CLpU?r? (1.18)

where Cy, is the lift coefficient, p is the fluid density, U is the friction speed
[15]. Pitot tube or laser Doppler velocimeter are typically used for measuring
the turbulent boundary layer profile, in order to determine the surface shear
stress, defined as:

‘[fszf (1.19)

Experimental determination of the threshold shear stress for particle detach-
ment provide a useful tool in understanding the force balance acting on parti-
cles: e.g. in the work of Matsusaka et al. [85] it was examined the undisturbed
wind speed necessary for removing a monolayer of micron-sized particles as
a function of particle size. In our recent work [22] the effect of humidity and
particle size was studied together with high speed imaging of the detachment
dynamics.

The friction speed may also be estimated by knowing the undisturbed flow ve-
locity (e.g. at the tube center), using the standard boundary layer theory and
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empirically determined constants from [86]:
zU,
U(z) = U*(aln(7)+b) (1.20)

where z is the height from the tube surface, v is the kinematic viscosity, a = 2.5
and b =5.5 [86].

The flow shear stress can be compared to the experimentally determined thresh-
old shear stress 7, necessary for particle detachment, using the models devel-
oped in Merrison, 2012 [15] and Shao & Lu, 2000 [84]:

Teh = (1.21)
r

The two empirical parameters can be approximately estimated as Caqn, = 1.5+
10* and Cy, ~ 160 [84].

The threshold shear stress and fluid shear stress can be compared in order to
predict whether a particle can be resuspended from the injector tube surface
by a gas flow. This will be useful when analyzing results in Section 5.2.

1.2.3 Thejet

This subsection deals with expansion of the gas at the tube outlet into the low
pressure chamber (Fig. 1.4). As discussed in subsection 1.2.1, as long as the
tube outlet is choked it can be considered as an underexpanded nozzle gener-
ating a supersonic jet [77]. Here the term underexpanded means that the gas
pressure could not expand enough to match the ambient pressure. The pres-
sure is then adjusted to the chamber pressure through a series of shock waves
and expansion waves, forming the so-called shock cell structure depending
on the injector geometry and the pressure ratio between the reservoir and the
chamber [77]. The initial pressure release through the tube forms a compres-
sion wave at the tube outlet. The large velocity gradients initially generated
lead to the formation of a vortex ring, growing until a critical size and succes-
sively propagating along the axial direction [77]. The vortex ring detaches from
the trailing jet (when present) propagating further, and successive vortices in
the shear layer are generated.

The Reynolds number at the tube outlet can be estimated in first approxima-
tion using the Fanno flow relations (Section 1.2.1), and in the experimental
setup specific for this work depends mainly on the initial reservoir-to-ambient
pressure ratio (po;/pcn)- As the chamber pressure is always low (p., = 2.5 -
10mbar), the controlled reservoir pressure determines whether the generated
jet will be fully turbulent. Dimotakis [87] reported that Re > 10000 is needed
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for a fully turbulent jet.
In Section 2.3.2 observations of the experimentally produced jet are discussed.

1.2.4 Settling: Stokes and Epstein (molecular) regime

The terminal settling velocity for spherical particles is reached when the gravi-
tational force Fg = pp %nrs is balanced by the drag F, force of the surrounding
gas acting on a particle:

Fy=Fy, (1.22)

Stokes derived a relation expressing the drag force acting on a sphere, valid
when the particle Reynolds number Re), is considerably smaller than 1:

Rey=——<x1 (1.23)

The particle Reynolds number tends to zero when the particle characteristic
length 2r is small, its velocity is low, the surrounding medium has an high vis-
cosity or the gas has a low density.

In this flow condition, also called Stokes flow, the Navier-Stokes equation for
incompressible flows can be simplified neglecting the non-linear terms, while
the viscous terms are still present: this results in a linear differential equation
with an analytical solution. In Stokes flow, only the viscous force is acting on
the particle.

Stokes expressed the drag force as:

Fy=—-6muru, (1.24)

This equation, also called Stokes law, was derived under the assumption that
the sphere is rigid, there is steady-flow condition around it and there is no-slip
at the sphere’s surface.

However, the no-slip condition is valid only while the flow can be considered
to be in the continuum regime and it leads to the failure of the Stokes law in
rarefied gases, i.e. for gases where the mean free path of the gas A is larger
than the size of the sphere 2r. This happens when the Knudsen number Kn is

larger than unity:
A

Kn=—>1 (1.25)

2r
For Kn > 1 the gas can not be considered anymore as a continuum medium,
but it rather consists of individual gas molecules colliding with the sphere’s
surface. This condition is relevant for micron scale aerosols in the upper tro-

posphere, where the air has a low density, and also in normal atmospheric
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condition (p = 1bar, T = 293K) for ultra-fine particulate (e.g. PMy 1, namely
particles < 0.1um), where the mean free path is 1 = 67nm.

Cunningham first proposed a correction factor to Stokes law for non-continuum
flows taking into account for slip at the particle surface [88], later modified by
Knudsen and Weber. This correction includes 3 empirical parameters (a, 8
and ), successively measured by Millikan [89,90]. This is also called Cunning-
ham slip correction factor, given by the expression:

Y
C=1+Kn|a+pe Kn (1.26)

Epstein in 1924 [91] used kinetic theory to calculate the drag force on a sphere
in the free molecular regime (Kn > 1). This has the advantage of having a
physically meaningful expression with only one free empirical parameter &
which expresses the type of surface scattering, i.e. § = 1 for specular scattering
and ¢ =1 for diffuse scattering. The drag force was expressed by Epstein with
the following equation:

F __4 5r2p,cU (1.27)
d,Eps = 37'[ rpgc .

where ¢ is the mean molecule speed from the Maxwell-Boltzmann distribu-
tion:

8kpT

TTMmol

c= (1.28)

where kg is the Boltzmann constant and m,;,,; is the molecular mass of the gas.
In the work Alois et al. 2017 [92], differently from Epstein work, ¢ has been
considered as the root mean square velocity of the gas molecules, following
the equation:

- 3kgT

Crms =

(1.29)
Mmol

with Crmps/ € = 1.0854. In this thesis the classical definition from Epstein will be

used.

The scattering parameter 6 was calculated by Epstein deriving several expres-

sions depending on how the gas molecules were scattered by the surface of the

sphere. In this work, an experimentally measured value for the slip parameter

6 = 1.15is used, based on a previous study on settling speed performed by An-

dreas Boes Jakobsen [93].

By knowing the analytical expression for the drag force in the molecular regime,
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the settling velocity as a function of time U(t) can be derived by solving the dif-
ferential equation:
mU = Fy pps — Mg (1.30)

where m is the mass of the particle.
By imposing the initial condition U(0) = 0, the equation is solved analytically

as:
kt
mg -—

U(t)ZT l-e m (1.31)

By writing the particle mass m = 4/37r3p p» the time constant T = m/k gives
the expression:

r
LIS (1.32)
pgcod
and the terminal settling velocity U; = mg/k is:
r
U, =28 (1.33)
pgCod

Epstein model has been extensively used in this work, as the velocity of par-
ticles settling in a low pressure chamber (where K7 > 1) has been measured
using a Laser Doppler Velocimeter (LDV) in order to derive their size (details
are shown in Section 2.4).
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CHAPTER

EXPERIMENTAL TECHNIQUES AND MATERIALS

2.1 Aarhus wind tunnel simulator II (AWTSII)

The main facility that has been used during this project is an environmental
chamber named 'Aarhus Wind Tunnel Simulator I’ (AWTSII)! [94]. It is a recir-
culating wind tunnel originally designed to reproduce atmospheric conditions
(e.g. on the Martian surface), and well suitable for research on aerosols. The
facility is a cylindrical vacuum chamber (2.1m inner diameter and 10m length,
with a total volume of 35m3, see Fig. 2.1) and allows precise and independent
control over atmospheric parameters, i.e. pressure, temperature, humidity,
wind speed and gas composition. Importantly, aerosolized particles can be
dispersed in the chamber. The facility is equipped with multiple flanges both
on the sides and at the top of the chamber. They can be used for windows,
cable connections and for an aerosol injection system (Section 2.3). This al-
lows particles to be aerosolized inside the chamber while simultaneously con-
trolling atmospheric parameters of the surrounding gas. These characteristics
make this facility particularly suitable for studies of aerosols and contact elec-
trification, where atmospheric parameters need to be constr