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Zusammenfassung

Die vorliegende Arbeit befasst sich mit der Intersubband-Dynamik in niederdimensionalen Halbleitersy-
stemen. Mit Hilfe der Heisenbergschen Bewegungsgleichung werden verschiedene Vielteilchen-Effekte
untersucht, insbesondere die Elektron-Elektron- und die Elektron-Phonon Wechselwirkung. Die Unter-
suchungen beinhalten Intersubbandübergange in Quantenfilmen, die Volumen-Oberflächendynamik in
Silizium, sowie Intersublevelübergänge in einem Quantenpunkt.

Zunächst wird ein n-dotierter GaAs/AlGaAs Quantenfilm im thermischen Gleichgewicht betrachtet
und der Einfluss der Coulomb-Wechselwirkung der Ladungsträger auf das System im Grundzustand
berechnet. Dazu wird die sonst übliche Markov Näherung in zweiter Ordnung störungstheoretisch er-
weitert, so dass Gedächtniseffekte erster Ordnung mitgenommen werden. Diese führen zu Coulomb-
induzierten Korrelationen zwischen den Ladungsträgern im Grundzustand, welche eine Renormierung
der elektronischen Gleichgewichtsverteilung bewirken. Der Effekt zeigt sich im Absorptionsspektrum
als spektrale Verbreiterung der Linienbreite für tiefe Temperaturen ( T < 50 K).

Als nächstes werden Nichtgleichgewichtsprozesse behandelt. Mit dem Augenmerk auf geeignete
Detektionsschemata wird hier eine leistungsfähige Methode für die Detektion von ultraschnellen Pro-
zessen in Intersubband Quantenfilmen vorgestellt, die zweidimensionale Fourierspektroskopie. Durch
eine Folge von Pulsanregungen wird das resultierende Signal einer Probe bezüglich zweier Zeiten fou-
riertransformiert. Das daraus ermittelte zweidimensionale Frequenzspektrum beinhaltet Informationen
über verschiedene Prozesse die in der Probe ablaufen. Um diese physikalischen Prozesse, welche von
den Pulsfolgen und deren Phase abhängig sind, zu verstehen und zu separieren, wird hier eine dia-
grammatische Technik zur Betrachtung der makroskopischen Polarisation eingeführt, die sogenannten
doppelseitigen Feynmandiagramme. Am Beispiel von Elektron-Phonon-induzierter Relaxationsdyna-
mik wird das zweidimensionale Photon-Echo Signal des Intersubbandsystems berechnet. Hier zeigt
sich, dass die zweidimensionalen Spektren detaillierte Informationen im Bezug auf korrelierte Frequen-
zen und somit auf die Verteilung im Impulsraum liefern.

Eine quasi “natürliche” zweidimensionale Struktur ist die Oberfläche eines beliebigen Volumen-
halbleiters. In dieser Arbeit wird die Volumen-Oberflächendynamik in Silizium unter dem Einfluss der
Elektron-Elektron-, sowie Elektron-Phonon Wechselwirkung berechnet. Aufgrund der numerisch nicht
durchführbaren Behandlung der vollen Quantenkinetik, werden von dieser ausgehend Relaxationsraten-
gleichungen abgeleitet, welche allgemein für Langzeitdynamiken, z.B. in Lasern, genutzt werden. Im
Gegensatz dazu wird die Dynamik longitudinal optischer Phononen mit Hilfe der reduzierten Peierls
Gleichung berechnet, welche noch quantenkinetische Effekte enthält. Die numerischen Ergebnisse wer-
den mit experimentellen Daten verglichen, woraus hervorgeht, dass die Kopplung der Elektronen an die
dominante longitudinal optische Phononmode zu einer verlängerten Lebenszeit heißer Ladungsträger
führt.

Die Restriktion der Ladungsträgerbewegung in drei Dimensionen führt zu Quantenpunkten. Hier
liegt das Hauptaugenmerk auf den Intersublevelübergängen im Leitungsband unter dem Einfluss longi-
tudinal optischer Phononen auf die Elektronen. Aufgrund der starken nichtdiagonalen Kopplung zwi-
schen Elektronen und Phononen kann hier keine störungstheoretische Methode angewendet werden.
Stattdessen wird eine Induktionsmethode für die Berechnung der Bewegungsgleichungen verwendet,
welche die Elektron-Phonon Kopplung in beliebig hoher Ordnung behandelt. Die Richtigkeit des Mo-
dells wird zunächst an den Grenzfällen bekannter analytischer Modelle geprüft. Anschließend werden
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Absorptionsspektren berechnet, welche deutliche Signaturen von diagonaler und nicht-diagonaler star-
ker Kopplung aufweisen.



Abstract

This work is focused on the intersubband dynamics in low-dimensional semiconductor nanostructures.
Using the Heisenberg equation of motion approach, theoretical investigations are made about the in-
fluence of many-particle interactions on the carrier dynamics. In particular, the role of the electron-
electron- and electron-phonon interaction is studied in intersubband quantum wells, bulk-surface dy-
namics and intersublevel quantum dots.

In an n-doped GaAs/AlGaAs quantum well system, the effect of the electron-electron interaction on
the equilibrium distribution function is examined. Going beyond the second-order Markov approxima-
tion, it can be seen that Coulomb-induced correlations in the ground state lead to a renormalization of
the equilibrium function, visible as a spectral broadening of the intersubband absorption spectra for low
temperatures (T < 50 K).

Next, the non-equilibrium dynamics in intersubband quantum wells is investigated. First, focusing
on appropriate detection schemes for ultrafast processes, a useful technique for the investigation of
nonlinear dynamics, the two-dimensional Fourier transform spectroscopy, is proposed. After exciting
the sample with a series of strong pulses, its response is visualized in a two-dimensional frequency
spectrum as a function of the Fourier-transformed delay times of the pulses. To fully understand the
physical processes that are invoked by the different pulse sequences, a diagrammatic method, the so-
called double-sided Feynman diagrams, will be used to interpret the complex material response. In
a next step the electron-phonon interaction is included. It is demonstrated that the two-dimensional
photon echo signal of the non-equilibrium system reveals detailed information about the intersubband
carrier relaxation.

A quasi “natural” two-dimensional structure is the surface of a bulk. Within this thesis, the bulk-
surface dynamics of silicon including the electron-electron- and electron-phonon interaction is calcu-
lated. Here, the longitudinal optical phonon dynamics is treated with a reduced Peierls equation derived
from a full quantum kinetic model. To ease the immense numerical effort, an appropriate set of rate
equations for the carrier dynamics is derived from the same model. The results are compared with re-
cent experiments, where it will be seen that the coupling to the dominant longitudinal optical phonons
leads to a prolonged lifetime of heated carriers.

Restricting the material in three dimensions, the intersublevel dynamics of a single quantum dot is
investigated with the focus on electron-phonon interaction. Due to the strong non-diagonal coupling
between electrons and longitudinal optical phonons, a perturbative approach of the dynamics is not
possible. Instead, the electron-phonon interaction is included up to an arbitrary order using an inductive
method. The calculations of the absorption spectra are benchmarked on analytical models and show
signatures of the diagonal as well as the strong non-diagonal electron-phonon coupling.
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Chapter 1

Introduction

Today’s technology is mainly based on semiconductor nanomaterials, be it for microelectronic devices,
for radiation sources or in the solar cell industry. The first mesoscopic heterostructures where con-
structed in the early seventies [DWH74]. Nowadays, the advances of growth techniques allow for the
design of various low-dimensional nanostructures with a confinement not only in one, but up to all three
dimensions, enabling the control of optical and electrical properties not possible in bulk materials. In
principle these heterostructures introduce a potential barrier, which restricts the carriers spatially in one
or more dimensions, depending on the type of structure. If the confinement length is in the order of the
de Broglie wave length of the carriers, the quantum mechanical nature of the particles becomes impor-
tant. For example, the reduction of the dimensionality inherently leads to a splitting of the valence and
the conduction band into so-called subbands. In particular the carrier dynamics in and between these
subbands, for nanostructures of different dimensionalities, will be the scope of this work.

The main focus of the thesis lies on the intersubband dynamics in single GaAs/AlGaAs quantum
wells. Being one of the first semiconductor sources of terahertz radiation [FCS+94], these quantum
well structures have already been investigated in detail experimentally, as well as theoretically [LN03,
ZHH+04] and it was found that the effects of many-particle interactions are quite pronounced in this
system. However, many questions are still open and we are far from having a complete understanding
of all microscopic processes in such structures. For example, there has been a deficit in the explanation
of the quantum well absorption line width for ultra-low temperatures. So far, theoretical models led
to line widths much smaller than observed in experiments. In order to overcome this inconsistency,
the Coulomb coupling among the carriers in equilibrium is considered beyond the typical second-order
Markov approximation. It will be shown that by including the electronic correlations in the ground
state, the carrier distribution function is renormalized, visible in the absorption spectrum as a line width
broadening, especially at low temperatures [DWRK10].

Shifting the attention from stationary problems to non-equilibrium dynamics, the electron-phonon
interaction is taken into account. Here, the study is more concentrated on possible detection schemes
for the investigation of non-equilibrium dynamics in intersubband quantum well structures. For this
purpose, a powerful tool, the two-dimensional Fourier transform spectroscopy, will be introduced. Orig-
inating from experiments on the nuclear magnetic resonance in the seventies [WE77], this spectroscopic
technique was further developed and applied to correlation and relaxation dynamics in biological sys-
tems [TM93] and eventually to semiconductor structures [LZBC06]. The benefit of this method is
demonstrated on electron-phonon scattering processes: By calculating the two-dimensional photon echo
spectrum, the phonon-induced relaxation dynamics can be resolved in a detail, difficult to reach for other
spectroscopic schemes [DWE+12].

Next, the investigation of relaxation dynamics will be expanded to other semiconductor materials.
In particular, a fundamental relaxation process in silicon, the major workhorse in the semiconductor
industry, is studied. Here, the dynamics is calculated within the conduction band, namely between
the conduction bulk band and its D-down surface band, a quasi “natural” two-dimensional structure.

11



1 INTRODUCTION

Based on recent experimental observations [Eic10], the relaxation of hot carriers including the electron-
electron and electron-phonon scattering is calculated and compared with experimental data. The results
indicate a prolonged lifetime of heated carriers due to their interaction with longitudinal optical phonons.

Finally, restricting the semiconductor to a zero-dimensional object, the intersublevel transitions in a
single quantum dot are investigated. Completely confining its carriers, the quantum dot has been dis-
cussed as an appropriate structure for terahertz radiation [DS08], pushing the attempts to incorporate
quantum dots in intersubband quantum wells to improve the performance of quantum cascade lasers
[LNC+12]. Due to the strong coupling between electrons and longitudinal optical phonons, an inher-
ent effect in quantum dots is the formation of a new quasi-particle, the polaron. Common perturbative
approaches fail when studying interactions in such a strong coupling regime. Thus, an advanced theo-
retical method is introduced to describe the intersublevel dynamics in detail. A special emphasis is put
on a separate treatment of the diagonal and non-diagonal coupling of electrons to longitudinal optical
phonons. It is shown that the linear absorption spectra exhibit signatures of both coupling mechanisms.

Structure of this thesis
The thesis is organized as follows: In Part II, a short overview of the fundamental theoretical methods
will be given. First, the second quantization scheme is introduced, which is the basis of the calculations
done in this work. Then, tools for the description of the temporal dynamics of the system will be
provided. Part III treats the intersubband dynamics in two-dimensional structures, which includes the
investigations on a GaAs/AlGaAs quantum well and the bulk-surface dynamics in silicon. Then, in
Part IV, the influence of the strong electron-phonon coupling on the intersublevel dynamics of a quantum
dot is studied. This work concludes with an epilogue, where the main results are recapitulated and an
outlook is given.
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Chapter 2

Microscopic solid state theory

In the last 40 years, the quantum mechanical nature of particles in solid state nanostructures gave rise
to new domains in the technology of optics and electronics, for example, in the laser field [Lau93,
BGH+00] or in quantum computing [CPS+04]. Hereby, a thorough understanding of the fundamental
processes on a sub-microscopic scale is the foundation of these technological advances. Its complexity
lies in the description of the interactions between different kinds of particles in the solid state, whose
number can vary from a only few, e.g. in a zero-dimensional quantum dot, to about 1024 particles in a
bulk material. Hence it is desirable to find a generalized microscopic scheme for the many-particle dy-
namics in a solid. A very useful theoretical approach for the treatment of many-body interactions is the
second quantization scheme since it allows to investigate the quantum kinetic behavior of different par-
ticles on an equal footing. Using this formalism, the temporal evolution of relevant system observables
in solid state structures can be derived in an elegant and straight forward way.

This chapter will introduce the different many-particle interaction mechanisms which are treated in
this work. Starting with the microscopic description of the general system Hamiltonian in Sec. 2.1, the
potentials and the particle wave functions are specified according to the periodic structure of the solid
state in Sec. 2.2. The goal of this chapter is the description of many-body interactions in second quanti-
zation. The formalism is introduced in Sec. 2.3, and subsequently, the relevant interaction Hamiltonians
are formulated within the second quantization scheme in Sec. 2.3.2.

2.1 The solid state Hamiltonian
The system Hamiltonian can be determined within the LAGRANGE formalism trough the principle of
least action [Sch96, Nol00]. A benefit of this description is the identification of the general coordinates
Φi and their conjugate momenta Πi, also allowing a straight forward transition to the canonical quan-
tization of the fields later on. The Lagrangian density in real space representation for particles in an
electromagnetic field is [CT99]:1

L =∑
i

1
2mi

(
h̄
i

∇r +qiA)Ψ∗i (r)(
h̄
i

∇r−qiA)Ψi(r)+∑
i

Ψ
∗
i (r)(qiΦ+U)Ψi(r)

−∑
i

ih̄
2
(Ψ̇∗i (r)Ψi(r)+Ψ

∗
i (r)Ψ̇i(r))+

[
ε0

2
(∇rΦ− Ȧ)2 +

1
2µ0

(∇r×A)2
]
, (2.1)

where the electric field E and the magnetic field B is expressed by the vector potential A and the scalar
potential Φ: E = −∇rΦ− Ȧ and B = ∇×A. The wave function Ψi(r) corresponds to a particle with
mass mi and charge qi. The potential U represents an external potential arising e.g. from the restriction
of dimensions, which will be explained in more detail in Sec. 4. The Hamiltonian density H can be

1The time dependence of the values is not explicitly written but assumed if not otherwise noted.

15



2 MICROSCOPIC SOLID STATE THEORY

found by applying a Legendre transformation H = ∑i Π∗i Φ̇i−L . Rearranging the terms in L , the
Hamiltonian H =

∫
d3rH then reads:

H =∑
i

∫
d3rΨ

∗
i (r)

( h̄
i
∇r−qiA)2

2mi
Ψi(r)+∑

i

1
2

∫
d3rΨ

∗
i (r)qiΦΨi(r)+∑

i

∫
d3rΨ

∗
i (r)UΨi(r)

+
∫

d3r
[

ε0

2
Ȧ2 +

1
2µ0

(∇r×A)2
]
. (2.2)

The first three terms represent the self-energy of the charged particles and the interaction between the
particles with a potential. The last term is the self-energy of the electromagnetic field and leads in
the scheme of second quantization to quantized light (photons). Within this thesis only the interaction
of carriers with classical light will be investigated, hence the electromagnetic self-energy term will be
neglected from now on. Equation (2.2) is also valid if an additional external electromagnetic field is
considered. In this case, the potentials consist of an internal and an external part: A = Aint +Aext and
Φ=Φint+Φext. To reduce the degrees of freedom of the vector/scalar potential, the COULOMB gauge is
used for the internal potentials: ∇rAint = 0. The choice of the COULOMB gauge automatically splits the
internal electromagnetic field into a longitudinal and a transverse part: Eint =−∇rΦint− Ȧint = Elong +
Etrans. As another consequence of the COULOMB gauge, the internal scalar potential can be solved via
the POISSON equation ∆rΦint(r) =−ρ(r)/ε0 =−Ψ(r)qΨ(r)/ε0, leading to following solution for the
integral of the internal scalar potential in Eq. (2.2):

HCoul = ∑
i j

1
2

∫
d3rΨ

∗
i (r)qiΦintΨi(r) = ∑

i j

1
2

∫
d3r

∫
d3r′Ψ∗i (r)Ψ

∗
j(r
′)

qiq j

4πε0|r− r′|
Ψ j(r′)Ψi(r), (2.3)

with the static dielectric background constant ε0. Thus, the longitudinal part of the electromagnetic field
directly results in the COULOMB Hamiltonian HCoul. If the assumption is made that the internal charges
are in close vicinity and thus the interaction between the particles and the transverse internal field is
negligible compared to the longitudinal internal field, Aint can be neglected and Eq. (2.2) becomes:

H =∑
i

∫
d3rΨ

∗
i (r)

( h̄
i
∇r−qiAext)

2

2mi
Ψi(r)+∑

i

1
2

∫
d3rΨ

∗
i (r)qiΦextΨi(r)+HCoul +∑

i

∫
d3rΨ

∗
i (r)UΨi(r).

(2.4)

For the external electromagnetic potentials, the gauge has not been chosen yet, leaving the possibility to

add a function χ(r, t) to the potentials without changing the physical properties: Φ′ext = Φext−
d
dt

χ(r, t)
and A′ext = Aext +∇rχ(r, t). The function χ(r, t) will be specified in the next step.

The Electric dipole approximation - If the wave length of the external electromagnetic field is much
larger than the size of the sample (here located at the position r = 0), the spatial variation of the external
potentials over the sample is very small. In the case of nano-structured material, the size of the quantum
objects lies in the few nanometer (nm) range while the wave length of the external fields extends from
multiple tens of nm to micrometer (µm). Therefore, the potentials can be expanded around r = 0,
where only the lowest non vanishing order is considered. Assuming charge neutrality within the system
(∑i qi = 0) the external electromagnetic potentials are:

Aext|r=0(r, t)≈ Aext(r, t)|r=0 and Φext|r=0(r, t)≈ [∇rΦext(r, t)|r=0.] · r (2.5)

Now the gauge for the external potentials is chosen: χ(r, t) = −r ·Aext(0, t). Consequently, the vec-
tor potential vanishes [A′ext(r, t) = 0] and the term corresponding to the scalar potential simplifies to:
Φ′ext(r, t) = [∇rΦext(r, t)|r=0 + Ȧext(0, t)] · r = −Eext(0, t) · r. Thus, within this long wave length ap-
proximation, the charged particles interact directly with the electromagnetic field Eext(0, t) · r. The
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2.2 PARTICLES IN PERIODIC STRUCTURES

transition from the vector potential- to the electromagnetic field dependence in the Hamiltonian is also
known as the GÖPPERT-MAYER transformation [GM31] but the electric dipole approximation can also
be achieved by choosing a unitary translation operator [CT99]. The solid state Hamiltonian in the elec-
tric dipole approximation reads:

H = ∑
i

∫
d3rΨ

∗
i (r)

(
− h̄2

∇2
r

2mi
+U(r)

)
Ψi(r) (2.6)

+∑
i

∫
d3rΨ

∗
i (r)qir ·Eext(0, t)Ψi(r) (2.7)

+∑
i j

1
2

∫
d3r

∫
d3r′Ψ∗i (r)Ψ

∗
i (r
′)

qi ·q j

4πε0|r− r′|
Ψi(r′)Ψi(r) (2.8)

=H0 +Hem +HCoul, (2.9)

As mentioned before the first term, Eq. (2.6), corresponds to the free carrier energy (restricted by an
additional potential U). Since the electrons do not move freely within the solid state but are restricted
by the potential of the lattice, some modifications of the electronic free carrier part will be made in
Sec. 2.2.1. Equation (2.8) describes the COULOMB interaction between the different charged particles
within the material. In Sec. 2.2.2 the term will be separated into interactions of electrons and ions.
To further evaluate the different terms of the Hamiltonian, the main characteristics of a solid state are
investigated in the following section.

2.2 Particles in periodic structures

2.2.1 “Free” electronic motion
At first, the free carrier Hamiltonian [Eq. (2.6)] will be studied. H0 can be split into the kinetics of
the ions and of the electrons: H0 = H0,ion + H0,el. The ions itself are strongly localized around its
equilibrium position. However, looking at the ions as a collective system, it is possible to describe the
motion as lattice waves. This will be done in more detail in Sec. 2.3.2. In contrast, the motion of single
electrons in a solid state is now investigated with the time-independent SCHRÖDINGER equation in real
space representation [Mes74]:

H0,elΨ(r)el =

(
− h̄2

∇2
r

2m0
+Vlatt(r)

)
Ψel(r) = EΨel(r), (2.10)

with the free electron mass m0. Here, the potential U(r) has been replaced by the lattice potential
Vlatt(r) of the periodically positioned ions. As it will be seen in the next subsection, Vlatt(r) originates
from the electron-ion COULOMB Hamiltonian. The periodic lattice potential satisfies the condition
Vlatt(r) = Vlatt(r+R0), with the lattice vector R0. The eigenfunctions Ψn,k(r) of Eq. (2.10) are the
so-called BLOCH functions [Zim92]:

Ψn,k(r) =
1
V

eik·run,k(r), (2.11)

with the bulk volume V of the material and the lattice-periodic function un,k(r+R0) = un,k(r). The
sub-indices assign the band number n and the momentum number k. Hence, the eigenfunctions consist
of plane waves (as an envelope function), modulated with the periodicity of the lattice. The lattice-
periodic function must be evaluated due to the boundary conditions of the material. In general un,k(r)
can be orthonormalized over the unit volume, which leads to the orthogonality of the BLOCH functions
over the bulk volume:

∫
V d3r Ψ∗n,k(r)Ψn′,k′(r) = δn,n′δk,k′ .

Inserting the BLOCH function into Eq. (2.10), a differential equation for un,k(r) is obtained. If the
motion of the electrons is concentrated near the band edge the eigenenergies can be expanded around
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2 MICROSCOPIC SOLID STATE THEORY

k = 0. This results in second order in a correction of the electronic mass [Czy04]:

En,k = εn,k=0 +
h̄2k2

2meff
with

1
meff

=
∂ 2εn,k

h̄2
∂k2 |k=0

, (2.12)

with the energy offset εn,k=0 at the band extrema of band n. This means that for small momenta,
the electrons move under the influence of a periodic lattice potential quasi-freely but with a modi-
fied, effective electron mass meff. This so-called effective mass approximation is a common approx-
imation in the solid state physics and will be used within this thesis. Thus, Eq. (2.10) simplifies to:
−(h̄2

∇2
r/2meff)Ψel(r) = EΨel(r), with the lattice-periodic function around the minimal momentum:

Ψn,k(r) = 1
V eik·run,k≈0(r).

In a nano-structured material like a quantum well the electrons will experience a restriction of their
free movement due to a confinement potential Uconf along the growth direction of the well r⊥. As Uconf
occurs in addition to the already present lattice potential, the following SCHRÖDINGER must be solved:(

− h̄2
∇2

r
2meff

+Uconf(r⊥)
)

Ψel(r) = EΨel(r). (2.13)

Since the width of the potential is on a mesoscopic scale, U(r⊥) is assumed to vary only slowly over
a unit cell. In this case, the plane wave function in the perpendicular direction r⊥ must be replaced by
a quantized wave function ζl(r⊥) which satisfies the restriction of the potential [HK04], while along
the free in-plane direction r‖ of the well the electronic motion still can be described by plane waves.
The eigenfunctions Ψn,k(r) of Eq. (2.13) then additionally account for the new quantum number of the
so-called subband l: 2

Ψn,l,k(r) =
1√
V‖

eik·r‖ζl(r⊥)un,k≈0(r), (2.14)

with the “volume” of the free direction V‖.
Explicit calculations of the eigenfunctions of lower dimensional nanostructures will be done in

Sec. 4.1 for intersubband quantum wells and in Sec.9.2.2 for intersublevel quantum dots.

2.2.2 The separation of ionic and electronic degrees of freedom
Next, the COULOMB Hamiltonian, Eq. (2.8), is split into the interaction among electrons, among ions
and between electrons and ions:

HCoul = Hel-el+Hel-ion+Hion-ion

=
1
2

∫
d3r

∫
d3r′Ψ∗el(r)Ψ

∗
el(r
′)

e2
0

4πε0|r− r′|
Ψel(r′)Ψel(r) (2.15)

−
∫

d3r
∫

d3r′Ψ∗el(r)Ψ
∗
ion(r

′)
e0qion

4πε0|r− r′|
Ψel(r′)Ψion(r) (2.16)

+
1
2

∫
d3r

∫
d3r′Ψ∗ion(r)Ψ

∗
ion(r

′)
q2

ion
4πε0|r− r′|

Ψion(r′)Ψion(r), (2.17)

with the electron charge e0 and the charge of the ion qion. As mentioned in the beginning of the previ-
ous subsection, the ions are localized around their equilibrium position R0

n. Subsequently, the density
of N ions can be approximated with localized densities around the Nth ion at Rn: Ψ∗ion(r)Ψion(r) =
∑

N
n=1 δ (r−Rn). Hel-ion then equals:

Hel-ion =
∫

d3r∑
n

Ψ
∗
el(r)Wel-ion(|r−Rn|)Ψel(r). (2.18)

2 This equation holds if the motion is restricted in only one or two dimensions. When all three dimensions are confined, the
eigenfunction is fully described by the quantized wave function Ψn,l(r) = ζn,l(r)un,k≈0(r).

18



2.3 THE SECOND QUANTIZATION FORMALISM

with Wel-ion(|r−Rn|) =−e0qion/(4πε0|r−Rn|). If the assumption is made that the temporal motion of
the ions is only a small displacement sn(t) from the equilibrium position, that is, Rn = R0

n + sn(t), the
motion can be expanded around R0

n, leading in first-order to the following Hamiltonian:

Hel-ion =
∫

d3r∑
n

Ψ
∗
el(r)Wel-ion(|r−R0

n|)Ψel(r)+
∫

d3r∑
n

Ψ
∗
el(r)sn · [∇RnWel-ion(|r−Rn|)]|R0

n
Ψel(r)

(2.19)

=
∫

d3r∑
n

Ψ
∗
el(r)Vlatt(r)Ψel(r) +Hel-ph, (2.20)

with Vlatt(r) = Wel-ion(|r−R0
n|). The first term describes the motion of the electrons within a periodic

potential caused by the ions which form a static potential with regard to the electrons. The lattice poten-
tial Vlatt has already been included in advance in the free electron Hamiltonian of the former subsection.
The perturbation expansion of the ionic motion in zeroth order approximates the ions as a static lattice
potential and subsequently leads to a decoupling of the motion of electrons and ions, also denoted as
the BORN-OPPENHEIMER approximation. As a first-order correction, Hel-ph treats the interaction be-
tween the electrons and the small time-dependent displacements sn(t) of the ions, which will result in
a collective treatment in the so-called phonons in the scheme of the second quantization (see following
section).

In the same manner, the ion-ion Hamiltonian can be expanded: Hion-ion =
1
2 ∑n,m Wion-ion(|Rn−Rm|),

with Wion-ion = q2
ion/(4πε0|Rn−Rm|). Expanding Wion-ion around R0

n in second order, the Hamiltonian
reads [Czy04]:

Hion-ion =
1
2 ∑

nm
Wion-ion(|R0

n−R0
m|) (2.21)

+
1
2 ∑

nm
(sn− sm) · [∇Rn−RmWion-ion(|Rn−Rm|)]|R0

n−R0
m

(2.22)

+
1
2 ∑

nm
∑
αβ

1
2
(sα

n − sα
m)(s

β
n − sβ

m) · [∂ α
Rn−Rm

∂
β

Rn−Rm
Wion-ion(|Rn−Rm|)]|R0

n−R0
m

(2.23)

with α,β ∈ {x,y,z}. The first-order term equals zero since the gradient around the equilibrium position
vanishes. The second-order term can be rewritten in following way: R̃i = Rn−Rm, s̃i = sm− sn. The
Hamiltonian then obtains the form:

Hion-ion =
1
2 ∑

nm
Wion-ion(|R0

n−R0
m|)+

1
2 ∑

i j
∑
αβ

(s̃α
i )(s̃

β

j ) · [∂
α
Ri

∂
β

R j
Wion-ion(|R̃|)]|R̃0 (2.24)

= HCoul,ion +Hpot,ion. (2.25)

The Hamiltonian HCoul,ion describes the static ionic bound of the crystal. It will not be further considered
since the focus lies on the motion of the electrons and the collective lattice. The second term, Hpot,ion, can
be interpreted as the potential energy of the collective lattice vibrations. Combined with the Hamiltonian
H0,ion they result in the free energy of the phonons H0,ph (see next section). To conclude this section,
following Hamiltonians will be considered for the description of interaction processes in the solid:

H0,el, Hem, Hel-el, Hel-ph, (H0,ion +Hpot,ion). (2.26)

2.3 The second quantization formalism

2.3.1 Quantization of the fields
The description of an N-particle state requires the discrimination of bosonic particles with symmetric
wave functions and integer spin, such as phonons, and fermionic particles with an antisymmetric wave

19



2 MICROSCOPIC SOLID STATE THEORY

functions and half integer spin, such as electrons. In the scheme of the first quantization the expression of
a many-particle state, consisting of a superposition of symmetrical and anti-symmetrical wave functions,
becomes very laborious. An elegant simplification is realized within the second quantization: While in
the first quantization, the wavelike character of particles is regarded, the second quantization pronounces
the particle-like character. Overviews of the second quantization scheme are given, for example, in
[Hak93, Mah00]. In this section, this formalism will be shortly recapitulated.

In second quantization, the wave function of the carriers are replaced by field operators Ψ̂(r, t) and
Ψ̂†(r, t), which can be expanded in an orthonormal basis. In the case of electrons, the field operators
consist of a basis set of eigenfunctions φα(r) (gained from the SCHRÖDINGER equation in first quanti-
zation) with operator type expansion coefficients â†(t) and â(t):

Ψel(r, t)→ Ψ̂el(r, t) = ∑
{α}

φ{α}(r)â{α}(t) and Ψ
∗
el(r, t)→ Ψ̂

†
el(r, t) = ∑

{α}
φ
∗
{α}(r)â

†
{α}(t), (2.27)

where the Greek multi-index {α} includes the band number α , the wave vector kα and the spin sα .
In the following the time dependence will not be written out explicitly. The operators â†

α and âα are
electron creation and annihilation operators of one electron in state {α} and obey the anti-commutator
relation, following from their anti-symmetric relation:

[âα , â
†
β
]+ = âα â†

β
+ â†

β
âα = δαβ ,

[âα , âβ
]+ = [â†

α , â
†
β
]+ = 0, (2.28)

In the case of the ionic motion, the displacement functions sn(t) can also be expanded in a complete
basis set of their amplitudes An with operator-like coefficients Q̂(t):

s(r, t)→ ŝ(r, t) =
1√

mionN ∑
{λ}

A{λ}(r)e
i(qRn−ω{λ}t)Q̂{λ}(t) (2.29)

with the number of elementary cells N and the Greek multi-index {λ} including the phonon branch λ

and the wave vector qλ . These operator-like coefficients themselves can be expressed by the creation
operators b̂†(t) and annihilation operators b̂(t) of the lattice amplitude [Czy04]:

Q̂{λ} =

√
h̄

2ω{λ}
(b̂†

λ ,qλ

+ b̂
λ ,−qλ

). (2.30)

The new operators b̂†
λ ,qλ

and b̂
λ ,qλ

are denoted as phonon creation and annihilation operators of one
phonon of the phonon branch λ and with the momentum vector qλ . The choice of this transformation
will be clear when deriving the quantized form of the free phonon Hamiltonian H0,ph in the following
subsection. The phonon operators (being bosonic particles) obey the commutator relation:

[b̂α , b̂
†
β
]− = b̂α b̂†

β
− b̂†

β
b̂α = δαβ ,

[b̂α , b̂β
]− = [b̂†

α , b̂
†
β
]− = 0, (2.31)

In the following, the braces {} in the indices will not be explicitly written, but if not otherwise noted,
Greek letters are used for multi-indices. Using the field operators, it is possible to express the relevant
Hamiltonians in the operator formalism.

2.3.2 The relevant Hamiltonians in second quantization
The free electron Hamiltonian Ĥ0,el - Applying the second quantization scheme, the Hamiltonian for
free electrons can be transformed into the free electron Hamilton operator:
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Ĥ0,el = ∑
α,β

[∫
d3rφ

∗
α(r)(−

∇2
r

2meff
+Uconf)φβ (r)

]
â†

α â
β

= ∑
α

εα â†
α âα (2.32)

with εα = ∑β

∫
d3rφ ∗α(r)H0,elφβ (r) = ∑β εβ

∫
d3rφ ∗α(r)φβ (r) = ∑β εβ δα,β . The energies are the eigen-

values, obtained from the SCHRÖDINGER equation. Explicit calculations are done in the following
sections. â†

α âα = n̂α is also denoted as the electron number operator. Thus, summarizing over α one
obtains the number of electrons in the system.

The electron-electron Hamiltonian Ĥel-el - Inserting the electronic field operators into the electron-
electron (el-el) COULOMB Hamiltonian Hel-el, one obtains:

Ĥel,el =
1
2 ∑

αβγδ

[
e2

0
4πε0εbg

∫
d3r

∫
d3r′φ ∗α(r)φ

∗
β
(r′)

1
|r− r′|

φγ(r)φδ (r′)
]

â†
α â†

β
âγ â

δ

=
1
2 ∑

αβγδ

Vαβγδ â†
α â†

β
â

δ
âγ . (2.33)

Here, an additional background dielectric constant εbg has been added to take into account the material
of the investigated system. Equation (2.33) describes the scattering of two electrons from the states δ

and γ into the states δ and γ . These processes underlie spin and momentum conservation, which will be
shown for intersubband quantum wells in Sec. 4.2.2.

The semi-classical electron-light Hamiltonian Ĥem - In the same way, the electron-light Hamiltonian
in dipole approximation Ĥem is obtained:

Ĥem =−∑
αβ

[∫
d3rφ

∗
α(r)e0r ·Eext(0, t)φβ

(r)
]

â†
α â

β

=−E(t)∑
αβ

d
αβ

â†
α â

β
(2.34)

with the dipole matrix element dαβ =
∫
d3rφ ∗α(r)e0r · eEφ

β
(r) in direction of the external electromag-

netic field Eext(0, t) = E(t)eE . It has been mentioned before that the interaction of electrons with a
quantized electromagnetic field (photons) is neglected here. The interaction with photons becomes rele-
vant in the few-photon limit. However, since the systems treated in this thesis are excited with coherent
laser fields (which emit multiple tens of photons) quantum optical effects can be disregarded.

The free phonon Hamiltonian Ĥ0,ph - The free phonon Hamiltonian consists of the free ion Hamilto-
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2 MICROSCOPIC SOLID STATE THEORY

nian and the potential energy of the ions:

H0,ph = H0,ion +Hpot,ion =
1
2

∫
d3rΨ

∗
ion(r)

(
− h̄2

∇2
r

mion

)
Ψion(r)+

1
2 ∑

i j
∑
αβ

Φ
i, j
α,β s̃α

i s̃β

j . (2.35)

with Φ
i, j
α,β = [∂ α

Ri
∂

β

R j
Wion-ion(|R̃|)]|R̃0 . Minding the localization of one ion i around its equilibrium posi-

tion Ri = R0
i + si(t) (see Sec. 2.2.2), ∇2

r in H0,ion can be restricted to the gradient around the respective
position Ri of the ions. i.e.

1
2

∫
d3rΨ

∗
ion(r)

(
− h̄2

∇2
r

mion

)
Ψion(r) =

1
2 ∑

i

(
−

h̄2
∇2

Ri

mion

)
=

1
2 ∑

i

(
−

h̄2
∇2

si

mion

)
. (2.36)

In the quantum mechanical description, − h̄
i
∇si = psi is the momentum operator of the displacement

si in real space representation. Thus, following the LAGRANGE formalism, the time derivative of the
displacement equals ṡi = − ∂H

∂psi
= mion∇si . If now the displacement is replaced by its field operator

according to Eq. (2.29) one obtains for Eq. (2.35):

Ĥ0,ph = 1/2(∑
λ

˙̂Q∗
λ

˙̂Qλ +ω
2
λ

Q̂∗
λ

Q̂λ ) (2.37)

This Hamiltonian corresponds to the equation of motion for a set of uncoupled oscillators. Similar to
the solution in the first quantization formalism, where the motion of the uncoupled oscillators can be
solved with the introduction of ladder operators, Eq. (2.37) is solved by expressing Q̂i with creation
and annihilation operators using Eq. (2.30). Thus, the free phonon Hamiltonian in operator formalism
finally becomes [Hak93]:

Ĥ0,ph = ∑
q j

h̄ωq jb̂
†
q jb̂q j, (2.38)

The energy dispersion h̄ωq j depends (besides the momentum vector q) on the phonon branch j of the
collective lattice wave. Solving the SCHRÖDINGER equation for the ions, the phonon branches can be
divided into the motion of the phonons longitudinal (L) or transverse (T) with respect to the direction of
the lattice wave. Furthermore, the branch depends on the phase of the oscillation, where the in-phase-
oscillating phonons are denoted as acoustic (A) and the with opposite-in-phase oscillating phonons are
called optical (O) phonons.

The electron-phonon Hamiltonian Ĥel-ph - Finally, the electron phonon Hamilton operator Ĥel-ph is
expressed in the second quantization scheme by inserting the field operators for the electronic wave
functions Ψel(r, t) and for the displacement sn:

Hel-ph = ∑
n

∑
αβ

[∫
d3rφ

∗
α(r) · [∇RnWel-ion(|r−Rn|)]|R0

n
φ
∗
β
(r)
]

â†
α ŝnâ

β
(2.39)

Using again Eqs. (2.29) and (2.30), where the displacement operator ŝn is decomposed into the phonon
operators b̂†

q, b̂q, one finally obtains:

Ĥel,ph = ∑
q

∑
αβ

gαβ
q â†

α b̂qâ
β
+gαβ∗

q â†
β

b̂†
qâα , (2.40)
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Figure 2.1 | The density of states over energy for electrons in different dimensions

with the electron-phonon (el-ph) matrix element gαβ
q . Ĥel,ph describes a phonon-assisted scattering:

One electron scatters from state β (α) into the state α(β ) under absorption (emission) of one phonon.
For LO phonons (which will be mostly considered throughout this work), the 3D el-ph-interaction value
is given by the FRÖHLICH coupling [Mah00]:

g3D
q = i

[
e2

0h̄ωLO

2 · ε0V
(ε−1

∞ − ε
−1
s )

] 1
2 1
|q|

. (2.41)

Here, the LO phonons are treated in EINSTEIN approximation where the energy of the phonons is in-
dependent from their momentum, that is, h̄ωq = h̄ωLO. If the dimensionality of the system is restricted
along a direction r⊥, the el-ph matrix element is modified with an additional form factor: gαβ

q = g3D
q Fαβ

with Fαβ =
∫

dr⊥Ψ∗(r⊥)eiq⊥r⊥Ψ(r⊥). The FRÖHLICH coupling matrix element is explicitly calcu-
lated for intersubband quantum wells in Sec. 4.2 and for intersublevel quantum dots in Sec. 9.2.

2.4 Restriction of dimensionality
The addition of a confinement potential in a solid not only leads to the modification of the electronic
eigenfunctions and eigenenergies. Most notably, each restriction of dimensionality of the electronic
motion results in the change of their density of states (DOS) which considers the possibility of occupying
a state within a certain energy (or momentum) range. In a bulk material, where electrons can move quasi-
freely in three dimensions (3D), the DOS is proportional to the square root of the energy: DOS3D ∝

√
ε .

The motion within a two-dimensional structure (2D), such as a quantum well, is limited in one direction
(along the growth direction of the well), but still quasi-free in the remaining two directions (along
the in-plane direction). The corresponding DOS is a step function: DOS2D ∝ Θ(ε − εi). A further
restriction down to quasi-free motion in only one dimension (1D) scales with DOS1D ∝

1√
ε

while in a
zero-dimensional structure (0D), such as a quantum dot, the DOS becomes discrete, that is, DOS0D ∝

δ (ε). The dependence of the DOS on the dimensionality is shown in Fig. 2.1.
Based on the fundamentals recapitulated in this part, different n-dimensional structures will be in-

vestigated in this work: Part III studies 2D structures (quantum wells) as well was the dynamics between
3D and 2D structures (bulk-surface dynamics). Part IV concentrates on a 0D structure (quantum dot).
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Chapter 3

Tools for describing the temporal
dynamics

3.1 Pictures in quantum mechanics

Now that the solid can be microscopically described by various interaction operators, a scheme for the
temporal development of measurable observables must be chosen. Starting point is the well-known free
carrier SCHRÖDINGER equation in a basis independent notation, which describes the time evolution of
a one- or multiple particle state in the Hilbert space H :

ih̄∂t |Ψ(t)〉= Ĥsys |Ψ(t)〉 . (3.1)

The system Hamiltonian Ĥsys determines the time evolution of the wave function. In the so-called
SCHRÖDINGER representation, the time development lies in the wave function while operators are gen-
erally time-independent. However, very often the time-development of the operator is the interesting
value since many physical observables are found as expectation values of operators. Analogous to the
classical mechanics, where the time evolution of an observable can be determined by the POISSON
bracket, it is advantageous to consider a corresponding temporal evolution scheme for an operator. A
change of the time dependence can be performed with the time evolution operator Û(t, t0) [GR86],
which is a formal solution of the SCHRÖDINGER equation:

Û(t, t0) = T̂← exp
(
−i

h̄

∫ t

t0
dτĤsys(τ)

)
, (3.2)

|Ψ(t)〉= Û(t, t0) |Ψ(t0)〉 , (3.3)

with the time-order operator T̂←, arranging the time from t0 to t in an increasing order, i.e t0 < t.
Since Û(t, t0) is a unitary operator, it can be used as a transformation between different pictures for
the time development of operators and wave functions without changing the mean expectation values.
If Û(t, t0) is applied on |Ψ(t0)〉 and an arbitrary operator in Hilbert space Ô, the quantities enter the
HEISENBERG picture:

|ΨH(t0)〉= Û†(t, t0) |Ψ(t)〉 , (3.4)

ÔH(t) = Û†(t, t0)Ô(t0)Û (t, t0), (3.5)

where the wave functions in the HEISENBERG picture |ΨH〉 become time-independent and the operators
ÔH time-dependent. Taking the total time derivative of ÔH, one obtains the HEISENBERG equation of
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motion:

d
dt

ÔH =
i

h̄

[
Ĥsys, ÔH

]
−+

(
∂tÔ
)

H . (3.6)

If the operators are not explicitly time-dependent, the last part in Eq. (3.6) vanishes. The HEISEN-
BERG equation of motion (EOM) without explicit time dependence will be mostly used throughout this
thesis to solve the microscopic dynamics.

In some cases it is useful to separate the system Hamiltonian Ĥsys into a free, time-independent part
Ĥ0 and a weak time-dependent part Ĥ ′: Ĥsys = Ĥ0 + Ĥ ′(t). In this so-called INTERACTION picture, the
time evolution operator (as well as the wave functions and common operators) is defined with respect to
the unperturbed system Hamiltonian Ĥ0:

Û0(t, t0) = T̂← exp
(
−i

h̄
Ĥ0(t− t0)

)
, (3.7)

|ΨI(t)〉= Û†
0 (t, t0) |Ψ(t)〉 , (3.8)

ÔI(t) = Û†
0 (t, t0)ÔÛ0(t, t0). (3.9)

The time dependence in the INTERACTION picture lies in both the wave vector and operator. The time
evolution of these quantities is given by the following equations:

d
dt

ÔI =
i

h̄

[
Ĥ0, ÔI

]
−+

(
∂tÔ
)

I (3.10)

∂t |ΨI(t)〉=−
i

h̄
H ′I(t) |ΨI(t)〉 . (3.11)

It should be stressed that operators in the INTERACTION picture evolve in time with the free Hamilto-
nian, while the time evolution of the wave functions is given by the perturbation Hamiltonian. According
to different requirements it is useful to switch between the different pictures. Their equivalence is shown
in the equity of mean expectation values: 〈Ô〉=∑i 〈Ψi| Ô |Ψi〉=∑i 〈ΨH,i| ÔH |ΨH,i〉=∑i 〈ΨI,i| ÔI |ΨI,i〉.

3.2 The density operator
Facing the applicability of theoretical schemes onto experiments, one major problem originates from
the fact that the preparation of the system’s initial state always contain an amount indetermination.
Furthermore, many experimental results are usually obtained by repeating the measurements, where it
is an impossible task to prepare the system for each experiment to be in the same state. Thus, the system
cannot be described by pure states. To overcome this problem, the many-particle system is expressed by
a statistical average by the means of a density operator ρ̂ [VN68]. The density operator considers the
superposition of pure states (the so-called mixed state):

ρ̂ = ∑
i

pi |Ψi〉〈Ψi| with pi ≥ 0, and ∑
i

pi = 1, (3.12)

with the probability pi of the system to be in one of the possible states |Ψi〉. The expectation value of
an operator is then given by the trace with the density operator over a basis set of eigenstates |ni〉:

〈Ô〉= tr
(
ρ̂Ô
)
= ∑

i
〈ni| ρ̂Ô |ni〉 . (3.13)

Using the SCHRÖDINGER equation Eq. (3.1) for |Ψ(t)〉 and its complex conjugate 〈Ψ(t)|, the LIOUVILLE-
VON-NEUMANN equation of motion for the density operator can be derived:

∂t ρ̂ =−i
h̄

[
Ĥsys, ρ̂

]
− . (3.14)

26



3.3 MACROSCOPIC POLARIZATION AND RESPONSE FUNCTION

By introducing the density operator, it is also possible to describe only one part of the system, which is
of interest for the investigations, for example, a system of particles in a bath. In this reduced system,
one can define a reduced density operator, where the expectation value can be obtained via the partial
trace over the basis set of the system of interest [Muk95].

To solve the differential equation for ρ̂ , the INTERACTION picture will be used. Using Eq. (3.11)
and the definitions Eq. (3.7)-(3.9), the equation for the density operator in INTERACTION picture reads
[Muk95]:

∂t ρ̂I =−
i

h̄

[
Ĥ ′I , ρ̂I

]
− . (3.15)

The integration of Eq. (3.15) gives a formal solution of the density operator:

ρ̂I(t) = ρ̂I(t0)+
(
−i

h̄

)∫ t

t0
dt1
[
Ĥ ′I(t1), ρ̂I(t1)

]
− . (3.16)

By iteratively using Eq. (3.16), the density operator can be written in a NEUMANN sum: Transforming
back into the SCHRÖDINGER picture, the integral expression for the density operator is obtained:

ρ̂(t) = ρ(t0)+
(
−i

h̄

)n

∑
n

∫ t

t0
dtn
∫ tn

t0
dtn−1 . . .

∫ t2

t0
dt1×

Û0(t, t0)
[
Ĥ ′I(tn),

[
Ĥ ′I(tn−1), . . .

[
Ĥ ′I(t1),ρI(t0)

]
− . . .

]
−

]
−

Û†
0 (t, t0), (3.17)

This equation nicely depicts the time evolution of the density operator under small perturbations: Be-
ginning from t0 the system evolves freely until the time t1, where the system then interacts with Ĥ ′I(t1).
At the time t2 the second interaction takes place and so forth. The times in Eq. (3.17) must be chrono-
logically ordered in time, e.g. t1 < .. . < tn−1 < tn < t. This can be automatically fulfilled by including
the time evolution operator T̂←.

3.3 Macroscopic polarization and response function
In most optical experiments, an electromagnetic field is used to probe the material. Under field excita-
tion the sample responds with a macroscopic polarization P(t), which contains informations about, for
example, the band structure or many-body interactions. Based on the strength of the incoming field,
different spectroscopic methods are applied; If a weak electromagnetic field interacts with the sample,
optical absorption spectra are the first choice. For excitation with strong fields nonlinearities occur and
n-wave mixing spectroscopy can be performed. Thus it seems reasonable to expand the density operator
in orders of the electromagnetic field as a weak perturbation Ĥ ′(t) = E(t)µ̂ with µ̂ = ∑αβ dαβ â†

α â
β

[Ham05]:

ρ̂(t) = ρ̂
(0)(t)+∑

n
ρ̂
(n)(t), with

ρ̂
(n)(t) =

(
−i

h̄

)n ∫ ∞

0
dτn

∫
∞

0
dτn−1 . . .

∫
∞

0
dτ1 E(t− τn)E(t− τn− τn−1) . . .E(t− τn− . . .− τ1)∏

i
Θ(τi)×

Û0(t,−∞)
[
µ̂I(τn−1 + τn−2 + . . .+ τ1),

[
µ̂I(τn−2 + . . .+ τ1), . . . [µ̂I(0),ρI(−∞)]− . . .

]
−

]
−

Û†
0 (t,−∞).

(3.18)

and ρ̂(0)(t) = ρ̂(t0). In Eq. (3.18) the starting time t0 was set to t0 →−∞ and the time variables have
been substituted with the delay times: τ1 = t2− t1, τ2 = t3− t2, . . . , τn = t− tn, see also Fig. 3.1.1 Due

1Note that in contrast to the electromagnetic field, the time dependencies in the dipole operators have been repositioned to start
with the delay time τ1. So, the most recent time duration t− τn (far right in Fig. 3.1) can be expressed by all previous durations:
t−τn = τn−1 +τn−2 + ...+τ1. Hence, the dipole operators arguments can be written as µ̂I(t−τn) = µ̂I(τn−1 +τn−2 + ...+τ1), as
well as µ̂I(t− τn− τn−1− . . .− τ1) = µ̂I(0).
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tt1 t2 t3 tn0

Figure 3.1 | Substitution of the time variables: τi = ti+1− ti.

to the chronological time order, the delay times must be larger than zero, which is guaranteed by the
Heaviside function Θ(τi).

Now, the macroscopic polarization P(t) can be expressed by the help of the density operator, which
is given by the expectation value of the dipole operator:

P(t) = 〈µ̂〉= tr(ρ̂ µ̂). (3.19)

Using Eq. (3.18) for P(t) = ∑n P(n)(t), one obtains for the nth-order macroscopic polarization P(n)(t):

P(n)(t) =
(
−i

h̄

)n ∫ ∞

0
dτn

∫
∞

0
dτn−1 . . .

∫
∞

0
dτ1 S(n)(τn,τn−1, . . . ,τ1)×

E(t− τn)E(t− τn− τn−1) . . .E(t− τn− . . .− τ1), (3.20)

with the nth-order nonlinear response function S(n):

S(n)(τn,τn−1, . . . ,τ1) = 〈µ̂I(τn + τn−1 + . . .+ τ1)×[
µ̂I(τn−1 + τn−2 + . . .+ τ1),

[
µ̂I(τn−2 + . . .+ τ1), . . . [µ̂I(0),ρI(−∞)]− . . .

]
−

]
−∏

i
Θ(τi)〉.

(3.21)

Here, the invariance of the trace under cyclical permutation has been used: 〈µ̂Û0(t,−∞)Û†
0 (t,−∞)〉=

〈Û†
0 (t,−∞)µ̂Û0(t,−∞)〉 = µI(t) = µI(τn + τn−1 + . . .+ τ1). The nth-order response function S(n) con-

tains the interaction with the electromagnetic field at the distinct times τi. The superscript in (n) reflects
the least order of interaction with the electromagnetic field. A simple expression of P(n) in the FOURIER
space can be found with the GREENs function formalism, which describes the dynamics of free particles
[Sch64, GHE01] in a compact way. However, if many-particle effects, such as el-el- and el-ph interac-
tion are included in the dynamics, it becomes an elaborate task for obtaining the corresponding GREENs
function.

Evaluating the commutators in S(n), the polarization of third-order already comprise multiple hun-
dreds of terms (see also Sec. 7.2). Each term, also denoted as LIOUVILLE pathway, describes a distinct
interaction between the sample and the field. Examples of different LIOUVILLE pathways will be given
in Sec. 7.3.1. A common description for the evolution of the density operator is the super-operator
formalism in the LIOUVILLE space [FS90, Muk95]. Although the interpretation and the resulting equa-
tions for the density operator and the macroscopic polarization are equal in the HILBERT space and in
the LIOUVILLE space, the derivation of these quantities can be done in a more elegant way by using the
super-operator formalism [Muk95]. A short introduction of the LIOUVILLE space description is given
in Sec. 7.2.1: The macroscopic polarization will be rewritten with super-operators, since the description
builds the base for a diagrammatic representation of the pathways, the so-called double-sided Feynman
diagrams (Sec. 7.2.2). 2

2These FEYNMAN diagrams will be used for the interpretation of the dynamics in Chap. 7. However, the calculations of the
dynamics will be carried out in the HILBERT space description.
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3.4 Optical absorption
Fundamental optical properties of a sample can already be seen in the linear optics regime, where the
external electromagnetic field is so weak that the expansion of P = ∑n P(n) can be approximated by
P≈ P(1). In first order, the polarization P(1) reads:

P(1)(t) =
(
−i

h̄

)∫
∞

0
dt1 S(1)(t1)E(t− t1) with S(1)(t1) = 〈µ̂I(t1) · [µ̂I(0), ρ̂(−∞)]−〉. (3.22)

In the frequency domain, a simple relation between the macroscopic polarization and the electromag-
netic field is obtained:

P(1)(ω) =−i
h̄

∫
∞

−∞

dt
∫

∞

0
dt1 S(1)(t1)E(t− t1)eiωt

=−i
h̄

∫
∞

−∞

dt2
∫

∞

0
dt1 S(1)(t1)E(t2)eiω(t1+t2)

= ε0χ
(1)(ω)E(ω), with ε0χ

(1) :=−i
h̄

∫
∞

0
dt1S(1)(t1)eiωt1 . (3.23)

The dielectric constant in vacuum is denoted by ε0 and the linear susceptibility by χ(1)(ω) [Jac99].
Thus, in the frequency domain the first-order macroscopic polarization P(1) is proportional to the elec-
tromagnetic field. With this expression, it is possible to obtain a formula for the absorption coefficient
α(ω) of a sample, which is an experimentally accessible quantity. α(ω) determines the intensity I(z)
of an electromagnetic field crossing through a sample with a thickness z, which is given by Beer’s law:
I(z) = |E(z, t)E∗(z, t)|= I0e−α(ω)∆z. It can be calculated according to [SW02]:

α(ω) = 2
ω

c0
nbgIm{

√
1+

χ(1)(ω)

nbg
2 } ≈

ω

c0nbg
Im{χ(1)}= ω

c0ε0nbg
Im{P(1)(ω)

E(ω)
}, (3.24)

with the speed of light c0 and the refractive index nbg of the surrounding medium. Since the one-particle
electron expectation values correspond to the elements of the density matrix, that is, 〈â†

i â j〉 = ρi j, the
macroscopic polarization P can be expressed by the electronic creation and annihilation operators:

P(t) = tr(ρ̂ µ̂) = ∑
i j

di j〈ρ̂ â†
i â j〉= ∑

i j
di j〈â†

i â j〉, i, j ∈ {v,c}. (3.25)

The subindices i, j include the summation over all bands within the conduction band (c) and the valence
(v) band. If the summation over the momentum number k is considered, the macroscopic polarization
reads P(t) = 1/Vk ∑i j,k di j〈â†

i,kâ j,k〉, with the dimensional volume 1/Vk corresponding to the dimension
of the momentum number k.

3.5 Overview of applied concepts
Throughout this thesis the HEISENBERG equation of motion (EOM) [Eq. (3.6)] will be used to calculate
the dynamics of the relevant operators. The fundamental expectation values which are connected to
measurable quantities are the microscopic densities fi = 〈â†

i âi 〉 and the microscopic polarizations pi j =

〈â†
i â j〉, i 6= j. The advantage of the HEISENBERG-EOM, lies in the possibility to easily incorporate

many-particle effects. On the other hand, the many-particle Hamiltonians lead to the so-called hierarchy
problem since single-particle expectation values couple to higher-order expectation values (see part III).
The solution of this problem depends on the investigating system: While for intersubband quantum
well systems (Chap. 4) the correlation expansion [Kuh98] is used, in intersublevel quantum dot systems
(Chap. 10) it is possible to obtain an analytical expression for a closed set of differential equations via
the induction method. The schemes will be presented in the corresponding chapters. If the investigation
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is focused on the long-time dynamics (neglecting quantum kinetics), the EOMs, previously obtained
via HEISENBERG can also be approximated with relaxation rate equations, which will be applied in
Chap. 8.

Although the second quantization scheme is used for the calculation of the overall macroscopic
polarization P, the perturbative treatment via the nth-order response function S(n) [Eq. (3.21)] is a useful
theoretical tool for a detailed analysis of the polarization: While the HEISENBERG EOM leads to a
macroscopic polarization that contains all possible orders of the polarization, P = ∑n P(n), the concept
of S(n) allows the discrimination of different sets of pathways. This is of particular advantage if the
interest lies in specific pathways, which will be demonstrated in Chap. 7. There, based on a perturbative
treatment of S(n), a scheme for the interpretation (double-sided FEYNMAN diagrams) and the extraction
(phase cycling) of multiple pathways will be presented.
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Part III

Intersubband transitions in
two-dimensional structures
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Chapter 4

Intersubband quantum well model

Being the first artificially designed low-dimensional semiconductor nanostructure [DWH74], the quan-
tum well (QW) marks the beginning of the fast technological developments of nano-scale systems in
the twentieth century. A QW is created when two semiconductor compounds form a so-called double-
heterostructure, where a thin layer of compound II is sandwiched between two thick layers of compound
I. Such structures can be engineered using, for example, molecular beam epitaxy [VK91], where the thin
layer of compound II is grown on a substrate of compound I and also coated by the same substrate. If
the fundamental band gap (between the valence and conduction band) of the outer substrate is larger
than the band gap of the inner layer material and the layer width is smaller than the DE BROGLIE wave
length of the carriers, a confinement potential Uconf is formed. The confinement then restricts the motion
of the carriers within the layer and splits the valence and conduction band into so-called subbands.

The energetic spacing of the subbands lies in the range of a few tens to hundreds of meV. Con-
sequently, the carrier dynamics of the subbands builds the foundation of the most prominent semi-
conductor terahertz (THz) radiation source, the quantum cascade laser (QCL) [HEC+89, FCS+94,
SKB+98, GCSC01]. Since the THz domain covers a wide range of possible applications from the
biological and medical sciences to the communication technology [Wil07], the design of high-output,
room temperature-operating QCLs remains a major advance yet to be realized by the THz commu-
nity [SZD+04, OMOO07, FDC+12]. One of the major limitations towards this goal lies in the strong
many-particle interactions in ISB QWs [IR01, PLW04, WWK09]. For example, the prominent electron-
phonon interaction leads to non-radiative relaxation processes which opposes the built-up of a popula-
tion inversion, needed for lasing. Thus, a thorough understanding of the many-particle dynamics is
crucial for the ongoing developments.

The ISB dynamics in a single QW system will be the focus of the next chapters, Chap. 4 - Chap. 7.

Figure 4.1 | Band structure of Gal-
lium Arsenide (GaAs) aroung the Γ-
point, taken from [oudw12]. The dy-
namics of the model system is fo-
cused on ISB transitions around the
conduction band minimum.
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4 INTERSUBBAND QUANTUM WELL MODEL

In particular, a single n-doped GaAs/Al0.35Ga0.65As QW is studied (see Fig. 4.1). This double-hetero-
structure is favoured for the fabrication of QWs since the nearly perfect lattice matching of the two
materials enables a strain-free growth of ultra-thin layers [Plo82]. In this chapter, the fundamental QW
model will be introduced. After determining the eigenfunctions and the eigenenergies of this material
system in Sec. 4.1, the coupling matrix elements for the electron-electron- (el-el) and electron-phonon
(el-ph) interaction are derived in Sec. 4.2. Before considering the dynamics of the particles in the ISB
QW via the HEISENBERG equation of motion in the following chapters, one major problem, the so-
called hierarchy problem and its solution via the correlation expansion will be addressed in Sec. 4.3.

4.1 Wave functions and eigenenergies
In this section, the wave functions and the eigenenergies of the n-doped GaAs/Al0.35Ga0.65As QW are
calculated. The doping with electrons leads to a partial filling of the lowest conduction subband. Thus,
the ISB dynamics can be restricted to the conduction band. As previously mentioned, the double-
heterostructure results in a confinement potential Uconf within the layer material II (GaAs). For sim-
plicity, Uconf is first considered as infinitely high. Later on, in Sec. 4.1.2, a more realistic ansatz for the
confinement is chosen, which modifies the eigenvalues. The infinitely deep confinement potential reads:

Uconf =

{
0, for |r⊥|< L

2 ,

∞, for |r⊥|> L
2 .

(4.1)

The direction along the confinement is denoted as r⊥, whereas the direction of the free motion is r‖. To
obtain the eigenenergies and eigenfunctions of the quasi-free electrons, the SCHRÖDINGER equation for
the electronic wave function Ψel(r, t) must be solved:

ih̄∂tΨel(r, t) = ĤΨel(r, t) with Ĥ =

[
− h̄2

∇2
r

2meff
+Uconf(r⊥)

]
(4.2)

and the effective electron mass meff of GaAs. As the Hamiltonian is not explicitly time-dependent, a
solution for Ψel(r, t) is: Ψel(r, t) = Φ(r)exp(− i

h̄ εt), which simplifies Eq. (4.2) to

εΦ(r) =
[
− h̄∇2

r
2meff

+Uconf(r⊥)
]

Φ(r). (4.3)

This equation corresponds to Eq. (2.13) in Sec. 2.2.1. The ansatz for the wave function has already been
given in Eq. (2.14) as a product of the BLOCH function φ(r‖) in r‖-direction and a confinement function
ζ(r⊥) in r⊥ direction:

Φn,k(r) =
1√
A

eik·r‖ζn(r⊥)uc,k≈0(r), (4.4)

with the two-dimensional (2D) area A of the sample and the lattice periodic function of the conduction
band uc,k≈0(r). The eigenenergies of the in-plane direction can directly be written down as the free
kinetic energy ε‖,k = h̄2k2

‖/(2m‖) (with the effective electron mass in in-plane direction m‖). In perpen-
dicular direction, the boundary conditions ζn(−L

2 ) = ζn(
L
2 ) = 0 lead to following eigenfunctions ζn(r⊥)

and eigenenergies εn,⊥:

ζn(r⊥) =


√

2
L cos(knr⊥) for n even,√
2
L sin(knr⊥) for n odd,

(4.5)

εn,⊥ =
h̄2k2

n

2m⊥
n ∈ N\{0}, (4.6)
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2

1

k||

Energy(b)Uconf(a)

III
Uconf(c)

III

-Leff/2 +Leff/2

Figure 4.2 | (a) The confinement functions for the first two subbands for an infinitely deep
confinement potential Uconf. (b) By regarding nonparabolicity effects, the gradient of subband 2
becomes smaller than the gradient of subband 1. Thus the transition energy ∆εk decreases for
increasing momentum number. (c) The confinement functions for a finite potential barrier Uconf.
For calculations, an effective well width Leff (orange line) and the corresponding confinement
functions for an infinitely deep Uconf are assumed.

with kn = nπ

L and the effective electron mass along the perpendicular direction m⊥. The confinement
functions for the lowest two subbands 1 and 2 are shown in Fig. 4.2(a). The overall single-particle
eigenenergies then read:

εn,k =
π2h̄2n2

2m⊥L2 +
h̄2k‖2

2m‖
, (4.7)

with the gap energy εgap := ε2,k=0−ε1,k=0 =
3h̄2

π2

2m⊥L2 for the ISB transition between the ground state and
the first excited state. Thus, the eigenenergies of each subband are parabola which are determined by
the effective mass of the layer.

4.1.1 Nonparabolicity effects

So far, the perpendicular and parallel effective masses m⊥ and m‖ in Eq.(4.7) are only determined by
the effective mass meff of the layer material, which is equal for each subband. But since the energy of
the subbands are well above the conduction band edge, it is most probable that the effective subband
masses differ from the effective mass of the layer material. The corrections of the effective mass ap-
proximation are summarized as nonparabolicity effects and lead to subband-dependent masses and a
renormalization of the confinement energies [Bas81, MLR86]. In this thesis the subband masses are
calculated according to Ekenberg [Eke89]. Starting from the bulk conduction band, higher subbands are
included as a perturbation up to fourth order in k. The subband masses then become dependent on the
subband number:

εn,k =
π2h̄2n2

2m⊥,nL2 +
h̄2k‖2

2mn
. (4.8)

This nonparabolicity leads to a typical feature of the subband structure: Since the mass of the upper
subband is larger than the ground state subband mass, the transition energy ∆εk becomes smaller for
higher momentum numbers, see Fig. 4.2(b). The calculated subband masses mn as well as the subband
gap energy εgap are given in Table A.3.
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4 INTERSUBBAND QUANTUM WELL MODEL

Figure 4.3 | Left: Schematic drawing of the spin and momentum conservation in el-el scattering
events. Right: Transformation from absolute to relative momentum coordinates.

4.1.2 Effective well width approximation

Now, the more realistic case of a finite potential barrier is considered. With a finite confinement potential
Uconf, the confinement functions ζn(r⊥) can penetrate the material outside of the layer, see Fig. 4.2(c).
ζn(r⊥) must then be numerically determined by solving transcendental equations [Eke89]. However,
a less numerically demanding method of taking into account the finite potential barrier is the so-called
effective well width approximation [Liu94]: Here, the wave functions ζn(r⊥) for a finite confinement
potential with the width L [light blue rectangles in Fig. 4.2(c)] are approximated with wave functions
for an infinitely deep quantum well with an effective well width Leff [vertical orange lines in Fig. 4.2(c)].
The effective well width Leff is chosen in the manner that the eigenenergy of the subband ground state
in an infinitely deep well is consistent with the eigenenergy ε1,k=0 calculated for a finite well.

The effective well width approximation will be used throughout this work: First, the effective sub-
band masses and the eigenenergies are calculated for a finite quantum well according to Ekenberg
[Eke89]. Then, an effective well width Leff is determined to calculate the eigenfunctions ζn(r⊥) in
Eq. (4.6).

4.2 Coupling matrix elements

After deriving the wave functions in the previous section, the coupling matrix elements for the ISB
QW system can now be calculated according to Sec. 2.3.2. Without loss of generality, the direction of
the confinement is assumed along the z-direction:r⊥ = zez. The incoming electromagnetic field shall
propagate along the z-direction as well. The in-plane direction is the x-y plane: r‖ = xex + yey.

4.2.1 Electric dipole matrix elements

Using Eq. (2.7), the optical dipole matrix element dαβ can be obtained through: dαβ =
∫
d3rφ ∗α(r)e0r ·

eEφ
β
(r). Splitting the integral into the perpendicular and in-plane direction and separating the integral

into a sum of lattice and cells vectors, only the integration over the restricted domain remains: dαβ (z) =

e0
∫ L

2
− L

2
ζ ∗α(z)zζ

β
(z). This results in:

dαβ (z) =

{
− 16e0L

9π
for α 6= β ,

0 for α = β ,
(α,β = 1,2) (4.9)

i.e. the electromagnetic field can cause transitions between the subbands while transitions within the
subbands are not possible.
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4.2 COUPLING MATRIX ELEMENTS

4.2.2 Coulomb form factor
The COULOMB matrix elements of the el-el Hamiltonian Ĥel-el, can now be determined. Starting from
Eq. (2.33), the real space representation of the COULOMB matrix elements is:

Vαβγδ =
e2

0
4πε0εbg

∫
d3r

∫
d3r′φ ∗α(r)φ

∗
β
(r′)

1
|r− r′|

φδ (r′)φγ(r), (4.10)

where the eigenfunctions of the previous section can now be inserted. The solution of the integral in
Eq. (4.10) requires the use of the periodic lattice symmetry of the BLOCH functions. Detailed calcu-
lations are given, e.g., in [Wal02]. After solving the in-plane integral, the COULOMB matrix elements
obtain following form:

V kα−kγ

αβγδ
=

e2
0

4ε0εbgA
1

|kα −kγ |

∫
dz
∫

dz′e|kα−kγ ||z−z′| ·ζ ∗α(z)ζ ∗β (z
′)ζγ(z)ζδ

(z′)δsα ,sγ
δsβ ,sδ

δkα+kβ ,kγ+kδ

=
e2

0
4ε0εbgA|q|

F q
αβγδ

=V q
2dF

q
αβγδ

, (4.11)

with the COULOMB form factor F q
αβγδ

and the in-plane two-dimensional wave vector q. The delta con-
ditions can be automatically fulfilled with a transformation of the momenta and spins of the electron op-
erators: 1

2 ∑αβγδ V kα−kγ

αβγδ
â†

α â†
β

â
δ

âγ → 1
2 ∑abcd ∑s,s′,k,k′,q V q

abcd â†
a,k−q,sâ

†
b,k+q′,s′ âd,k′,s′ âc,k,s. A schematic

drawing of the momentum- and spin transformation in el-el scattering events is given in Fig. 4.3. Equa-
tion (4.11) shows that in an ISB QW system, the COULOMB potential of an ideal two-dimensional
system V q

2d is modified by the subband-dependent form factor F q
αβγδ

: The motion of the electrons
along the z-direction is restricted but not forbidden. In this manner, the QW is also often denoted as a
“quasi-2D” system.

The matrix elements have symmetric properties considering the arrangement of the wave func-
tions: Vαβγδ = Vβαδγ = Vγδαβ = Vδγβα . Regarding the lowest two subbands, eight non-vanishing
COULOMB matrix elements exist:1

F q
1111 =

4
L2

(
20L3π2|q|3 +3L5|q|5−32π4(1− e−L|q|−L|q|)

4(4π2|q|+L|q|3)2

)
, (4.12)

F q
2222 =

4
L2

(
80L3π2|q|3 +3L5|q|5−512π4(1− e−L|q|−L|q|)

4(16π2|q|2 +L|q|3)2

)
, (4.13)

F q
1212 =

4
L2

(
20L3π2|q|3 +L5|q|5−64π4(1− e−L|q|−L|q|)

2(64π4|q|2 +20L2π2|q|4 +L4|q|6)

)
, (4.14)

F q
2112 =

4
L2

(
45L3π6|q|+15L7π2|q|5 +L9|q|7−L4π4|q|2(64+64e−L|q|−59L|q|)

2(9π4 +10L2π2|q|2 +L4|q|4)2

)
, (4.15)

F q
2121 = F q

1212, (4.16)

F q
2211 = F q

1122 = F q
1221 = F q

2112. (4.17)

The matrix elements Viiii and Vi ji j represent intrasubband processes, that is, electrons are scattered within
its subbands, while Vi j ji and Vii j j describe interactions where an electron from the upper subband scat-
ters into the lower subband and vice versa.

Subband screening - Similar to the dielectric function of the background material, the electron plasma
itself can act as a background for two interacting electrons. This so-called screening weakens of the

1Auger-type processes, corresponding to an odd number of the subband numbers 1 or 2, vanish for a symmetric quantum well
as considered here.
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Figure 4.4 | Schematic drawing of the el-ph interaction regarding momentum conservation.
Left shows the scattering under phonon emission and right shows the scattering under phonon
absorption.

COULOMB potential, dependent on the electron density and the subband. The different subband ma-
trix elements of the screened COULOMB potential V scr

αβγδ
(q,ω) are connected with a system of linear

equations [LG97]:

V scr
αβγδ

(q,ω) =V q
αβγδ

+∑
m,n

V q
αnγmΠ

q,ω
mn V scr

mβnδ
(q,ω), (4.18)

with Π
q,ω
mn = limδ→0 ∑k,s

fk−q,m− fkn
εk−q,m−εk,n−h̄ω−iδ

. Equation (4.18) can be solved analytically in the case of two
subbands. If only one subband is considered, Eq. (4.18) results in the LINDHARD formula, where the
screening can be expressed as a dielectric constant εscr [HK04].

In this work, the long wave length limit of the screened COULOMB potential V scr
αβγδ

(q,0) is used.
Regarding the dynamic equations which will be derived in the next chapters, the subband screening is
applied in the following way: For scattering events with only two electrons, the COULOMB potential
is unscreened. If more than two electrons are involved in the scattering process, the subband screening
will be applied since the two electrons scatter under the presence of at least one “background” electron.

4.2.3 Fröhlich form factor
Next, the FRÖHLICH matrix elements gi j

q for the el-ph interaction are evaluated. gi j
q has already been

introduced in Sec. 2.3.2:

gi j
q = i

[
e2

0h̄ωLO

2ε0V
(ε−1

∞ − ε
−1
s )

] 1
2 1
|q|

∫
dzζ

∗
i (z)ζ j(z)e

iq⊥z
δq‖,ki+k j

= g3D
q F q⊥

i j , (4.19)

with the 3D FRÖHLICH coupling g3D
q , the subband-dependent FRÖHLICH form factors F q⊥

i j and the 3D
wave vector q. The delta condition assures the momentum conservation of scattering events where one
electron and one phonon are involved. Subsequently, the difference of the electronic momenta must be
equal to the in-plane momentum of the phonon. The corresponding momentum transformation of the
electron-phonon scattering events is given in Fig. 4.4. The evaluated form factors are:

F q⊥
11 =

8π2sin(Lq⊥
2 )

4Lπ2q⊥−L3q3
⊥

and F q⊥
22 =

32π2sin(Lq⊥
2 )

16Lπ2q⊥−L3q3
⊥
, (4.20)

F q⊥
12 = i

16Lπ2cos(Lq⊥
2 )q⊥

9π4−10L2π2q2
⊥+L4q4

⊥
and F q⊥

12 = F q⊥
21 . (4.21)

The Fröhlich matrix elements for intrasubband processes which describe the diagonal coupling between
one phonon and the electrons, gii

q, have symmetric properties concerning q⊥, i.e. gii
q⊥ = gii

−q⊥ , while the
intersubband matrix element (non-diagonal coupling of the phonon) are antisymmetric, gi j

q⊥ =−gi j
−q⊥ .
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4.3 Hierarchy problem and correlation expansion
If many-body Hamiltonians such as the COULOMB interaction or the FRÖHLICH interaction are included
in the equation of motion (EOM), certain difficulties can evolve. For example, if the dynamics of the
electronic operators â†

α â
β

is calculated with regard to the COULOMB interaction via the HEISENBERG

EOM, following structure will occur:

−ih̄
d
dt
〈â†

α â
β
〉|el-el = 〈[Ĥel-el, â†

α â
β
]〉= ∑

{123}
V12α3〈â†

1â†
2â3âα〉+ · · · , (4.22)

that is, the two-operator term 〈â†
α â

β
〉 couples to a four-operator term. Thus, to determine the two-

operator term, the dynamics of the four-operator term has to be calculated, which itself couples to a
six-operator term:

d
dt
〈â†

aâb〉el-el ∼ 〈â†
c â†

d âe â f 〉+ · · · ,

d
dt
〈â†

c â†
d âe â f 〉el-el ∼ 〈â†

gâ†
hâ†

i â j âk âl 〉+ · · · . (4.23)

This shows that the dynamics of a n-particle expectation value couples to a (n+1)-particle expectation
value, resulting in an infinite number of coupled differential equations, also denoted as the hierarchy
problem [KK06b].

A common method to truncate a system of weak coupled particles is the cluster- or correlation
expansion [Fri96, KK06b], where the assumption is made that the correlation to higher many-particle
states becomes less important for higher orders. The basic idea is to truncate the system in the nth-order
of the EOM by splitting the n-particle expectation value into clusters from one-operator to n-operator
clusters. Higher orders, that is, beginning from (n+1), are neglected. The factorization of an n-particle
expectation value 〈n〉 underlies the following scheme:

〈1〉= 〈1〉S,
〈2〉= 〈2〉S±〈2〉corr,

〈3〉= 〈3〉S±〈1〉S〈2〉corr±〈3〉corr,

〈4〉= 〈4〉S±〈1〉S〈3〉corr±〈2〉S〈2〉corr±〈4〉corr,

... (4.24)

The subscript “S” denotes the uncorrelated singlet contribution and the subscript “corr” denotes the
correlated particles. Due to the indistinguishability of the particles, all possible permutations of the
particle expectation values must be included. Considering the arrangement of the clusters, one has to
distinguish between fermionic and bosonic operators: Following from their antisymmetry, the clusters
which are built through the permutation of fermionic operators can be added with different signs: If the
number of permutations, needed for gaining the original order of the n-particle expectation value, is odd,
the expectation value obtains a (−)-sign. If the permutation is even, the fermionic expectation value has
a (+)-sign. For bosonic operators, the different permutations are always added with a (+)-sign.

4.3.1 Coulomb coupling
If a singlet expectation value with purely fermionic operators is evaluated, the so-called Hartree-Fock
factorization will be applied [KK06b]:

〈â†
a . . . â

†
N âa . . . âN〉S = 〈â

†
a . . . â

†
N âa . . . âN〉HF = ∑

σ

(−1)σ
Π

N
j=1〈â

†
j âσ [ j]〉, (4.25)
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where σ [ j] is the number of permutations to gain the respective single-particle expectation value. Thus,
the explicit expression for a two electron expectation value is:2

〈â†
aâ†

bâc âd〉= 〈â
†
bâc〉〈â†

aâd〉−〈â
†
aâc〉〈â

†
bâd〉+ 〈â

†
aâ†

bâc âd〉corr. (4.26)

If the correlation term 〈â†
aâ†

bâc âd〉corr is set to zero, the motion of one electron is calculated in the mean
field of the other electrons and their mutual influence is neglected. This is also denoted as an HARTREE-
FOCK approximation (or mean field approximation) [Hak93, Czy04].

Since also higher-order correlations will be derived in the following chapters, the HARTREE-FOCK fac-
torization of a three-particle electron expectation value is explicitly given:

〈â†
aâ†

bâ†
c âd âe â f 〉HF =〈â†

aâd〉{〈â
†
c âe〉〈â

†
bâ f 〉−〈â

†
bâe〉〈â†

c â f 〉}

−〈â†
aâe〉{〈â†

c âd〉〈â
†
bâ f 〉−〈â

†
bâd〉〈â

†
c â f 〉}

+〈â†
aâ f 〉{〈â

†
c âd〉〈â

†
bâe〉−〈â

†
bâd〉〈â

†
c âe〉}. (4.27)

These expectation values occur in the calculation of the ground state correlations in Sec. 5.4 and in the
BOLTZMANN scattering contributions in Sec. 5.3. Due to energy conservation, expectation values with
an uneven number of electron creators or annihilators vanish.

4.3.2 Fröhlich coupling

According to Eq. (4.24), expectation values of clusters including fermionic and bosonic operators can
be split into singlets as well. The expansion of a mixed electron-phonon three-particle expectation value
is:3

〈â(†)α â(†)
β

b̂(†)q b̂(†)p 〉= 〈â
(†)
α â(†)

β
〉〈b̂(†)q b̂(†)p 〉+ 〈â

(†)
α â(†)

β
b̂(†)q b̂(†)p 〉corr (4.28)

The splitting of the fermionic and bosonic densities is denoted as the BORN approximation [BW80,
VWW01]. Under the assumption of a phonon bath, coherent phonon generation terms such as 〈b̂(†)q 〉
can be neglected, which will be used throughout this thesis. But it should be noted that for very strong
electromagnetic fields, coherent phonons have to be considered [PKA10].

4.3.3 Spatial homogeneity assumption

If the expectation values are eventually split into one-particle values, it is assumed that the system
observables are spatially homogeneous which is expressed by the delta condition of the momenta
[SKS+96]:

〈â†
i,k,sâ j,k′,s′〉= 〈â

†
i,k,sâ j,k,s〉δk,k′δs,s′ and 〈b̂†

q b̂q′〉= 〈b̂
†
qb̂q〉δq,q′ . (4.29)

For equal subband indices, the electronic one-particle expectation value fi,k = 〈â†
i,kâi,k〉, that is, the

distribution of the electrons in subband i in equilibrium is approximated with the FERMI function:

fi,k(εk) =
1

e−(µ−εki)/(kBT )+1
. (4.30)

However, in the next section it will be shown that for low temperatures, the electron distribution function
is modified.

2Note that a one-particle electron expectation value corresponds to one electron operator and one electron annihilator, that is:
〈1〉= 〈â†â 〉.

3Each phonon operator corresponds to one particle.
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Furthermore, if the electronic system couples only weakly to the phonons, they can be described
by a set of harmonic oscillators, also denoted as a phonon bath which is unaffected by the electronic
motion. The phonon distribution 〈b̂†

qb̂q〉= nq is then equivalent with the BOSE distribution:

nq(h̄ωq) =
1

eh̄ωq/(kBT )−1
. (4.31)
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Chapter 5

Linear optical properties

The most fundamental optical investigation scheme is the linear absorption spectrum, where the sample
is excited with a very weak pulse. When weakly exciting the system, the shape of the spectra can already
give important insights into the dispersion of the material or non-equilibrium many-body processes.
Many theoretical and experimental studies have already been done to determine the influence of many-
particle interactions on the ISB absorption [WWFK03, PDMK08, VVA+09, GWS+09, HAG+11].
However, especially concerning the low-temperature regime there has been a deficit in the theoretical
description, predicting line widths much smaller then experimentally observed. To gain a better under-
standing of the ISB absorption line shape, this chapter will focus on COULOMB interaction since the
spectral width is basically determined by the fastest scattering process, which is the electron-electron (el-
el) scattering [LN04]. In the first part of this chapter, the main el-el scattering contributions of the micro-
scopic polarization are revisited. Also, the processes which are responsible for the deficit of the infinitely
small line width are illuminated. Then, in the second part of this chapter, a modification of the theoreti-
cal description is introduced via the COULOMB-induced ground state correlations. Studies about the el-
ph interaction in the linear regime can be found, for example, in [NAK99, WFL+04, SRW+05, BK06].

The sections are organized as follows: Starting from the free carrier dynamics in Sec. 5.1, the first
and the second-order correlation contributions of the non-diagonal elements of the density operator
will be derived in Sec. 5.2 and Sec. 5.3, where also the theoretical problem of the small absorption
line width is specified. Beginning from Sec. 5.4 the electronic correlations in the ground state are
investigated as a possible mechanism for an intrinsic line shape broadening in the ISB absorption. They
are derived in Sec. 5.4.1 as a second-order correlation contribution of the microscopic density, caused by
the COULOMB interaction. The properties of the renormalized ground state distribution are examined
in Sec. 5.4.2. Subsequently its influence on the absorption spectrum is investigated in Sec. 5.5, where
the spectra including and neglecting ground state correlations are compared. It will be shown that
correlations in the ground state yield an inherent line broadening of the absorption in the low temperature
regime. The main results of this chapter have been published in [DWRK10].

5.1 Free carrier dynamics

To gain a better insight into the characteristics of ISB transitions, the absorption spectrum for free carri-
ers is shown first. Therefore, the dynamics of the density operator ρi j,k is derived in second quantization
formalism via the HEISENBERG EOM. The system Hamiltonian contains the semi-classical electromag-
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netic electron-light Hamiltonian and the free carrier Hamiltonians:1

−ih̄
d
dt
〈ρ̂i j,k〉=−ih̄

d
dt
〈â†

i,kâ j,k〉= 〈
[
Ĥ0,el + Ĥ0,ph + Ĥem, â

†
ikâ jk

]
〉

= (εi,k− ε j,k)〈ρi j,k〉−E(t)

(
∑
α

dαi〈ρα j,k〉−∑
β

d j,kβ 〈ρi,k β 〉

)
. (5.1)

The spin index is neglected here since the equations are spin independent. The full equations for the
lowest two subbands are:

ḟ1,k = iΩ12(t)Im{p12,k}, (5.2)

ḟ2,k =−iΩ12(t)Im{p12,k}, (5.3)
ṗ12,k =i(ω1,k−ω2,k) p12,k−iΩ12(t)( f2,k− f1,k)− γph p12,k, (5.4)

with pi j,k := 〈ρ̂i j,k〉 and fi,k := 〈ρ̂ii,k〉 for i 6= j, ωi,k = εi,k/h̄ and the Rabi frequency Ω12(t) =E(t)d12/h̄.
To include many-body interactions on a phenomenological basis, a damping term −γph p12,k has been
added to Eq. (5.4). Under the assumption of a very weak pulse, Eq. (5.2) and (5.3) can be neglected,
that is, the distribution in the lower and the upper subband are assumed as FERMI distribution functions.
Under these assumptions, the microscopic polarization p12,k can be solved in the FOURIER domain. For
free carriers, the equation for the ISB absorption coefficient [Eq. (3.24)] is:

α(ω) =− ω

h̄ε0c0nbg
Im{∑

k

d2
12( f2,k− f1,k)

ω−ω2,k +ω1,k +iγph
+ c.c.}. (5.5)

Figure 5.1 shows the absorption spectra for three different temperatures and three different well widths
L for a carrier density of nd = 6.0 · 1011 cm−2, fully located in the lower subband. In the upper graph
[Fig. 5.1(a)], the spectra are plotted with equal subband masses, while in Fig. 5.1(b), different subband
masses are included. The spectra for equal subband masses are Lorentzian and equal for different tem-
peratures. The line width is only dependent on the phenomenological dephasing γph = 320 fs−1, which
is chosen in agreement with the experimentally determined value for the mean scattering [KRW+01].
If different subband masses are included, the spectra become asymmetric: For higher temperatures,
the spectrum is broadened along lower energies, which is more pronounced for decreasing L. This
low energy tail is a result of the different subband masses: For increasing temperature, the carriers
occupy higher momentum states, which are connected with lower transition energies. This is shown
in Fig. 5.2(a) and (b). The more pronounced low energy tail for decreasing well width is due to the
increasing difference of the slopes in the two subbands. Additionally, the maxima of the spectra includ-
ing different subband masses are shifted to lower energies compared to the spectra with equal subband
masses, indicated with the vertical dotted lines in Fig. 5.1, which are located at the maximum of the
peaks in (a). This shift is a feature of the density of states for a 2D system: If the 2D sum in Eq. (5.5)
is evaluated, the integrand is proportional to |k| · ( f2,k− f1,k). This term shifts the maximum value
away from k = 0 nm−1 to a higher momentum number and therefore to a lower transition energy. The
well-defined connection between momentum number and transition energy allows one to locate the dis-
tribution in the momentum space. This is an important feature of the ISB system which will also be used
in Sec. 7. The parameters for the effective subband masses and the gap energy are given in Tab. A.3.

1Note that a Greek index is used as a multi-index over the subband number and the corresponding momentum vector.
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Figure 5.1 | Free carrier absorption spectra for an electron density of nd = 6.0 ·1011 cm−2 with
(a) equal subband masses and (b) different subband masses. The spectra are plotted for three
different temperatures and for three different well widths.
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Figure 5.2 | (a) Schematic drawing of the subband dispersion and the FERMI distribution func-
tions for T = 1 K (blue line) and T = 200 K (orange line). (b) Plot of the transition energy over
the wave vector for L = 10 nm. The transition energy decreases for increasing momentum
number.

5.2 Hartree-Fock contributions
Next, the system Hamiltonian will be expanded with the el-el-interaction Hamiltonian Ĥel-el:

d
dt
〈ρ̂12,k,s〉=

i

h̄
〈
[
Ĥ0 + Ĥem + Ĥel-el, ρ̂12,k,s

]
〉.

= i(ω1,k−ω2,k) p12,k,s−iΩ12(t)( f2,k,s− f1,k,s) (5.6)

+
i

h̄ ∑
{αβγ}

Vαβ1γ〈â†
α â†

β
âγ â2,k,s〉−

i

h̄ ∑
{αβγ}

V2αβγ〈â†
1,k,sâ

†
α â

β
âγ〉. (5.7)

Now 〈ρ̂12,k,s〉 couples to four electron operator expectation values. The coupling to higher-order cor-
relation contributions results in the hierarchy problem as explained earlier in Sec. 4.3. As a first ap-
proximation, only the mean field term will be considered (see also Sec. 4.3.1). Hence, in first-order
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correlation expansion, only the HARTREE-FOCK term, i.e. the factorization to single-particle values
will be considered and the correlation term is neglected. The EOM is then:

d
dt

p12,k,s = i(ω1,k−ω2,k) p12,k,s−iΩ12(t)( f2,k,s− f1,k,s)− γph p12,k,s

+
i

h̄ ∑
q6=0

[(
V q

2222−V q
2112

)
f2,k−q,s−

(
V q

1111−V q
2112

)
f1,k−q,s

]
p12,k,s (5.8)

− i

h̄ ∑
q6=0

[
V q

1212 p12,k−q,s +V q
2211 p21,k−q,s

]
( f2,k,s− f1,k,s) (5.9)

+
i

h̄
V 0

2112 ∑
q6=0,s′

[
p12,q,s′ + p21,q,s′

]
( f2,k,s− f1,k,s) . (5.10)

Higher-order correlations have been included as a dephasing constant γph, similar to Eq. (5.4). The three
mean field contributions are also denoted as exchange (5.8), exciton (5.9) and depolarization (5.10)
terms and originate from different interplays of the COULOMB matrix elements. The influence of the
HARTREE-FOCK terms have been discussed in detail, for example, in [CLSRP92, LN03, NIS99], hence
only a short overview about the main effects will be given.

The first HARTREE-FOCK contribution, the exchange term [Eq. (5.8)], leads to a momentum depen-
dent renormalization of the single-particle energies:

i(ω1,k−ω2,k) p12,k,s +
i

h̄ ∑
q6=0

[(
V q

2222−V q
2112

)
f2,k−q,s−

(
V q

1111−V q
2112

)
f1,k−q,s

]
p12,k,s

= i(ω̃1,k− ω̃2,k)p12,k,s. (5.11)

Assuming that the subband distributions are constant in time and the carrier density being fully located
in the lower subband, the exchange term causes a larger transition energy and also a softening of the
nonparabolicity, i.e. the low energy tail is less pronounced compared to the free carrier spectrum. The
exciton contribution Eq. (5.9), and the depolarization term, Eq. (5.10), renormalize the RABI frequency:

iΩ12(t)( f2,k,s− f1,k,s)+
i

h̄ ∑
q6=0

[
V q

1212 p12,k−q,s +V q
2211 p21,k−q,s

]
( f2,k,s− f1,k,s)

−i
h̄

V 0
2112 ∑

q6=0,s′

[
p12,q,s′ + p21,q,s′

]
( f2,k,s− f1,k,s)

= iΩ̃12(t)( f2,k,s− f1,k,s) . (5.12)

The exciton contribution corresponds to the interaction of one electron in the upper subband with an
unoccupied state in the lower subband. This resembles an excitonic interaction between an electron and
an hole in interband systems [HK04] and shifts the gap energy to lower energies due to the attractive
interaction. The strength of the exciton contribution increases with decreasing well width [NIBS97].
The depolarization term mainly originates from the difference between the occupied states in the lower
and the upper subband. In contrast to the excitonic part, the strength of the depolarization term de-
creases with decreasing well width [GSKB00]. With the renormalized values, the EOM including the
HARTREE-FOCK terms keeps its compact form:

d
dt

p12,k,s = i(ω̃1,k− ω̃2,k) p12,k,s−iΩ̃12(t)( f2,k,s− f1,k,s) . (5.13)

Comparisons with the experiment have shown that simulations for the absorption spectra including
the HARTREE-FOCK terms and the phenomenological dephasing constant γph agree very well with
the experimentally measured spectra [Wal02]. However, in order to gain an overall understanding of
the microscopic processes which lead to the intrinsic line width, scattering processes must also be in-
cluded. For obtaining the el-el scattering rates, the correlation expansion will be applied in the next
order (second-order correlation expansion).
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5.3 BOLTZMANN SCATTERING CONTRIBUTIONS

5.3 Boltzmann scattering contributions
Now the correlation terms, previously neglected in Eq. (5.7), are further evaluated, that is, 〈ρ̂αβγ2〉corr =

〈â†
α â†

β
âγ â2,k,s〉corr and 〈ρ̂1αβγ〉corr = 〈â†

1,k,sâ
†
α â

β
âγ〉corr. The full equation for

d
dt

p12,ks then reads:

d
dt

p12,k,s = i(ω̃1,k− ω̃2,k) p12,k,s−iΩ̃12(t)( f2,k,s− f1,k,s)−Γ{ρi j,k,s}, (5.14)

with the dephasing functional−Γ{ρ̂i j,k,s}= i

h̄ ∑{αβγ}Vαβ1γ〈ρ̂αβγ2〉corr− i

h̄ ∑{αβγ}V2αβγ〈ρ̂1αβγ〉corr. Eval-
uating the EOM for the four-operator correlation expectation values, these terms again couple to six-
operator terms. Analogous to the previous section, the six-operator terms are split into the HARTREE-
FOCK term and the correlation term, where the correlation terms are neglected. The EOM for the
expectation values in second-order correlation expansion are then:

−ih̄
d
dt
〈ρ̂αβγ2〉corr =

(
εα + εβ − εγ − ε2−ih̄γcorr

)
〈ρ̂αβγ2〉corr

+ ∑
{abcd}

W̃abdc
(
〈ρ̂a2〉〈ρ̂bγ〉〈ρ̂βc〉−〈ρ̂αd〉−−〈ρ̂αd〉〈ρ̂βc〉〈ρ̂bγ〉−〈ρ̂a2〉−

)
, (5.15)

−ih̄
d
dt
〈ρ̂1αγβ 〉corr =

(
ε1 + εα − εγ − εβ −ih̄γcorr

)
〈ρ̂1αγβ 〉corr

+ ∑
{abcd}

W̃abdc
(
〈ρ̂aβ 〉〈ρbγ〉〈ρ̂αc〉−〈ρ̂1d〉−−〈ρ̂1d〉〈ρ̂αc〉〈ρ̂bγ〉−〈ρ̂aβ 〉−

)
, (5.16)

with the abbreviation 〈ρ̂αβ 〉− = δαβ −〈ρ̂αβ 〉 and W̃abdc = Ṽabdc−Ṽbadc. The indices a,b,c,d are multi-
indices as well. A phenomenological dephasing γcorr has been added, reflecting higher-order corre-
lations. Here, the screened COULOMB potentials Ṽ are considered.2 Now, the equations Eq. (5.15)
and (5.16) can be formally integrated. To solve them, the MARKOV approximation is applied, that is,
memory effects are neglected [Kam92]. This means that the inhomogeneous parts in Eq. (5.15) and in
Eq. (5.16) are assumed to be only weakly time-dependent and consequently scattering processes of par-
ticles do not contain memories of past collisions. The evolution of the MARKOV approximation leads
to the following expression for Γ{ρi j,k}:

Γ{ρ̂i j,k}= ∑
{αβγ}

∑
{abcd}

{∆αβγ2}γcorrṼαβ1γW̃abdc
(
〈ρ̂a2〉〈ρ̂bγ〉〈ρ̂βc〉−〈ρ̂αd〉−−〈ρ̂αd〉〈ρ̂βc〉〈ρ̂bγ〉−〈ρ̂a2〉−

)
− ∑
{αβγ}

∑
{abcd}

{∆1αβγ}γcorrṼ2αβγW̃abdc
(
〈ρ̂aβ 〉〈ρbγ〉〈ρ̂αc〉−〈ρ̂1d〉−−〈ρ̂1d〉〈ρ̂αc〉〈ρ̂bγ〉−〈ρ̂aβ 〉−

)
,

(5.17)

where 〈ρ̂µν〉− = 1−〈ρ̂µν〉 and

{∆αβγ2}γcorr =
γcorr

(εα + εβ − εγ − ε2)+ h̄2
γ2

corr
. (5.18)

Equation (5.18) is a modification of the usual expression for the BOLTZMANN scattering rates Γ{ρ̂i j,k}
[LK88]: Instead of the standard, strictly energy conserving transition probability {∆αβγ2} ∝ δ (εα +
εβ − εγ − ε2), which can also be obtained via FERMIs golden rule [CT99], the energy conservation
is softened by a Lorentzian broadening. This modification can be justified by the fact that due to the
HEISENBERG uncertainty relation, a certain energy broadening of a few meV is a reasonable assump-
tion, as long as the electron density is conserved [But07], i.e. γcorr in Eq. (5.18) can also be interpreted
as a softening of the delta condition due to higher-order correlations.

2In the HARTREE-FOCK contributions, the unscreened potential V is considered since the el-el scattering is not influenced by
a background electron plasma, see also Sec. 4.2.2.
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Figure 5.3 | Schematic drawing of possible scattering events for two different temperatures.
The black dots represent occupied k states while the white dots label unoccupied k states. (a)
For T = 1 K, PAULI blocking prohibits the electron-electron scattering. For T = 50 K, scattering
channels around the FERMI edge become available. (b) The corresponding line widths of the
absorption spectra show a significant broadening for higher temperatures.

Note that within this thesis, all diagonal terms (proportional to 〈ρ̂i j,k〉) in the scattering contributions
are included, while only the non-diagonal terms proportional to 〈ρ̂i j,k−q〉 are considered since these
are the dominant terms counteracting the broadening of the diagonal terms. Detailed investigations
considering the full scattering contributions have been made, for example, in [WFL+04, WCYW06].
Taking into account the two lowest subbands, the following scattering contributions of Eq. (5.17) will
be considered:

Γ{〈ρ̂i j,k,s〉}= ∑
k′,q,s

Γdiag〈ρ̂12,k,s〉+ ∑
k′,q,s

Γndiag1〈ρ̂12,k−q,s〉+ ∑
k′,q,s

Γ
∗
ndiag1〈ρ̂21,k−q,s〉. (5.19)

The explicit terms are given in App. B.
In past works, the inclusion of the BOLTZMANN scattering rates have led to the mentioned discrep-

ancy between the experimentally measured and theoretically calculated ISB absorption spectra in the
low temperature regime: The counteracting of the different scattering contributions leads to an intrinsic
line width, which is too small compared to experimental findings. The main reason for this behavior is
the PAULI blocking. This can be explained by looking e.g. at the intrasubband scattering contribution
of the diagonal scattering rate, Γintra

diag :

Γ
intra
diag = {∆1k,1k′,1k′+q,1k−q}γcorrṼ

q
1111(2 ·Ṽ

q
1111−Ṽ k−q−k′

1111 )
(

f1,k′,s f−1,k′+q,s f−1,k−q,s + f1,k−q,s f1,k′+q,s f−1,k′,s
)

(5.20)

The first term of the scattering rate consists of in- and out-scattering contributions between the states
k,k′,k′+ q,k− q and are proportional to the empty states at k′+ q,k− q and the filled states in k′
for one specific momentum k. The second term is proportional to the empty states at k′ and the filled
states in k′+q,k−q. In general, the distribution functions f are approximated as FERMI functions. For
low temperatures, the FERMI distribution resembles a step function where all states below the FERMI
edge are occupied and all states above the FERMI level are empty. The second term in Eq. (5.20) is
cancelled by the non-diagonal term in Γdiag, see App. B. The first term becomes arbitrarily small for low
temperatures due to the PAULI blocking. A schematic drawing of the corresponding scattering process
is shown in Fig. 5.3(a): For T → 0, there exist no free states below the FERMI edge, making electron-
electron scattering impossible. Consequently, the line width of the correspondent absorption spectrum
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Figure 5.4 | Schematic drawing of the
ground state correlations in the momen-
tum space: The electrons (black dots) are
correlated via the Coulomb coupling (red
arrows). This leads to a deviation from
the generally assumed FERMI distribution
in the equilibrium ground state.

becomes arbitrarily small [blue line in Fig. 5.3(b)]. For higher temperatures, the states below the FERMI
level are unoccupied and states above the level occupied, which allows scattering around the FERMI
edge. Consequently, the absorption line width is significantly broadened [green line in Fig. 5.3(b)].

While some theoretical descriptions have included disorder corrections such as impurities [BLKW05]
or interface roughness [LN04], it will be shown in the following section that by including COULOMB
ground state correlations on a self-consistent level, the intrinsic line width is broadened and the former
numerical instability of the line width at low temperatures can be counterbalanced even in high-quality
samples.

5.4 Ground state correlations
In this section, the distribution function fi,k,s will be investigated in more detail. Instead of assum-
ing a FERMI function for fi,k,s a deviation δ fi,k,s is considered, originating from el-el correlations in
the ground state. Similar calculations have been done in three-dimensional electron gases [GMB57,
GHE01] and metals [DV60, TY91], where many-body correlations lead to a deviation of the equilib-
rium distribution function from the conventionally assumed FERMI distribution at low temperatures.
Later on, the theoretical description has been further developed by assuming the el-el interaction as the
responsible mechanism [LV71, Lan80]. Figure 5.4 shows a schematic drawing of the electrons, which
are correlated via the COULOMB interaction (red arrows). At high temperatures the ground state cor-
relations will play a minor role, while for low temperatures, its influence is expected to increase for
the following reason: For high temperatures, the kinetic energy of the electrons will dominate over the
COULOMB interaction. Going to lower temperatures, the COULOMB repulsion can be of the same order
as the kinetic energy and consequently gains importance. For the derivation of the ground state cor-
relations a perturbative ansatz for the distribution function is chosen and developed via the correlation
expansion up to second order, similar to the derivation of the BOLTZMANN scattering terms in Sec. 5.3.
Then, the properties of the correlated distribution function will be investigated. The influence of the
ground state correlations on the absorption spectra will be demonstrated in Sec. 5.5.

5.4.1 Renormalization of the distribution function
To investigate the influence of the ground state correlations, the deviation δ fi,k,s = fi,k,s− f 0

i,k,s from the
equilibrium FERMI distribution f 0

i,k,s is determined. δ fi,k,s is calculated with the HEISENBERG EOM,
considering the free carrier Hamiltonian Ĥ0 and the COULOMB interaction Hamiltonian Ĥel-el:

−ih̄
d
dt

δ fi,k,s =−ih̄
d
dt

fi,k,s = 〈[Ĥ0 + Ĥel-el,a
†
i,k,sai,k,s]〉. (5.21)

Equation (5.21) is evolved up to second order in the COULOMB coupling. In the following, the subband
index i is set to 1 since in equilibrium (and for a moderate doping density) only the lower subband
is occupied at low temperatures. The correlation expansion of δ fi,k,s resembles the derivation of the
HARTREE-FOCK contributions in Sec. 5.2 and the BOLTZMANN scattering contributions in Sec. 5.3
(excluding the electromagnetic field contributions). In first-order correlation, the mean field terms are
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obtained, which vanish in a one subband system. Thus, the time evolution of the deviation δ f1,k,s is
only determined by the correlation terms:

d
dt

δ f1,k,s =
i

h̄ ∑
{αβγ}

Ṽαβ1γ〈ρ̂αβγ1〉corr−
i

h̄ ∑
{αβγ}

Ṽ1αβγ〈ρ̂1αβγ〉corr. (5.22)

The summation over {αβγ} reduces to the lower subband 1, but the different momenta have to be
considered, In the following, the subband index 1 will be dropped. Developing the correlation terms,
the dynamic equations until second order are:

d
dt

δ fk =
i

h̄ ∑
k′,q

Ṽ q [〈ρ̂〉corr,1−〈ρ̂〉corr,2] , (5.23)

d
dt
〈ρ̂〉corr,1/2 =±

i

h̄
(εk−q + εk′+q− εk′ − εk)〈ρ̂〉corr,1/2− γcorr〈ρ̂〉corr,1/2

±i
h̄

W̃ k,q,k′
(

fk fk′ f
−
1,k′+q f−k−q + fk−q fk′+q f−k′ f−k

)
=±i

h̄
(∆ε−ih̄γcorr)〈ρ̂k,q,k′〉corr,1/2±

i

h̄
W̃ k,q,k′Q(t) (5.24)

with W̃ k,q,k′ = 2Ṽ q − Ṽ k′−q−k. The dephasing γcorr represents higher correlation contributions and
equals the phenomenological damping γcorr in the BOLTZMANN scattering terms. Furthermore, the
spin index s has been dropped after evaluating the sum over the spins ∑σα/β/γ

, that is, δ f1,k,s = δ fk.
Similar to the derivation of BOLTZMANN scattering terms, the equations can be formally integrated.

The memory of the inhomogeneity, Q(t), is assumed to be small, but unlike the usual MARKOV approx-
imation, where the memory in the inhomogeneity is fully neglected, Q(t) is expanded in a perturbation
series around the local time t: Q(t ′) = Q(t)+(t− t ′)Q̇(t). This means that memory effects are included
in first order. The formally integrated equation with the expanded inhomogeneity reads:

〈ρ̂〉corr,1/2 =∓
i

h̄

∫
∞

0
dse(±

i

h̄ ∆ε−γγcorr )sW̃ k,q,k′ [Q(t)+ s Q̇(t)
]
. (5.25)

The first-order memory effects are contained in the temporal derivative of the source. Here, the substi-
tution s = t− t ′ according to the MARKOV approximation has already been applied. The zeroth-order
term ∝ Q(t) yields the typical BOLTZMANN scattering contributions which are negligibly small for fi-
nite values of γph if the FERMI distribution functions are assumed for the distribution functions fk. For
γph = 0 the terms vanish. Thus, Q(t) is set to zero. Under these assumptions, Eq. (5.25) can be solved:

〈ρ̂〉corr,1/2 =∓
i

h̄
W̃ k,q,k′Q̇(t)

[
1

(± i
h̄ ∆ε− γcorr)2

]
, (5.26)

which is substituted in Eq. (5.23). In a first-order iteration, the electron occupations occurring in the
inhomogeneity Q(t) are approximated with FERMI distribution functions f 0. The final expression for
the deviation then reads:

δ fk = 2 ∑
k′,q

∆ε2− h̄2
γ2

corr

(∆ε2 + h̄2
γ2

corr)
2

(
Ṽ k′−q−k−2Ṽ q

)
Ṽ q
[

f 0
k f 0

k′ f
−
k′+q f−k−q− f 0

k′+q f 0
k−q f−k′ f−k

]
, (5.27)

The two scattering terms illustrate the interplay of the electrons: In the first term, two electrons with
momentum k′+q and k−q are annihilated and created with the momentum numbers k′ and k. Thus,
it is dependent on the occupied states at k and k′ and the empty states at k′+q and k−q. The second
term acts vice versa. For lower temperatures, when the FERMI distribution function approximates the
Heaviside function, the only possible terms for in- and out-scattering have momenta around the FERMI
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Figure 5.5 | (a) Deviation δ fk from a FERMI distribution for a carrier density of nd = 6.0 ·
1011 cm−2 in a 5 nm quantum well at a temperature of T = 1 K. (b) Corresponding distribu-
tion function fk = f 0

k − δ fk (solid blue line). The corresponding FERMI function f 0
k is shown

as a dotted black line. The strongest deviation is found at the sharp edge in the distribution
function (solid line) around k = 0.2 nm −1.

edge kF, that is, k≈ k′ ≈ kF for small q. Under these conditions, (V k′−q−k−2Ṽ q)< 0. For momentum
numbers k,k′ below the FERMI edge, the first scattering term predominates, giving the deviation an
overall negative sign. Above the FERMI edge, the dominant second term leads to an overall positive
sign.

Figure 5.5(a) shows the angle integrated deviation δ fk for a carrier density of nd = 6.0 ·1011 cm−2

for a 5 nm quantum well at a temperature of T = 1 K. The FERMI edge lies around kF ≈ 0.2 nm−1. The
deviation δ fk decreases for increasing momentum number until reaching its minimal value just below
the FERMI edge. Just above the FERMI edge, δ fk increases sharply, reaching its maximal value. Then
the deviation decreases again and approaches the value zero. The maximal value of δ fk reaches about
3% of the absolute value of the FERMI function at T = 1 K. Comparing fk [dark blue line in 5.5(b)]
with the FERMI distribution [dotted line in 5.5(b)], a slight decrease of the electron distribution below
the FERMI edge and a slight increase of the electron distribution above the FERMI edge is visible. The
difference between the FERMI distribution f 0

k and the distribution fk, where ground state correlations
are considered, is quantitatively small (since the maximal change of the value is in the order of 3%).
Still, the ground state correlations are expected to play an important role, since the deviation opens up a
new physical scenario in the low temperature regime: It leads to an occupation above the FERMI edge
and to unoccupied states below the FERMI edge. Thus, even for T → 0 K, scattering is possible, which
was prohibited in the former case due to the PAULI blocking.

5.4.2 Properties of the ground state correlations

Temperature dependence - In order to gain further information about the properties of the deviation
δ fk and its influence on the equilibrium function, the dependence of δ fk on different parameters will
now be investigated. Figure 5.6(left) shows the deviation function for different temperatures for a car-
rier density of nd = 6.0 ·1011 cm−2 in a 5 nm quantum well. For T = 1 K, the deviation (blue line) has
a sharp change of the algebraic sign around the FERMI edge. For higher temperatures (red and green
lines), the deviation softens around the edge and the maximum of the deviation decreases and shifts
away from the FERMI edge. This is due to the scattering terms in the deviation, which consist of prod-
ucts of four FERMI functions: The smoothing of δ fk resembles the smoothing of the FERMI function
for higher temperatures. The corresponding distribution functions fk [solid lines in Fig. 5.6(left)] show
only small corrections from the FERMI distribution f 0

k (dotted). The observed differences between fk
and f 0

k for different T remain on the same order though. The influence of the ground state correlations
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Figure 5.6 | (Left) Deviation δ fk for a carrier density of nd = 6.0 ·1011 cm−2 in a 5 nm quantum
well for three different temperatures. For increasing temperature, the maximum of the deviation
shifts away from the FERMI edge. (b) Corresponding distribution functions fk. The FERMI
distribution functions f 0

k are drawn as dotted lines.
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Figure 5.7 | (Left) Deviation δ fk for a carrier density of nd = 6.0 · 1011 cm−2 at T = 1 K for
three different well widths. The overall value of the deviation slightly increases for decreasing
well width. (Right) Distribution function fk. The difference between the different well widths is
hardly visible.

is expected to decrease for increasing temperatures for the following reasons: While for T = 1 K the
deviation allows the in-scattering to momentum states below the FERMI edge, these scattering types
are already available for higher temperatures. Consequently, the relative importance of δ fk decreases.
Furthermore, as explained above, the dominant scattering processes at low temperatures are processes
around the Fermi edge, i.e. for small q. Due to Ṽ q ∼ 1/|q|, the scattering rates are maximal for small
q. For increasing temperature, the electron scattering is less common around the FERMI edge and thus
δ fk decreases.

Well width dependence - Besides the temperature dependence, the ground state correlations also de-
pend on the quantum well width. The deviation is slightly stronger for decreasing well widths. This
can be understood since the COULOMB form factor F1111 decreases more strongly for increasing well
width L. Figure 5.7 shows the deviation δ fk for a carrier density of nd = 6.0 · 1011 cm−2 at T = 1 K
for L = 5, 10 and 15 nm. The corresponding distribution function fk is plotted on the right side. The
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Figure 5.8 | (Left) Deviation δ fk of a 5 nm quantum well for T = 1 K, for different carrier
densities nd× 1011 cm−2. Due to the small density, the curve of nd = 1.2 (blue line) is already
smoothed considerably. (Right) Distribution functions fk for the different carrier densities.

difference of fk for different well widths is hardly visible. This is again due to the dominant scattering
processes around the FERMI edge, that is, for very small q: For all well widths, the form factor starts
from the value F1111(q = 0) = 1. A more pronounced difference of the deviation δ fk can be expected
for higher temperatures, since the scattering processes are possible for a broader momentum range of
q and the COULOMB form factors of the different well widths vary more for larger q values. However,
this is not shown here since the overall impact of the deviation δ fk decreases for higher temperatures.

Carrier density dependence - Additionally, the deviation function is dependent on the carrier density
nd. The carrier density dependence of δ fk is plotted in Fig. 5.8. For nd = 1.2 ·1011 cm−2 (blue line) the
deviation is decreased and smoothed around the Fermi edge. The smoothing originates from the already
smoothed Fermi distribution function since for smaller densities the Fermi edge is less pronounced. The
decreasing height of δ fk for smaller densities can be explained by the short-range nature of the elec-
tronic correlations: For a larger mean-free path (Wigner-Seitz radius) rs between the electrons [Zim92],
the probability of a momentum transfer decreases. The deviation for nd = 1.2 · 1012 cm−2 (red line)
above the FERMI edge is only slightly larger than for nd = 6. ·1011 cm−2 (green line). In fact, a decrease
of the deviation is expected at a certain point for large densities since the kinetic energy, which goes
with 1/rs

2, predominates the COULOMB interaction, going with 1/rs between the electrons [Mah00].
The corresponding distribution functions fk are plotted on the right side of Fig. 5.8. As in the other
cases, the magnitude of the deviation is in the same range for the chosen densities. The difference of the
FERMI distribution and the renormalized distribution including the ground state correlations can best be
seen in the absorption spectra, which will be shown in the next section.

5.5 Absorption spectra

Next, the influence of the ground state correlations (GSCs) on the absorption spectra is studied. There-
fore, the microscopic polarization is calculated with Eq. (5.14). To observe the differences, the spectra
without GSCs, that is, where the distributions fk in Eq. (5.14) are approximated with FERMI func-
tions f 0

k (no GSC), will be compared with the spectra obtained by including the corrected distributions
fk = f 0

k +δ fk (with GSC).
First, the density dependence is studied. Figure 5.9 shows the 5 nm ISB QW spectrum (with a gap

energy of 210 meV) for three different doping densities nd = 1.2 · 1011 cm−2 (red lines), nd = 6.0 ·
1011 cm−2 (green lines) and nd = 1.2 ·1012 cm−2 (blue lines) with a temperature of T = 1 K. The solid
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Figure 5.9 | ISB absorption spectrum of a 5 nm quantum well for a temperature of T = 1 K
for different doping densities including (dark lines) and neglecting (light lines) the electronic
ground state correlations (GSC).

dark lines are the spectra including GSCs, the spectra calculated without considering GSCs are drawn
with light dotted lines. A strong shift to lower energies is visible for increasing densities. This is caused
by the energetic renormalization resulting from the HARTREE-FOCK contributions [LN04, WFL+04],
since the exciton term leads to a smaller effective band gap between the lower and upper subband for
a larger density difference between the two subbands. Comparing the spectra with and without GSCs,
there is a strong broadening of the absorption line shape including GSCs compared to the spectrum
neglecting GSCs. While for a doping density of nd = 1.2 ·1011 cm−2 (blue lines) the spectra including
and neglecting GSCs differ by a factor two in the full width at half maximum (FWHM), for nd =
6.0 · 1011 cm−2 the FWHM of the spectra including GSCs (solid dark green line) is even three times
larger than without GSCs (dotted light green line). This corroborates the argument that even small
GSCs have a strong influence at low temperatures: Although the maximal change of the deviation δ fk
from the FERMI function f 0

k for T = 1 K is only up to 3% around the FERMI edge, the absorption
spectra show a considerable difference. This clearly demonstrates the new physical scenario if GSCs
are included: The absorption line width increases due to the generation of available free(occupied)
scattering states below(above) the FERMI edge, counteracting the strong PAULI blocking otherwise
present for low temperatures. For the parameters used here, the difference between the absorption
spectrum including and neglecting ground state correlations is maximal for a doping density of nd =
6.0× 1011cm−2. Thus the following investigations will be restricted to a 5 nm quantum well with
nd = 6.0× 1011cm−2. But it is clear that the investigations are qualitatively similar for other carrier
densities. Since there are only minor differences of the deviation δ fk for different well widths, the
focus lies on a 5 nm ISB QW.

Next, the influence of the GSC on the spectra will be investigated for three different temperatures.
Figure 5.10 shows the absorption spectra for the temperatures T = 1 K, 50 K and 100 K including
GSCs (solid dark lines) and neglecting GSCs (dotted light lines). The absorption spectra for T =1 K
correspond to the two absorption spectra in Fig. 5.9 in the middle (blue lines). A smaller energy and
absorption range is shown in the inset of Fig. 5.10 to gain better insights into the absorption shapes for
T = 50 K and 100 K. For increasing temperature, the correlation effects are of no significant relevance
as discussed earlier in the temperature dependence of δ fk. While the difference between the absorption
spectra including (solid dark green line) and neglecting (dotted light green line) can be seen as a slight
decrease of the maximum for T = 50 K, the difference for T = 100 K (see dotted and solid red lines
in the inset) is hardly visible. Instead, nonparabolicity- and HARTREE-FOCK effects gain importance,
leading to a shift of the maximum to lower energies for increasing temperature [WFL+04].
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Figure 5.10 | ISB absorption spectrum of a 5 nm quantum well with nd = 6.0× 1011 cm−2

including (dark lines) and neglecting (light lines) the electronic ground state correlations (GSC)
for different temperatures. Inset: Enlarged view of the absorption line shapes.
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Figure 5.11 | ISB absorption spectrum of a 5 nm quantum well including (dark lines) and
neglecting (light lines) the electronic ground state correlations (GSC), with microscopically
calculated temperature-dependent Markovian el-ph scattering rates for a doping density nd =
6.0×1011cm−2 for different temperatures.

The GSCs are visible as a significant broadening of the spectrum at low temperatures compared to
the spectra neglecting GSCs. Still, the line width is yet strongly underestimated compared to experimen-
tal findings [Kai00, SRW+05]. In order to include all important scattering processes which contribute to
the absorption line shape, el-ph interaction should also be taken into account [LN04, WFL+04]. This is
assumed to be the major broadening mechanism for temperatures higher than T =100 K [BFWK04].
Even for low temperatures, spontaneous phonon emission yields a temperature-independent contri-
bution to the line width. As a first approximation, microscopically calculated temperature-dependent
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Markovian el-ph scattering rates are included as an additional constant dephasing contribution γphon

[BFWK04]. Therefore the term
d
dt

p12,k,s|phonon =−γphon p12,k,s is included in Eq. (5.14). The resulting
calculated ISB absorption spectra are found in Fig. 5.11. The solid dark lines are calculated includ-
ing GSC and the phenomenological dephasing of γphon = 1/1000 fs−1 while the light dotted spectra
only include the dephasing contribution. Now, the influence of the GSCs is strongly masked by the
phonon-induced dephasing. Still, a deviation between the absorption spectra neglecting ground state
correlations (solid light line) and including ground state correlations (solid dark line) can be found for
T = 1 K, where the spectra neglecting GSCs (dotted light blue line) show less broadening than the ones
including GSCs (solid dark blue line). For T = 50 K and 100 K, the difference is hardly visible, compa-
rable to the spectra in Fig. 5.10. Although the phonon dephasing masks the GSC induced broadening,
it should be noted that a definite conclusion can only be made if the full el-ph scattering rates are taken
into account [Wal04]: Since the el-ph rates also consist of multiple products of FERMI functions, the
deviation could lead to a further broadening of the spectra if the el-ph scattering is treated consistently.
This should be considered for future work on ISB spectra at low temperatures.

5.6 Conclusions
In conclusion, the linear optical properties of an intersubband quantum well system have been investi-
gated with the focus on the COULOMB interaction. First, the free carrier dynamics was derived, reveal-
ing the asymmetric line shape for increasing temperature due to the nonparabolicity of the subbands.
Then, the first- and second-order correlation terms of the microscopic polarization have been included
and the different contributions of the HARTREE-FOCK terms and the BOLTZMANN terms have been
discussed. In the next step, electronic ground state correlations were taken into account and their in-
fluence on the absorption spectra was investigated. The inclusion of ground state correlations leads to
a significant broadening of the absorption line width for temperatures T < 50 K, where the full width
at half maximum is increased by up to a factor three at T = 1 K. The addition of a phenomenological
electron-phonon dephasing masks the impact of the ground state correlations on the spectral width. As
an outlook, a more consistent treatment of both the electron-phonon- and electron-electron dephasing,
including full non-Markovian effects [BK06], should be carried out to allow deeper insights into the
influence of electronic ground state correlations on the system.
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Chapter 6

Relaxation dynamics

In the previous chapter quantum wells (QWs) were investigated in the linear optics regime. Here,
the carriers were in thermal equilibrium. Now, in this chapter the focus will shift to non-equilibrium
dynamics. Under the influence of strong fields, electrons can be excited into higher momentum states.
Subsequently, a redistribution of the carriers takes place via different many-particle interactions. The
quantum kinetics responsible for this ultrafast relaxation have been investigated experimentally as well
as theoretically in the last decades [BTR+95, ZWLF98, CAH+96]. In particular, it was found that
the major relaxation mechanism in GaAs bulk semiconductors on short time scales is the scattering of
electrons with LO phonons [SKM94].

This chapter will briefly revise the review the fundamental characteristics of quantum kinetic re-
laxation phenomena. The understanding of these fundamentals provides a basis for the discussion of
more elaborate techniques to detect many-body interaction and relaxation phenomena presented in the
next chapter, Chap. 7. More detailed investigations concerning electron-phonon (el-ph) relaxation pro-
cesses can be found in e.g. [BFWK04, But07]. In order to theoretically describe relaxation processes,
the equations of motion [EOMs] for the relevant microscopic quantities with focus on the electron-LO
phonon (el-LO) interaction are derived in the next two sections. Subsequently, the dynamics will be
investigated considering the relaxation within the subband (intrasubband relaxation) as well as between
the two subbands (intersubband relaxation).

6.1 Equations of motion
The non-equilibrium dynamics in QWs is governed by the microscopic polarization pi j,k = 〈ρi j,k〉 with
i 6= j and the occupation densities fi,k = 〈ρii,k〉. Their temporal evolution is obtained by evaluating
the HEISENBERG EOM, Eq, (3.6). The system Hamiltonian consists of the free carrier kinetics, the
electromagnetic interaction and the el-LO Hamiltonian:

−ih̄
d
dt
〈ρ̂i j,k〉= 〈

[
Ĥ0,el + Ĥem + Ĥel-ph, â

†
ikâ jk

]
〉

= (εi,k− ε j,k)〈ρ̂i j,k〉−E(t)

(
∑
α

dαi〈ρ̂α j〉−∑
β

d jβ 〈ρ̂iβ 〉

)
+∑

o,q
(goi

q σ
o j
k+q‖,q,k

+gio
q
∗
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jo∗
k,q,k−q‖ −g jo

q σ
io
k,q,k−q‖ −go j

q
∗
σ

oi∗
k+q‖,q,k), (6.1)

with i, j ∈ {1,2} and the expectation value of the phonon-assisted density matrix elements (PADs):
σ

i j
k,q,k′ = 〈â

†
i,kb̂qâ j,k′〉 and σ i j∗

k,q,k′ = 〈âi,kb̂qâ j,k′〉
∗ = 〈â j,k′ b̂

†
qâi,k〉. Note that while the momenta k and

k′ are two-dimensional, the LO phonon momentum q is three-dimensional. The two-dimensional in-
plane projection of the LO phonon momentum is denoted as q‖. As already in previous chapters, the
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one-particle expectation values 〈ρ̂i j,k〉 couple to the two-particle PADs. The arising hierarchy problem
is treated within the correlation expansion according to Sec. 4.3. Here, the occurring coherent term
〈b̂(†)q 〉 is neglected and the dynamics of the PADs correlation terms σ

i j
k,q,k′,corr are further derived:

−ih̄
d
dt

σ
i j
k,q,k′,corr = (εi,k− ε j,k′ − h̄ωLO +ih̄γLO)σ

i j
k,q,k′,corr

−∑
mo

gmo
q
∗{(1+nq)(δo j−〈ρo j,k′〉)〈ρim,k〉−nq(δim−〈ρim,k〉)〈ρo j,k′〉},

−ih̄
d
dt

σ
i j∗
k,q,k′,corr = (ε j,k− εi,k′ + h̄ωLO +ih̄γLO)σ

i j∗
k,q,k′,corr

+∑
mo

gmo
q {(1+nq)(δ jo−〈ρ jo,k′〉)〈ρmi,k〉−nq(δmi−〈ρmi,k〉)〈ρ jo,k′〉}. (6.2)

To close the set of equations the occurring three-particle quantities have been expanded into products
of single-particle quantities. In particular, the phonons are treated within a bath approximation and
the Bose distribution function 〈b̂†

qb̂q〉 = nq is introduced, see also in Sec. 4.3.2. A phenomenological
dephasing γLO with h̄γLO = 1 meV has been included in the PADs, approximating higher-order el-
ph correlations [SKM94, But07]. The explicit terms are given in App. B.2. The PADs consist of two
parts: The first part describes the change of the electronic state under the emission of an LO phonon
[∝ (1+nq)], while the second part describes the change under the absorption of an LO phonon [∝ nq].
With the set of EOMs closed, it is now possible to investigate the el-ph relaxation processes.

6.2 Phonon-induced relaxation

6.2.1 Intrasubband relaxation

First, only the dynamics in one subband, the upper band f2,k, is considered. The investigation will
show, how a non-equilibrium carrier distribution will relax into a Fermi distribution by scattering with
phonons, see Fig. 6.1. The model is then expanded in the next subsection, where the relaxation from
the upper band f2,k to the lower band f1,k is included. For now, the EOMs simplify to the form

−ih̄
d
dt

f2,k = 2∑
q

g22
q Re{σ22

k+q‖,q,k−σ
22∗

k,q,k−q‖},

−ih̄σ̇
22
k,q,k′ = (ε2,k− ε2,k′ − h̄ωLO +ih̄γLO)σ

22
k,q,k′

−g22
q
∗{(1+nq)(1− f2,k′) f2,k−nq(1− f2,k) f2,k′},

−ih̄σ̇
22∗
k,q,k′ = (ε2,k′ − ε2,k + h̄ωLO +ih̄γLO)σ

22∗
k,q,k′

−g22
q {(1+nq)(1− f2,k) f2,k′ −nq(1− f2,k′) f2,k}. (6.3)
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Figure 6.1 | Subband dispersion of the
upper and lower subband. Shown is the
relaxation process within the upper sub-
band. Beginning from the initial Gaussian,
the distribution relaxes towards the up-
per subband minimum. The dotted black
lines are spaced with a distance of the LO
phonon energy h̄ωLO = 36 meV.
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6.2 PHONON-INDUCED RELAXATION
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Figure 6.2 | Intrasubband relaxation under electron-phonon scattering of an initially Gaussian
distribution (grey). The carrier density is nd = 5.0 · 1010 cm−2 and the initial distribution has
a standard deviation of (a) σ = 8 meV and (b) σ = 15 meV. The arrows are spaced with a
distance of the LO phonon energy h̄ωLO = 36 meV. The bath temperature is set to T = 100 K.

Figure 6.2(a) shows the angle integrated relaxation of an initially Gaussian distribution with a carrier
density of nd = 5.0 · 1010 cm−2 for increasing time from top to bottom. The Gaussian has a standard
deviation of σ = 8 meV and is located 65 meV above the subband minimum. The LO phonon bath
temperature is set to T = 100 K. For increasing time the carrier scatter towards the subband minimum.
Within 10 ps the distribution has relaxed into the equilibrium FERMI distribution, where the system
has reached the steady state and no further dynamics occur. A schematic drawing of the intrasubband
relaxation process in the momentum space is shown in Fig. 6.1: Here, the upper subband dispersion
(solid dark blue line) and the lower subband dispersion (solid dark green line) is plotted. Corresponding
to the arrows in Fig. 6.2(a) which point to the phonon replica, their positions in the momentum space
are displayed in Fig. 6.1 via the dotted black lines, which are spaced with one LO phonon energy.

Analysing the process in more detail, it can be seen that at 0.1 ps, the maximum is still centred
around ε(k) = 65 meV (see the black vertical arrow at 0.1 ps). Hundred femtoseconds later, the max-
imum of the distribution has shifted to ε(k) = 29 meV (see the arrow at 0.2 ps). The energetic shift
of the distribution corresponds to the LO phonon energy in GaAs (h̄ωLO = 36 meV) and results from a
phonon-assisted relaxation process: The electrons relax down to the subband minimum under emission
of one LO phonon, indicated with the two arrows in Fig. 6.2(a), which are separated by one LO phonon
energy. Due to renormalization effects [SKM94] the phonon replica sharpens around ε(k) = 29 meV
for increasing time until t = 1 ps . At the same time, the electrons scatter down to the subband mini-
mum. However, the PADs not only include terms, where one electron scatters from momentum k to k′
under LO phonon emission, but also terms accounting for a scattering from k′ to k under LO phonon
absorption.

In Fig. 6.2(b), the same relaxation process is shown for a broad initial distribution function, a Gaus-
sian with a standard deviation of σ = 15 meV. The distribution also relaxes towards the subband mini-
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mum. But due to the large spectral width of the initial distribution, the distribution is strongly broadened
during the relaxation process and the phonon replica (indicated with the arrow at 29 meV) is hardly
visible. Still, the relaxation down to the subband minimum follows the two-step LO phonon-induced
relaxation, similar to the results in Fig. 6.2(a). After 10 ps, the distribution is fully located as a FERMI
distribution around the subband minimum.

The final FERMI equilibrium function at the subband minimum is a result of the quantum kinetic
treatment of the relaxation process: Under strict energy conservation, which would be obtained via the
Born-Markov approximation, the relaxation into a FERMI function is impossible. On the other hand, if
γLO is not included, the infinite memory of the system prohibits a relaxation into the FERMI distribution
as well. By including γLO, the memory kernel can be truncated and the relaxation to a FERMI distribution
becomes possible [But07].

6.2.2 Intersubband relaxation
Now, the full Eqs. (6.1) and (6.2) are taken into account and a more complex dynamics for the relaxation
processes including two subbands occurs. Figure 6.3 depicts the involved el-ph scattering events: a non-
equilibrium carrier distribution in the upper subband f2,k will relax under phonon emission (i) within the
upper band and (ii) into the lower subband f1,k, see black and grey arrows. For the simulation the initial
distribution is again prepared as a Gaussian, located 65 meV above the upper subband minimum with
a standard deviation of σ = 8 meV. The fundamental subband gap energy is set to εgap = 98.54 meV,
corresponding to a 10 nm QW.

The temporal evolution of (a) f2,k and (b) f1,k is displayed in Fig. 6.4 for increasing time from top to
bottom. The relaxation process in the upper subband resembles the relaxation process for intrasubband
scattering shown in Fig. 6.2(a) and reproduces the phonon replica at 29 meV [see the black arrows in
(a)]. However, in contrast to the pure intraband relaxation of Fig. 6.2 a substantial occupation at the
upper subband minimum never builds up, as carriers scatter from here into the lower subband.

Figure 6.4(b) displays the temporal evolution of the electron distribution in the lower subband. Here,
the LO phonon induced relaxation shows a more complex structure, exhibiting multiple peaks during
the intrasubband relaxation towards the lower subband minimum.

This behavior can be understood more clearly by looking at the subband structure of the lower and
the upper subband, see Fig. 6.3. Starting point of the intersubband relaxation is the initial Gaussian
distribution with the maximum 65 meV above the upper subband minimum (that is, 162 meV above
the lower subband minimum). From here, electrons scatter from the upper to the lower subband under
emission of one LO phonon with the constant energy of εLO = 36 meV to a momentum corresponding
to the energy of ε(k) = 125 meV. This process is marked with the black diagonal arrow in Fig. 6.3 and
corresponds to the increase of the population distribution f1,k in Fig. 6.4(b) for 0.1 ps and 0.2 ps (see the
black arrow for 0.2 ps). The successive relaxation under the emission of LO phonons towards the lower
subband minimum is indicated with the black arrows in Fig. 6.4(b) from 0.2 ps to 2 ps. Analogous,
the corresponding positions of the phonon replica in the momentum space are displayed in the subband
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Figure 6.3 | The relaxation processes into
the lower subband: The first intersubband
process starts from the initial Gaussian,
indicated with the black arrow. The sec-
ond process originates from the distribu-
tion at the upper subband minimum (grey
arrow). The dotted black and grey lines
are spaced with a distance of the LO
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Figure 6.4 | Inter- and Intrasubband relaxation of an initially Gaussian distribution in the up-
per subband f2,k. The carrier density is nd = 5.0 · 1010 cm−2 and the initial distribution has a
standard deviation of (a) σ = 8 meV. Shown is (a) the relaxation in the upper subband and (b)
the dynamics in the lower subband. The black arrows are spaced with a distance of the LO
phonon energy h̄ωLO = 36 meV. The grey arrows are also spaced with h̄ωLO = 36 meV. The
bath temperature is set to T = 100 K.

scheme in Fig. 6.3 via the dotted black lines, which are spaced with one LO phonon energy.
Besides the phonon replica originating from the relaxation of the initial Gaussian distribution, other

local maxima can be seen in the population distribution f1,k in Fig. 6.4(b): For t = 0.5 ps [green line in
(b)], another phonon replica begins to form up slightly below the main replica at 88 meV. For t = 1 ps,
this local maximum at 62 meV is clearly visible (grey arrow pointing to the orange line) and arises from
the intersubband scattering of the population distribution located at the upper subband minimum. The
process is displayed in Fig. 6.3 as a grey diagonal arrow. Again, the successive intrasubband relaxation
towards the lower subband minimum with the constant LO phonon energy is shown as dotted grey lines,
respectively in Fig. 6.4(b) as grey arrows.

6.3 Conclusions

In conclusion, the relaxation processes under the influence of the electron-LO phonon interaction in
an intersubband quantum well system have been investigated. It was demonstrated that the scattering
with LO phonons leads to replica during the intrasubband relaxation. The spectral width of the replica
depends on the width of the initial distribution. While for an initial Gaussian distribution with a standard
deviation of σ = 8 meV the replica are clearly distinguishable, for σ = 16 meV the replica are broadened
in such a way that they cannot be clearly determined. In addition to intrasubband processes, the electrons
can also relax from the upper to the lower subband. Since the intersubband relaxation originates from
various electrons in the upper subband, the distribution in the lower subband exhibits multiple phonon
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replica, where the main down-scattering channel results from the initial Gaussian distribution at ε(k)−
εgap = 65 meV and from the scattering around the upper subband minimum.

The next chapter will expand on the considerations and fundamental processes presented here. It
will investigate a similar system but is focusing on how these relaxation processes can be measured in
experiments using nonlinear optics. Therefore an elaborate framework is used to implement numerical
simulations of such experiments. The insights into the electron-LO phonon scattering processes which
have been provided this chapter will be valuable to interpret the results in Chap. 7.
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Chapter 7

Two-dimensional spectroscopy on
quantum well intersubband systems

Recapitulating the previous chapters it becomes clear that many-body interactions in quantum well ISB
system are quite pronounced. The investigation of the electron-electron (el-el) and electron-phonon (el-
ph) interaction in the linear regime is straight forward by using common absorption spectra: The sample
is excited with a very weak pulse, which “probes” the system without changing the electronic distribu-
tion in either bands. For the detection of effects in the nonlinear regime, such as relaxation processes
and dephasing times, the system must be strongly excited, that means the carrier distribution is in a
non-equilibrium state. Since the dynamics and interactions in semiconductors take place on picosecond
(ps) to femtosecond (fs) time scales, they can be tracked through a series of ultrafast pulses, Thus, a
large variety of coherent spectroscopy schemes, for example, pump-probe or four wave mixing experi-
ments, have been used to investigate complex many-body interactions in the nonlinear regime [AK04].
In standard transient experiments, the ultrafast dynamics are observed as a change of transmission or
absorption [IKS+00, WRW+05, WRW+06, KK06a], yielding indirect information about the electronic
population at certain energies.

In the seventies a more complex access to the investigation of many-body correlations was devel-
oped in the nuclear magnetic resonance (NMR) [WE77]: The 2D NMR spectroscopy analyzes nuclei
and other coupled spin systems such as molecules by detecting their change of magnetization. To extract
different multiple quantum transitions (that is, pathways, which correspond to different physical or bio-
logical processes), the sample is excited with a pulse sequence, where in the experiment the time delays
between the different pulses is varied. By FOURIER transformation (FT) of the time delays, more de-
tailed information can be obtained about correlated frequencies [EBW98, Jon03]. It was not until twenty
years later, with the development of ultra-short laser pulses [DJY+00, BHS+10], when this principle of
the 2D FT spectroscopy could be transferred to electronic systems, whose interaction time scales lie in
the ps to fs range. Since then, this method has already been applied to a wide range of biological sys-
tems and semiconductor nanostructures [TM93, KMCT07, KMS09, AM10, MR11, KRW+11], giving
access to detailed structural information and dynamics of these systems [BMSF04, Cho08, CZB+09,
MSN+09, KGF+10]. To demonstrate the potential of this method, the 2D FT spectroscopy will be
applied to the quantum well ISB system with the focus on LO phonon induced relaxation, which has
already been treated in the previous chapter. There, it has been shown that electron-LO phonon (el-LO)
scattering processes lead to phonon replica during the relaxation of an excited electronic distribution.
Yet, the question of appropriate detection schemes has been left unanswered.

The chapter is organized as follows: After giving an introductory example of a 2D FT spectrum
in Sec. 7.1, the theoretical tools for a thorough understanding of the principles of the nonlinear optical
spectroscopy are provided in Sec. 7.2. Here, it will be seen that the macroscopic polarization can be split
into a sum of different quantum pathways, which correspond to different physical processes. To under-
stand the meaning of these quantum pathways, the so-called double-sided FEYNMAN diagrams will be
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7 TWO-DIMENSIONAL SPECTROSCOPY ON QUANTUM WELL INTERSUBBAND SYSTEMS

Figure 7.1 | Schematic 2D FT spectrum: The two frequency axes Ω1 and Ω2 are obtained
via FOURIER transforming the delay times between the exciting pulses. Uncorrelated signals
appear along the dashed line Ω1 = Ω2 (diagonal peaks) while correlations can be seen as
off-diagonal elements (cross peaks).

introduced in Sec. 7.2.2. In Sec. 7.3, typical experimental setups for the detection and separation of the
different outcoming signals will be recapitulated. In general, these setups enable the extraction of multi-
ple quantum pathways, corresponding to different physical processes. Common experiments use a non-
collinear setup, where incoming pulses propagate in different directions [KDT03a], detecting different
signals via phase matching. Another approach is to use a collinear setup, where the superposed quantum
pathways can be separated by the so-called phase cycling technique [SSD95, WSSD97, Tan08]. Here,
the phases of the incoming time-ordered pulses are varied for each repetition of the experiment. When
combining the outcoming response signals, multiple quantum pathways can be extracted, see Sec. 7.3.1.
For the detection of the relaxation processes, the so-called 2D photon echo signal will be introduced
as the signal of choice in Sec. 7.4. Subsequently, its resulting spectra are interpreted in detail in the
corresponding subsections Sec. 7.4.3 and Sec. 7.4.4. The main results of this chapter are published in
[DWE+12].

7.1 Two-dimensional Fourier transform spectroscopy
In a 2D FT spectroscopy experiment, the sample is excited with a series of pulses with variable delay
times ti. To resolve correlations, at least two pulses must be applied, while for the detection of fully
frequency resolved relaxation processes a three pulse sequence is needed [Jon03]. In general, the ability
to distinguish different correlation processes increases with the number of pulses. When exciting the
sample, the pulses induce a carrier coherence in the material. The resulting macroscopic polarization
then emits a dipole field S(ti), which can be detected and visualized through a generic 2D FT spectrum,
which shows the strength of a signal over two frequency axes. This is obtained by FOURIER trans-
forming S(ti) with respect to two delay times, for example, S(t1, t2, t3)→ S(Ω1,Ω2, t3). An exemplary
contour plot of a 2D FT spectrum is shown in Fig. 7.1. The dashed line marks the diagonal Ω1 = Ω2
and the signal strength is indicated through the color bar.

The 2D spectrum immediately reveals correlated and uncorrelated processes: If the system is first
excited with a frequency Ω1 = ω1, and the detected signal has the same frequency Ω2 = ω1 the system
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is in the same state during the time duration t3. Thus, lacking interaction or correlation processes, the
signal will appear on the diagonal. But if a signal is excited with a frequency Ω1 = ω1 and the detection
frequency differs from the excitation frequency (e.g. Ω2 = ω2) the system is in a new state, responding
with a different frequency. In a 1D spectrum it is not possible to directly distinguish between correlated
and uncorrelated processes since the signal along second axis Ω1 is projected onto the Ω2 axis. Thus a
2D spectrum can give additional information of the system, which will be explained in detail in the next
sections.

In general, the signals shown in the 2D spectra do not correspond to the full material response,
that is, the overall macroscopic polarization of the sample, but rather originate from selected parts
of the polarization, here denoted as directional polarizations.1 Each directional polarization contains
different LIOUVILLE pathways and thus provides different informations about the sample. For a better
understanding of these pathways, the macroscopic polarization P which has already been derived in
Chap. 3 will be revisited in the following section.

7.2 Theoretical tools

7.2.1 The macroscopic polarization in the Liouville space
Starting from the expressions derived in Sec. 3.3, the macroscopic polarization P(t) will be further
evaluated. As stated, P(t) can be written as a sum of n-order macroscopic polarizations, that is, P(t) =
∑n P(n)(t), where the super-index (n) reflects the order of the electromagnetic field. For clarity, the
expression for P(n)(t), Eq. (3.20), is recalled:

P(n)(t) =
(
−i

h̄

)n ∫ ∞

0
dτn

∫
∞

0
dτn−1 . . .

∫
∞

0
dτ1 S(n)(τn,τn−1, . . . ,τ1)×

E(t− τn)E(t− τn− τn−1) . . .E(t− τn− . . .− t1),

with the nth-order response function S(n)(τn,τn−1, . . . ,τ1):

S(n)(τn,τn−1, . . . ,τ1) = ∏
i

Θ(τi)×

〈µ̂I(τn + τn−1 + . . .+ τ1)
[
µ̂I(τn−1 + τn−2 + . . .+ τ1),

[
µ̂I(τn−2 + . . .+ τ1), . . . [µ̂I(0),ρI(−∞)]− . . .

]
−

]
−
〉.

The nth-order response function S(n) has already been shortly discussed in Sec. 3.3: After the full
evaluation of the commutators in S(n), each term corresponds to one LIOUVILLE pathway, which reflects
the response of the sample due to different interactions with the fields.

To further examine the sample-field interaction, which is mainly expressed via the commutators of
the dipole operator µ̂I and the density operator ρI at a certain delay time τl , it is useful to switch into the
LIOUVILLE space: The LIOUVILLE space provides a mathematical calculus for operators and enables
a compact notation for interactions between operators. Here, so-called super-operators are defined as
objects which act on the operators in the HILBERT space [FS90].2 For example, defining the Liouvillian
super-operator L̂ as taking the commutator with Ĥ, the HEISENBERG EOM for an arbitrary operator Ô
without explicit time dependence takes a compact form:

−ih̄
d
dt

Ô = L̂ Ô with L̂ Ô =
[
Ĥ, Ô

]
− = ĤÔ− ÔĤ. (7.1)

In order to find a more intuitive expression for the complicated form of P(n) the aim of this section is to
describe the macroscopic polarization via the super-operators.

1This expression originates from the non-collinear spectroscopy setup, where different orders of the macroscopic polarization
are detected in different directions, see also Sec. 7.3.

2For clarity, calligraphic letters are used for the super-operators.
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7 TWO-DIMENSIONAL SPECTROSCOPY ON QUANTUM WELL INTERSUBBAND SYSTEMS

Analogous to the interaction picture in Hilbert space (Sec. 3.1), the Liouvillian L̂ can be sepa-
rated into an unperturbed, time-independent part and a small time-dependent perturbation accordingly:
L̂ = L̂0 + M̂ (t). While L̂0 acts as the commutator with the unperturbed system Hamiltonian Ĥ0,
the perturbation Liouvillian M (t) commutates with the dipole operator µ̂ and the respective electro-
magnetic field, i.e. M̂ (t)Ô = E(t)

[
µ̂, Ô

]
−, assumed as a small perturbation. Analogous to the time

evolution operator U(t, t0), a unitary Liouvillian time evolution super-operator Û (t, t0) can be defined
as:

Û (t, t0)Ô = Û(t, t0)ÔÛ†(t, t0) with Û (t, t0) = T←e−
i

h̄ L̂0(t−t0). (7.2)

The time evolution operator in the interaction picture Û(t, t0) evolves with respect to the unperturbed
Hamiltonian and has already been defined in Eq. (3.7). Correspondingly, Û (t, t0) in Eq. (7.2) is driven
by L̂0. With the help of the super-operators, the equation for the nth-order macroscopic polarization,
Eq. (3.20), reads:

P(n)(τn,τn−1, . . . ,τ1) =

(
−i

h̄

)n ∫ ∞

0
dτn

∫
∞

0
dτn−1 . . .

∫
∞

0
dτ1×

∏
i

Θ(τi)〈µ̂I(τn + . . .+ τ1)M̂I(τn−1 + . . .+ τ1) . . .M̂I(τ1)M̂I(0)ρ̂I(−∞)〉. (7.3)

Note that here, the electromagnetic fields E(τi) are contained in M̂ (τi). Recalling the transforma-
tion rule for an operator Ô from the SCHRÖDINGER picture into the interaction picture [Eq. (3.9)],
the corresponding expression in LIOUVILLE space is: ÔI(t) = Û †(t, t0)Ô(t0), whereas the perturba-
tion Liouvillian in the interaction picture is transformed into the SCHRÖDINGER picture via M̂I(t) =
Û †(t, t0)M̂ Û (t, t0). Using this rule, the interaction (super-) operators of Eq. (7.3) can be written in the
SCHRÖDINGER description, where P(n) obtains its final description in LIOUVILLE space:

P(n)(τn,τn−1, . . . ,τ1) =

(
−i

h̄

)n ∫ ∞

0
dτn

∫
∞

0
dτn−1 . . .

∫
∞

0
dτ1 ∏

i
Θ(τi)×

〈µ̂Û (∆τn,n−1)M̂ (τn−1)Û (∆τn−1,n−2) . . .

. . .Û (∆τ2,1)M̂ (τ1)Û (∆τ1,0)M̂ (0)Û (∆τ0,−∞)ρ̂(−∞)〉,
(7.4)

with Û (∆τk,k−1) = Û (τk + τk−1 + . . .+ τ1, τk−1 + . . .+ τ1). For obtaining Eq. (7.4), the algebra of
the time evolution super-operator have been used, i.e. Û (τk + τk−1,τ1)Û

†(τk−1,τ1) = Û (∆τk,k−1).
Using the LIOUVILLE super-operators, the time-ordered interaction mechanisms on the density operator
ρ̂(−∞) can be “read” directly from right to left in Eq. (7.4): Being in equilibrium for the initial time
t = −∞, the system interacts with the first perturbation at t = 0 via the dipole super-operator M̂ (0).
After the interaction, the system evolves freely with the time evolution operator Û (∆τ1,0) within the
delay time τ1. Then, after τ1, the second interaction with M̂ (τ1) occurs. Afterwards, the system again
evolves freely with the time evolution operator Û (∆τ2,1) within the delay time τ2 and so forth.

Corresponding to the description above, one can visualize Eq. (7.4) in a diagrammatic way with the
help of the double-sided FEYNMAN diagrams. The rules for constructing the diagrams will be given in
the next subsection.

7.2.2 Double-sided Feynman diagrams
The double-sided FEYNMAN diagrams are the visual analogue to “reading” Eq. (7.4) from right to left,
given in Fig. 7.2(a): While the time in the equation increases from right to left, the time development

66



7.2 THEORETICAL TOOLS

t (e)(b) (c) (d)(a)

Figure 7.2 | (a) Double-sided Feynman diagram of a system which is perturbed by M̂ at differ-
ent delay times ∑i τi. The vertical lines represent the time evolution from bottom to top. (b)-(e)
The double-sided Feynman diagrams for a system interacting with one incoming electromag-
netic field, drawn as a horizontal arrow. Four different interactions are possible.

in the diagram is drawn from bottom to top. Starting point of the diagram is the initial system in
equilibrium at t =−∞, where |a〉 is the equilibrium ket state and 〈a| its Hermitian conjugate. The time
evolution of the system, determined by the time evolution super-operator Û , is symbolized with two
vertical lines [the two lines arise from the fact that in the HILBERT space Û corresponds to two time
evolution operators, see Eq. (7.2)]. The horizontal dotted lines mark the time point where the system
is perturbed. Hence, one can fully recover the description of the previous subsection in Fig. 7.2(a): At
the bottom is the equilibrium state |a〉〈a|. The first time evolution super-operator Û (∆τ0,−∞) which
propagates the initial system is given by the two black lines at the bottom. The first perturbation at t = 0
with M̂ (0) (yellow colored) corresponds to the first horizontal dotted line. Then, the consecutive time
propagation Û (∆τ1,0) during τ1 is given by the dark green lines. Consequently, the second perturbation
after τ1 follows with M̂ (τ1) (red colored) and so forth. For clarity, the lines in Fig. 7.2(a) have been
drawn with different colors, but in general, the lines have the same color.

The perturbation can be further specified, since the interaction with electromagnetic pulses is re-
garded. For simplicity, it is assumed that the incoming field E(t) can be cast into two oppositely ro-
tating parts, centred at the delay time τi : E(t) = Ẽ(t− τi)e−i[ωi(t−τi)−φi]+ c.c.. The carrier frequency
ωi is considered to be in resonance with the system. The super-operator M̂ and hence the incoming
electromagnetic field can either interact with the bra or the ket in the expectation value of P(n), changing
the state of the system. The field perturbation is drawn as a horizontal arrow. Hereby, the incoming
field interacts with the system in different ways: If the arrow points towards the vertical line, the initial
state |a〉(〈a|) changes into a higher excited state |b〉(〈b|), see Fig. 7.2(b), (c). An arrow pointing away
from the vertical line makes a transition to a lower excited state |c〉(〈c|), Fig. 7.2(d), (e). If the arrow
points to the right (and is marked with the positive phase φi), the density operator interacts with the
first term of the electromagnetic field Ẽ(t − τi)e−iωi(t−τi)+iφi , see Fig. 7.2(b), (d), while pointing to
the left (and marked with the positive phase φi) indicates the interaction with the complex conjugate
part Ẽ(t− τi)eiωi(t−τi)−iφi , see Fig. 7.2(c), (e). Thus, there exist four diagrams for the interaction of the
system with one incoming electromagnetic pulse.3 After interacting with all pulses, the density oper-
ator (that is, the ket and the bra) must be in the same state. Otherwise the expectation value is zero.4

The overall sign of the double-sided Feynman diagrams correspond to (−1)n, where n is the number of
interactions on the bra. A detailed description for the application of double-sided FEYNMAN diagrams
is given in Ref. [APV+09, Muk95].

The double sided FEYNMAN diagrams can now be used to interpret the different pathways without
explicitly calculating the whole macroscopic polarization P(t). This is of a great advantage especially
if the investigations are concentrated on certain physical processes and hence on a small subset of all
possible LIOUVILLE pathways. For the purpose of this chapter, where its aim is the resolution of

3For obtaining the four diagrams, the rotating wave approximation has been applied, that is off-resonant processes were
neglected.

4In general, the last interaction, originating from the dipole operator µ̂ brings the system back into a diagonal state. Since this
transition is not due to an incoming pulses, this interaction is marked with a different color, see Fig. 7.6.
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Polarisation 

Signal field 

DetectorExciting field E
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Figure 7.3 | (a) Non-collinear pulse setup: The exciting incoming pulses and the signal radiate
in different directions ki. The different orders of the field interaction are spatially separated.
(b) Collinear pulse setup: The incoming pulses propagate in the same direction, but differ in
their phases φi. Consequently, the detected signal is a superposition of all interactions with the
pulses. The resulting polarization P contains multiple orders of the field interaction.

relaxation processes, the pathways will be selected which contribute to the so-called 2D photon echo
signal. The corresponding FEYNMAN diagrams are given in Sec. 7.4. But before investigating the
2D photon echo signal in detail, the two most common experimental schemes for the extraction of the
LIOUVILLE pathways will be explained in the following section.

7.3 Experimental detection schemes
The most prevailed geometric detection scheme is a non-collinear setup where the three pulses of a
sequence come from different directions but still excite the sample at the same point [BMSF04]. The
incoming electromagnetic field pulse sequence [TKSW03] is:

E(t) =
3

∑
n=1

En(t) =
1
2

3

∑
n=1

Ẽ(t− τn)e−i[ωn(t−τn)−φn]+ c.c.. (7.5)

Here, the Gaussian envelope function Ẽ(t− τn) = A0/σ exp[−(t− τn)
2/2σ2] is centred around τn, the

carrier frequencies ωn and the phases φn = kn ·r. Since the 2D FT spectra show the FOURIER transform
of the delay times, the electric field is rewritten as a function with respect to the different delay times
between the pulses: E(t)→ E(τ,T, ts), with τ = τ2− τ1, T = τ3− τ2, ts = τs− τ3 [KT01, YT09].

The first and the second pulse are separated by the delay time τ , the second and third one by the
waiting time T . The time after the third incoming pulse is denoted as the signal time ts. A schematic of
the non-collinear setup is given in 7.3(a). The pulse excitation induces a directional polarization Pl,m,n(t)
of the sample, which radiates multiple signal fields Sl,m,n in different directions ks = lk1 +mk2 +nk3,
which is advantageous for the detection of the signal.

In another setup, the so-called collinear setup, the pulses propagate in the same direction. To exper-
imentally distinguish the pulses, they are marked with different phases φn. The outcoming signal field
is an overlay of all signals φs = ∑l,m,n lφ1 +mφ2 +nφ3 and consequently cannot be spatially separated.
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Hence, the macroscopic polarization P and also the signal S are a superposition of all directional values:
(P/S) = ∑l,m,n(P/S)l,m,n. In both setups it is common to apply a phase sensitive (heterodyne) detection
scheme since the phase gives additional information about the system. Hence a local oscillator pulse
Eloc is added to the fields in Eq. (7.5), allowing to separate the real and imaginary part of the signal
[LCJ95]. By superposing the local oscillator with the outcoming polarization of the sample, an intensity
can be measured which depends on the phase between Eloc and P(l,m,n)(t). Hence, by successively vary-
ing the phase of Eloc, the phase of the signal can be determined. The heterodyne signal S (respectively
Sl,m,n) is then given by [APV+09]:

S(l,m,n)(τ,T, ts) =
∫

∞

−∞

dt P(l,m,n)(t)E
∗
loc(t− τs)eiωs(t−τs), (7.6)

with Eloc at the signal time τs, the frequency ωs and the emitted nonlinear polarization P(t) (respectively
Pl,m,n(t)).

As indicated in Fig. 7.3, the signal field can consist of multiple combinations of lk1, mk2 and nk3
or lφ1, mφ2, nφ3, respectively. These combinations originate from different orders of interaction with
the incoming pulse sequence, where the sum of the absolute values of l,m,n ∈ Z display the least
order of interaction with the respective pulses. Hence the sub-indices of Pl,m,n reflect the order n of the
directional polarization, for example, P2,0,−1(t) is at least enclosed in the third-order polarization P(3),
since |2|+ |0|+ |− 1| = 3. Each combination contains different sets of LIOUVILLE pathways, whose
number of terms strongly increase with the order of the macroscopic polarization. Thus, it is desirable
to reduce the number of pathways.

The simplest way to restrict the polarization to a certain order is by choosing a certain electromag-
netic field strength. For the following investigations, it is sufficient to investigate the polarization until
third-order P(3)(t). The corresponding equation in the LIOUVILLE formalism reads:

P(3)(τ3,τ2,τ1) =

(
−i

h̄

)3 ∫ ∞

0
dτ3

∫
∞

0
dτ3

∫
∞

0
dτ1

3

∏
i=1

Θ(τi)×

〈µ̂Û (∆τ3,2)M̂ (τ2)Û (∆τ2,1)M̂ (τ1)Û (∆τ1,0)M̂ (0)Û (∆τ0,−∞)ρ̂(−∞)〉, (7.7)

The evaluated third-order polarization consists of more than 800 terms,5 that is, LIOUVILLE pathways,
which represent different interactions of the sample with the pulse sequence. To further restrict the
number of pathways of P(3)(t), time ordering is considered. This means that the incoming pulses are
ordered in time and assumed to not overlap in the time domain, which corresponds to a small standard
deviation of the envelope pulses E(t−τn) of the exciting pulse sequence in Eq. (7.5). This considerably
reduces the number of pathways to 32 since the time-ordered fields consist of two terms.

Considering the collinear setup, the question arises how the directional polarizations can be selec-
tively detected, since they propagate in the same direction. Here, to separate the signals, a technique
called phase cycling (PC) is applied. This - at first sight more cumbersome - detection scheme has
the advantage that the collinear phase cycling is not restricted by the size of the sample and that the
amount of required data can be considerably reduced [TKSW03]. The details of the PC technique will
be explained in the following section.

7.3.1 Phase cycling
As already discussed in Sec. 7.3, the directional polarizations Pl,m,n can be automatically selected in a
non-collinear setup through phase matching, while in a collinear setup, where the directional polariza-
tions all propagate in the same direction, see also Fig. 7.3(b). Compared to the theoretical framework,
the collinear setup corresponds to the derivation of the macroscopic polarization via the HEISENBERG

5One can verify it by inserting the pulse sequence in Eq.(7.5), which consists of six terms, into Eq.(7.7): Evaluating the
commutator in Eq.(7.7), which lies in the super-operator M̂ , there are eight terms. Since four terms are the conjugate complex
of the other four terms, that is, correspond to the same physical processes, four terms remain. Multiplying these terms with the
electromagnetic fields, where each one consists of six terms, equals 6 ·6 ·6 ·4 = 864 terms.
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EOM, since here the resulting polarization contains all directional polarizations as well. Hence, to
extract the directional polarizations in the collinear setup and in the numerics, phase cycling must be
applied. The corresponding procedure is as follows: To select one specific directional polarization,
the sample must be excited with a series of pulse sequences with different sets of phases on the three
exciting pulses Φs = (φ1s,φ2s,φ3s).

The overall nonlinear polarization P(t̃) (t̃ := τ,T, ts), can be written as a superposition of all direc-
tional polarizations Pl,m,n(t̃) in the following way [ME00]:

P(t̃,φ1,φ2,φ3) = ∑
l,m,n

Pl,m,n(t̃)ei(lφ1+mφ2+nφ3)+ c.c.

= P(t̃,φ1,φ2,φ3)+P∗(t̃,φ1,φ2,φ3), (7.8)

with the particular phases of φi originating from the exciting three pulse sequence, see Fig. 7.3(b). The
idea is now to create a system of N linearly independent equations for Eq. (7.8), with the number N
of all possible combinations of l,m,n, which corresponds to repeating the experiment N-times. Hence,
to retain the linear independence of the equations in Eq. (7.8), the set of phase combinations Φs =
(φ1s,φ2s,φ3s) must be varied for each experiment. The first index of φis indicates the phase of the ith
pulse Ei and the second index denotes the s-th experiment. The N linear equations read:

P(t̃,Φ1) =
N

∑
{l,m,n}=1

Pl,m,n(t̃)ei(lφ11+mφ21+nφ31)

P(t̃,Φ2) =
N

∑
{l,m,n}=1

Pl,m,n(t̃)ei(lφ12+mφ22+nφ32)

... (7.9)

P(t̃,ΦN) =
N

∑
{l,m,n}=1

Pl,m,n(t̃)ei(lφ13+mφ23+nφ33) (7.10)

For clarity, it is sufficient to display the unconjugated, positive part of the polarization P . Using the
abbreviation cs,u = eiΦs·u with u = (l,m,n)T and Φs = (φ1s,φ2s,φ3s)

T, the set of equations in Eq. (7.10)
can be cast into a matrix [ME00]:

c1,1 c1,2 . . . c1,N
c2,1 c2,2 . . . c2,N

...
...

. . .
...

cN,1 cN,2 . . . cN,N




P{1}(t̃)
P{2}(t̃)
. . .
. . .

P{N}(t̃)

=


P(t̃,Φ1)
P(t̃,Φ2)

. . .

. . .
P(t̃,ΦN)

 , (7.11)

where {u} in P{u} is a specific combination of l,m,n. The combination of phases Φs can be chosen
arbitrarily under the prerequisite that the determinant of the matrix in Eq. (7.11) must not be zero.
By inverting the matrix in Eq. (7.11), the directional polarizations can now be expressed as a linear
combination of the phase-dependent macroscopic polarizations:

Pl,m,n(t̃) =
N

∑
i=1

c∗i,{l,m,n}P(t̃,Φi), (7.12)

with the elements of the inverted matrix c∗i,{l,m,n}. The number of possible combinations N is limited by
the respective orders in the excitation fields En. As within this thesis the response is restricted to the
third-order. Furthermore, if the dipole selection rules of our system are regarded, interactions of even
order vanish, that is, P(0) = P(2) = 0. This leads to 22 combinations of {l,m,n}, which are given in
App. C. Accordingly, 22 sets of phase combinations are needed. One possible choice for sets of phase
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s 1 2 3 4 5 6 7 8 9 10 11
φ1s 0 0 0.5 0.5 1 1 1.5 0 0 0.5 1.5
φ2s 0 0 0 0 0 0 0 0 0 0 0
φ3s 0 0.5 1 0.5 0 0.5 1.5 1.5 1 1.5 1

s 12 13 14 15 16 17 18 19 20 21 22
φ1s 1.5 0 0 0.5 1 1 1.5 0 0 0.5 1.5
φ2s 0 1.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
φ3s 0.5 0 0.5 1 0 0.5 1.5 1.5 1 1.5 1

Table 7.1 | One possible choice for the set of phase combinations of the exciting field (to be
multiplied by π).

combinations is presented in Table 7.1. They are also used for the calculations of the following 2D
spectra. The resulting inverse of the matrix is given in App. C. As shown in Eq. (7.12), the directional
polarizations Pl,m,n consist of different linear combinations of P(t̃,Φi), with the analytically calculated
prefactors c∗i,{l,m,n}. Hence, if all macroscopic polarizations P(t̃,Φi) are recorded, all 22 directional
polarizations can be calculated at once through phase cycling and the corresponding 2D can then be
obtained by FOURIER transformation of two delay times.

Fig. 7.4 shows four 2D spectra of a two-level system (2LS), obtained by the same numerical (or
experimental) set according to Table (7.1). In Fig. 7.4 top left, the 2D FOURIER transformation of the
overall macroscopic polarization with a phase set of Φ = {0,0,0} (i.e. without PC) is given. Clockwise
displayed are other exemplary spectra of the FOURIER transformed directional third-order polarizations
P1,−1,1(τ,T = 0, ts), P−1,1,1(τ,T = 0, ts) and P1,1,−1(τ,T = 0, ts). All spectra are FOURIER transformed
with respect to the delay times τ and ts. The choice of these distinct delay times will be explained in
the next section. The different prefactors c∗i,{l,m,n}, needed for the construction of the corresponding
combination of {l,m,n}, can be found with the matrix in App. C. For the 2D spectra in Fig. 7.4, the
system has been excited with spectrally broad 0.1π pulses with a standard deviation of σ = 20 fs.
The gap energy has been set to εgap = 98.54 meV. The comparison between the 2D spectrum of the
overall polarization and the spectra obtained with PC shows that the signatures of the directional third-
order polarizations cannot be resolved within the overall 2D spectrum, since the strength of third-order
signals is considerably weaker then the overall signal. Thus, the PC technique enables the extraction of
even weak signatures.

7.4 Two-dimensional photon echo signal
In Chap. 6, the LO phonon induced relaxation process has already been investigated but have remained
on a theoretical basis since no experimental detection scheme has been presented for tracking the re-
laxation dynamics. Hereby, a common setup is the pump-probe setup, which detects the change of
transmission of the population distribution for different times with a probe pulse with one specific fre-
quency. The change of the distribution is then displayed as 1D curves in difference transmission spectra
(DTS) [MMF+92, BTR+95]. In comparison, the 2D spectrum can give additional information: On one
hand, the two frequency axes extend the change of the population distribution on a whole frequency
range. In principle, this could also be realized in the DTS by varying the probe frequency for each
experiment. On the other hand, the mapping the two frequency axes enables the correlation of the in-
volved frequencies, which cannot be resolved in an 1D spectrum. This will be explained in detail in
the corresponding 2D spectra in Sec. 7.1. Considering the 2D spectrum, the question remains which
directional polarization Pl,m,n is to be considered for the detection of relaxation processes.

Here, the double-sided FEYNMAN diagrams give the answer: Analysing the corresponding dia-
grams, it can be seen that the nonlinear third-order directional polarization P−1,1,1, whose 2D FOURIER
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Figure 7.4 | 2D spectra of a two-level system. Top left is the FOURIER transformation of
the overall macroscopic polarization P(τ,T, ts) with a phase set of Φ = {0,0,0}. Clockwise
displayed are other 2D spectra of the (with respect to the delay times τ and ts) FOURIER trans-
formed directional third-order polarizations P1,−1,1(τ,T, ts), P−1,1,1(τ,T, ts) and P1,1,−1(τ,T, ts).
The waiting time T has been set to T = 100 fs. The signal strength of the third-order spec-
tra is considerably weaker than the signal strength of the overall polarization.

Figure 7.5 | Pulse sequence with the phase combination needed for the 2D photon echo
signal.

transformation is also denoted as 2D photon echo signal, can resolve relaxation processes [APV+09].
The corresponding phase sequence is ΦI =−φ1 +φ2 +φ3, shown in Fig. 7.5. The double-sided FEYN-
MAN diagrams of P−1,1,1 are given in the next subsection. For an accurate interpretation of the 2D
photon echo signal, the LO phonon induced relaxation is investigated in one dimension first (analogous
to Chap. 6). This will be done in Sec. 7.4.2. Finally, the 2D photon echo spectra are presented in the last
two subsections Sec. 7.4.3 and Sec. 7.4.4 with an in-depth interpretation and discussion of the results.

7.4.1 Relevant pathways

In the third-order limit, three possible sets of many-particle states exist: No excitation of the system
ground states (g), single excitation (e) and double excitation ( f ) of the many-particle system. These
different configurations are visualized in Fig.7.6(a). Using the method of the double-sided FEYNMAN
diagrams, the pathways for the photon echo signal can be evaluated. The state of the density operator
can be read at each point of time by looking at the composition of the bra and ket. For example, diagonal
states such |g〉〈g| denote the population distribution in the ground state, while non-diagonal states, such
as |e〉〈g|, are a coherence between the excited state and the ground state. Here, the three incoming
pulses are marked with red-colored phases, while the fourth pulse, the signal pulse with the signal phase
φs is the pulse which brings the system back into a diagonal state, corresponding to the last interaction
with the dipole operator µ̂ on the left side of the expectation value in P(n), Eq. (7.4). In addition to
the previously introduced symbols in the double-sided Feynman diagrams, the solid vertical lines are
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(b) ESE GSB ESA (c) ESE GSB ESA(a)

Figure 7.6 | (a) Schematic band diagram of the many-particle state in the 3rd order limit:
ground state g, first excited state e, double excited state f. The arrows indicate the allowed
dipole transitions between the states. (b),(c): Relevant double-sided Feynman diagrams for
the photon echo signal: (b) Intrasubband and (c) intersubband processes for ESE (excited
state emission), GSB (ground state bleaching) and ESA (excited state absorption). The dotted
arrows represent the evolution of the densities due to relaxation processes.

connected via dashed vertical arrows. These arrows represent relaxation processes during that time
period.

Six resonant LIOUVILLE pathways contribute to the photon echo signal P−1,1,1, shown in Fig. 7.6(b)
and Fig. 7.6(c). 6 The characterisation of the processes is done at the time of the third incoming pulse
(after T ): If the pulse changes the system from an excited state density |e′〉〈e′| to a coherence between
ground and excited state |e′〉〈g′|, this process is called excited state emission (ESE) since the coherence
is created under the emission of one photon. In the same manner the excited state absorption (ESA) cor-
responds to a process, where after the third pulse a coherence is created under absorption of one photon.
The change of the ground state into a coherence under absorption of one photon is called ground state
bleaching (GSB). The six pathways can be split into two groups: Pathways with intrasubband relaxation
during the waiting time T [Fig. 7.6(b)], i.e. the density relaxes within the subband |g〉〈g| → |g′〉〈g′|,
respectively |e〉〈e| → |e′〉〈e′|). And pathways with intersubband (ISB) relaxation during T , where the
system changes from |e〉〈e| to |g′〉〈g′| or vice versa [Fig. 7.6(c)]. A third possible intersubband process
is the so-called double excited state absorption, that is, a transition from |e〉〈e| to | f 〉〈 f | during the wait-
ing time T . Although included in the theoretical model, this excitation is lightly unlikely and hence not
depicted in Fig. 7.6.

In all six pathways, the pulses interact with the sample in a similar fashion. The corresponding
processes in reciprocal space are depicted in Fig. 7.7: The first pulse with the phase −φ1 creates a
coherence between the ground state and the first excited state (a). After the delay time τ , the second
incoming pulse with the phase φ2 can create a density (or population distribution) either in the ground
or in the excited subband (b). During the waiting time T , the population distribution changes due to
the el-ph interaction, indicated in (c) as the change between the dotted and blue distributions. Then, the
third pulse with the positive phase φ3 again creates a coherence in the system (c). Finally, the signal
pulse brings the density operator back into a diagonal state. By FOURIER transforming the first delay
time τ and the signal time ts, it is possible to track the frequencies and hence states which are involved in
the first and the second coherence. This mapping of the frequencies then allows conclusions to the time
evolution of the population distribution during T : If the population distribution has not changed during
T [dotted lines in Fig. 7.7(c)] the same transition frequencies are involved in the first and the second
coherence [indicated as light blue arrows in Fig. 7.7(a) and (c)]. If the system has changed during
T [dark blue lines in Fig. 7.7(c)], different transition frequencies will occur in the second coherence
[additional light orange arrows in Fig. 7.7(a) and (c)]. Hence, in order to observe relaxation processes in
the ISB model system, the 2D photon echo spectra of the signal P−1,1,1(ωτ ,T,ωts) has to be investigated
for different waiting times T .

6Coherent processes such as |g〉〈g′| are neglected since spatial homogeneity is assumed.
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Figure 7.7 | Schematic drawing of the processes induced by the photon echo pulse sequence.
(a) The first pulse creates a coherence (light blue arrows), (b) the second pulse creates a
density (two dark blue lines) and (c) the third pulse induces a coherence again (light blue and
orange arrows). If the distribution relaxes during T [solid blue lines in (c)], the first and the
second coherence exhibit different frequencies.

7.4.2 Intersubband relaxation under a two-pulse excitation

Before the 2D spectra are presented, it is useful to analyze the ISB relaxation under excitation of this
specific pulse sequence. The ISB QW under consideration has a width of L = 10 nm with a fundamental
subband gap energy of εgap = 98.54 meV. The electronic doping density is nd = 5.0 · 1010 cm−2. The
sample is excited with three Gaussian 0.1π pulses with σ = 20fs. The frequency is centred around the
gap energy ωL = ωgap. The calculation for the dynamics are done with the inclusion In the simulation of
the dynamics the el-ph interaction is taken into account in second-order BORN where the temperature
of the phonon bath is assumed to be T = 100 K. As already explained in the previous subsection, the
third pulse creates a coherence, sampling the frequencies of the population distribution at the waiting
time T . Thus, to analyze the corresponding population dynamics, only the first two pulses are applied,
separated by a delay time of τ = 0.1 ps. This is shown in Fig. 7.8, where the angle-integrated population
distribution is plotted for different waiting times T after the second pulse. In this picture, only one
specific delay time, namely τ = 0.1 ps, is shown. To get a full 2D photon echo spectrum, the delay time
τ is varied. Thus, Fig. 7.8 only shows one possible arrangement of the population, while the 2D photon
echo spectrum will show the overall population distribution probability.

The upper graph in Fig. 7.8(a) shows the population distribution of the upper subband f2,k for three
different waiting times T . The population distribution f1,k does not change considerably for different
waiting times since only about 1/20 of the initial distribution is excited by the weak 0.1π pulse. Hence,
instead of showing f1,k, the difference between the population distribution in the lower subband f1,k and
the distribution before pulse excitation ρ0

11,k is a more meaningful quantity and shown in the lower plot,
i.e. (ρ11,k−ρ0

11,k). In both graphs, the x-axis is labelled with to different tics: The Energy(ki) of the
subband i and the corresponding momentum state ki in subband i, with Energy(ki) = h̄2k2/2mi, which
differ due to the nonparabolicity.

After excitation with the first two pulses, which create an electron distribution in the upper subband
f2,k, the distribution f2,k decreases for increasing waiting times from the upper to the lower subband
via LO phonon emission. By looking at the band diagram of the two subbands in Fig. 7.8(b), the el-
ph processes which lead to the differential distribution in the lower subband (ρ11,k−ρ0

11,k) can be clearly
identified. The dark blue line is the energy dispersion of the upper subband 2 and the dark green line is
the energy dispersion of the lower subband 1. The horizontal dotted lines are spaced with a LO phonon
energy of 36 meV. Shortly after excitation, the electrons around the upper subband minimum relax to
the lower subband under emission of one LO phonon. The process is indicated as a dark grey arrow
in Fig. 7.8(b). When using the LO phonon energy of 36 meV to bridge the subband gap, the electrons
must relax into a state in the lower subband with a high momentum of about k ≈ 0.35 nm−1. This leads
to the broad, slight increase of the occupation ρ11,k≈0.35 nm−1 in Fig. 7.8(a) for T = 0.5 ps. Then the
electrons at ρ11,k≈0.35 nm−1 can further relax towards the lower subband minimum under emission of
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Figure 7.8 | (a) Population distribution of the angle-integrated upper subband f2,k (upper
graph) and differential population distribution of the lower subband f1,k − f 0

1,k (lower graph)
for three different waiting times T . f 0

1,k is the initial FERMI ground state distribution before the
pulse excitation. The distributions are excited with the first two pulses with a delay time of
τ = 0.1 ps. (b) Band dispersion of the lower subband 1 and the upper subband 2. The grey
arrows mark the electron relaxation processes under emission of one LO phonon. The dotted
lines are spaced with a distance of one LO phonon energy h̄ωLO = 36 meV.

one LO phonon energy, which corresponds to the momentum state k ≈ 0.23 nm−1 (light grey arrow in
Fig. 7.8(b)). This eventually leads to the strongly increased occupation ρ11,k≈0.35 nm−1 in Fig. 7.8(a) for
T = 1.5 ps. The momentum state k ≈ 0.22 nm−1 is less than one LO phonon energy above the lower
subband minimum as can bee seen in Fig. 7.8(b). Hence, lacking el-el interaction to further redistribute
the carrier momentum, the population at ρ11,k≈0.22 nm−1 will continue to increase for higher waiting
times T . Due to the broad spectral pulses (FWHM≈ 77 meV), the phonon replica are not as pronounced
as the ones in Chap. 6. Still, this increased occupation in the lower subband at ρ11,k≈0.35 nm−1 should be
visible in the 2D spectrum.

7.4.3 Photon echo spectra for free carriers

As the detected signal field is proportional to the macroscopic polarization in the FOURIER space
[BMSF04], i.e. S(ωτ ,T,ωts) ∝ P(ωτ ,T,ωts), it is sufficient to consider P−1,1,1(ωτ ,T,ωts) in the follow-
ing 2D spectra. The directional polarization P−1,1,1(τ,T, ts) is extracted from the overall macroscopic
polarization P via the phase cycling protocol, explained in Sec. 7.3.1. The free carrier spectrum of
P−1,1,1(h̄ωτ ,T = 0.5 ps, h̄ωts) is shown in Figure 7.9 for a system with equal (left column) and different
subband masses (right column). Their imaginary, real and absolute parts are shown from top to bottom.
The color bar displays the signal strength. Along the horizontal axis is the FOURIER transform of the
delay time, h̄ωτ . The label of this axis is also referred as the excitation frequency since the first incoming
pulse excites the system. h̄ωts is plotted along the vertical axis and is denoted as the response frequency,
since the system “responds” with these frequencies due to the time evolution of the distributions. The
different signs of the horizontal and vertical axis originate from the opposing phases of the first and
the third incoming pulse (the first phase is negative while the third phase is positive). The 2D spec-
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Figure 7.9 | 2D free carrier spectra of the photon echo signal P−1,1,1 in a 10 nm ISB QW using
(left column) equal and (right column) different subband masses for T = 0.5 ps. From top to
bottom shown are the imaginary, real and absolute parts of the signal. The contour lines of the
absolute parts are equally spaced with a distance of 1/6 of the maximum signal strength.

trum maps each excitation and response energy which allows one to detect changes between excitation
and response. In standard 1D photon echo spectra, the response is directly projected on the excitation
frequency [Muk95].

The free carrier spectrum, calculated via Eq. (5.4) with equal subband masses, is shown in Fig. 7.9
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(left). The bow-tie shaped imaginary part of P−1,1,1 is located around the gap energy εgap = 98.54 meV.
Its form is symmetric along the diagonal and even symmetric along the anti-diagonal (top). The real part
P−1,1,1 is point-symmetric along the diagonal (see the sign change of the signal strength) and also sym-
metric along the anti-diagonal (middle). The absolute value is diamond shaped (bottom) and symmetric
along the diagonal and the anti-diagonal. The signal with equal subband masses resembles the 2D spec-
trum of a homogeneously broadened two-level system [KDT03b], which can be intuitively understood
since for equal subband masses, all transition energies equal the gap energy. Thus, the width of the
absolute spectrum solely depends on the phenomenological dephasing γph in Eq. (5.4). The imaginary,
real and absolute spectra for different subband masses (Fig. 7.9, right column), become asymmetric
perpendicular to the diagonal: Their form is stretched along the diagonal towards lower energies. This
low-energy tail is the result of the different subband masses and has already been observed in the 1D
absorption spectra in Sec. 5.1. However, the symmetry along the diagonal is retained for the 2D spec-
tra including different subband masses. The maximum of the signal strength is shifted towards lower
energies, well-known from the linear absorption spectra in Sec. 5.1 Additionally, typical features of the
photon echo signal can be observed [Muk00]: The width of the absolute signal along h̄ωts = const. is
determined by the homogeneous line width while the width along −h̄ωτ = h̄ωts is inhomogeneously
broadened by the possible transition energies due to the subband population distributions.

In terms of the double-sided Feynman diagrams, the symmetric shape of the 2D free carrier spectra
along the diagonal are the result of the interaction-free system, where the diagonal states do not alter
during the waiting time T . The first pulse samples the available transition energies of the equilibrium
system [cf. the blue line in Fig. 7.7(a)]. These available transition energies are drawn along the horizon-
tal axis in Fig. 7.9. The second pulse creates a density in the excited state. Since there is no momentum
exchange through the excitation (and since the pulses have a large spectral width), the distribution,lifted
into the upper subband, resembles the distribution in the lower subband. Thus, if the subband distri-
butions do not relax during T [cf. dotted black lines in Fig. 7.7(c)], the third pulse samples the same
transition energies, which are drawn along the vertical axis in Fig. 7.9. To give an explicit example, one
excitation frequency will be compared with the corresponding response frequency: Here, the occupation
probability along h̄ωτ =−97 meV is compared with the one at h̄ωts = 97 meV at the contour of 1/3 of
the signal strength, see arrows in Fig. 7.9 bottom left: In the spectrum including equal subband masses,
the response occupation probability along one excitation energy (dark vertical arrow) is equal to the ex-
citation occupation probability along the corresponding response energy (light horizontal arrow). This
also holds for the free carrier spectrum including different subband masses (arrows in Fig. 7.9 bottom
right). Note that the spectra show the difference of the momentary population at the time t = τ +T to
the initial ground state distribution |g〉〈g| at the time t = τ [Muk00]. But since the differential popu-
lation, i.e. mainly the excited state distribution, resembles initial ground state distribution in form and
momentum state occupation, the same transition energies are sampled.

To conclude: Due to the lack of many-body interactions, no relaxation processes can take place.
Consequently, the 2D spectra, revealing the difference of the distribution upon excitation as an asym-
metry, are symmetric in the free carrier case.

7.4.4 Photon echo spectra including the electron-phonon interaction

In the next step, the el-LO phonon interaction is included in the dynamics. Now, when a density is
created by the second pulse, the coupling to the phonon bath will lead to a dephasing of the coherence
and a relaxation of the non-equilibrium distribution. The dynamics of these processes will be accessible
via the 2D photon echo spectra. In the left column of Fig. 7.10, the absolute P−1,1,1 2D spectra including
el-LO phonon interaction are shown for three different waiting times of T = 0.1, 0.5 and 1.5 ps from
top to bottom. To better follow the development of the population distribution for the different waiting
times, the response signal is additionally displayed as 1D cuts for three different excitation energies at
h̄ωτ = a) −99 meV, b) −97.5 meV, and c) −96 meV. The strength of the 1D signals of Fig. 7.10, right
column is color-coded similar to the 2D spectra. For comparison the corresponding 1D cuts of the 2D
free carrier spectra including different subband masses were also added, taken from Fig. 7.9, bottom
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Figure 7.10 | Left column: Absolute 2D photon echo spectra including electron-LO phonon
interaction for three different waiting times, showing the mapping of excitation and response
energy for top: T = 0.1ps, middle: T = 0.5ps, bottom: T = 1.5ps. Right column: Occupation
probability (colored cuts) of the response energy for three different excitation energies (along
the dotted lines in the 2D spectra). The grey lines in the right column are the appropriate cuts
for the non-interacting system. For longer waiting times, electron relaxation takes place, visible
as an increasing signal at h̄ωts ≈ 94meV. The contour lines are equally spaced with a distance
of 1/6 of the maximum strength.
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right. The free carrier cuts are shown as grey lines in the right column of Fig. 7.10. The phases of the
refractive (Re) and the absorptive (Im) signal are not shown since they do not considerably change in
sign for different T . This indicates that relaxation processes related to varying T are phase insensitive.

The 2D spectra strongly alter for different T : Looking from top to bottom, the signal becomes
asymmetric for increasing waiting time, shifting to lower response energies. In the following, the 2D
spectra will be examined in greater detail for different waiting times T . The increasing asymmetry
of the spectra for different T approve that the el-LO phonon scattering time lie in the well-known ps
range [RR90]. Furthermore, note that the signal strength decreases. However, the homogeneous line
width along h̄ωts = const. though is similar in all three 2D spectra, since it is determined by the T2 time,
induced by el-ph interaction.

Similar to the 2D free carrier spectrum with different subband masses in (Fig. 7.9, bottom right), the
el-ph 2D signal for T = 0.1 ps (Fig. 7.10, top left) is quite symmetric and stretched along the diagonal
towards lower energies. The low energy tail in the corresponding 1D cuts (top right) is also visible but
not as pronounced as along the diagonal of the 2D spectrum. Comparing again the exemplary energy of
(−)97meV along the horizontal and vertical axis (dark and light green arrows), the response occupation
probability along one excitation energy (dark vertical arrow) is nearly equal to the excitation occupation
probability along the appropriate response energy (light horizontal arrow). The symmetry of the 2D
spectrum indicates that during the waiting time T = 0.1 ps almost no relaxation occurred.

If the spectrum for T = 0.1 ps (Fig. 7.10, top) is compared with the spectrum for T = 0.5 ps
(Fig. 7.10, middle), a reduction of the signal strength is visible. This can best be seen via the height of
the corresponding 1D cuts on the right side. Here, ISB relaxation from the upper to the lower subband
has already taken place, which has already been analyzed in Fig. 7.8(a). For T = 0.5 ps (Fig. 7.10,
middle), a small low energy shift along the response energy h̄ωts axis is visible, leading to a slightly
asymmetric shape of the spectrum: The comparison of response and the excitation probability for the
respective energies does not lead to the same occupation probability (cf. the different lengths of the dark
and light arrow in Fig. 7.10, middle).

For T = 1.5 ps, the asymmetry of the 2D spectrum (Fig. 7.10, bottom left) further increases since
the shift along the response energy h̄ωts is strongly pronounced. This clear difference between the
excitation and response occupation probabilities can be seen by comparing the light and dark arrows:
The range of response energies for one specific excitation energy is considerably larger than the range of
the respective excitation energy for one response energy. The 1D plots for T = 1.5 ps (Fig. 7.10, bottom
right) show an increased signal plateau around the energy of h̄ωts ≈ 94meV, which has not been present
for smaller waiting times. This transition energy corresponds to the electron momentum k≈ 0.22 nm−1.
This characteristic momentum originates from the ISB relaxation process from the upper to the lower
subband, shown in the lower graph of Fig. 7.8(a). The momentum conservation leads to the increased
occupation probability at f11,k≈0.22 nm−1 . However, it should be noted that the increased occupation is
due to the absent el-el interaction, which should lead to a further redistribution for increasing waiting
times.

The comparison of the three 2D spectra nicely demonstrate the benefit of the 2D FT spectroscopy:
Although the increased occupation probability at f11,k≈0.22 nm−1 is small compared to the absolute pop-
ulation distribution (lying in the single-digit percentage range), this scattering channel can be clearly
resolved since the 2D photon echo samples the change of the distribution compared to the initial distri-
bution (before pulse excitation). The results confirm that the presented technique is very well suited for
the detection of many-body interactions in ISB systems.

7.5 Conclusions

In conclusion, the 2D photon echo signal was investigated for a single intersubband quantum well.
Analogous to an experimental collinear setup with a three pulse excitation, the numerically obtained
macroscopic polarization was derived and a phase cycling protocol was applied to extract different
quantum pathways, contributing to the so-called ΦI-signal. In order to resolve phonon-induced relax-
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ation processes, the 2D photon echo signal was analyzed in more detail. The signal of the intersubband
system was FOURIER transformed into the frequency domain for different waiting times T . The com-
parison between the different 2D spectra gives direct information about the temporal evolution of the
occupation probability. The analysis of the free carrier spectra shows that without many-body interac-
tion, the 2D frequency spectra are symmetric along the diagonal. The inclusion of the electron-phonon
interaction breaks the symmetry for increasing waiting times. While for T = 0.1 ps the spectrum is
still quite symmetric along the diagonal, the spectrum for T = 0.5 ps already suggests a slight shift
to lower response energies, indicating the beginning of the carrier relaxation. For T = 1.5 ps, the 2D
spectrum shows strong asymmetries along the diagonal of the excitation and response frequency, par-
ticularly visible in an increased signal at a response energy of h̄ωts ≈ 94 meV. This result corresponds
to the two-step relaxation process due to the scattering with LO phonons, which eventually leads to an
increased occupation in the lower subband at k ≈ 0.22 nm−1.

Overall, with the presented technique, it is possible to map excitation and response frequencies
independently and thus to get accurate informations about the dynamics of the electronic occupation
probability. The simulations demonstrate that the 2D FOURIER spectroscopy is a powerful tool for
the detection of many-body correlations and electronic dynamics. As a further aspect, the technique is
capable to extract other signals, such as the anti-photon echo and double quantum coherence by choosing
a different set out of the possible quantum pathways. The prior calculated microscopic polarization can
be used and the necessary adaptation of the phase cycling protocol is straight forward. The study of
these signals will be a very interesting aspect for future investigations.
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Chapter 8

Bulk - surface dynamics in silicon

The previous chapters investigated 2D systems where the restriction of their dimensionality originated
from an artificial combination of different semiconductor compounds. Another naturally occurring
quasi-2D structure is the surface of 3D bulk systems, exhibiting additional bands and carrier dynam-
ics [Hai95] between bulk and surface. A very prominent material is silicon due to its wide applica-
tion in electronic devices, for example, for microelectronic circuits or in solar cells [HTDF96, Ree08,
KNR+09].

Here, the relaxation of hot carriers through the electron-phonon (el-ph) interaction is of particular
interest [vD79, PLL+07]. The subsequent heating of the lattice often results in a reduction of the elec-
trical conductivity and hence to a less efficient performance of the electronic devices. Therefore, studies
about the dynamics of hot carriers in silicon have been and still are of large scientific and technolog-
ical interest [SPD98, IT09]. In recent experiments on silicon, it was observed that hot carriers which
are excited to the conduction band have a prolonged lifetime at high temperatures [Eic10]. It is as-
sumed that the main mechanism for the heated temperature is the coupling to longitudinal optical (LO)
phonons. To support the experimental observations, the bulk-surface dynamics regarding electron-LO
phonon (el-LO) interaction will be investigated in this chapter.

Silicon is an indirect band gap semiconductor (see Fig. 8.1) and as such a challenge for the theoret-
ical description concerning band structure- and surface simulations. One accurate method to calculate
the band structure and the matrix elements is to combine the density matrix and density functional the-
ory [BKSK07, BKSK08]. However, the calculation of absorption spectra or even relaxation dynamics
of the silicon surface requires simulations with a high numerical effort. The extension to bulk-surface
dynamics would become an unbearable task considering the computational capacity [Bue08]. In this
chapter, the numerical effort is by approximating the bulk-surface dynamics in silicon with rate equa-
tions. The phonon bath is treated on a more fundamental level, based on a quantum kinetic model. In
the first section, Sec. 8.1, the full quantum kinetic equations for the Si(100) model system are derived.

Figure 8.1 | Band structure of silicon
taken from [koudw12]. The indirect
band gap is indicated with dashed
horizontal lines.
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Figure 8.2 | Schematic drawing of the
2PPE spectroscopy process, taken from
[Eic10]. The carriers are excited with a
strong pump pulse from the valence band
to the conduction band X valley. The dy-
namics of the hot carriers are tracked with
a probe pulse in the X-valley around the
conduction band minimum (CBM).

Then, in Sec. 8.2, assumptions are made to reduce the complexity of the description. This leads to the
reduced BLOCH BOLTZMANN PEIERLS equations in Sec. 8.2.3. Section 8.3 presents the numerical
results, which are also compared with the experimental data. This chapter concludes with a discussion
of the experimentally and theoretically obtained results in Sec. 8.4.

8.1 Modelling the dynamics in silicon

8.1.1 Experimental observations

The detection of the relaxation processes in silicon (Si) requires a very high temporal resolution of
ultrafast timescales, since the many-particle interactions take place on a femtosecond (fs) scale. In
experiments, these ultrafast processes are typically resolved with a fs pump-probe spectroscopy [GP94,
WKFR04, IT09]: With the two-photon photoemission (2PPE), electrons are excited from the valence
band along the Gamma point to the conduction band with a strong pump pulse. A probe pulse then
tracks the electron dynamics in the X-valley of the conduction band (CB). The 2PPE process is shown
in Fig. 8.2. Parallel to the relaxation of the carriers towards the CB minimum (CBM), electrons scatter
into the unoccupied surface band Ddown via surface recombination.

Recent 2PPE experiments on Si were made by Eickhoff et al. [Eic10], generating a hot carrier
distribution in the CB with a temperature of Tel > 4000 K. To study the subsequent relaxation, energy
distribution curves (EDCs) were measured for different time delays between the pump and the probe
pulse, explained in more detail in Sec. 8.3.3. The extraction of the bulk temperature via the EDCs
indicated an increased temperature of the electron distribution even after a time of more than 8 ps. It is
assumed that the reason for the increased carrier temperature is the interplay of the excited hot carrier
distribution with LO phonons during the relaxation towards the CBM. To model the essential features
of the system, the el-el- as well as the el-ph interaction has to be taken into account. Additionally, the
dynamics of the phonons is considered. The equations of motion (EOM) for the carriers and the LO
phonons are presented in the next subsection.

8.1.2 The Bloch-Boltzmann-Peierls equations

In the previous chapters, the phonons were treated as a bath of harmonic oscillators, where the mean
phonon number is given by a BOSE distribution function nq(h̄ωq). Correspondingly, nq and the lattice
temperature Tlatt were no dynamic quantities. The scenario of the 2PPE experiment requires a different
approach. Here, electrons are heated to a temperature of a few thousand Kelvin and the hot carriers
couple back during their relaxation, heating the phonons in turn. As previously mentioned, the emphasis
lies on the coupling of the electrons to the LO phonons. The other phonon branches are assumed to play
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8.1 MODELLING THE DYNAMICS IN SILICON

a minor role. To have an adequate description of the system, the dynamics include not only the EOM
for the bulk and the surface electron density, but also the (now time-dependent) LO phonon occupation
number nq(t).

First, the phonon-induced dynamics is considered. The calculations of the bulk and the surface dy-
namics are done in a similar way as in Chap. 6, where the relaxation of carriers via the el-LO interaction
was investigated. Hence, the EOM for the electronic expectation values reads (cf. Eq. (6.1)):

−ih̄
d
dt
〈ρ̂i j,k〉|el-LO = ∑

o,q
(goi

q σ
o j
k+q,q,k +gio

q
∗
σ

jo∗
k,q,k−q−g jo

q σ
io
k,q,k−q−go j

q
∗
σ

oi∗
k+q,q,k), (8.1)

with the phonon assisted density matrix elements (PADs) σab(∗)
k,q,k′ . In Chap. 6, the differential equations

of the PADs [Eq. (6.2)] have been directly solved numerically. Now, instead of calculating the temporal
evolution of the PADs, the PADs are solved via the MARKOV approximation [Kuh98], that is, memory
effects are neglected. This leads to the following equation for the electronic densities 〈ρ̂ii,k〉= fi,k

d
dt

fi,k,|el-LO =
2π

h̄ ∑
j,q
|g ji

q |2δ (ε j,k+q− εi,k− h̄ωLO)
(

n+q f j,k+q f−i,k−nq f−j,k+q fi,k

)
−|gi j

q |2δ (ε j,k+q− εi,k + h̄ωLO)
(

n+q fi,k f−j,k+q−nq f−i,k f j,k+q

)
, (8.2)

with f− = (1− f ) and n+ = (1+ n). The different contributions can be interpreted in the following
manner: The scattering of the electrons can contain the emission [[∼ n+]] or the absorption [[∼ n]] of a
phonon. Due to the delta function, these processes are energy and momentum conserving. A scattering
process from k+q to k (under phonon emission) depends on the electronic occupation fk+q, j and on
the available, empty states f−k,i to scatter into.1 Hence, the terms which are proportional to f−i,k can also
be combined and denoted as an out-scattering rate Γel-LO

out (k,q, j), while the terms proportional to fi,k
are denoted as an in-scattering rate Γel-LO

in (k,q, j). This gives Eq. (8.2) the simple form:

d
dt

fi,k,|el-LO = Γ
el-LO
in (k,q, j) f−i,k−Γ

el-LO
out (k,q, j) fi,k. (8.3)

Next, the phonon occupation number 〈b̂†
qb̂q〉= nq is evaluated. The temporal evolution is also obtained

via the HEISENBERG EOM until second-order correlation expansion. Applying again the MARKOV
approximation, an equation similar to Eq. (8.2) is obtained [BMH+07]:

d
dt

nq =−
nq−n0

τLO
+

2π

h̄ ∑
i,k
|gii

q|2δ (εi,k+q− εi,k− h̄ωLO)
[
n+q fi,k+q f−i,k−nq f−i,k+q fi,k

]
. (8.4)

The equations (8.3) and (8.4) are also denoted as BLOCH-BOLTZMANN-PEIERLS equations [All87].
The decay of the LO phonons [−(nq−n0)/τLO] is included phenomenologically and accounts for the
phonon-phonon interaction: Due to the finite lifetime of the LO phonons τLO, the phonon modes will
eventually decay into the equilibrium function n0, where n0 is the BOSE distribution with the equilibrium
temperature T0. The heating of the LO phonons is determined by the scattering of one electron from
k+q to k under emission of one phonon and by the scattering of one electron from k to k+q under
absorption of one phonon, similar to the dynamics of Eq. (6.2).

8.1.3 The Coulomb-induced Boltzmann equation
Next, the electron-electron (el-el) interaction is included, which results in the COULOMB-induced BOLTZ-
MANN equations via second-order correlation expansion and HARTREE-FOCK factorization. Their
derivation has been done in a similar fashion in Sec. 5.3 for the microscopic polarization. Here, the EOM

1The microscopic polarization is not regarded since the relaxation processes are investigated after the excitation with the pump
pulse.
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under COULOMB interaction is calculated for the microscopic densities fi,k. Applying the MARKOV ap-
proximation, the equation reads [cf. Eqs. (5.14)-(5.17)]:

d
dt

fi,k|el-el =−
2π

h̄ ∑
{αβγ}

δ (εα + εβ − εγ − εi,k)×

Ṽαβ iγW̃1γαβ

(
〈ρ̂a1,k〉〈ρ̂bγ〉〈ρ̂βc〉−〈ρ̂αd〉−−〈ρ̂αd〉〈ρ̂βc〉〈ρ̂bγ〉−〈ρ̂ai,k〉−

)
, (8.5)

with the multi-indices {a,b,c,d} (where the multi-index a includes the band number a, the momentum
vector ka and the spin sa) and the abbreviations 〈ρ̂αβ 〉− = δαβ − 〈ρ̂αβ 〉 and W̃abdc = Ṽabdc− Ṽbadc.2

Disregarding the microscopic polarizations, the terms proportional to fi,k can now also be combined in
an out-scattering rate Γel-el

out (k,q, j) and the terms proportional to f−i,k can be combined in-scattering rate
Γel-el

in (k,q, j), similar to Eq. (8.2). The COULOMB-induced BOLTZMANN scattering equation than reads
[LK88]:

d
dt

fi,k,|el-el = Γ
el-el
in (k,q, j) f−i,k−Γ

el-el
out (k,q, j) fi,k. (8.6)

To model the full dynamics in Si, the full equations include the COULOMB-induced BOLTZMANN equa-
tion and the BLOCH-BOLTZMANN-PEIERLS equations. The numerical effort connected with the cal-
culation of the full quantum kinetics is beyond the capacities of this work. Hence, in the next section,
some assumptions are made to reduce the numerical .complexity of the system.

8.2 Reduction of complexity

8.2.1 Relaxation rate approximation
To reduce the numerical effort of the dynamics, the EOMs are treated more qualitatively and the quan-
tum kinetics is neglected. The simplification of the el-el- and el-ph scattering equations is done within
the relaxation rate approximation, which is a well established technique in the microscopic laser theory
[Lau93, CK05]. In this approximation, the focus lies on the long time limit of the dynamics, where the
system is close to its equilibrium. Hence, the actual distribution fk differs from the equilibrium function
f 0 by a small deviation δ f : f = f 0 + δ f , with the equilibrium FERMI distribution function f 0. The
overall scattering terms then read:

d
dt

fk|scatt = Γin(1− f 0
k −δ fk)−Γout( f 0

k +δ fk). (8.7)

Applied to the equation for the el-ph scattering rate, Eq. (8.3) can be simplified:

d
dt

fi,k,|el-el = Γ
el-LO
in (k,q, j)(1− f 0

ik−δ fi,k)−Γ
el-LO
out (k,q, j)( f 0

i,k +δ fi,k)

=−(Γel-LO
in (k,q, j)+Γ

el-LO
out (k,q, j)δ fi,k ∼−

1
τ intra

el-LO
δ fi,k =−

fi,k− f 0
i,k

τ intra
el-LO

, (8.8)

with the intraband el-LO scattering time τ intra
el-LO. More detailed calculations can be found in App. D.1.

In the second step the condition was used that, in equilibrium, the overall in- and out-scattering con-
tributions are equal: Γin(1− f 0

i,k) = Γout f 0
i,k. Furthermore, the dependence on the momenta is ne-

glected. Hence, the scattering time τel-LO can be interpreted as a mean value of the different momentum-
dependent scattering contributions.3 In the same manner, the BOLTZMANN scattering terms for el-el in-

2Here, the screened COULOMB potentials Ṽ are considered.
3 It should be noted that in principal, the scattering times τ can be determined microscopically through its relation τ intra

el-LO =

(Γel-LO
in (k,q, j)+Γel-LO

out (k,q, j)−1 . But to ease the numerical effort, mean values will be chosen for the scattering times.
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Figure 8.3 | Schematic drawing of
the different many-body processes in-
cluding el-el- (red arrows) and el-
ph scattering processes (blue arrows)
within the band (solid arrows) and be-
tween the CB and the Ddown surface
band (dashed arrows) during the re-
laxation of the initial distribution (dark
grey Gaussian). The LO phonon dy-
namics is only considered in the con-
duction band (solid blue arrows).

teraction in Markov approximation are simplified to a rate equation:

d
dt

fi,k,|el-el = Γ
el-el
in (k,q, j)(1− f 0

ik−δ fi,k)−Γ
el-el
out (k,q, j)( f 0

i,k +δ fi,k)

∼− 1
τel-lel

δ fi,k =−
fi,k− f 0

i,k

τ intra
el-el

. (8.9)

It is obvious that the relaxation rate approximation is a quite coarse approximation since the investigated
system is in a high non-equilibrium state shortly after the pulse excitation. But since the aim is to model
the long lifetime behavior of hot electrons, the quantum kinetic behavior, normally pronounced at shorter
time scales, can be neglected in the simulations. A detailed discussion is done in Sec. 8.4.

8.2.2 Reduced Peierls equation
Next, the PEIERLS equation is modified. It is assumed that the lattice heating is mainly influenced by
the hot carriers in the bulk conduction band. Thus, Eq. (8.4) only includes the summation over the
momentum-independent CB distribution fCB. Furthermore, the different q-modes of the LO phonons
are treated within the EINSTEIN model with equal coupling elements. Since the emission and absorption
of phonons play an important role for the carrier heating, the relaxation rate approximation is applied
in a reduced manner: Only the FRÖHLICH form factors and the delta condition are included in the
relaxation rate τel-LO, leading to the reduced PEIERLS equation:

d
dt

n =−n−n0

τLO
+

1
τ intra

el-LO

√
2m3

bulk

h̄3

∫
∞

0
dε
√

ε
[
n+ fCB(t,ε + εLO) f−CB(t,ε)−n fCB(t,ε) f−CB(t,ε + εLO)

]
,

(8.10)

with the bulk effective mass mbulk of the CB and the intraband el-LO scattering time τ intra
el-LO. Here, the

integration over the momentum has been substituted by an integral over energies and the dependence
on the angles has been approximated by introducing a mean scattering time. For further details, see
App. D.1.

8.2.3 Set of dynamic equations
Next, the dynamics of the Si(100) system is calculated. Applying the relaxation rate equations to the
investigated system, the EOM for the 3D bulk band distribution fCB, the 2D Ddown surface band dis-
tribution fDDown and the phonon occupation number n are obtained. The dynamics of the bulk (b) and
surface (s) Ddown band can be divided into scattering processes towards a FERMI function within the
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bands, denoted as f b/s,intra, and scattering processes into a global FERMI function between the bulk and
the Ddown band, denoted as f b/s,inter. The dynamics include the el-el interaction as well as the el-LO in-
teraction, depicted in Fig. 8.3. The different processes will be explained further below. The assumed
scattering times are chosen in order to fit the experimental data [Eic10] and are given in Table A.4. The
overall equations for the dynamics read:

d
dt

fCB(t,ε) =−
fCB(t,ε)− f b,intra

el-el [ε,T b
el ,µ

b
el]

τ intra
el-el (nb)

−
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el-LO [ε,T b
LO,µ

b
LO]

τ intra
el-LO

−
fCB(t,ε)− f b,inter

el-el [ε,T tb
el ,µ

tb
el ]

τ inter
el-el (nb)

−
fCB(t,ε)− f b,inter

el-ph [ε,µ tb
ph,300K]

τ inter
el-LO

, (8.11)

d
dt
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(8.12)

d
dt

n(t) =− n(t)−n0

τLO
+

1
τ intra

el-LO

√
2m3

bulk

h̄3

×
∫

dε
√

ε{[n(t)+1][1− fCB(t,ε)] fCB(t,ε + h̄ωLO)−n(t)[1− fCB(t,ε + h̄ωLO)] fCB(t,ε)}.
(8.13)

The dynamics of the LO phonon mode n(t) has already been described in Sec. 8.1.2. The phonon mode
is determined by relaxation of the hot electrons in the CB [ fCB(t,ε)] under the emission[∼ n(t)+1] and
the absorption [∼ n(t)] of one LO phonon with a phonon energy of h̄ωLO = 65 meV. For later times the
LO phonons decay into a phonon equilibrium n0 at room temperature T0 = 300 K.

The dynamics of the electrons are described by several relaxation rate terms, originating from dif-
ferent many-body processes: In the first hundred femtoseconds, the most prominent process is the re-
laxation of the initial non-equilibrium distribution within the bulk band towards the CBM. Responsible
for this fast relaxation is the el-el scattering (τ intra

el-el ), depicted as the solid red arrow in Fig. 8.3, which
decreases for decreasing electron bulk density nb: [τ intra

el-el (nb) = τ intra
el,0 (ninit/nb)], with the initial electron

bulk density ninit. This drives the occupations into a local equilibrium f b,intra
el-el [ε,T b

el ,µ
b
el] in the CB. Con-

sidering the density dependence, it has been shown that screening effects lead to a sub-linear density
dependence [BFC+88]. However, since only moderate changes at short time scales have been detected,
screening is not included in the calculations. During the intraband relaxation, LO phonons are emitted
(solid blue arrows in Fig. 8.3), heating the phonon reservoir, which couples back to the distribution in the
bulk band fCB(t,ε). This el-LO intraband term acts on a similar timescale (τ intra

el-LO), leading to a phonon
temperature dependent local equilibrium f b,intra

el-LO [ε,T b
LO,µ

b
LO], with the temperature of the heated reser-

voir T b
LO. The same processes are applied to the Ddown band, where the el-el intraband relaxation time is

now dependent on the surface density [τ intra
el-el (ns) = τ intra

el,0 (ninitLs/ns)], with the width of the surface Ls.
Besides the intraband processes, the electrons scatter from the bulk band into the unoccupied Ddown

surface band. This interband process, also denoted as surface recombination, is initially driven by the
Auger-type el-el scattering [τ inter

el-el (nb) = τ inter
el,0 (ninit/nb)

2] [Vor00], which decreases for decreasing den-
sity in the bulk (dotted red arrow in Fig. 8.3). Electron scattering can bridge large energies for high
electron densities under the restriction of energy conservation, forming a global two band equilibrium
between bulk and surface f b/s,inter

el-el [ε,T tb
el ,µ

tb
el ]. For electrons near the bulk minimum, it is possible to

scatter via phonons with high parallel momentum (dotted blue arrow in Fig. 8.3. This process becomes
dominant (but is still small) for large times (τ inter

el-LO), driving the two band distribution to a global equi-
librium f b/s,inter

el-ph [ε,µ tb
ph,300K] on a picosecond scale [Bue08]. The population of the surface band decays

with a Ddown lifetime τDdown .
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To obtain the local and global equilibrium functions corresponding to the different many-body pro-
cesses, the chemical potentials µ and temperatures T are calculated for each time step. These two values
can be determined by regarding the electron density and the energy density conservation. The detailed
calculations for obtaining µ and T for the local and the global equilibrium functions as well as the values
for τ and Lsurf are given in App. D.2.

8.3 Relaxation dynamics
The bulk-surface dynamics is calculated under the assumption that the optical excitation generates an
initial non-thermal electron density ninit, which is solely located in the bulk band (nb,t=0 = ninit) while the
Ddown surface band is unoccupied (ns,t=0 = 0). The initial bulk distribution is approximated as Gaussian,
located about 0.6 eV above the CBM, estimated by the experimental data. The standard deviation σ and
the amplitude A0 of the Gaussian distribution are chosen in a way that the energy density corresponds
to a hot carrier bulk distribution with a temperature of T ≈ 4500 K, estimated the experimental data
(A0 = 0.009254, σ = 50 meV).

8.3.1 Bulk-surface relaxation
First, the EOMs for the carrier densities Eq. (8.11) and (8.12) are investigated. The time evolution of
fCB and fDdown is shown in Fig. 8.4(a) and (b):4 The theoretical simulation of the dynamics starts directly
after the excitation with the probe pulse. The relaxation within the conduction band towards the CBM
takes place on a femtosecond timescale mainly due to the fast el-el scattering time but also via slower

4The minimal energy (ε = 0) corresponds to the Ddown band minimum.
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Figure 8.4 | Relaxation of an initially Gaussian distribution, located in the conduction band, in
Si(100) with an initial carrier density of ninit = 1.0 ·1019 cm−3. (a) Population distribution of the
conduction band fCB. (b) Population distribution of the Ddown surface band fDdown .
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Figure 8.5 | Left: Plot of the temperature of the LO phonon mode. The dotted blue line is
a fit of the temperature if the el-ph scattering is not taken into account. After t = 8 ps, the
temperature of the LO phonon mode is well above room temperature (horizontal dotted grey
line). Right: Schematic drawing of the electron relaxation process with LO phonons at the
CBM: Reaching a momentum below the LO phonon energy, electrons cannot relax further
down to the conduction band minimum.

LO phonon emission: The el-el scattering will thermalize the carrier distribution towards a FERMI
function with a high electronic temperature Tel ≈ 4000 K. However, simultaneously a relaxation via LO
phonon emission takes place, but on a slower timescale. This process is accompanied by a cooling of the
electronic system, as its energy dissipates to the lattice. For t = 0.2 ps [blue line in (a)], the signatures of
the initial Gaussian distribution are no longer visible. During this time, only a few carriers have relaxed
into the Ddown band via the Auger-type el-el scattering, see blue lines in Fig. 8.4(b). Although the el-
ph scattering takes places on a slower time scale, it still contributes to the equilibration of the carriers
and the distribution further relaxes towards the CBM. Additionally, electrons scatter into the Ddown
band via surface recombination. The steady increase of the occupation in the Ddown band [Fig. 8.4(b)]
is visible for increasing time. Due to the fast surface recombination, the carriers mainly relax from the
conduction band directly to the Ddown band minimum. Since the calculations are done in relaxation
rate approximation, the relaxation of the carrier distribution contains no quantum kinetics (such as the
phonon replica in Chap. 6) but is determined by the equilibrium FERMI functions in Eq. (8.11) and
Eq. (8.12).

8.3.2 Longitudinal optical phonon heating
Next, the lattice heating originating from the relaxation of the hot carriers will be investigated. To
extract a temperature for the LO phonon mode, it is assumed that the LO phonon mode is in a quasi-
equilibrium, described by the BOSE distribution n(h̄ωLO) for each time step. Hence, the temperature
TLO is obtained via: TLO = h̄ωLO/kB ln(1/n(h̄ωLO)+1)−1. The detailed calculation can be found in
App. D.1. Figure 8.5(left) shows the LO phonon temperature for increasing time. Within the first
picosecond the temperature increases up to TLO = 400 K. This rise is due to the pronounced emission
of LO phonons during the hot carrier relaxation, since an increasing temperature is directly connected
to the increasing LO phonon distribution. After 1 ps the temperature decreases on a slower timescale,
determined by the LO phonon lifetime τLO. The decrease of the temperature is further slowed down
since the hot carriers in the conduction band are located less than one LO phonon energy (h̄ωLO =
65 meV) above the CBM. A schematic drawing of this process is given in Fig. 8.5(right): After the
pulse excitation, the electrons relax towards the conduction band minimum around the X-valley. During
the down-scattering, LO phonons are emitted (blue wavy arrows) and the lattice is heated. Nearly
reaching the CBM the relaxation slows down if the electron distribution is less than one LO-phonon
energy h̄ωLO above the CBM since LO phonons cannot be further emitted. Instead, the absorption of
phonons (red wavy arrows) and the successive re-emission of LO phonons becomes more likely, leading
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Figure 8.6 | (a) Experimentally extracted electron distribution curves (EDCs), taken from
[Eic10]. The solid black lines display the best fit to the experimental data points. (b) Simu-
lated EDCs in the CB. The CB distributions are convoluted with a Gaussian pulse.

to el-LO scattering processes even at longer times. Therefore, the el-LO scattering dynamics leads to
slower temperature decrease, compared to the standard exponential decay with the LO lifetime τLO into
a BOSE distribution with the normal room temperature. For comparison, the exponential decay of the
temperature is plotted as dotted blue line in Fig. 8.5(left) if the scattering contributions in Eq. (8.13)
are neglected, that is, if the integral equals zero. In conclusion, the relaxation of hot carriers leads to a
lattice temperature which is well above the room temperature of T0 = 300 K, even after 8 ps. The next
subsection will show that the heated lattice couples back and influences the electronic system.

8.3.3 Comparison with the experiment

Now the numerics are compared with the experimental results of Eickhoff et al. [Eic10]. The mea-
surements are done with an angle- and time-resolved 2PPE spectroscopy, where a pump pulse excites a
high carrier concentration of nb = 1 ·1019 cm−3 from the valence band into the X-valley of the CB. The
probe pulse then tracks the momentum- and energy relaxation of the hot carriers in the CB as a function
of the delay time between the pulses Td, by lifting electrons to states above the vacuum energy. The
corresponding distribution curves of the carriers over the energy are extracted within an emission angle
of ±2◦ around the maximum intensity along the energy E−ECBM.

Electronic distribution curves - The collected data points of the 2PPE measurements are shown in
Fig. 8.6(a) for delay times Td = 0.1− 4 ps. To extract the electronic distribution, the data points are
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Figure 8.7 | Plot of the CB
temperature Tel and the chem-
ical potential µel. The graph
shows the theoretical results
(solid lines) and the values
of the experimentally extracted
EDCs in Fig. 8.6(a) (diamond
shaped symbols).

approximated with electronic distribution curves (EDCs). The model of the EDCs consists of a tem-
perature and chemical potential dependent FERMI function, multiplied with the density of states for the
bulk CB (∝

√
E−ECBM). The signal below E−ECBM = 0 as well as the protrusion at E−ECBM ≈ 1 eV

for Td = 0.1 ps does not originate from the CB distribution but arises from photoemission out of the
defect states within the band gap (below E−ECBM = 0) and from the ionization of the electrons in the
occupied Dup state (protrusion at E−ECBM≈ 1 eV) [Eic10]. To model the experimental inhomogeneous
broadening, the EDCs are additionally convoluted with a Gaussian with a full width at half maximum
(FWHM) of 0.15 eV. The data points for a time of Td = 0.1− 0.3 ps cannot be properly approximated
with EDCs [grey data points in Fig. 8.6(a)]. The corresponding EDCs, determined by the experiment,
are depicted as solid black lines. In the same manner the EDCs of the numerical simulations obtained
from Eq. (8.11) - (8.13) are extracted. For this purpose, the electronic distributions, shown for different
delay times in Fig. 8.3(a), are also multiplied with the bulk density of states and convoluted with a Gaus-
sian of 0.15 eV. The EDCs, extracted from the numerics, are shown in Fig. 8.6(b). It has been found that
the shift of the maxima of the EDCs for different times strongly depend on the el-el scattering time. The
best agreement is found for τ intra/inter

el,0 = 20 fs, which unsurprisingly suggests ultrafast el-el scattering .
In addition to the maximum shift, a signal decrease of the EDCs is visible. This is due to the scattering
from the CB to the Ddown band via surface recombination, which will be shown and discussed in Fig. 8.8.

Temperature and chemical potential - For a better comparison between experiment and theory, the
CB temperature Tel and the chemical potential µel, which are used for the experimentally determined
EDCs, are shown in Fig. 8.7 as red/blue diamond shaped symbols for Tel/µel. The simulated Tel and µel
curves are the calculated values of the temperature T b

el and the chemical potential µb
el of the local FERMI

equilbrium function in the CB f b,intra
el-el in Eq. (8.11). The comparison between experiment and theory

shows good agreement. The chemical potential obtained from the experiment and from the simulation
slightly differs for long times by about 0.1 eV. This could be due to the uncertainty of the chosen bulk
effective mass mbulk (see Table A.4). The temperature displays a strong decrease within the first ps, drop-
ping from Tel > 4000 K for t = 0 ps to Tel < 500 K for t = 1 ps. After 1 ps, the bulk temperature stays
well above room temperature (dotted grey line). This elevated temperature can also be found within a
time interval of more than 10 ps (not shown here). Unlike in the experimental data, which suggests that
the temperature even increases for 8 ps, the numerically obtained temperature slowly decreases since it
is connected to the decreasing lattice temperature, shown in Fig. 8.5: The elevated temperature of the
LO phonon mode couples back to the electronic bulk temperature, leading to the prolonged heating. The
best agreement between experiment and theory is achieved for a LO phonon lifetime of τLO = 10 ps,
which is supported by the values reported in silicon [UAS+97] and germanium [Oth98]. However, also
shorter lifetimes of 2 ps have been found in [MC84].

Density dependence - As it has been stated, the intensity of the EDCs decreases for increasing time
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which is directly connected to the density decrease in the CB. The main scattering channel out of the CB
is the interband scattering into the Ddown surface band via surface recombination [WKFR04, TIT09].
Figure 8.8 shows the bulk electron density nb. The experimental data for the density (diamond shaped
symbols) is obtained by the determination of the area of the EDCs in Fig. 8.6(a). The data of the simula-
tion is shown as a solid line. Similar to the temperature decrease, the CB electrons also exhibit a strong
density decrease within the first picosecond, mainly driven by the el-el interband scattering. Since the
el-el scattering time decreases with decreasing density, the scattering to the Ddown surface is consider-
ably slowed down after 1 ps. The further, slowed down decrease takes place under phonon emission
with a high parallel momentum, see also the dotted blue arrow in Fig. 8.3. The experimental data are in
very good agreement with the numerical results.

8.4 Conclusions
In conclusion, the conduction band - surface dynamics in silicon was investigated. While the bulk
and surface dynamics have been treated in a relaxation rate approximation, the LO phonon dynamics
was calculated with a more elaborate scheme via the reduced PEIERLS equation. Here, the dominant
LO phonon mode is considered, treated within the EINSTEIN model with a momentum independent
coupling strength. The comparison between experiment and theory shows very good agreement in the
energy distribution curves, the curve of the bulk temperature, as well as the conduction band density.
In particular, the simulations reproduce the elevated temperature of the conduction band carriers for a
time of Td = 8 ps. This indicates that during the relaxation of the hot carriers towards the conduction
band minimum, the dominant LO phonon mode is heated. Subsequently, it couples back to the system
via a heated lattice temperature. The long lasting elevated temperature of the LO mode is due to the
long phonon lifetime of τLO = 10 ps. Additionally, the emission of LO phonons is slowed down since
electrons, which are located less than one LO phonon energy above the conduction band minimum
cannot relax further down, leading to a heated electronic system compared to the normal exponential
decay.

As a consequence of the approximations made in the theoretical description of the system, the model
lacks quantum kinetic behavior and is mainly determined by the chosen scattering times. But it is
reasonable to assume that the lack of quantum kinetics for short times only weakly affects the long-time
behavior of the overall dynamics, in particular that of the hot carrier relaxation. Furthermore, since
the used parameters are supported by previous measurements on silicon and germanium, appropriate
scattering times have been applied for modelling the long-time dynamics in silicon. Concluding from
the good agreements between experiment and theory, and since a full quantum kinetic description of the
system is yet beyond numerical capacities, the theoretical model seems to be adequate for the description
of the experimental observations. As a further aspect, the dominant LO phonon mode could be treated
more thoroughly by regarding the momentum dependence. Also, other phonon branches should be
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8 BULK - SURFACE DYNAMICS IN SILICON

included. However, the feasibility of a more detailed treatment of the bulk-surface dynamics in silicon
must be further discussed in future investigations.
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Part IV

Intersublevel transitions in a quantum
dot
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Chapter 9

Intersublevel quantum dot model

9.1 Introduction
In the previous part, the main focus lay on the intersubband transitions in quantum wells. There, the
subband transition energies covered a certain spectral range due to their in-plane subband dispersion.
In terms of their usage in opto-electronic devices, such as lasers, this is a clear disadvantage since
lasers with a narrow bandwidth are preferred. Instead, nanostructures with discrete energy levels are
favourable. A possible candidate to achieve this are zero-dimensional nano-objects, so-called quantum
dots (QDs), where the full quantization of the electronic states can be gained by restricting the electronic
motion in all dimensions.

Consequently, after the successful growth of quantum wells, many efforts have been made towards
forming QDs, which succeeded in the eighties [EO81, GGM+85, RRA+88]. Nowadays the advances
in crystal growth techniques allow for a proper control of shapes and sizes of QDs [BGL99], finding
its use in low-threshold laser devices [Bim05], for single-photon emitters [SAB07] or entangled-photon
sources [CMD+10]. The most prevailed technique is the fabrication of self-assembled quantum dots
through the STRANSKI-KRASTANOV growth. Here, QDs are formed when a semiconductor material is
placed on a substrate which a large lattice mismatch. The resulting strain during the growth causes a
built up of small islands, the QDs.

In recent years it has also been proposed to use QDs for THz cascade lasers since it is expected that
the discrete energy spacing between the QD subbands (which lies in the few meV range) and the dots
low threshold should improve the performance of quantum cascade lasers (QCLs) [DS08]. Already,
successful demonstrations showed how to incorporate QDs in the quantum well QCLs [LNC+12].

The investigation of the intersublevel (ISL) dynamics of a quantum dot will be the subject of this
part. In particular, the model is focused on a single QD with strong electron-LO phonon (el-LO) in-
teraction. With the LO phonon energy being on the same order of magnitude as the ISL gap energy,
the scattering with LO phonons constitutes a major relaxation channel for non-radiative intersublevel
transitions. After introducing the general model system and the important interaction mechanisms in the
following section, the eigenvalues and the coupling matrix elements are determined in Sec. 9.2.1 and
Sec. 9.2.2. Theoretical tools for the development of the EOM are provided in Chap. 10. Subsequently,
the results will be presented in Chap 11. The main work has primarily been done by Sandra Kuhn and
can be found in [KSR+12].

9.2 General model system
The model system consists of a single electron in a spherical QD, having a fundamental gap energy of
a few eV between the valence (v) and the conduction (c) band. Each of the two bands contain two sub-
levels. In this chapter the interest lies in the sublevel transitions within one band. Hence, the dynamics
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Figure 9.1 | (a): Spherical quantum dot model. The dynamics is restricted to the conduction
band sublevels, where one electron (blue dot) is initially in an equilibrium position in the lower
conduction sublevel. The LO phonons (green arrow) of the system are in equilibrium with an
external phonon bath (yellow cloud). (b): Confinement potential and eigenfunctions for the first
two sublevels along one confinement direction.

will be restricted to the conduction band. The equilibrium position of the electron is in the lower con-
duction band sublevel c1. A schematic of the QD model is given in Fig. 9.1(a). As already mentioned
before, the interaction between electrons and LO phonons is now in the strong coupling regime and will
play a major role in the ISL dynamics [HVL+97]. Thus, when excited with an electromagnetic field
(drawn in the figure as a red pulse), the response of the QD is expected to exhibit distinct signatures of
the strong el-LO coupling (green arrow). As before, the LO phonons are given in terms of the creation
(b̂†

q) an annihilation operators (b̂q). In the previous part, Part III, the electronic and phononic opera-
tors could be factorized (〈â†â b̂†b̂ 〉 ≈ 〈â†â 〉〈b̂†b̂ 〉) and the phonons were treated as a bath, that is,
〈b̂†

qb̂q〉= nq, with the BOSE function nq.
In the QD, the setting is very different: Due to the strong el-LO coupling, correlations between the

carriers and the lattice vibrations cannot be neglected and a decoupling of their dynamics is impossible,
see also Chap. 10. However, the specific strong-coupling scenario will exclusively effect the LO phonon
mode. On the other hand, it is not the only mode present in the system. Thus, to account for the
coupling of the LO phonons to other phonon modes, an external reservoir of harmonic oscillators 〈b̂(†)

ξ
〉

is introduced [yellow cloud in Fig. 9.1(a)]. The weak interaction provides a more realistic treatment
of the coupling to the phonons, resulting in an equilibrium state of the system which depends on the
temperature of the external reservoir.

For the calculation of the dynamics, the following system Hamiltonian has to be considered:

Ĥsys = Ĥ0 + Ĥel-ph + Ĥem + Ĥext + Ĥph-ext, (9.1)

with the Hamiltonian of the external phonon bath Ĥext = ∑ξ ε
ξ

d̂†
ξ

d̂
ξ

and the Hamiltonian which couples

the LO phonons to the external phonon bath Ĥph-ext = ∑ξ ,q Aq
ξ

b̂†
qd̂

ξ
+∑ξ ,q Aq∗

ξ
d̂†

ξ
b̂q. The other Hamil-

tonians, that is the free-carrier Hamiltonian Ĥ0 = Ĥ0,el + Ĥ0,ph, the electron-phonon (el-ph) interaction
Hamiltonian Ĥel-ph, and the semi-classical electron-light Hamiltonian Ĥem, have already been introduced
in Sec. 2.3.2. The gap energy between the levels will be varied between 30 - 50 meV, which is a realistic
value for ISL transition energies [ZGC+09]. To model the dynamics, the coupling parameters must be
calculated. Consequently, the eigenfunctions and eigenenergies in the QD are presented in the following
subsections.
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9.2 GENERAL MODEL SYSTEM

9.2.1 Wave functions and eigenenergies
For the general QD model, the confinement potential Uconf is assumed to be parabolic:

Uconf(r) = meffωgr2, (9.2)

with the eigenfrequency ωg of the electron and the bulk effective mass meff of GaAs. The Cartesian
coordinates {x,y,z} are chosen as the real space basis set. The SCHRÖDINGER equation for the time-
independent part of the electronic wave function Ψel(r, t) = Φ(r)exp(− i

h̄ εt):

εΦ(r) =
[
− h̄∇2

r
2meff

+meffωgr2
]

Φ(r). (9.3)

Equation (9.3) is the differential equation for a single harmonic oscillator. The corresponding eigenen-
ergy has already been determined in Sec. 2.3.2 for the derivation of the el-ph Hamiltonian and reads:

εn = h̄ωgn with the sublevel gap energy εgap = ε2− ε1 = h̄ωg. (9.4)

Being fully confined, the electronic wave function are described by confinement functions in each di-
rection: Φl,m,n(r) = ζl(x)ζm(y)ζn(z)uc,k≈0(r). The eigenfunctions of the harmonic oscillator are known
as [CT99]:

ζn(x) =
(meffωg

π h̄

)1/4 1√
2nn!

Hn

(√
meffωg

h̄
x
)

e−
1
2

meffωg
h̄ x2

, (9.5)

with the Hermite polynomials Hn = (−1)nex2 ∂ n

∂xn e−x2
. Figure 9.1(b) shows the first and the second

confinement function along one direction. The two lowest eigenfunctions then read:

Φ1(r) = ζ0(x)ζ0(y)ζ0(z)

=
(meffωg

π h̄

)3/4
e−

1
2

meffωg
h̄ (x2+y2+z2), (9.6)

Φ2(A,B,C)(r) = Aζ1(x)ζ0(y)ζ0(z)+Bζ0(x)ζ1(y)ζ0(z)+Cζ0(x)ζ0(y)ζ1(z)

=
(meffωg

π h̄

)3/4
(

2meffωg

h̄

)1/2

(Ax+By+Cz)e−
1
2

meffωg
h̄ (x2+y2+z2). (9.7)

The second energy level is triply degenerated considering the eigenfunctions, where the constants A,B,C
are variable factors with |A|2+ |B|2+ |C|2 = 1.1 However, in reality, the degeneracy of the second energy
level is lifted by an anisotropic splitting [ZGC+09]. Thus, only one eigenfunction of the excited state has
to be considered in the following calculations. Within this work, it is assumed that with an appropriate
transformation scheme, two constants vanish and the third constant can be set to one. Without loss of
generality, the constants are chosen in following way: A = B = 0,C = 1.

9.2.2 Coupling matrix elements
With the wave functions obtained in the previous subsection, the coupling matrix elements for the elec-
tromagnetic and the el-LO coupling can be calculated according to Sec. 2.3.2.

Electric dipole matrix elements - Analogous to the determination of the matrix elements of the ISB
model, the integral of the dipole matrix element [Eq, (2.7)] can be decomposed into the lattice and

1For example, one possible combination of the three eigenstates is Φ2(1,0,0),Φ2(0,1,0),Φ2(0,0,1).
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cells vectors. Due to the chosen constants, only the integration of the confinement functions along the
z-direction remains: dαβ (z) = e0

∫
∞

−∞
ζ ∗α(z)zζ

β
(z). The dipole matrix elements then read:

dαβ (z) =

e0
π3/2

8
√

2

(
meffωg

π h̄

)3/2( 2meffωg
h̄

)1/2(
1
2

meffωg
h̄

)−5/2
for α 6= β ,

0 for α = β , (α,β = 1,2).
(9.8)

For other incoming directions of the electromagnetic field, the dipole matrix element equals zero due to
the above chosen constants A = B = 0.

Fröhlich form factors - Next, the matrix elements for the el-ph-Hamiltonian are evaluated similar
to Sec. 4.2.3. As mentioned, the interaction is considered between electrons and LO phonons. Thus, the
FRÖHLICH matrix elements gi j

q have to be calculated:

gi j
q = i

[
e2h̄ωLO

2 · ε0V
(ε−1

∞ − ε
−1
s )

] 1
2 1
|q|

∫
dreiqr

Φ
∗
i (r)Φ j(r)

= g3D
q F q

i j, (9.9)

with the 3D FRÖHLICH coupling matrix element g3D
q , the sublevel dependent FRÖHLICH form factors

F q
i j =

∫
dreiqr Φ∗i (r)Φ j(r) and the 3D wave vector q. Calculating the integrals, the form factors are:

F q
11 = e−

h̄
4meffωg |q|

2
and F q

22 =
h̄2qz−2meffωg

8meffωg
e−

h̄
4meffωg |q|

2

F q
12 = i

1
2
√

2

(
h̄

meffωg

)1/2

qze
− h̄

4meffωg |q|
2

and F q
12 = F q

21. (9.10)

Detailed calculations for the el-LO coupling matrix elements can be found in [Kuh11]. It should be noted
that in this general QD model, ISL gap energy is freely chosen. That means, that the eigenfrequency
ωg of the confinement potential is chosen according to our needs (but within the reasonable range of
40 - 60 meV). Nonetheless, the comparison of the general model with experimental data of InAs/GaAs
QDs led to good agreements considering the el-LO coupling strength [HVL+97, ZGC+09, SDW+11].
Therefore, the dynamics of this model system serves as a realistic model study of the el-LO interaction
in ISL QDs.
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Chapter 10

Theoretical framework

10.1 Hierarchy problem and induction method
As already investigated in Sec. 4.3, the dynamics of n-particle operators couples to (n+ 1)-particle
operators if the HEISENBERG EOM includes many-body Hamiltonians such as the FRÖHLICH interac-
tion. Unlike in the former part, where the correlation expansion has been used to solve the hierarchy
problem, this perturbative scheme cannot be applied to the ISL QD system due to the strong coupling
between electrons and phonons. Instead, the so-called induction method will be introduced, which is an
analytically exact solution of the EOMs under assumption of a fixed number of electrons in the system
[CRCK10] and the coupling to only one phonon branch. If the EOMs of the electronic quantities, such
as the electronic density or the microscopic polarization are evaluated for the model system, they couple
in higher orders solely to phonon operators, that is:

d
dt
〈â†

aâb〉el-ph ∼ 〈â†
c âd b̂(†)q 〉+ · · ·

d
dt
〈â†

c âd b̂(†)q 〉el-ph ∼ 〈â†
gâ j b̂

(†)
q b̂(†)q 〉+ · · · (10.1)

For the calculation of the EOMs, it is useful to find a general solution of the commutator of a single
phonon annihilation operator b̂q with a series of phonon creation operators

(
b̂†

q

)n
. This commutator is

given by [AHK99]:

[
b̂q′ ,
(
b̂†

q
)n
]
−
= n

(
b̂†

q
)n−1

δq,q′ (10.2)

Eq. (10.2) can be proven via the induction method and is also valid for the hermitian conjugate. With
this relation, it is possible to calculate the commutators for an arbitrary number of phonon operators.

Note that in the HEISENBERG EOM, the dynamics considering the el-ph Hamiltonian will be eval-
uated with the induction method. In contrast, the interaction of the system with the external phonon
reservoir is treated within the correlation expansion up to second order together with the bath assump-
tion 〈d̂†

ξ
d̂

ξ
〉= nξ (see Sec. 4.3) since the coupling to the external harmonic oscillators is assumed to be

weak.

10.2 Equations of motion
As stated in the previous section, the electronic operators couple in higher order to a series of LO phonon
creators and annihilators. Thus, it is reasonable to combine the sum of LO phonon operators by defining
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10 THEORETICAL FRAMEWORK

a n-phonon operator Bl,m
l′,m′ , indicating different LO phonon creators and annihilators with its indices:

B̂l,m
l′,m′ =

(
B̂†

nd

)l (
B̂†

d

)m(
B̂d

)m′ (
B̂nd

)l′

, (10.3)

with the abbreviations B̂(†)
nd = ∑q g21(∗)

q b̂(†)q and B̂(†)
d = ∑q(g

22(∗)
q −g11(∗)

q ) b̂(†)q . Here, the operators have

been split into the sum of phonons with diagonal coupling to the electrons (B̂(†)
d ) and the sum of phonons

which couple non-diagonally to the electronic coherence (B̂(†)
nd ). Later on it will be seen that by using

the n-phonon operators in the EOM, the set of dynamical equations obtain a well-arranged form.
In the same manner the electronic operators can be rewritten. In a two-level system, the pure elec-

tronic one-particle expectation values consists of three configurations: the microscopic ground state
density 〈â†

1â1〉, the excited state density 〈â†
2â2〉 and the microscopic polarization 〈â†

1â2〉 (and its com-
plex conjugate). The three electronic configurations can also be written as an operator joined with B̂l,m

l′,m′ ,
leading to the phonon-assisted electronic operators:

Ĝl,m
l′,m′ = â†

1â1B̂l,m
l′,m′ , Ê l,m

l′,m′ = â†
2â2B̂l,m

l′,m′ T̂ l,m
l′,m′ = â†

1â2B̂l,m
l′,m′ , (10.4)

where 〈Ĝ0,0
0,0〉, 〈Ê

0,0
0,0 〉,〈T̂

0,0
0,0 〉 are the pure electronic expectation values mentioned above. With these

abbreviations, the EOMs can be written in a compact manner. Before evaluating the dynamics of the
system, some further modifications are made. First, a correction of the n-particle equilibrium state is
performed by the introduction of WEYL operators in the next subsection. Then, to reduce the numerical
effort, the equations are calculated in the rotating frame picture, which will be explained in Sec. 10.2.2.
Subsequently, the equations are shown in the last subsection.

10.2.1 Weyl transformation
Treating the motion of a single electron, the electron picture has been used for the description of the
dynamics. But this picture results in an “anomaly” for the initial state of the system: Since the phonon
operators are connected to the electronic densities, the phonon dynamics is already driven for the initial
time t = 0 without external excitation if the EOMs for 〈b̂†

qb̂q〉 are derived with the system Hamiltonian
[Eq. (9.1)]. In particular, the lower sublevel which is occupied with one electron increases the phonon
number for t = 0. Thus, the system is not in an initial equilibrium state. This unphysical behavior is a
direct consequence of the electron picture since the phonon dynamics are not driven in other pictures,
for example, in the electron-hole picture [CK99], which is widely used for systems with large transition
energies. To maintain the equilibrium of the system at initial times, the phonon operators b̂(†)q are
expressed by new, renormalized phonons ˆ̃b(†)q via a WEYL transformation [Wey25]:

ˆ̃b(†)q = b̂(†)q + c with c =
1

h̄ωLO
∑
i,q

f (t=0)
i gii∗

q , (10.5)

with the transformation constant cq, which considers the electronic densities f (t=0)
i = 〈â†

i âi 〉(t = 0) for
the initial time. The transformation guaranties the equilibrium at the initial time since the new operator
ˆ̃b(†)q is not driven for t = 0. Expressing the old phonon operators by the new ones, the Hamiltonians then
read:

Ĥ0,el + Ĥ0,el + Ĥel-ph = ∑
i

εiâ
†
i âi +∑

q
h̄ωqb̂†

qb̂q +∑
i j,q

gi j
q â†

i âi (b̂
†
q + b̂q)

→ ˆ̃H0,el +
ˆ̃H0,el +

ˆ̃Hel-ph = ∑
i

ε̃iâ
†
i âi +∑

q
h̄ωq

ˆ̃b†
q

ˆ̃bq +

(
∑

i6= j,q
gi j

q â†
i âi (

ˆ̃b†
q +

ˆ̃bq)+∑
q

â†
2â2(g

d
q

ˆ̃b†
q +gd*

q
ˆ̃bq)

)
,

(10.6)
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with ε̃i = εi − 2∑q
gii

qg11∗
q

h̄ωLO
and gd(*)

q = (g22(∗)
q − g11(∗)

q ). Here, the initial conditions have been set to

f (t=0)
11 = 1− f (t=0)

22 = 1. The WEYL transformation leads to a renormalization of the energies, ε̃i and
a modification of the el-LO Hamiltonian. For the sake of clarity, the transformed operators ˆ̃b(†)q are
renamed to b̂(†)q and the calculations are performed with the WEYL operators.

10.2.2 Rotating frame picture

The next modification of the EOM is numerically motivated. Since the resolution of fast frequencies
require a fine discretization of the time steps, it is often useful to change into a rotating frame. Here, the
different phonon-assisted operators are decomposed into a slowly varying envelope part (marked with
the tilde-sign) and into the fast oscillating part with the rotating frequency ωR:

X̂ l,m
l′,m′ = X̃ l,m

l′,m′ · e
iωR(X)t . (10.7)

The phonon-assisted operators are X̂ = {B̂, Ĝ, Ê, T̂} and the corresponding rotation frequency is given
by ωR(B) = ωR(G) = ωR(E) = (l− l′)ωLO +(m−m′)ωLO and ωR(T ) = ωR(B)−ωgap. In the following
subsection, the HEISENBERG EOMs are presented for the full dynamics.1

10.2.3 Set of dynamic equations

Now the dynamics for the phonon-assisted expectation values can be calculated with the HEISENBERG
EOM by using the induction method, Eq. (10.2). For the expectation values with an arbitrary number of
phonon creators or annihilators, the EOMs then read:

−ih̄
d
dt
〈T̂ l,m

l′,m′〉=[i(l + l′+m+m′)γ +iD+(l− l′+m−m′)h̄ωLO− εgap] 〈T̂ l,m
l′,m′〉

+ lg2
21〈Ê

l−1,m
l′,m′ 〉− l′g2

21〈Ĝ
l,m
l′−1,m′〉−m′g2

eff〈T̂
l,m

l′,m′−1〉

+ 〈Ê l,m
l′+1,m′〉−〈Ĝ

l,m
l′+1,m′〉−〈T̂

l,m
l′,m′+1〉−〈T̂

l,m+1
l′,m′ 〉+ 〈Ê

l+1,m
l′,m′ 〉−〈Ĝ

l+1,m
l′,m′ 〉

+ h̄Ω(t) (〈Ê l,m
l′,m′〉−〈Ĝ

l,m
l′,m′〉)

−ih̄
d
dt
〈T̂ l,m

l′,m′〉|ph-ext, (10.8)

−ih̄
d
dt
〈Ĝl,m

l′,m′〉=[i(l + l′+m+m′)γ +(l− l′+m−m′)h̄ωLO] 〈Ĝl,m
l′,m′〉

+ l′g2
21〈T̂

l,m
l′−1,m′〉+ lg2

21〈T̂
l−1,m

l′,m′ 〉
∗

−〈T̂ l+1,m
l′,m′ 〉+ 〈T̂

l,m
l′+1,m′〉

∗+ 〈T̂ l+1,m
l′,m′ 〉

∗−〈T̂ l,m
l′+1,m′〉

+ h̄Ω(t) (〈T̂ l,m
l′,m′〉

∗−〈T̂ l,m
l′,m′〉)

−ih̄
d
dt
〈Ĝl,m

l′,m′〉|ph-ext, (10.9)

1In the numerical simulations, the dynamics is only calculated for the slowly varying parts, that is
d
dt

X̃ l,m
l′,m′ , since their EOMs

can be simulated with a less numerical effort than for the original operators. The time derivation of the original operators is then

re-obtained with the relation
d
dt

X̂ l,m
l′,m′ = (

d
dt

X̃ l,m
l′,m′ )e

iωR(X)t + iωR(X)X̃ , which can be verified if the time derivative is applied to
Eq. (10.7).
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−ih̄
d
dt
〈Ê l,m

l′,m′〉=[i(l + l′+m+m′)γ +(l− l′+m−m′)h̄ωLO] 〈Ê l,m
l′,m′〉

− l′g2
21〈T̂

l,m
l′−1,m′〉

∗+ lg2
21〈T̂

l−1,m
l′,m′ 〉+mg2

eff〈Ê
l,m−1
l′,m′ 〉−m′g2

eff〈Ê
l,m
l′,m′−1〉

+ 〈T̂ l+1,m
l′,m′ 〉−〈T̂

l,m
l′+1,m′〉

∗−〈T̂ l+1,m
l′,m′ 〉

∗+ 〈T̂ l,m
l′+1,m′〉

+ h̄Ω(t) (〈T̂ l,m
l′,m′〉−〈T̂

l,m
l′,m′〉

∗)

−ih̄
d
dt
〈Ê l,m

l′,m′〉|ph-ext, (10.10)

with g2
eff = ∑

q
|g22

q −g11
q |2 and g2

21 = ∑
q

(
g21

q
)2 and Ω(t) = d12E(t)/h̄. A dephasing time of the phonons

γ has been included, due to their finite lifetime. Also, a pure dephasing D of the polarization is taken
into account on a phenomenological level. Due to the one-electron assumption, the EOM of the pure
n-phonon operator can be obtained through the relation 〈B̂l,m

l′,m′〉= 〈Ĝ
l,m
l′,m′〉+ 〈Ê

l,m
l′,m′〉.

The differential equations for the expectation values considering the external phonon bath, that is
d
dt
〈X̂ l,m

l′,m′〉|ph-ext, are given in App. E. Due to the weak coupling of the system phonons to the external
phonon reservoir, the equations are calculated via the second-order correlation expansion. The external
bath equilibrates the LO phonons with the bath phonons, beginning from the time t = 0. Hence, to
correctly model the excitation dynamics, the excitation pulse must not be applied until the system has
found its equilibrium state.

10.2.4 Initial conditions
To model the dynamics, initial conditions for the system must be chosen. If decomposing the expec-
tation values of the phonon-assisted electronic operators 〈X̂ l,m

l′,m′〉 = 〈â
†
i â†

j〉〈B̂
l,m
l′,m′〉, the initial electronic

expectation values 〈â†
1â1〉(t0) = 〈Ĝ

0,0
0,0〉(t0), 〈â

†
2â†

2〉(t0) = 〈Ê
0,0
0,0 〉(t0) and 〈â†

1â†
2〉(t0) = 〈T̂

0,0
0,0 〉(t0) as well

as the expectation value for the n-phonon operator 〈B̂0,0
0,0〉(t0) have to be determined. The electronic

expectation values denote the probability to find the electron in the ground state (〈Ĝ0,0
0,0〉) and the excited

state (〈Ê0,0
0,0 〉), with a transition probability between the levels (〈T̂ 0,0

0,0 〉). If not otherwise noted, the initial

conditions for the electronic expectation values are 〈Ĝ0,0
0,0〉(t0) = 1−〈Ê0,0

0,0 〉(t0) = 1 and 〈T̂ 0,0
0,0 〉(t0) = 0.

For the initial conditions of 〈B̂l,m
l′,m′〉(t0), the WICK theorem is applied, which proves that the n-

phonon operator 〈B̂l,m
l′,m′〉(t0) can be split into all possible combinations of phonon density expectation

values [Mah00]. The initial condition for 〈B̂l,m
l′,m′〉(t0) then reads:

〈B̂l,m
l′,m′〉(t0) =

ρt,l︷ ︸︸ ︷
l!(g2

21)
lnl

LO δl,l′

ρd,m︷ ︸︸ ︷
m!(g2

eff)
mnm

LO δm,m′ = ρt,lρd,mδl,l′δm,m′ . (10.11)

A detailed derivation for the n phonon operator statistics can be found in [Kuh11]. Accordingly, the
initial conditions for the phonon-assisted electronic operators are:

〈X̂ l,m
l′,m′〉(t0) = 〈X̂

0,0
0,0 〉(t0)ρt,lρd,mδl,l′δm,m′ , (10.12)

with X̂ = {Ĝ, Ê, T̂}. The phonon distribution for the initial time is given by the BOSE distribution
function nLO = n(h̄ωLO).2

2Note, that the factorization of the electronic and the phononic expectation values is not correct: Being in the strong-coupling
regime, the correlations between the electrons and the LO phonons are not negligible (see Sec. 9.2). Hence, the initial conditions
do not necessarily lead to an initial equilibrium state. This deficit is fixed by the inclusion of the external phonon reservoir, which
equilibrates the system.
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Chapter 11

Absorption spectra

The equations Eq. (10.8) - (10.10) are analytically exact. Still, it is obvious that the solution for an
infinite number of orders is numerically impossible. Instead, the EOMs are solved until an certain or-
der n, which is determined by the convergence of the solution. To prove the accuracy of the induction
method, the EOMs are compared to two exactly solvable models: The independent Boson model and
the Jaynes-Cummings model. This is done in the next subsection. After benchmarking the induction
method, the full dynamics of the QD model system is considered and the absorption spectrum is calcu-
lated in Sec. 11.2. A conclusion of the ISL QD model system and the obtained results is given in the
last subsection.

11.1 Benchmarks
Independent Boson model - As a first benchmark, the independent Boson model (IBM) is investigated.
In the IBM, a two-level system interacts with a phonon bath via the diagonal coupling [Mah00]. Thus,
the non-diagonal FRÖHLICH coupling element g2

21 and the indices l, l′ in Eqs. (10.8)-(10.10) are set to
zero. To model the same conditions as the exactly solvable IBM, the external phonon bath is neglected as
well. The IBM describes the dynamics of the microscopic polarization under absorption and emission of
phonons if the two-level system is excited with an electromagnetic pulse. The interplay with an emitted
(absorbed) phonon can be seen in the absorption spectra as an additional peak multiple phonon energies
above (below) the main peak located around the sublevel gap energy εgap, also denoted as STOKES (anti-
STOKES) satellite peaks. To cover the whole energy spectrum, the electromagnetic field is assumed as a
delta-like pulse. This can be simulated by setting the initial condition of the phonon-assisted transition
operator to T̂ 0,0

0,0 = 0.5i.
Figure 11.1 shows the absorption spectrum, obtained by solving the Eqs. (10.8)-(10.10) until sixth

order for a temperature of T = 0 K on the left side and for varying temperatures on the right side. For the
calculations, GaAs parameters are used. The pure dephasing D is set to D = 0.4 meV (corresponding
to an inverse dephasing time of 0.6 ps−1). The gap energy has been set resonantly with the LO phonon
energy to enhance the el-ph interaction effects. For T = 0 K (red line), the STOKES peaks are clearly
visible at multiple LO phonon energies above εgap, which is for GaAs at h̄ωLO = 36 meV, while the
anti-STOKES peaks do not appear since no LO phonons can be absorbed at zero Kelvin. The line width
of the peaks is determined by the dephasing constant D. Additionally, the inset shows a smaller energy
scale around the detuned gap energy. Here, it can be seen that the main peak is shifted away from the
gap energy with an energy ∆LO to lower energies. This shift results from the formation of new el-ph
quasi-particles, so-called polarons. The polaron shift is given by ∆LO = g2

eff/εLO and renormalizes the
sublevel gap energy εgap. With the given parameters, the polaron shift equals ∆LO = 0.9 meV.

For T = 0 K, the proportional height of the STOKES peaks can be determined by the Poissonian
distribution: pi = p0 exp(−F)F i/i!, with the Huang-Rhys factor F = ∆LO/εLO and the height of the
ith peak pi, beginning from the main peak p0 [MK00]. Comparing the height of maxima in Fig. 11.1
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11 ABSORPTION SPECTRA
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Figure 11.1 | Left: Absorption spectrum on a logarithmic scale for the ISL QD model with only
diagonal coupling for T = 0 K, showing STOKES satellite peaks above the gap energy. Inset:
the maximum of the main peak is shifted away from the gap energy with a shift of ∆LO, due
to the formation of polarons. Right: The same spectrum for different temperatures: The anti-
STOKES peaks below the gap energy become visible for increasing temperature. The spectra
reproduce features of the independent Boson model.

for T = 0 K (marked with grey horizontal lines), the spectrum reproduces the Poissonian distribution
and leads to a Huang-Rhys factor of F ≈ 0.025, which is in agreement with several literature values
[HBG+01, SDW+11, BMS+03]. For increasing temperature, the anti-STOKES peaks become visible
(blue and green line), indicating the pronounced possibility of LO phonon absorption for higher temper-
atures. Therefore, the equations, derived via the induction method reproduce the main features of the
IBM.

Jaynes-Cummings model - Next, the Jaynes-Cummings model (JCM) is investigated which origi-
nates from the atomic quantum optics. Here, it describes the interaction of a two-level system with
a single-mode photon field with a fixed number of electrons [CTJDR92]. The photons only interact
non-diagonally with the electronic system. The JCM is now applied to the non-diagonal LO phonon
coupling. Therefore, the diagonal indices in Eqs. (10.8)-(10.10) are set to zero: m = m′ = 0 and the non-
diagonally coupled phonons play the role of the photons. Again, the external phonon bad is neglected
and a small pure dephasing of D = 0.4 meV is considered. Also, the gap energy is on resonance with
the LO phonon energy to enhance the interaction effects. Figure 11.2(left) shows the absorption spec-
trum for the model system for T = 0 K. Again, the initial condition for the phonon-assisted transition
operator have been set to T̂ 0,0

0,0 = 0.5i to model a delta pulse excitation. Now, the absorption spectrum
exhibits two peaks instead of one peak around the gap energy. The double-peak indicates the formation
of the polarons (in case of photons, the quasi-particles are called polaritons) with two new eigenenergies
h̄ω

nLO
+/−, originating from the strong coupling between the electrons and the non-diagonally coupled LO

phonons. The new eigenenergies of the system can be calculated with [SZ97]:

h̄ω
nLO
+/− = h̄ωLO(nLO +

1
2
)±
√

1
4
(εgap− h̄ωLO)2 +g2

21(nLO +1) (11.1)

For nLO = 0 and εgap = h̄ωLO, the energetic distance between the two main peaks equals ∆g21 = 2g21,
also denoted as vacuum RABI splitting in the case of photons.

If the gap energy εgap is varied, the splitting vanishes for large detuning between εgap and the LO
phonon energy εLO(= 36.4 meV). This is shown in Fig. 11.2(right): Here, the dark red line corresponds
to the spectrum in Fig. 11.2(left). For a negative detuning, that is εgap = 30 meV < εLO (light blue
line), the right peak shifts to higher energies and decreases in its signal strength while the left peak
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11.2 FULL DYNAMICS
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Figure 11.2 | Left: Absorption spectrum on a logarithmic scale for an ISL QD with only non-
diagonal coupling for T = 0 K. The sublevel energy εgap is on resonance with the LO phonon
energy εLO. The strong coupling leads to the formation of polarons and subsequently to a
RABI splitting of the energy, equal to the Jaynes-Cummings model. The distance of the two
peaks in the vacuum state is dependent on the FRÖHLICH coupling strength g21. Right: Linear
spectrum for varying sublevel gap energies. For increasing detuning, one peak increases and
shifts to the sublevel gap energy. The second peak decreases.
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Figure 11.3 | Linear ISL QD absorption
spectrum for a temperature of T = 50 K
including all contributions, for two differ-
ent sublevel gap energies. The spectrum
shows the RABI splitting of the peaks. If
the sublevel gap energy equals the pola-
ronic eigenenergy (dotted light line), the
RABI splitting is symmetric. Additionally,
split STOKES peaks appear.

increases and shifts towards the sublevel gap energy. On the other hand, for a positive detuning (εgap >
εLO), the splitting acts the opposite way, that is the right peak approaches εgap = εLO and the left peak
decreases (light orange line). In either way, for increasing detuning, one peak shifts to the sublevel
energy while the second peak vanishes (indicated with the arrows), eventually exhibiting one main
peak at the corresponding sublevel gap energy. Thus, the splitting is lifted for large detuning. This
characteristic behavior is in the JCM also denoted as an anti-crossing. The comparison of Eq. (11.1)
with the absorption spectrum Fig. 11.2, obtained with the induction method until sixth order, shows
good agreement.

11.2 Full dynamics

After benchmarking the equations Eqs. (10.8)-(10.10) in the limit of solely diagonal (IBM) and solely
non-diagonal coupling (JCM), the full dynamics of the ISL QD model is now investigated. The system is
excited with a weak Gaussian-shaped pulse with σ = 20 fs and the pure dephasing is set to D= 0.1 meV.
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11 ABSORPTION SPECTRA
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Figure 11.4 | ISL QD absorption spec-
trum of the main peak for three differ-
ent gap energies for T = 50 K. The dark
red curve corresponds to the spectrum
in Fig. 11.3. The satellite peaks are not
shown. For increasing gap energies, the
left peak shifts to lower energies and de-
creases while the right peak approaches
the polaronic eigenenergy.

Also, the external phonon bath is taken into account with an external bath temperature of T = 50 K.1

Fig. 11.3 shows the spectrum including the full dynamics for two different sublevel gap energies.
Here, signatures of both the diagonal and the non-diagonal coupling to the LO phonons can bee seen:
The main peak around the gap energy is split due to the strong non-diagonal coupling, similar to the
RABI splitting in the JCM. This indicates that (non-diagonal) polarons are formed. Additionally, one
LO phonon energy above the main peak, the STOKES peak, originating from the diagonal coupling, is
visible, see inset of Fig. 11.3. The satellite peak is split as well. The height of the satellite peaks is
modulated due to the Poissonian relation of the peak height in the IBM. For a gap energy on resonance
with the LO phonon energy (dark red line), the RABI splitting is asymmetric. This is caused by the
diagonal el-ph coupling: Similar to the IBM, the gap energy is renormalized with the polaron shift
∆LO of the diagonal polarons. Consequently, the RABI splitting is only symmetric if the polaron shift is
considered. Hence, for εgap = εLO+∆LO (dotted light line) the spectrum has a symmetric RABI splitting.

In the next step, the gap energy is detuned to larger energies between the levels. The resulting spectra
are shown in Fig. 11.4, where the RABI splitting is plotted around the gap energy for three different gap
energies εgap = 36.4 meV 40 meV and 50 meV. The dark red line corresponds to the dark red line in
the absorption spectrum of Fig. 11.4. Comparing the spectra for different εgap, it can be seen that the
height of one peak decreases for increasing gap energy and shifts to lower energies (indicated with the
dotted arrow on the left). For εgap = 50 meV (yellow line), the height of the low-energy peak is already
strongly reduced (and shifted) compared to the main peak. For negative detuning, the peaks act vice
versa (not shown here). This behavior is comparable to the anti-crossing the JCM. But unlike in the
JCM, the eventual position of the main peak is shifted by the diagonal polaron shift ∆LO. Thus, the
absorption spectra show that the el-ph interaction strongly influences the ISL QD dynamics. While for
a system in strong resonance with the LO phonon energy exhibits strong signatures of the non-diagonal
coupling (the RABI splitting), the diagonal coupling is pronounced for an increasing detuning between
the sublevel gap energy and the LO phonon energy (polaron shift).

11.3 Conclusions
In conclusion, the dynamics of an intersublevel quantum dot with strong electron-LO phonon coupling
has been derived via the induction method. After benchmarking the method in the limit of solely di-
agonal and non-diagonal coupling, the full dynamics have been investigated in the linear regime. Both
the diagonal and the non-diagonal coupling lead to different features, visible in the absorption spectra.
For a sublevel gap energy near the LO phonon energy, a RABI splitting of the peaks occurs due to the
non-diagonal electron-LO phonon coupling. Additionally, satellite peaks appear multiple LO phonon

1To check the dependence of the spectra on coupling to the external bath, the coupling values α,α ′ (see App. E) have been
varied. However, the strength of the coupling to the external bath does not lead to a qualitative change of the spectra.
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energies away from the main peak as a result of the diagonal electron-LO phonon coupling. For increas-
ing detuning between the gap energy and the LO phonon energy, the splitting is lifted and one main
peak arises around the gap energy, shifted by the diagonal polaron shift.

As a further outlook, it would be an interesting task to study the nonlinear effects of the strong
electron-LO phonon coupling. Considering the nonlinear regime, the strong coupling could lead to
further effects under strong field excitations such as the generation of coherent phonons. This is an
aspect which should be considered for future investigations.
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Chapter 12

Conclusion and outlook

In this work, the influence of the electron-electron- and electron-phonon coupling on the intersubband
dynamics of low-dimensional semiconductor nanostructures has been investigated. Using the HEISEN-
BERG equation of motion approach, the dynamics of intersubband quantum wells, bulk-surface dynam-
ics and intersublevel dynamics in a quantum dot was calculated.

First, the intersubband dynamics of an n-doped GaAs/AlGaAs quantum well was studied. In a per-
turbative ansatz, first-order memory effects for the equilibrium ground state distribution were included.
It could be seen that the COULOMB interaction leads to a renormalization of the equilibrium distri-
bution, resulting in a small deviation from the generally used FERMI function. Although the deviation
from the FERMI distribution lies only in the order of a few percent, the ground state correlations lead to a
new physical scenario at low temperatures by providing new electron-electron scattering channels. This
is directly visible in the absorption spectrum including electron-electron interactions. Consequently,
the line width of the resulting absorption spectra including ground state correlations are broadened up
to a factor of three (for T = 1 K) compared to the spectra neglecting ground state correlations. The
inclusion of electron-phonon scattering rates as an additional dephasing constant strongly reduces the
relative impact of the ground state correlations. However, to gain full insights into the impact of ground
state correlations, the electron-electron- and electron-phonon coupling should be included on the same
footing, since the ground state correlations must also be considered in the electron-phonon scattering.

Going to the non-equilibrium regime in quantum wells, the two-dimensional FOURIER transform
spectroscopy was treated to investigate the intersubband dynamics with the focus on the electron-phonon
interaction. To resolve relaxation processes, the 2D photon echo signal of an intersubband quantum well
sample was calculated. The study of the free carrier dynamics shows that the lack of correlations is vis-
ible as a symmetric signal. With the inclusion of the electron-phonon interaction, the two-dimensional
spectrum becomes asymmetric, revealing the main phonon-induced scattering channel from the upper
to the lower subband. Since the two-dimensional FOURIER transform spectroscopy is not limited to
relaxation processes but also allows insights into various many-body correlations, it would be a further
interesting aspect to include electron-electron interactions and to investigate other signals such as the
double quantum coherence signal.

Next, the bulk-surface dynamics in the silicon conduction band was examined. Calculating the
relaxation of a hot carrier distribution, the equations of motion for the bulk and the surface were de-
scribed within a relaxation rate approximation while the dominant dynamics of the LO phonon mode
was calculated using a reduced PEIERLS equation. In agreement with recent experiments the theoretical
simulations indicate that due to the emission of the dominant LO phonon mode during the relaxation
of the carriers, the heated phonons couple back to the system and subsequently lead to a prolonged
lifetime of heated carriers. To gain a more detailed insight into the coupling between the phonons and
the non-equilibrium carrier distribution, further investigations should consider the inclusion of the full,
momentum dependent PEIERLS equation.

In a zero-dimensional quantum dot, the intersublevel dynamics was studied. Here, a perturbative
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approach was not possible due to the strong interactions between electrons and longitudinal optical
phonons. By applying an induction method for the equations of motion, the electron-phonon interaction
could be considered up to an arbitrary order. The resulting absorption spectrum showed that for a
sublevel gap energy near the longitudinal optical phonon energy, the absorption line shape exhibits
signatures from both, the diagonal and the non-diagonal electron-phonon coupling. Resulting from the
diagonal coupling, STOKES peaks can be seen at multiples of the longitudinal optical phonon energy.
Furthermore, as a result of the strong non-diagonal coupling, a splitting of the absorption peak is visible.
These features weaken for an increasing detuning of the sublevel gap energy and the longitudinal optical
phonon energy. As an outlook, the study of the strong electron-longitudinal optical phonon interaction
should be expanded to the nonlinear regime. Here, the excitation with strong fields could lead to further
interesting effects, such as the generation of coherent phonons.
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Appendix A

Material parameters

Parameter Symbol Value Unit
free electron mass m0 5.6857 fs2eV/nm2

PLANCK constant h̄ 6.582 eVfs
BOLTZMANN constant kB 8.617 ·10−5 eV/K
dielectric constant (vacuum) ε0 5.526 ·10−2 e2/(eVnm)
elementary charge e0 1
speed of light c 299.7925 nm/fs

Table A.1 | Natural constants.

Parameter Symbol Value Unit
high frequency dielectric constant ε∞ 10.9
static dielectric constant εs 12.53
background dielectric constant εbg 12
bulk effective mass meff 0.067m0 fs2eV/ nm2

QD subband gap h̄ω 0.03 - 0.05 eV
LO-phonon energy h̄ωLO 0.0364 eV

Table A.2 | Numerical parameters for GaAs.

Well width subband gap energy lower subband effective mass upper subband effective mass
L εgap m1 m2

5 nm 210.66 meV 0.0777 m0 0.131 m0
9 nm 114.09 meV 0.0719 m0 0.0921 m0

10 nm 98.54 meV 0.0712 m0 0.0877 m0

Table A.3 | Numerical parameters for the GaAs intersubband quantum well.
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Parameter Symbol Value Unit
surface state width Ls 0.5 nm
fundamental gap (bulk-surface) εCBM 0.45 eV
LO phonon energy h̄ωLO 0.065 eV
initial electron density ninit 0.01 nm−3

effective bulk density of states mass mbulk 1.06 m0 fs2eV/nm2

effective surface mass msurf 0.19 m0 fs2eV/nm2

el-el intraband scattering time τ intra
el,0 20 fs

el-LO intraband scattering time τ intra
el-LO 180 fs

el-el interband scattering time τ inter
el,0 20 fs

el-LO interband scattering time τ inter
el-LO 100 ps

LO phonon lifetime τLO 10 ps
Ddown lifetime τDdown 7 ps

Table A.4 | Numerical parameters for Si.
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Appendix B

Scattering rates

B.1 Boltzmann scattering rates
The full linear equation including COULOMB interaction is:

d
dt

ρ12,k =− i
h̄
(ε2,k− ε1,k)ρ12,k− iΩ(t)( f2,k− f1,k)

(exchange)+
i
h̄ ∑

q6=0

[(
V q

2222−V q
2112

)
f2,k−q−

(
V q

1111−V q
2112

)
f1,k−q

]
ρ12,k

(exciton)− i
h̄ ∑

q6=0

[
V q

1212ρ12,k−q +V q
2211ρ21,k−q

](
f2,k− f1,k

)
(depolarization)+

i
h̄

V 0
2112 ∑

q6=0s′

[
ρ12,qs′ +ρ21,qs′

](
f2,k− f1,k

)
(scattering)−

(
∑
k′,q

Γdiagρ12,k + ∑
k′,q

Γndiag1ρ12,k−q + ∑
k′,q

Γ
∗
ndiag1ρ21,k−q

)
. (B.1)

Since in this model system the upper subband is assumed to be empty ( f2,k = 0), only a few scattering
terms do not vanish:

Γdiag =

γ ·V q
1111(2 ·V

q
1111−V k−q−k′

1111 )

{ε1,k′+q + ε1,k−q− ε1,k− ε1,k′}2 + h̄2
γ2

(
f1,k′ f

−
1,k′+q f−1,k−q + f1,k−q f1,k′+q f−1,k′

)
+

γ ·V q
2121(2 ·V

q
2121−V k−q−k′

1221 )

{ε1,k′ + ε2,k− ε2,k−q− ε1,k′+q}2 + h̄2
γ2

(
f1,k′ f

−
1,k′+q f−2,k−q

)
+

γ ·V q
2112(2 ·V

q
1221−V k−q−k′

2121 )

{ε1,k′ + ε2,k− ε1,k−q− ε2,k′+q}2 + h̄2
γ2

(
f1,k′ f

−
2,k′+q f−1,k−q

)
,

Γndiag1 =

−
γ ·V q

1111(2 ·V
q
2121−V k−q−k′

1221 )

{ε1,k′+q + ε2,k−q− ε2,k− ε1,k′}2 + h̄2
γ2

(
f1,k′+q f−1,k′ f

−
2,k

)
−

γ ·V q
2121(2 ·V

q
1111−V k−q−k′

1111 )

{ε1,k′ + ε1,k− ε1,k−q− ε1,k′+q}2 + h̄2
γ2

(
f1,k′+q f−1,k′ f

−
1,k + f1,k f1,k′ f

−
1,k′+q

)
,
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Γ
∗
ndiag1 =

−
γ ·V q

2112(2 ·V
q
2211−V k−q−k′

2211 )

{ε1,k′+q + ε1,k−q− ε2,k− ε2,k′}2 + h̄2
γ2

(
f1,k′+q f−2,k′ f

−
2,k

)
−

γ ·V q
2112(2 ·V

q
2211−V k−q−k′

2211 )

{ε1,k′ + ε1,k− ε2,k−q− ε2,k′+q}2 + h̄2
γ2

(
f1,k f1,k′ f

−
2,k′+q

)
,

with the abbreviation f−i,k = (1− fi,k). The other non-diagonal parts which are proportional to ρ12,k′ and
ρ12,k′+q are neglected. Note that the COULOMB potential in the HARTREE-FOCK contribution is treated
unscreened, whereas in the BOLTZMANN scattering terms screening is regarded (the tilde of V q was
dropped in the BOLTZMANN scattering terms).

B.2 Phonon scattering rates
In the following, the full dynamic equation, used in Chap. 6, and Chap. 7 is given. The subscript “corr”
will not be indicated in the phonon-assisted density matrix elements (PADs), that is, σcorr = σ . The full
equations are :

−ih̄
d
dt

f1,k = E(t)d12Im{p12,k}+2∑
q

g11
q Re{σ11

k+q‖,q,k−σ
11∗

k,q,k−q‖} (B.2)

+∑
q

g12
q

(
σ

21
k+q‖,q,k +σ

12∗
k,q,k−q‖ −σ

12
k,q,k−q‖ −σ

21∗
k+q‖,q,k

)
(B.3)

−ih̄
d
dt

f2,k =−E(t)d12Im{p12,k}+2∑
q

g22
q Re{σ22

k+q‖,q,k−σ
22∗

k,q,k−q‖} (B.4)

+∑
q

g21
q

(
σ

12
k+q‖,q,k +σ

21∗
k,q,k−q‖ −σ

21
k,q,k−q‖ −σ

12∗
k+q‖,q,k

)
(B.5)

−ih̄
d
dt

p12,k = (ε1,k− ε2,k)p12−E(t)d12( f2,k− f1,k)

+∑
q

g11
q σ

12
k+q‖,q,k +g11

q
∗
σ

21∗
k,q,k−q‖ −g21

q σ
11
k,q,k−q‖ −g12

q
∗
σ

11∗
k+q‖,q,k

+g21
q σ

22
k+q‖,q,k +g12

q
∗
σ

22∗
k,q,k−q‖ −g22

q σ
12
k,q,k−q‖ −g22

q
∗
σ

21∗
k+q‖,q,k, (B.6)

with the explicit equations for the phonon-assisted intersubband coherence:

−ih̄σ̇
12
k,q,k′ = (ε1,k− ε2,k′ − h̄ωLO)σ

12
k,q,k′

−g11
q
∗{−(1+nq)p12,k′ f1,k−nq(1− f1,k)p12,k′}

−g12
q
∗{(1+nq)(1− f2,k′) f1,k−nq(1− f1,k) f2,k′}

−g22
q
∗{(1+nq)(1− f2,k′)p12,k +nq p12,k f2,k′}

−g21
q
∗{−(1+nq)p12,k′ p12,k +nq p12,k p12,k′}, (B.7)

−ih̄σ̇
21
k,q,k′ = (ε2,k− ε1,k′ − h̄ωLO)σ

21
k,q,k′

−g11
q
∗{(1+nq)(1− f1,k′)p21,k +nq p21,k f1,k′}

−g12
q
∗{−(1+nq)p21,k′ p21,k +nq p21,k p21,k′}

−g22
q
∗{−(1+nq)p21,k′ f2,k−nq(1− f2,k)p21,k′}

−g21
q
∗{(1+nq)(1− f1,k′) f2,k−nq(1− f2,k) f1,k′}, (B.8)
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and the phonon-assisted intersubband density:

−ih̄σ̇
11
k,q,k′ = (ε1,k− ε1,k′ − h̄ωLO)σ

11
k,q,k′

−g11
q
∗{(1+nq)(1− f1,k′) f1,k−nq(1− f1,k) f1,k′}

−g12
q
∗{−(1+nq)p21,k′ f1,k−nq(1− f1,k)p21,k′}

−g22
q
∗{−(1+nq)p21,k′ p12,k +nq p12,k p21,k′}

−g21
q
∗{(1+nq)(1− f1,k′)p12,k +nq p12,k f1,k′}, (B.9)

−ih̄σ̇
22
k,q,k′ = (ε2,k− ε2,k′ − h̄ωLO)σ

22
k,q,k′

−g11
q
∗{−(1+nq)p12,k′ p21,k +nq p21,k p12,k′}

−g12
q
∗{(1+nq)(1− f2,k′)p21,k +nq p21,k f2,k′}

−g22
q
∗{(1+nq)(1− f2,k′) f2,k−nq(1− f2,k) f2,k′}

−g21
q
∗{−(1+nq)p12,k′ f2,k−nq(1− f2,k)p12,k′}. (B.10)
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Appendix C

Phase cycling matrix

Restricting the incoming electromagnetic pulse sequence to the third order and regarding the dipole
selection rules, where directional polarizations of even order vanish, 22 combinations remain:

(φ1),(φ2),(φ3),(3φ1),(3φ2),(3φ3),(2φ1−φ2),(2φ1−φ3),(2φ2−φ1),

(2φ2−φ3),(2φ3−φ1),(2φ3−φ2),(2φ1 +φ2),(2φ1 +φ3),(2φ2 +φ1),

(2φ2 +φ3),(2φ3 +φ1),(2φ3 +φ2),(φ1 +φ2−φ3),(φ1−φ2 +φ3),(−φ1 +φ2 +φ3),(φ1 +φ2 +φ3).
(C.1)

The prefactor of the phases, i.e. {l · φ1, m · φ1, n · φ1} corresponds to the subindices in the directional
polarizations Pl,m,n. Thus, 22 sets of phase combinations are needed to obtain the phase cycling matrix
of the system. With the sets, given in Table 7.1, the matrix yields:

ei(0·1+0·0+0·0) ei(0·0+0·1+0·0) . . . . . ei(0·3+0·0+0·0)

ei(0·1+0·0+ π
2 ·0) ei(0·0+0·1+ π

2 ·0) . . . . . ei(0·3+0·0+ π
2 ·0)

. . . .

. . . .

. . . .

. . . .

. . . .

. . . .

. . . .

. . . .

. . . .

. . . .

. . . .

. . . .

. . . .

. . . .

. . . .

. . . .

. . . .

ei(
3π
2 ·1+

π
2 ·0+π·0) ei(

3π
2 ·0+

π
2 ·1+π·0) . . . . . ei(

3π
2 ·3+

π
2 ·0+π·0)





P1,0,0
P0,1,0
P0,0,1

P2,−1,0
P2,0,−1
P0,2,−1
P−1,2,0
P−1,0,2
P0,−1,2
P1,1,−1
P1,−1,1
P−1,1,1
P1,1,1
P2,1,0
P2,0,1
P0,2,1
P1,2,0
P1,0,2
P0,1,2
P0,0,3
P0,3,0
P3,0,0



=



P(0,0,0)
P(0,0, π

2 )
P(π

2 ,0,π)
P(π

2 ,0,
π

2 )
P(π,0,0)
P(π,0, π

2 )
P( 3π

2 ,0, 3π

2 )
P(0,0, 3π

2 )
P(0,0,π)
P(π

2 ,0,
3π

2 )
P( 3π

2 ,0,π)
P( 3π

2 ,0, π

2 )
P(0, 3π

2 ,0)
P(0, π

2 ,
π

2 )
P(π

2 ,
π

2 ,π)
P(π, π

2 ,0)
P(π, π

2 ,
π

2 )
P( 3π

2 , π

2 ,
3π

2 )
P(0, π

2 ,
3π

2 )
P(0, π

2 ,π),
P(π

2 ,
π

2 ,
3π

2 )
P( 3π

2 , π

2 ,π)



.

(C.2)

By inverting the matrix, the prefactors for the directional polarizations Pk,l,m are obtained:
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Appendix D

Calculations for silicon

D.1 Relaxation rate approximation of the electron-phonon scatter-
ing terms

D.1.1 The reduced Peierls equation
Starting from the PEIERLS equation, the equation can be split into a long term limit and a short term
limit:

˙nLO,q =−
(

nLO,q−nBose, 300K

τLO

)
+

2π

h̄ ∑
k
|gk(,qLO)|

2
δ (ε3d

k+qLO
− ε

3d
k − h̄ωLO)[n+ f f−−n f− f ]

= long time limit+ short time limit, (D.1)

with n+ = (n+1), f− = 1− f . Now the short time term is evaluated:

2π

h̄ ∑
k
|gk(,qLO)|

2
δ (ε3d

k+qLO
− ε

3d
k − h̄ωLO) (D.2)

=
2π

h̄
V

8π3

∫ kmax

0
dk k2

∫ 2π

0
dφ

∫
π

0
dθ |gk(,qLO)|

2 sin(θ)δ (ε3d
k+qLO

− ε
3d
k − h̄ωLO)

no φ -dependence︷︸︸︷
=

2π

h̄
V

4π2

∫ kmax

0
dk k2

∫
π

0
dθ |gk(,qLO)|

2 sin(θ)δ (ε3d
k+qLO

− ε
3d
k − h̄ωLO)

=
2π

h̄
V

4π2

∫ kmax

0
dk k2

∫
π

0
dθ |gk(,qLO)|

2 sin(θ)δ (
h̄2

2mb
[q2 +2kqcosθ ]− h̄ωLO)

→ cosθ =
mbεLO

h̄2kq
− q

2k

=
2π

h̄
V

4π2

∫ kmax

0
dk k2|gk(,qLO)|

2 sin[arccos(
mbεLO

h̄2kq
− q

2k
)]

Assuming equal coupling: gk,q ∼ g︷︸︸︷
=

2π

h̄
V

4π2 g2
const

∫ kmax

0
dk k2 sin[arccos(

mbεLO

h̄2kq
− q

2k
)],

≈ 2π

h̄
V

4π2 g2
const

∫ kmax

0
dk k2 (D.3)

The approximation can be made due to a more numerical argument, since k2 sin[arccos(mbεLO
h̄2kq
− q

2k )]∼ k2

for q> 0.5nm−1 and since arccos(0) = π

2 . The integrand is approximately: k2 sin[arccos(mbεLO
h̄2kq
− q

2k )]∼
k2 ∀q,k. This leads to an overestimation of the value for small q, but since nq has to be considered in
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D CALCULATIONS FOR SILICON

ḟCB ∝ ∑q nq ∝
∫

q q2nq the overestimation for small nq is negligible. Hence:

ṅLO,q ≈−
(

nLO,q−nBose, 300K

τLO

)
+

1
τ intra

LO

∫ kmax

0
dk k2[n+ fεk+εLO f−εk

−n f−εk+εLO
fεk ]

=−
(

nq
LO−n300

τLO

)
+

1
τ intra

LO

√
2m3

bulk

h̄3

×
∫

εmax

0
dε
√

ε
[
n+

LO fCB(t,ε + h̄ωLO) f−CB(t,ε)−nLO fCB(t,ε) f−CB(t,ε + h̄ωLO)
]
, (D.4)

with 1
τ intra

LO
= 2π

h̄
V

4π2 g2
const and [mb] = fs2meV. 1

—————–

D.1.2 Derivation of the electron-longitudinal optical phonon rate equation
The microscopic equation is:

ḟk,|el-LO =
2π

h̄ ∑
q
|gk(,qLO)|

2
δ (εk+qLO

− εk− h̄ωLO)
[
n+LO fk+qLO

f−k −nLO f−k+qLO
fk

]
= Γin(1− fk)−Γout fk. (D.5)

the subscript “CB” n f has been dropped. For long times, the distribution f differs from the equilibrium
function f0 with a small deviation: f ≈ f0 +δ f .

ḟk,|el-LO = Γin(1− f0,k−δ fk)−Γout( f0,k +δ fk) =−(Γin +Γout)δ fk =− 1
τ intra

el-LO
δ fk, (D.6)

with the equilibrium assumption: Γin(1− f0,k) = Γout f0,k. This can be applied to Eq. D.5:

1
τ intra

el-LO
=

2π

h̄ ∑
q
|gk(,qLO)|

2
δ (εk+qLO

− εk− h̄ωLO)
[
n+LO f0,k+qLO

+nLO f−0,k+qLO

]
s.above︷︸︸︷
=

1/τ intra
LO︷ ︸︸ ︷

2π

h̄
V

4π2 g2
const

∫ qmax

0
dqq2

∫
π

0
dθ sinθ δ (

h̄2

2mb
[q2 +2kqcosθ ]− h̄ωLO)[n+ f −n f−]

→ q1,2 =−k cosθ ±
√

k2 cos2 θ +2
mb

h̄2 εLO

=
1

τ intra
LO

∫
π

0
sinθ(−k cosθ ±

√
k2 cos2 θ +2

mb

h̄2 εLO)
2[n+LO f0,εk+εLO −nLO f−0,εk+εLO

]

≈ 1
τ intra

LO
· [0.5−1.5], (D.7)

For Tphon ≈ 350 K, the integral equals 1. Thus, the scattering time in the reduced PEIERLS equation and
in the el-LO intraband rate equation are approximately equal, that is, τ intra

el-LO ≈ τ intra
LO . Thus, it is:

ḟ|el-LO(t,ε)≈−
1

τ intra
LO

δ fε =−
f (t,ε)− f0,phon(t,ε)

τ intra
LO

, (D.8)

with the FERMI function f0,phon with the phonon temperature Tphon: f b,intra
el-LO [ε,T b

LO,µ
b
LO].

1Units: [h̄] = meVfs, [m0] =
fs2meV

nm2 ,[ε0] =
e2

eV nm [∑k3D
= V

(8π3)

∫
dk k2 ∫ dφ

∫
dθ sin2(θ)] = V

(2π2)

∫
dk k2] = -,[δ ()] =

(meV)−1, [gk(,q)] = meV.
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D.2 DETERMINATION OF LOCAL/GLOBAL TEMPERATURES AND THE CHEMICAL POTENTIAL

D.2 Determination of local/global temperatures and the chemical
potential

The calculations of the chemical potential µ and the temperature T are necessary for the description of
the local distributions within the bulk and surface conduction band as well as the global equilibrium two
band distribution.

D.2.1 Density of states

The electron density nb, ns and the energy density ρε of the system is determined by summarizing over
all k states and the spin. Therefore, the density of states of the different bands has to be considered:

∑
σ ,k3d

= ∑
σ ,k

= 2∑
k
=

V
π2

∫
∞

0
d|k| |k|2 k→ε

=
V

π2h̄3

√
2m3

bulk

∫
∞

0
dε
√

ε, (D.9)

∑
σ ,k2d

= ∑
σ ,k

= 2∑
k
=

A
π

∫
∞

0
d|k| |k| k→ε

=
Amsurf

(h̄2
π)

∫
∞

0
dε, (D.10)

with ε = h̄2k2

2mbulk/surf
. In our case, it is more convenient to transform the k- into an ε- integral. In the Peierls

equation, this transformation has already been applied.

D.2.2 Electron distribution in different dimensions

Within the relaxation rate approximation, the electron distribution is assumed to relax into a local Fermi
distribution within the bulk ( f b,intra) and the surface band ( f s,intra), as well as into a global two band
Fermi distribution function of the combined bulk and surface system ( f tb) with respective µ and T .

f b,intra[ε,T b,µb] =
1

eβ (T b)(ε−µb)+1
, (D.11)

f s,intra[ε,T s] =

[
eβ (T s)ε

(eh̄2
β (T s)πnsurf/msurf −1)

+1

]−1

, (D.12)

f tb[ε,T tb,µ tb] =
1

eβ (T tb)(ε−µ tb)+1
, (D.13)

with β (T ) = 1/(kBT ), f s,inter = f tb[ε,T tb,µ tb] and f b,inter = f tb[ε + εgap,T tb,µ tb].

D.2.3 Energy density and electron density conservation

The electron density conservation is valid for all relaxation processes. For electron-electron processes,
additionally the energy density is conserved. Hence, for each time step, one can determine µ and T by
considering the particular conservation. Note that in the two-dimensional case, the density conservation
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D CALCULATIONS FOR SILICON

is already fulfilled for Eq. (D.12):

nb =
2
V ∑

k
f3d(tconst,εk)

!
=

2
V ∑

k
f b, intra[εk,T b,µb], (D.14)

ρε =
2

A/V ∑
k/k

εk · f2d/3d(tconst,εk)
!
=

2
V ∑

k/k
εk · f s/b, intra[εk,T s/b(,µb)], (D.15)

ntotal = nb +
1
Ls

ns =
2
V ∑

k
f3d(tconst,εk)+

2
ALs

∑
k

f2d(tconst,εk)

!
=

2
V ∑

k
f b, inter[εk,T tb,µ tb]+

2
ALs

∑
k

f s, inter[εk,T tb,µ tb], (D.16)

ρε,total = ρ
tb
ε,bulk +

1
Ls

ρ
tb
ε,surf =

2
V ∑

k
(εgap + εk) · f3d(tconst,εk)+

2
ALs

∑
k

εk · f2d(tconst,εk)

!
=

2
V ∑

k
εk · f b, inter[εk,T tb,µ tb]+

2
ALs

∑
k

εk · f s, inter[εk,T tb,µ tb]. (D.17)

D.2.4 Determination of the temperature for the dominant phonon mode
For each time step, the LO phonon mode is assumed to be in quasi-equilibrium with a phonon bath.
Thus the phonon temperature can be calculated for each time step via the boson distribution if the
phonon occupation is known:

nLO =
1

eβ (T )h̄ωLO −1
⇒ β (T ) = 1/kBT =

1
h̄ωLO

ln
(

1+nLO
nLO

)
(D.18)

D.2.5 Determination of the Gauss-convoluted bulk distribution
To adjust the resulting bulk relaxation f3d(tconst,ε) for constant times to experimental data, f3d(tconst,ε)
(multiplied with the 3d density of states) is convoluted with a Gaussian pulse G(ε):

[
f tconst
3d ◦G

]
(ε) =

∫
εmax

0
dε
′ f tconst

3d (ε ′)G(ε− ε
′) ·
√

ε ′ =
∫

εmax

0
dε
′ f tconst

3d (ε ′)A0e
(ε−ε ′)2

2(0.5σ)2
√

ε ′, (D.19)

with the FWHM of the Gaussian σ = 0.15 eV and
∫ −∞

∞
dε G(ε) = 1. The convoluted distribution func-

tion is then shifted on the energy axis to the conduction band minimum at ε = 0.27 eV.
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Appendix E

Dynamic equations of the quantum dot
considering the external phonon bath

In the following, the EOM of the dynamics of the phonon-assisted electronic operators,
d
dt
〈ÔB̂l,m

l′,m′〉|ph-ext,
are calculated with respect to the external phonon bath. The interaction with the other Hamiltonians have
already been calculated in Sec. 10.2.3. The interaction of the system variables with the external phonon
bath Ĥph-ext = ∑ξ ,q Aqb̂†

qd̂
ξ
+ c. c. has to be determined. Here, the coupling strength is assumed to be

equal for all ξ -modes: Aq(∗) = [α(g22∗
q −g11∗

q )+α ′g21
q ](∗). The equations for the phonon-assisted values

〈ÔB̂l,m
l′,m′〉 of a two-electron operator Ô = â†

i â j (i, j ∈ {1,2}) reads in second-order Born:

−ih̄
d
dt
〈ÔB̂l,m

l′,m′〉|ph-ext =−m′∑
ξ

α〈d̂ξ ÔB̂l,m
l′,m′−1〉g

2
eff − l′∑

ξ

α
′〈d̂ξ ÔB̂l,m

l′−1,m′〉g
2
21

+m∑
ξ

α
∗〈d̂ξ ÔB̂l,m−1

l′,m′ 〉g
2
eff + l ∑

ξ

α
′∗〈d̂ξ ÔB̂l−1,m

l′,m′ 〉g
2
21 (E.1)

The dynamics for the external bath-assisted values has to be calculated as well:

−ih̄
d
dt
〈d̂ξ ÔB̂l,m

l′,m′〉=(εR(Ô)− εξ )〈d̂ξ ÔB̂l,m
l′,m′〉

−α
∗〈ÔB̂l,m

l′,m′+1〉−α
′∗〈ÔB̂l,m

l′+1,m′〉

+mα
∗n(ξ )〈ÔB̂l,m−1

l′,m′ 〉g
2
eff + l α

′∗n(ξ )〈ÔB̂l−1,m
l′,m′ 〉g

2
21, (E.2)

−ih̄
d
dt
〈d̂†

ξ
ÔB̂l,m

l′,m′〉=(εR(Ô)+ εξ )〈d̂†
ξ

ÔB̂l,m
l′,m′〉

−m′α∗n(ξ )〈ÔB̂l,m
l′,m′−1〉g

2
eff − l′α ′∗n(ξ )〈ÔB̂l,m

l′−1,m′〉g
2
21

+α
∗〈ÔB̂l,m+1

l′,m′ 〉+α
′∗〈ÔB̂l+1,m

l′,m′ 〉, (E.3)

with the rotation energy εR(â†
i âi )

= [i(l + l′+m+m′)γ +(l− l′+m−m′)εLO] and εR(â†
i â j )

= [εRâ†
i âi )
−

iD− εgap]. n(ξ ) is the BOSE distribution function for an energy h̄ωξ . Expectation values such as
〈ÔB̃l,m

l′−i,m′+i〉 or 〈ÔB̃l+i,m−i
l′,m′ 〉, i =±1 are neglected since they represent higher orders than second-order

Born. For the numerics, the constants α,α ′ are set to one.
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