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1 Introduction

We consider model order reduction for linear time-invariant continuous-time differential-algebraic
systems or, also called, descriptor systems, of the form

E ẋ(t) = Ax(t) + B u(t),

y(t) = C x(t) + D u(t),
(1)

where E, A ∈ R
n,n, B ∈ R

n,m, C ∈ R
p,n and D ∈ R

p,m. Here, u, x and y denote, respectively,
the input, state and output of the system, and x0 ∈ Rn is the initial value. We call n the order
of system (1). The aim of model reduction is the approximation of (1) by

Ẽ ˙̃x(t) = Ã x̃(t) + B̃ ũ(t),

ỹ(t) = C̃ x̃(t) + D̃ ũ(t)
(2)

of order ℓ ≪ n. A typical requirement for the reduced-order model (2) is that it almost recapi-
tulates the input-output behavior of the original model (1).

For standard state space systems with E = I, a popular family of model reduction methods are
those related to balancing and truncation, see, e.g., (Gugercin and Antoulas 2004, Moore 1981).
These methods are based on the consideration of two energy functionals: one for the required
supply, i.e., the minimal energy that has to be put into the system to steer to a given state vector
x, and the other one for the available storage, i.e., the maximal energy that can be extracted from
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the system initialized by x. Those states x with large required supply and small available storage
do not contribute significantly to the input-output behavior of the system and can, therefore, be
eliminated without considerably changing the transition behavior of the system. An important
property of balancing-related model reduction methods is that they provide computable a priori
error bounds.

In Lyapunov-based balanced truncation (Moore 1981), available storage and required supply
are determined via Lyapunov matrix equations. This method can be applied to asymptotically
stable systems only, and an H∞-norm error bound in terms of Hankel singular values is provided.
This allows to determine the L2-distance between the outputs y and ỹ of systems (1) and (2)
driven by a square integrable input u = ũ.

Another balancing-related model reduction method is linear-quadratic Gaussian (LQG) ba-
lanced truncation (Jonckheere and Silverman 1983). Available storage and required supply are
defined via integrals over sum of squares of inputs and outputs, and they can be determined by
solving certain algebraic Riccati equations. This method is not restricted to asymptotically stable
systems anymore, and it provides error bounds in the gap metric which is, roughly speaking,
a measure for the distance of the dynamics of two systems. By the results in (Georgiou and
Smith 1990), the availability of a priori error bounds in the gap metric makes LQG balancing
perfectly suitable as a model reduction method for unstable plants, and can, therefore, be used
for the design of low-order controllers (Curtain 2003).

Lyapunov-based balanced truncation has been generalized to descriptor systems in (Stykel
2004). This method requires the solution of generalized Lyapunov equations which involve so-
called spectral projectors that decouple the system into differential and algebraic components.
A drawback of this approach is that numerical computation of such projectors may be ill-
conditioned and is, in general, impossible without further knowledge of the structural properties
of the system.

In this paper, we aim to extend LQG balanced truncation to descriptor systems. The method
we introduce is not based on a decoupling of differential and algebraic parts but rather considers
descriptor systems as a whole. It is based on the generalized algebraic Riccati equations of type

AXT + XAT + BBT − (XCT + BDT )(I + DDT )−1(CXT + DBT ) = 0,

EXT − XET = 0,
(3)

and

AT Y + Y T A + CT C − (Y T B + CT D)(I + DT D)−1(BT Y + DT C) = 0,

ET Y − Y T E = 0.
(4)

This kind of equations has been considered previously in (Kawamoto et al. 1999, Xin 2008, Zhang
et al. 2009, Yang et al. 2001) in the context of linear-quadratic optimal control of descriptor
systems. The problem with those results on solvability of (3) and (4) is that they impose the too
strong requirement of impulse-freeness of the system (Yang et al. 2001), or they are based on
rather abstract theoretical conditions on the involved matrices (Kawamoto et al. 1999, Xin 2008,
Zhang et al. 2009), which are, in general, difficult to verify. Besides developing an LQG balanced
truncation model reduction method for descriptor systems, we also present novel solvability
criteria for the generalized Riccati equations (3) and (4) in terms of systems theoretic properties
of descriptor systems, such as strong stabilizability and strong detectability.

This paper is organized as follows. Section 2 introduces the notation and some background
material from linear algebra and systems theory. In Section 3, we analyze the generalized alge-
braic Riccati equations (3) and (4) and give criteria for the existence of stabilizing solutions of
these equations. Section 4 deals with LQG balanced truncation model reduction for descriptor
systems. An error bound in the gap metric is also given. Finally, in Section 5, we present some
numerical examples.
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2 Matrix and Control Theoretic Preliminaries

Throughout this paper, R
n,m denotes the set of n×m real matrices, whereas Gln(R) stands for

the set of n × n real invertible matrices. We denote by R(s) the field of real rational functions,
and by R(s)n,m the set of n × m matrices whose entries belong to R(s). The set of complex
numbers with negative real part is denoted by C

−. We denote by AT and A∗, respectively, the
transpose and the conjugate transpose of a matrix A. The rank, the image and the kernel of A
are denoted by rankA, imA and kerA, respectively. Furthermore, σ(A) stands for the spectrum
of a square matrix A. Within block matrices, the symbol ⋆ represents unspecified blocks. The
identity of size n is denoted by In or simply by I, if the dimension can be obtained from the
context. We use A > 0 (A ≥ 0), if the matrix A is symmetric, positive definite (semi-definite),
and A1/2 stands for a matrix square root of A ≥ 0. Finally, ‖ · ‖ denotes the Euclidean vector
norm or the spectral matrix norm. The latter is defined as a maximal singular value of a matrix.

Let sE−A be a matrix pencil with E, A ∈ R
n,n. Then sE−A is called regular if det(sE−A) 6≡ 0.

A pencil P (s) = sE − A is called even if P (−s)T = P (s), i.e., if E = −ET and A = AT .
For a regular pencil sE−A, finite eigenvalues are the numbers λ ∈ C such that det(λE−A) = 0.

If E is singular, then sE − A has also an eigenvalue at infinity. A pencil sE − A is called stable
if all its finite eigenvalues belong to C

−. Any regular pencil sE −A can be transformed into the
Weierstraß canonical form

WET =

[
Inf

0
0 N

]
, WAT =

[
J 0
0 In∞

]
,

where W, T ∈ Gln(R), J ∈ Rnf ,nf is in Jordan form and N ∈ Rn∞,n∞ is nilpotent (Gantmacher
1959). The eigenvalues of J are the finite eigenvalues of sE − A, and N corresponds to the
eigenvalue at infinity. The index of nilpotency of N is called the index of sE −A. In case of the
index of sE − A being not greater than one, we speak of impulse-freeness.

Definition 2.1: A subspace V ⊂ R
n is called right deflating subspace of a pencil sE −A with

E, A ∈ R
m,n if for a full column rank matrix V ∈ R

n,k with im V = V, there exists an l ≤ k
and matrices U ∈ R

m,l and Ê, Â ∈ R
l,k such that EV = UÊ and AV = UÂ, or, equivalently,

(sE − A)V = U(sÊ − Â).

For system (1) with B ∈ R
n,m, C ∈ R

p,n, D ∈ R
p,m and E, A ∈ R

n,n such that the pencil
sE − A is regular, a transfer function G ∈ R(s)p,m is given by

G(s) = C(sE − A)−1B + D.

Conversely, we refer to (1) as a realization of G and denote it also by [E, A, B, C, D]. The
symbol Σn,m,p stands for the set of systems with n-dimensional state, m-dimensional input and
p-dimensional output, and we write [E, A, B, C, D] ∈ Σn,m,p.

A transfer function G ∈ R(s)p,m is called proper if lims→∞ G(s) exists. If, moreover,
lims→∞ G(s) = 0, then G is called strictly proper. A transfer function G ∈ R(s)p,m is called
stable, if all its poles are in C

−. To expedite calculations with transfer functions, we also use the
notation

G(s) =

[
sE − A B

C D

]
.

We now recall the concept of system equivalence (Dai 1989, p. 10).

Definition 2.2: Two systems [Ei, Ai, Bi, Ci, Di] ∈ Σn,m,p, i = 1, 2, are called system equivalent
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if there exist W, T ∈ Gln(R) such that

[
sE1 − A1 B1

C1 D1

]
=

[
W 0
0 Ip

] [
sE2 − A2 B2

C2 D2

] [
T 0
0 Im

]
.

It is easy to see that system equivalence is an equivalence relation on Σn,m,p and that two
equivalent systems have the same transfer function.

Using the transfer function, certain norms and distance measures for linear control systems
can be introduced. The space RHm

2 consists of all strictly proper and stable functions in R(s)m.
For g ∈ RHm

2 , the H2-norm is given by

‖g‖2 =

√
1

2π

∫
∞

−∞

‖g(iω)‖2dω.

It is well-known (Zhou et al. 1996, p. 97) that the H2-norm induces an inner product and, via
inverse Laplace transform, the space RHm

2 can be isometrically and densely embedded in the
Lebesgue space Lm

2 (R+) of square integrable R
m-valued functions defined on R

+ = [0,∞).
The space Hp,m

∞ consists of all analytical and bounded p×m-valued functions. We further define
RHp,m

∞ = Hp,m
∞ ∩R(s)p,m, i.e., RHp,m

∞ consists of all stable and proper functions in R(s)p,m. The
H∞-norm of G ∈ RHp,m

∞ is defined by

‖G‖∞ = sup
ω∈R

‖G(iω)‖.

A (right) coprime factorization of G ∈ R(s)p,m is given by a function

[
M
N

]
with N ∈ RHp,m

∞

and M ∈ RHm,m
∞ such that G(s) = N(s)M−1(s), and there exist Xr ∈ RHm,m

∞ and Yr ∈ RHm,p
∞

that satisfy the Bézout identity

Xr(s)M(s) + Yr(s)N(s) = Im.

A coprime factorization is called normalized, if, additionally, the equation

MT (−s)M(s) + NT (−s)N(s) = Im

holds true. The range

im

[
M
N

]
=

{[
Mg
Ng

]
: g ∈ RHm

2

}
⊂ Hm+p

2

of a normalized coprime factorization expresses the graph of G, i.e., the frequency domain coun-
terpart of the set of input-output pairs of system (1) that realizes G.

Using normalized coprime factorizations, another distance measure for general transfer func-
tions can be introduced.

Definition 2.3: Let transfer functions G1,G2 ∈ R(s)p,m with normalized coprime factoriza-

tions
[
MT

1 , NT
1

]T
and

[
MT

2 , NT
2

]T
be given. Let Π1, Π2 : RHm+p

2 →RHm+p
2 be orthogonal

projectors such that

imΠ1 = im

[
M1

N1

]
, imΠ2 = im

[
M2

N2

]
.
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Then the gap between G1 and G2 is defined via

δg(G1,G2) = ‖Π1 − Π2‖L(RH
m+p

2 ),

where ‖·‖L(RH
m+p
2 ) denotes the norm of bounded linear operators mapping RHm+p

2 into RHm+p
2 .

It is shown in (Vidyasagar 2001) that δg(·, ·) fulfills the axioms of a metric. The gap metric
can alternatively be characterized as follows.

Theorem 2.4 : (Sefton and Ober 1993) Let transfer functions G1,G2 ∈ R(s)p,m with norma-

lized coprime factorizations
[
MT

1 , NT
1

]T
and

[
MT

2 , NT
2

]T
be given. Then

δg(G1,G2) = max
{
~δg(G1,G2), ~δg(G2,G1)

}
,

where ~δg(G1,G2) is the directed gap between G1 and G2 that is given by

~δg(G1,G2) = inf
Q∈H

m,m
∞

∥∥∥∥
[
M1

N1

]
−

[
M2

N2

]
Q

∥∥∥∥
∞

.

Similarly to standard state space systems (Lancaster and Rodman 1995), certain system theo-
retic conditions such stabilizability and detectability will be needed to guarantee the solvability
of generalized algebraic Riccati equations. For descriptor systems, these concepts are defined
as follows, see (Bunse-Gerstner et al. 1999, Dai 1989). We will present the definitions purely
in terms of linear algebraic properties of the matrices involved in (1). For a systems theoretic
interpretation of all these concepts, see (Zhou et al. 1996, Sec. 2 & 3)

Definition 2.5: Let E, A ∈ R
n,n, B ∈ R

n,m and C ∈ R
p,n. Let r = rankE and Zl, Zr ∈ R

n,n−r

be full rank matrices such that imZl = ker ET and im Zr = kerE.

i) The triple (E, A, B) is called finite dynamics stabilizable, if rank[λE − A, B ] = n for all
λ ∈ C\C

−.
ii) The triple (E, A, B) is called impulse controllable, if rank[E, AZr, B ] = n.
iii) The triple (E, A, B) is called strongly stabilizable, if it is both finite dynamics stabilizable and

impulse controllable.
iv) The triple (E, A, C) is called finite dynamics detectable, if rank[λET − AT , CT ] = n for all

λ ∈ C\C
−.

v) The triple (E, A, C) is called impulse observable, if rank[ET , AT Zl, CT ] = n.
vi) The triple (E, A, C) is called strongly detectable, if it is both finite dynamics detectable and

impulse observable.

We further call the realization [E, A, B, C, D] finite dynamics stabilizable (detectable), impulse
controllable (observable), strongly stabilizable (detectable), if the respective property is fulfilled
by the triple (E, A, B) ((E, A, C)).

3 Generalized Algebraic Riccati Equations

In this section, we discuss the solvability and solution structure of the generalized algebraic
Riccati equations (3) and (4). For reasons of duality, we focus on equation (4) in most cases. As
for standard Riccati equations (Lancaster and Rodman 1995), the set of solutions of generalized
algebraic Riccati equations is by far not unique. Before we specify solutions of particular interest,
we introduce the matrices

RX = I + DDT , RY = I + DT D. (5)
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It is not difficult to see that RX > 0 and RY > 0. Furthermore, it follows from DT R−1
X = R−1

Y DT

that

I − DR−1
Y DT = R−1

X , I − DT R−1
X D = R−1

Y . (6)

Thus, we may rewrite the generalized algebraic Riccati equations (3) and (4) as

(A − BDT R−1
X C)XT + X(A − BDT R−1

X C)T + BR−1
Y BT − XCT R−1

X CXT = 0,
EXT − XET = 0,

and

(A − BR−1
Y DT C)T Y + Y T (A − BR−1

Y DT C) + CT R−1
X C − Y T BR−1

Y BT Y = 0,
ET Y − Y T E = 0,

respectively.

Definition 3.1: Solutions X, Y ∈ R
n,n of the generalized algebraic Riccati equations (3) and

(4) are called stabilizing, if the pencils

sE − (A − (XCT + BDT )R−1
X C),

sE − (A − BR−1
Y (BT Y + DT C))

are both stable and impulse-free.

Note that equations in (4) are slightly more special than the equations

AT Y + Y T A + Q + Y T RY = 0, ET Y − Y ET = 0

with symmetric matrices Q, R ∈ R
n,n considered in (Kawamoto et al. 1999, Xin 2008, Zhang

et al. 2009). There solvability conditions were presented, which are based on the inertia of certain
matrices composed of A, Q and R. However, these conditions lack of system theoretic interpre-
tation and are difficult to check in practice. The work (Yang et al. 2001) studies the generalized
algebraic Riccati equation (4) with D = 0 and also additionally presumes the rather strong and
needless assumption that the pencil λE − A is impulse-free.

It immediately follows that strong stabilizability and strong detectability are necessary for the
existence of stabilizing solutions of (3) and (4). The following theorem includes that sufficiency
holds as well.

Theorem 3.2 : Let [E, A, B, C, D] ∈ Σn,m,p be strongly stabilizable and strongly detectable.
Then the following holds true:

(i) There exist the stabilizing solutions X and Y of the generalized algebraic Riccati equations
(3) and (4), respectively.

(ii) The stabilizing solutions X1 and X2 of (3) and Y1 and Y2 of (4) satisfy EXT
1 = EXT

2 and
ET Y1 = ET Y2.

(iii) A solution X of (3) is stabilizing if and only if EXT ≥ 0.
(iv) A solution Y of (4) is stabilizing if and only if ET Y ≥ 0.
(v) There exist the stabilizing solutions X and Y of (3) and (4), respectively, such that I+XY T

is invertible.

3.1 Auxiliary Results for Generalized Algebraic Riccati Equations

First, we prove several auxiliary facts which we require for the proof of Theorem 3.2.
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Lemma 3.3: (Kawamoto et al. 1999) Two stabilizing solutions Y1 and Y2 of the generalized
algebraic Riccati equation (4) satisfy ET Y1 = ET Y2.

Lemma 3.4: Let [E, A, B, C, D] ∈ Σn,m,p be strongly stabilizable and strongly detectable.
A solution Y of (4) is stabilizing if and only if ET Y ≥ 0.

Proof Using (5) and (6), we rewrite the generalized algebraic Riccati equation (4) as

ĂT Y + Y T Ă + C̆T C̆ = 0, ĔT Y = Y T Ĕ,

where Ĕ = E, Ă = A − BR−1
Y (BT Y + DT C) and C̆ = [ CT R

−1/2
X , Y T BR

−1/2
Y ]T . The strong

detectability of (E, A, C) clearly implies the strong detectability of (E, Ă, C̆). Then the desired
equivalence is now a direct consequence of the results in (Takaba et al. 1994) on generalized
Lyapunov equations. �

The following lemma establishes a relation for solutions of the generalized Riccati equations
for two equivalent systems. The proof is straightforward and, therefore, omitted.

Lemma 3.5: Let a realization [E, A, B, C, D] ∈ Σn,m,p be given and let W, T ∈ Gln(R). Then

X and Y are stabilizing solutions of (3) and (4), respectively, if and only if, for Ê = WET ,

Â = WAT , B̂ = WB, Ĉ = CT , the matrices

X̂ = WXT−T and Ŷ = W−T Y T

are stabilizing solutions of

ÂX̂T + X̂ÂT + B̂B̂T − (X̂ĈT + B̂DT )(I + DDT )−1(ĈX̂T + DB̂T ) = 0,

ÊX̂T − X̂ÊT = 0,

ÂT Ŷ + Ŷ T Â + ĈT Ĉ − (Ŷ T B̂ + ĈT D)(I + DT D)−1(B̂T Ŷ + DT Ĉ) = 0,

ÊT Ŷ − Ŷ T Ê = 0.

An essential feature of solutions of standard algebraic Riccati equations is their correspondence
to certain eigenspaces of Hamiltonian matrices. This concept is now extended to generalized
Riccati equations. The role of eigenspaces of Hamiltonian matrices is now inherited by deflating
subspaces of the even matrix pencils

HX(s) =

[
CT R−1

X C −sET + (A − BDT R−1
X C)T

sE + A − BDT R−1
X C −BR−1

Y BT

]
, (7)

HY (s) =

[
BR−1

Y BT −sE + A − BR−1
Y DT C

sET + (A − BR−1
Y DT C)T −CT R−1

X C

]
(8)

for the generalized algebraic Riccati equations (3) and (4), respectively. It can be easily verified
that (4) is equivalent to

HY (s)

[
Y
−I

]
=

[
I

Y T

]
(sE − A + BR−1

Y (BT Y + DT C)).

In the following lemma, the eigenstructure of HY (s) is analyzed.

Lemma 3.6: Let [E, A, B, C, D] ∈ Σn,m,p be strongly stabilizable and strongly detectable. Then
the pencil HY (s) is regular, impulse-free and has no finite eigenvalues on the imaginary axis.
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Proof First, we prove that HY (iω) is invertible for all ω ∈ R. This will imply that HY (iω) is
regular and has no purely imaginary finite eigenvalues. Let x1, x2 ∈ C

n satisfy

[
BR−1

Y BT −iωE + A − BR−1
Y DT C

iωET + (A − BR−1
Y DT C)T −CT R−1

X C

] [
x1

x2

]
= 0. (9)

Then

0 =

[
x1

−x2

]∗ [
BR−1

Y BT −iωE + A − BR−1
Y DT C

iωET + (A − BR−1
Y DT C)T −CT R−1

X C

] [
x1

x2

]

= x∗
1BR−1

Y BT x1 + x∗
2C

T R−1
X Cx2

+ x∗
1(−iωE + A − BR−1

Y DT C)x2 − x∗
2(iωET + AT − CT DR−1

Y BT )x1.

Since the first two summands are real and nonnegative, and the last two summands are purely
imaginary, the positive definiteness of RX and RY implies that BT x1 = 0 and Cx2 = 0. Then
(9) gives rise to (−iωE + A)x2 = 0 and (iωET + AT )x1 = 0. Thus, due to finite dynamics
stabilizability and finite dynamics detectability of [E, A, B, C, D], we obtain that x1 = 0 and
x2 = 0.

It remains to show that the index of HY (s) is at most one. Assume that x10, x20, x11, x21 ∈ R
n

such that

[
0 −E

ET 0

] [
x10

x20

]
= 0,

[
BR−1

Y BT A − BR−1
Y DT C

(A − BR−1
Y DT C)T −CT R−1

X C

] [
x10

x20

]
=

[
0 −E

ET 0

] [
x11

x21

]

In particular, we have ET x10 = 0 and Ex20 = 0. Then a multiplication of the second equation
from the left by the row vector

[
xT

10, −xT
20

]
gives

xT
10BR−1

Y BT x10 + xT
20C

T R−1
X Cx20

+ xT
10(A − BR−1

Y DT C)x20 − xT
20(A − BR−1

Y DT C)T x10

= −xT
10Ex21 − xT

20E
T x11 = 0

Applying the same argumentation as before, we obtain that BT x10 = 0 and Cx20 = 0. Therefore,

Ex20 = 0, Ax20 = −Ex21, Cx20 = 0,

ET x10 = 0, AT x10 = ET x11, BT x10 = 0,

or, equivalently,




E
ZT

l A
C


 x20 = 0,




ET

ZT
r AT

BT


x10 = 0.

The assumption of impulse observability and impulse controllability then leads to x10 = 0 and
x20 = 0. �

Lemma 3.7: Let [E, A, B, C, D] ∈ Σn,m,p be strongly stabilizable and strongly detectable and
let r = rank E. Then HY (s) has a unique r-dimensional deflating subspace V corresponding to
the eigenvalues in the open left half-plane. Furthermore, vT HY (s)v = 0 for all v ∈ V.

Proof Since HY (s) is impulse-free and has no purely imaginary finite eigenvalues, the deflating
subspace corresponding to the finite eigenvalues is of dimension 2r. The existence of a unique
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r-dimensional deflating subspace V corresponding to the eigenvalues in C
− is now a consequence

of the results in (Thompson 1976) for even matrix pencils.
Let V, U ∈ R

2n,r and A− ∈ R
r,r with imV = V and σ(A−) ⊂ C

− satisfy

HY (s)V = U(sI − A−).

Then for HY (s) = sE −A holds U = EV and, thus, EV A− = AV . Using ET = −E and AT = A,
we obtain that

V TEV A− = V TAV = AT
−V TET V = −AT

−V TEV.

Hence, V TEV fulfills the Lyapunov equation

AT
−(V TEV ) + (V TEV )A− = 0.

Since A− is stable, we get V TEV = 0. Hence, V TAV = V TEV A− = 0. Altogether, we have
V T HY (s)V = 0 or, equivalently, vT HY (s)v = 0 for all v ∈ V. �

Lemma 3.8: Let [E, A, B, C, D] ∈ Σn,m,p strongly stabilizable and strongly detectable and
let r = rank E. Let V be an r-dimensional deflating subspace of HY (s) corresponding to the

eigenvalues in C
−. Let V1, V2 ∈ R

n,r such that V = im

[
V1

V2

]
. Then rank(EV2) = r.

Proof Let W1, W2 ∈ R
n,r and A− ∈ R

r,r with σ(A−) ⊂ C
− satisfy

[
BR−1

Y BT −sE + A − BR−1
Y DT C

sET + (A − BR−1
Y DT C)T −CT R−1

X C

] [
V1

V2

]
=

[
W1

W2

]
(sI − A−).

Then

[
0 −E

ET 0

] [
V1

V2

]
A− =

[
BR−1

Y BT A − BR−1
Y DT C

(A − BR−1
Y DT C)T −CT R−1

X C

] [
V1

V2

]
.

The stability of A− clearly implies its invertibility.
Assume now that rank(EV2) < r. Then we can show that the space ker(EV2) is A−1

− -invariant.

For any v ∈ ker(EV2), we find that w = A−1
− v fulfills

BR−1
Y BT V1w + (A − BR−1

Y DT C)V2w = 0. (10)

Making use of this identity, we obtain that

0 =

[
V1w
V2w

]T [
BR−1

Y BT A − BR−1
Y DT C

(A − BR−1
Y DT C)T −CT R−1

X C

] [
V1w
V2w

]

=wT V T
2 (A − BR−1

Y DT C)T V1w − wT V T
2 CT R−1

X CV2w

=((A − BR−1
Y DT C)V2w)T V1w − wT V T

2 CT R−1
X CV2w

= − wT V T
1 BR−1

Y BT V1w − wT V T
2 CT R−1

X CV2w

and, hence, BT V1w = 0 and CV2w = 0. Once again using (10), we get AV2w = 0. The finite
dynamics detectability of (E, A, C) particularly implies that [ 0 ·E−AT , CT ] = [−AT , CT ] has
full row rank. Hence, V2A

−1
− v = V2w = 0. Thus, ker(EV2) is A−1

− -invariant. This implies that
ker(EV2) is also A−-invariant.
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Let the columns of V0 ∈ R
n,r0 , r0 > 0, form a basis of ker(EV2). Then the columns of the

matrix

[
V10

V20

]
=

[
V1V0

V2V0

]

span an r0-dimensional deflating subspace of HY (s). Therefore, there exist A0 ∈ R
r0,r0 with

σ(A0) ⊂ σ(A−) ⊂ C
− and W10, W20 ∈ R

n,r0 such that

[
BR−1

Y BT −sE + A − BR−1
Y DT C

sET + (A − BR−1
Y DT C)T −CT R−1

X C

] [
V10

V20

]
=

[
W10

W20

]
(sI − A0).

By argumenting as before, we obtain that BT V10 = 0 and CV20 = 0. Then the relation

[
0 −sE + A

sET + AT 0

] [
V10

V20

]
=

[
W10

W20

]
(sI − A0)

holds true. In particular, for an eigenvector v0 ∈ C
r0\{0} of A0 corresponding to the eigenvalue

λ ∈ C
−, we have

(−λET − AT )V10v0 = −W20(λI − A0)v0 = 0.

Together with BT V10v0 = 0, this implies that (V10v0)
∗[−λE−A, B ] = 0. Due to the assumption

of finite dynamics stabilizability, we have V10v0 = 0. This implies W20v0 = 0. Since, on the other
hand, we have W10v0 = −EV20v0 = 0, the relation

r0 = rank

[
V10

V20

]
= rank

[
W10

W20

]
< r0

holds true. This is a contradiction. Thus, rank(EV2) = r. �

We now characterize a set of stabilizing solutions in the case where E has a special structure.

Definition 3.9: We call a realization [E, A, B, C, D] ∈ Σn,m,p with r = rank E semi-explicit if

E =

[
Ir 0
0 0

]
, A =

[
A11 A12

A21 A22

]
, B =

[
B1

B2

]
, C =

[
C1 C2

]
, (11)

where A11 ∈ R
r,r, A12 ∈ R

r,n−r, A21 ∈ R
n−r,r, A22 ∈ R

n−r,n−r, B1 ∈ R
r,m, B2 ∈ R

n−r,m and
C1 ∈ R

p,r, C2 ∈ R
p,n−r.

Note that any realization can be transformed into a semi-explicit form by computing, for
example, a singular value decomposition of E. The name semi-explicit is due to the property
that E structured as in (11) causes that a part of the derivative of the state vector occurs
explicitly, while the remaining part is of pure algebraic nature.

Lemma 3.10: Let [E, A, B, C, D] ∈ Σn,m,p be a strongly stabilizable and strongly detectable
realization in the semi-explicit form (11). Let V be an r-dimensional deflating subspace of HY (s)
corresponding to the eigenvalues in C

− and let

V = im




V11

V12

V21

V22
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for some V11, V21 ∈ R
r,r, V12, V22 ∈ R

n−r,r. Then V21 is invertible. Moreover, Y ∈ R
n,n is

a stabilizing solution of the generalized Riccati equation (4) if and only if

Y =

[
V11V

−1
21 0

(V12 − Y0V22)V
−1
21 Y0

]
,

where Y0 ∈ R
n−r,n−r solves the quadratic equation

(A22 − B2R
−1
Y DT C2)

T Y0 + Y T
0 (A22 − B2R

−1
Y DT C2) + CT

2 R−1
X C2 − Y T

0 B2R
−1
Y BT

2 Y0 = 0. (12)

Proof The invertibility of V21 follows from Lemma 3.8. The remaining statements are proven in
Lemma 1 of (Kawamoto et al. 1999). �

3.2 Proof of Theorem 3.2

We are now prepared to prove the main result of this section. For the generalized Riccati equation
(4), the statements (ii) and (iv) of Theorem 3.2 immediately follow from Lemmas 3.3 and 3.4.
The corresponding results for (3) can be obtained by duality. Since (i) is a direct consequence
of (v), it remains to show (v) only.

By Lemma 3.5, we have that for invertible matrices W, T ∈ R
n,n, stabilizing solutions X

and Y of the generalized algebraic Riccati equations (3) and (4) are related to those associated

with the system [Ê, Â, B̂, Ĉ, D] = [WET, WAT, WB, CT, D] via X̂ = WXT−T , Ŷ = W−T Y T .

Consequently, I+XY T = W−1(I+X̂Ŷ T )W and, hence, it suffices to prove the statement for the
semi-explicit case (11) with, additionally, A22 = AT

22 ≤ 0. Such a form can always be achieved
by an appropriate choice of W and T .

Let

VX = im




V11X

V12X

V21X

V22X


 , VY = im




V11Y

V12Y

V21Y

V22Y




with V11X , V21X , V11Y , V21Y ∈ R
r,r, V12X , V22X , V12Y , V22Y ∈ R

n−r,r be the r-dimensional stable
deflating subspaces of the pencils HX(s) and HY (s) as in (7) and (8). Then by Lemma 3.10
stabilizing solutions of (3) and (4) are given by

X = W−1

[
V11XV −1

21X 0

(V12X − XT
0 V22X)V −1

21X XT
0

]T

T T , Y = W T

[
V11Y V −1

21Y 0

(V12Y − Y0V22Y )V −1
21Y Y0

]
T−1,

where X0, Y0 ∈ R
n−r,n−r solve the equations

(A22−B2D
T R−1

X C2)X
T
0 + X0(A22−B2D

T R−1
X C2)

T +B2R
−1
Y BT

2 −X0C
T
2 R−1

X C2X
T
0 = 0, (13)

(A22−B2R
−1
Y DT C2)

T Y0 + Y T
0 (A22−B2R

−1
Y DT C2) + CT

2 R−1
X C2 − Y T

0 B2R
−1
Y BT

2 Y0 = 0. (14)

Lemma 3.4 implies that the matrices −V11XV −1
21X and −V11Y V −1

21Y are both symmetric and

positive semi-definite. Then I + (−V11XV −1
21X)(−V11Y V −1

21Y ) is invertible. Hence, it suffices to
show that there exist solutions X0 and Y0 of (13) and (14) such that I + X0Y

T
0 is invert-

ible. Since (E, A, B) is impulse controllable and (E, A, C) is impulse observable, we have
rank[A22, B2] = rank[AT

22, CT
2 ] = n − r. Furthermore, since λ = 0 is the only eigenvalue of A22

which is not in C
−, the triple (I, A22, B2) is stabilizable and (I, A22, C2) is detectable. Hence,
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the triples (I, A22 − B2R
−1
Y DT C2, B2) and (I, A22 − B2D

T R−1
X C2, C2) are also stabilizable and

detectable, respectively. Using the theory for standard algebraic Riccati equations (Lancaster
and Rodman 1995), equations (13) and (14) have symmetric solutions such that X0 ≥ 0 and
Y0 ≥ 0. As a consequence, the matrix I + X0Y

T
0 is invertible. Hence, this also holds true for

I + XY T .

3.3 Lyapunov -based Balanced Truncation for Coprime Factorization

We now show that the stabilizing solution Y of the generalized Riccati equation (4) can be used
to construct a normalized coprime factorization of the realization [E, A, B, C, D] ∈ Σn,m,p of
G ∈ R(s)p,m. The subsequent result is proven in (Liu et al. 1997) for the case D = 0. Since
an extension to general D is straightforward, we omit the proof.

Theorem 3.11 : Let a realization [E, A, B, C, D] ∈ Σn,m,p of G ∈ R(s)p,m be strongly sta-
bilizable and strongly detectable, and let Y be a stabilizing solution of the generalized algebraic
Riccati equation (4). Then a normalized right coprime factorization of G is given by

[
M(s)
N(s)

]
=




sE − A − BK BR
−1/2
Y

K R
−1/2
Y

C + DK DR
−1/2
Y


 =:

[
sErcf − Arcf Brcf

Crcf Drcf

]
, (15)

where K = −R−1
Y (BT Y + DT C).

Next we prove that the stabilizing solutions of the generalized algebraic Riccati equations (3)
and (4) solve certain generalized Lyapunov equations associated with the realization (15) of the
normalized coprime factorization of G.

Theorem 3.12 : Let a realization [E, A, B, C, D] ∈ Σn,m,p of G ∈ R(s)p,m be strongly stabiliz-
able and strongly detectable, and let X and Y be the stabilizing solutions of the generalized Riccati
equations (3) and (4) such that I + XY T is invertible. Then the matrices P = (I + XY T )−1X
and Q = Y solve the generalized Lyapunov equations

ArcfP
T + PAT

rcf + BrcfB
T
rcf = 0, ErcfP

T − PET
rcf = 0, (16)

AT
rcfQ + QT Arcf + CT

rcfCrcf = 0, ET
rcfQ − QT Ercf = 0, (17)

where Ercf Arcf , Brcf and Crcf are as in (15).

Proof Equation (17) directly follows from (4) and the definition of Ercf , Arcf , Brcf and Crcf .
In order to show (16), we first observe that the relation ErcfP

T = PET
rcf is an immediate

consequence of

ET (I + Y XT ) = (I + Y T X)ET , (I + XY T )−1X = X(I + Y T X)−1.

For the remaining part, consider the identities

− (I + XY T )BrcfB
T
rcf(I + Y XT ) = −BR−1

Y BT − XY T BR−1
Y BT − BR−1

Y BT Y XT

− XY T BR−1
Y BT Y XT , (18)

− BR−1
Y BT = (A − BDT R−1

X C)XT + X(A − BDT R−1
X C)T − XCT R−1

X CXT , (19)

− CT R−1
X C = (A − BR−1

Y DT C)T Y + Y T (A − BR−1
Y DT C) − Y T BR−1

Y BT Y. (20)



13

Substituting (20) in (19) and (19) in (18), we obtain that

−BrcfB
T
rcf = (I + XY T )−1

(
(A − BDT R−1

X C)XT + X(A − BDT R−1
X C)T

+ XY T (A − BR−1
Y DT C)XT + X(A − BR−1

Y DT C)T Y XT

− XY T BR−1
Y BT Y XT − XY T BR−1

Y BT

− BR−1
Y BT Y XT − XY T BR−1

Y BT Y XT
)
(I + Y XT )−1.

Reordering the terms in the right-hand side, we have

−BrcfB
T
rcf = (I + XY T )−1

(
(I + XY T )(A − BR−1

Y (BT Y + DT C))XT

+ X(A − BR−1
Y (BT Y + DT C))(I + Y XT )

)
(I + Y XT )−1

= ArcfP
T + PAT

rcf .

Thus, equation (16) is fulfilled. �

Theorem 3.12 shows that solutions P and Q of the generalized Lyapunov equations can be
constructed from the stabilizing solutions X and Y of the generalized Riccati equations (3) and
(4). It is also well known for standard systems, that the solutions can be used for model reduc-
tion by balanced truncation. We will now present an accordant result for stable and impulse-free
descriptor systems [E, A, B, C] ∈ Σn,m,p and can be seen as an alternative to (Stykel 2004)
for Lyapunov-based balanced truncation of descriptor systems. In the following lemma we con-
sider balanced truncation of semi-explicit realizations. One can show that the solutions of the
Lyapunov equations (16) and (17) have the structure

P =

[
Γ ⋆
0 ⋆

]
, Q =

[
Θ 0
⋆ ⋆

]
.

Similar as in the case of standard systems, we may apply a further state space transformation
which preserves semi-explicit structure and, moreover, the blocks Γ and Θ in the transformed
Gramians are diagonal.

Lemma 3.13: Let a stable, impulse-free and semi-explicit system [Ĕ, Ă, B̆, C̆, D̆] ∈ Σn,m,p

be given and let r = rank Ĕ. Let P, Q ∈ R
n,n fulfill the corresponding generalized Lyapunov

equations

ĂP T + PĂT + B̆B̆T = 0, ĔP T − PĔT = 0,

ĂT Q + QT Ă + C̆T C̆ = 0, ĔT Q − QT Ĕ = 0.
(21)

Further, assume that for some diagonal matrices Γ = diag(γ1, . . . , γr) ∈ R
r,r and

Θ = diag(ϑ1, . . . , ϑr) ∈ R
r,r with non-negative numbers γ1, . . . , γr, ϑ1, . . . , ϑr such that

γ1ϑ1 ≥ γ2ϑ2 ≥ . . . ≥ γℓϑℓ > γℓ+1ϑℓ+1 ≥ . . . ≥ γrϑr

there holds

P =

[
Γ ⋆
0 ⋆

]
, Q =

[
Θ 0
⋆ ⋆

]
.
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Then for

Sℓ =

[
Iℓ 0 0
0 0 In−r

]

and the matrices Ẽ = SℓĔST
ℓ , Ã = SℓĂST

ℓ , B̃ = SℓB̆, C̃ = C̆ST
ℓ P̃ = SℓPST

ℓ , Q̃ = SℓQST
ℓ holds

ÃP̃ T + P̃ ÃT + B̃B̃T = 0, ẼP̃ T − P̃ ẼT = 0,

ÃT Q̃ + Q̃T Ã + C̃T C̃ = 0, ẼT Q̃ − Q̃T Ẽ = 0.
(22)

Moreover, the transfer function

G̃(s) =

[
sẼ − Ã B̃

C̃ D

]
(23)

fulfills

‖G − G̃‖∞ ≤ 2
r∑

k=ℓ+1

√
γkϑk. (24)

Proof The validity of (22) follows by simple calculations. To show (24), we first make use of
(Takaba et al. 1994) to see that the solvability of (21) implies that sE − A is impulse-free. As
a consequence, we have that for the partition as in (11) the matrix A22 ∈ R

n−r,n−r is invertible
and G can be represented as

G(s) =(C1 − C2A
−1
22 A21)(sIr − (A11 − A12A

−1
22 A21))

−1(B1 − A12A
−1
22 B2).

Analogously, partitioning system (23) as

Ẽ =

[
Iℓ 0
0 0

]
, Ã =

[
Ã11 Ã12

Ã21 Ã22

]
, B̃ =

[
B̃1

B̃2

]
, C =

[
C̃1 C̃2

]
,

we have Ã22 = A22, B̃2 = B2, C̃2 = C2 and, for Ŝ =
[
Iℓ 0ℓ,r−ℓ

]
, Ã11 = ŜA11Ŝ

T , Ã12 = ŜA12,

Ã21 = A21Ŝ
T , B̃1 = B1Ŝ

T , C̃1 = ŜC1. Consequently, G̃ is given by

G̃(s) =(C̃1 − C̃2Ã
−1
22 Ã21)(sIℓ − (Ã11 − Ã12Ã

−1
22 Ã21))

−1(B̃1 − Ã12Ã
−1
22 B̃2)

=((C1 − C2A
−1
22 A21)Ŝ

T )(sIℓ − Ŝ(A11 − A12A
−1
22 A21)Ŝ

T )−1(Ŝ(B1 − A12A
−1
22 B2)),

Since, furthermore (21) implies that

0 =(A11 − A12A
−1
22 A21)Γ + Γ(A11 − A12A

−1
22 A21)

T

+ (B1 − A12A
−1
22 B2)(B1 − A12A

−1
22 B2)

T ,

0 =(A11 − A12A
−1
22 A21)

T Θ + Θ(A11 − A12A
−1
22 A21)

+ (C1 − C2A
−1
22 A21)

T (C1 − C2A
−1
22 A21),

the inequality (24) is now a direct consequence of the results for the error bound of standard
balanced truncation for systems governed by ordinary differential equations (Glover 1984). �
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4 LQG Balanced Realizations

In this section, we present an LQG balanced truncation model reduction method for the de-
scriptor system (1) which relies on the stabilizing solutions X and Y of the generalized Riccati
equations (3) and (4).

4.1 LQG Gramians and LQG Balancing

First, we define LQG Gramians and LQG balanced realizations for descriptor systems. This will
lead to a new set of invariants for0 descriptor systems, namely, LQG characteristic values.

Definition 4.1: Let [E, A, B, C, D] ∈ Σn,m,p be strongly stabilizable and strongly detectable,
and let X and Y be stabilizing solutions of the generalized Riccati equations (3) and (4), re-
spectively. We call the matrices EXT and ET Y , respectively, the LQG controllability Gramian
and the LQG observability Gramian of [E, A, B, C, D].

Note that, in contrast to stabilizing solutions of the generalized algebraic Riccati equations
(3) and (4), the LQG Gramians are unique by Theorem 3.2 (ii). Furthermore they have the
following energy interpretation. Consider the available storage, i.e., the maximal energy that can
be extracted from system (1), given by

Jas(x0) = − max
u∈L2(R+)m

{
−

∫
∞

0
‖u(τ)‖2 + ‖y(τ)‖2dτ

∣∣∣∣
Eẋ = Ax + Bu, x(0) = x0,

y = Cx + Du

}
.

The results in Katayama and Minamino (1992) imply that this functional can be expressed via
the LQG observability Gramian as

Jas(x0) = xT
0 ET Y x0.

A similar connection exists between the LQG controllability Gramian and the required supply,
i.e., the minimal energy required to steer to a given final state x0 ∈ R

n, which is defined by

Jrs(x0) = min
u∈L2(R+)m

{∫ 0

−∞

‖u(τ)‖2 + ‖y(τ)‖2dτ

∣∣∣∣
Eẋ = Ax + Bu, x(0) = x0,

y = Cx + Du

}
.

If system (1) is controllable, we may use a similar argumentation as in the proof of Lemma 3.8
to see that rank E = rank(EXT ). Then the required supply is given by

Jrs(x0) = xT
0 (EXT )−x0,

where (EXT )− is the symmetric (1,2)-pseudoinverse (Campbell and Meyer 1979) of EXT .

Definition 4.2: A semi-explicit realization [E, A, B, C, D] ∈ Σn,m,p of G ∈ R(s)p,m with
r = rankE is called LQG balanced, if there exists Σ = diag(σ1, . . . , σr) with σ1 ≥ . . . ≥ σr > 0,
such that the LQG Gramians fulfill

XET = ET Y =

[
Σ 0
0 0

]
.

The values σ1, . . . , σr are called LQG characteristic values of [E, A, B, C, D].

Note that for the semi-explicit LQG balanced realization [E, A, B, C, D], the stabilizing solu-
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tions of the generalized Riccati equations (3) and (4) have the form

X =

[
Σ ⋆
0 ⋆

]
, Y =

[
Σ 0
⋆ ⋆

]
. (25)

The zero blocks in X and Y evidently occur due to the special structure of E in (11) and the
relations EXT = XET and ET Y = Y T E in (3) and (4).

We now prove the existence of LQG balanced realizations and the invariance property of the
LQG characteristic values.

Theorem 4.3 : Let [E, A, B, C, D] ∈ Σn,m,p be a strongly stabilizable and strongly detectable
realization of G ∈ R(s)p,m. Then the following holds true:

(i) [E, A, B, C, D] is system equivalent to a semi-explicit realization [Ê, Â, B̂, Ĉ, D] with the
LQG Gramians

XbÊ
T =




Σ 0 0 0 0
0 Σ2 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0




, ÊT Ŷ =




Σ 0 0 0 0
0 0 0 0 0
0 0 Σ3 0 0
0 0 0 0 0
0 0 0 0 0




(26)

for some Σ = diag(σ1, . . . , σk) > 0, Σ2 > 0 and Σ3 > 0.

(ii) Let [Ê, Â, B̂, Ĉ, D] be as in (i), r = rank Ê and

Sk =

[
Ik 0 0 0 0
0 0 0 0 In−r

]
∈ R

k+n−r,n.

Then [Eb, Ab, Bb, Cb, D] = [SkÊST
k , SkÂST

k , SkB̂, ĈST
k , D] ∈ Σk+n−r,m,p is an LQG bal-

anced realization of G.
(iii) The values σ1, . . . , σk are invariants of G, i.e., they do not depend on the particular semi-

explicit realization of G.

Proof

(i) Without loss of generality we can assume that the realization [E, A, B, C, D] is already
semi-explicit. The equations EXT = XET ≥ 0 and ET Y = Y T E ≥ 0 then imply the
structure

X =

[
X1 ⋆
0 ⋆

]
, Y =

[
Y1 0
⋆ ⋆

]
, (27)

where X1 = XT
1 ≥ 0 and Y1 = Y T

1 ≥ 0. By Theorem 3.22 of (Zhou et al. 1996), there exists
T1 ∈ Glr(R) such that

T1X1T
T
1 =




Σ 0 0 0
0 Σ2 0 0
0 0 0 0
0 0 0 0


 , T−T

1 Y1T
−1
1 =




Σ 0 0 0
0 0 0 0
0 0 Σ3 0
0 0 0 0


 .

It follows from Lemma 3.5 that for

W =

[
T1 0
0 In−r

]
, T =

[
T−1

1 0
0 In−r

]
,
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the realization [Ê, Â, B̂, Ĉ, D] = [WET, WAT, WB, CT, D] has the desired properties.

(ii) Defining Xb = SkX̂ST
k and Yb = SkŶ ST

k with X̂ and Ŷ as in (26), we have

ĈX̂T ST
k = CbX

T
b , SkÂX̂T ST

k = AbX
T
b ,

B̂T Ŷ ST
k = BT

b Xb, SkÂ
T Ŷ ST

k = AT
b Yb.

(28)

These relations imply that EbX
T
b and ET

b Yb are the LQG Gramians of the system
[Eb, Ab, Bb, Cb, D]. Moreover, by construction of Sk, we can infer that this realization is
LQG balanced. It remains to show that the transfer function of this realization is G.

By Theorem 3.11, we have G(s) = N(s)M−1(s) with N(s) and M(s) as in (15).
Lemma 3.13 and (28) imply that

[
M(s)
N(s)

]
=




sSkÊST
k − Sk(Â − B̂R−1

Y (B̂T Ŷ + DT Ĉ))ST
k SkB̂R

−1/2
Y

−R−1
Y (B̂T Ŷ + DT Ĉ)ST

k R
−1/2
Y

(Ĉ − DR−1
Y (B̂T Ŷ + DT Ĉ ))ST

k DR
−1/2
Y


 ,

=




sÊb − Âb + B̂bR
−1
Y (B̂T

b Ŷb + DT Ĉb) B̂bR
−1/2
Y

−R−1
Y (B̂T

b Ŷb + DT Ĉb) R
−1/2
Y

Ĉb − DR−1
Y (B̂T

b Ŷb + DT Ĉb) DR
−1/2
Y




Using Theorem 3.11 once again, we obtain that

G(s) = N(s)M−1(s) = D + Ĉb(sÊb − Âb)
−1B̂b,

i.e., [Êb, Âb, B̂b, Ĉb, D] ∈ Σk,m,p is an LQG balanced realization of G.
(iii) This result follows from the fact that the transformations leading one semi-explicit realiza-

tion into another have the form

W =

[
T1 W2

0 W3

]
, T =

[
T−1

1 T2

0 T3

]

for some T1 ∈ Glr(R), T2, W2 ∈ R
r,n−r, T3, W3 ∈ Gln−r(R). Using this structure together

with Lemma 3.5, the corresponding results for the standard case (Zhou et al. 1996, p. 75)
can be used to obtain the desired result.

�

4.2 LQG balanced truncation

The above construction of an LQG balanced realization may be seen as an errorless model
reduction method that removes uncontrollable and unobservable states of [MT , NT ]T . In the
following, we introduce model reduction of descriptor systems by LQG balanced truncation,
which is based on further removing the states corresponding to the small LQG characteristic
values. Using the energy interpretation for the LQG Gramians, we may conclude that such states
have large required supply and small available storage.

Theorem 4.4 : Let a realization [Ê, Â, B̂, Ĉ, D] ∈ Σn,m,p of G ∈ R(s)p,m be given with the

LQG Gramians ÊX̂T and ÊT Ŷ as in (26) and let the LQG characteristic values satisfy σ1 ≥
. . . ≥ σℓ > σℓ+1 ≥ . . . ≥ σk > 0. Then for

Sℓ =

[
Iℓ 0 0 0 0
0 0 0 0 In−r

]
∈ R

ℓ+n−r,n.
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the system (Ẽ, Ã, B̃, C̃, D) = (SℓÊST
ℓ , SℓÂST

ℓ , SℓB̂, ĈST
ℓ , D) ∈ Σℓ+n−r,m,p is LQG balanced and

its transfer function G̃(s) = C̃(sẼ − Ã)−1B̃ + D satisfies the gap metric estimate

δg(G, G̃) ≤ 2
k∑

j=ℓ+1

σj√
1 + σ2

j

. (29)

Proof By using the same argumentation as in the proof of part (ii) of Theorem 4.3, we

obtain that the matrices X̃ = SℓX̂ST
ℓ and Ỹ = SℓŶ ST

ℓ are the LQG Gramians of the

realization (Ẽ, Ã, B̃, C̃, D), which is LQG balanced. Since, by Theorem 3.12, the matrices
P = (I + XY T )−1X and Q = Y fulfill the generalized Lyapunov equations (16) and (17)
and, moreover, the function f(x) = x2/(1+x2) increases monotonically on [0,∞), we can apply
Lemma 3.13 to obtain that the normalized coprime factorization

[
M̃(s)

Ñ (s)

]
=




sẼ − Ã + B̃R−1
Y (B̃T Ỹ + DT C̃) B̃R

−1/2
Y

−R−1
Y (B̃T Ỹ + DT C̃) R

−1/2
Y

C̃ − DR−1
Y (B̃T Ỹ + DT C̃) DR

−1/2
Y




of G̃ satisfies

∥∥∥∥∥

[
M̃ − M

Ñ − N

]∥∥∥∥∥
∞

≤ 2
k∑

j=ℓ+1

σj√
1 + σ2

j

. (30)

Then the gap metric error bound (29) immediately follows from Theorem 2.4. �

Remark 1 : It is important to note that it is not required to compute stabilizing solutions
which have the additional property that I + XY T is invertible. This is because, in the proof
of Theorem 4.3, only the LQG Gramians EXT ≥ 0 and ET Y ≥ 0 (and not the full stabilizing
solutions X and Y ) were used to construct the LQG balanced realization. Roughly speaking,
this means that the ⋆-blocks in (27) do not play a role for the construction of an LQG balanced
realization. The existence of stabilizing solutions X and Y with invertible I + XY T is only used
for the solution structure of the generalized Lyapunov equations (16) and (17) and, hence, for
the proof of the gap metric error bound (29).

Remark 2 : For an accordant block partitioning

Ê =



Iℓ 0 0
0 Ir−ℓ 0
0 0 0


 , Â =



A11 A12 A13

A21 A22 A23

A31 A32 A33


 , B̂ =




B1

B2

B3


 , Ĉ =

[
C1, C2, C3

]

of a realization [Ê, Â, B̂, Ĉ, D] ∈ Σn,m,p of G ∈ R(s)p,m with the LQG Gramians ÊX̂T and

ÊT Ŷ as in (26) and the LQG characteristic values σ1 ≥ . . . ≥ σℓ > σℓ+1 ≥ . . . , σk > 0, the

reduced-order model by LQG balanced truncation is given by [Ẽ, Ã, B̃, C̃, D] ∈ Σℓ+n−r,m,p with

Ẽ =

[
Iℓ 0
0 0

]
, Ã =

[
A11 A13

A31 A33

]
, B̃ =

[
B1

B3

]
, C̃ =

[
C1, C3

]
.

LQG balanced truncation, therefore, only eliminates differential variables while letting the al-
gebraic constraints unchanged. It is possible to reduce the algebraic part by eliminating the
uncontrollable and unobservable components (Varga 1990).
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In the time domain, the gap metric error bound (29) has the following interpretation. For
normalized coprime factorizations

[
M(s)
N(s)

]
=

[
sErcf − Arcf Brcf

Crcf Drcf

]
,

[
M̃(s)

Ñ (s)

]
=

[
sẼrcf − Ãrcf B̃rcf

C̃rcf Drcf

]
,

the set of input-output pairs of the original and reduced-order models can be parameterized as

Ercf ẋ(t) = Arcfx(t) + Brcfv(t), Ẽrcf
˙̃x(t) = Ãrcf x̃(t) + B̃rcfv(t),

[
u(t)
y(t)

]
= Crcfx(t) + Drcfv(t),

[
ũ(t)
ỹ(t)

]
= C̃rcf x̃(t) + Drcfv(t),

(31)

where v : R
+ →R

m is the so-called driving variable (Weiland 1994). The property of the coprime
factorization being normalized, means that both systems in (31) are inner (Zhou et al. 1996,
pp. 357). This implies that the L2-norms of the driving variable and the input-output pairs
coincide, i.e.,

∥∥∥∥
[

u
y

]∥∥∥∥
L2

=

∥∥∥∥
[

ũ
ỹ

]∥∥∥∥
L2

= ‖v‖L2
.

Hence, the H∞-error bound (30) for the coprime factor system gives rise to the following behav-
ioral error bound.

Lemma 4.5: Let

[
u
y

]
∈ Lm+p

2 (R+)

be an input-output pair of the descriptor system (1) with x(0) = 0. Then there exists an input-
output pair

[
ũ
ỹ

]
∈ Lm+p

2 (R+)

of the descriptor system (2) with x̃(0) = 0 such that

∥∥∥∥
[

u − ũ
y − ỹ

]∥∥∥∥
L2

≤ 2
k∑

j=ℓ+1

σj√
1 + σ2

j

∥∥∥∥
[

u
y

]∥∥∥∥
L2

.

We now aim to give a constructive approach to LQG balanced truncation. It is obvious that,
for the construction of a reduced-order model, there is no need to compute first a full LQG
balanced realization as in part (i) of Theorem 4.3, and then truncate the states corresponding
to the small LQG characteristic values. Instead, we can combine these two steps similarly to the
classical balanced truncation (Tombs and Postlethwaite 1987).

By Theorem 3.2 (iii) and (iv), the LQG Gramians have the property that XET ≥ 0 and
ET Y ≥ 0. Then there exist factorizations

EXT = ERRT ET , ET Y = ET LT LE (32)
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for some full row rank matrices L and RT . Computing a singular value decomposition

LER = [ U1, U2 ]

[
Σ1 0
0 Σ2

]
[ V1, V2 ]T , (33)

where [ U1, U2 ] and [V1, V2 ] are orthogonal, Σ1 = diag(σ1, . . . , σℓ) and Σ2 = diag(σℓ+1, . . . , σk),
we can determine the projection matrices

Wℓ = [ LT U1Σ
−1/2
1 , Zl ], Tℓ = [ RV1Σ

−1/2
1 , Zr ], (34)

where Zr, Zl ∈ R
n,n−r are full column rank matrices satisfying imZr = kerE, imZl = ker ET .

Then the reduced-order system [Ẽ, Ã, B̃, C̃, D] = [W T
ℓ ETℓ, W

T
ℓ ATℓ, W

T
ℓ B, CTℓ, D] is semi-

explicit and LQG balanced. Indeed, we have

Ẽ = W T
ℓ ETℓ =

[
Σ
−1/2
1 UT

1 LERV1Σ
−1/2
1 Σ

−1/2
1 UT

1 LEZr

ZT
l ERV1Σ

−1/2
1 ZT

ℓ EZr

]
=

[
I 0
0 0

]
,

W T
ℓ XET Wℓ =

[
Σ
−1/2
1 UT

1 LXET LT U1Σ
−1/2
1 Σ

−1/2
1 UT

1 LXET Zl

ZT
l XET LT U1Σ

−1/2
1 ZT

l XET Zl

]
=

[
Σ 0
0 0

]
,

T T
ℓ ET Y Tℓ =

[
Σ
−1/2
1 V T

1 RT ET Y RV1Σ
−1/2
1 Σ

−1/2
1 V T

1 RT ET Y Zr

ZT
r ET Y RV1Σ

−1/2
1 ZT

r EY T Zr

]
=

[
Σ 0
0 0

]
.

We summarize the LQG balanced truncation method for descriptor systems in the following
algorithm.

Algorithm 1: LQG balanced truncation for descriptor systems.
Given a realization [E, A, B, C, D] of a strongly stabilizable and strongly detectable descriptor

system (1) with r = rankE, compute an LQG balanced realization [Ẽ, Ã, B̃, C̃, D̃] of a reduced-
order model (2).

(1) Compute full rank matrices Zr, Zl ∈ R
n,n−r such that im Zr = kerE and im Zl = ker ET .

(2) Compute the full rank factors L ∈ R
rc,n and R ∈ R

n,ro such that EXT = ERRT ET and
ET Y = ET LT LE by solving the generalized algebraic Riccati equations (3) and (4).

(3) Compute a singular value decomposition (33).
(4) Compute the reduced-order system

Ẽ = W T
ℓ ETℓ, Ã = W T

ℓ ATℓ, B̃ = W T
ℓ B, C̃ = CTℓ, D̃ = D

with the projection matrices Wℓ and Tℓ as in (34).

5 Examples

In this section we present two numerical examples to demonstrate the feasibility of the proposed
LQG balanced truncation model reduction method for descriptor systems. The computations
were done on IBM RS 6000 44P Model 270 with machine precision ε = 2.22 × 1016 using
MATLAB 7.9.0.

To present the accuracy of the reduced order models, we plot the norm of difference between
the normalized coprime factorizations of the reduced order model and those of the full order
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Figure 1. Coprime factor error plot and error bound for Example 5.1

models. That is, we plot

∥∥∥∥∥

[
M(iω) − M̃(iω)

N(iω) − Ñ (iω)

]∥∥∥∥∥ (35)

for a frequency range ω ∈ [10−5, 105]. Note that, since the coprime factorizations are normalized,
i.e.

∥∥∥∥
[
M(iω)
N(iω)

]∥∥∥∥ = 1 for all ω ∈ R,

the computed error is the equal to the relative error. Furthermore we present the error bound,
computed by (29).

Example 5.1 As a first example we consider a mechanical system with holonomic constraints.
Such a system can be described by model equations in the form (1), where the system matrices
have the following blockstructure

E =




I
M

0


 , A =




0 I 0
K D −GT

G 0 0


 , B =




0
B2

0


 , C =

[
C1, C2, C3

]
. (36)

Here M, K, D are the mass, stiffness and damping matrices respectivel,and y G is the full row
rank constraint matrix. This system is stable and has index 3. The system dimensions are
n = 1001, m = 2 and p = 3. We approximate the resulted unstable system by a reduced order
model of dimension l = 20. To show that the presented model reduction approach works also for
unstable models, we destabilize this system by a proportional state feedback. Figure 1 displays
the relative error (35) and the computed error bound (29)

Example 5.2 We consider now the instationary Stokes equation describing the flow of an
incompressible fluid in a domain (Schmidt 2007, Section 3.7.1). Discretization of this equation
by a finite volume method on a uniform staggered grid leads to the descriptor system (1) of
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Figure 2. Relative error plot and error bound for Example 5.2

index 2 with the matrix coefficients

E =

[
I 0
0 0

]
, A =

[
A11 A12

AT
12 0

]
, B =

[
B1

0

]
, C =

[
C1, C2

]

In our experiments, the system dimensions are n = 2640, m = 3 and p = 2. Since the sys-
tem is neither strongly stabilizable nor strongly detectable we first remove the states that are
not impulse controllable and not impulse observable using the staircase-based algorithm form
(Varga 1990). As a result we obtained a system of state space dimension 869. This system was
then approximated by a reduced model of dimension ℓ = 38. The relative error (35) and the
corresponding error bound are presented in Figure 2.

6 Conclusion

In this paper we have presented the linear-quadratic Gaussian (LQG) balanced truncation
method for linear time-invariant differential-algebraic systems. This method is also applicable to
unstable systems, provides an error bound in terms of the gap metric and is based on balancing
the solutions of certain generalized algebraic Riccati equations. We have also presented systems
theoretic conditions on the solvability of these equations.
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