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Abstract

One of the major challenges in the 21% century is the exploitation of new sustainable and environmen-
tal friendly resources. It is often mentioned that the production of biomolecules from microalgae has
large potential to contribute to a bio-based economy. However, to date it is still challenging to establish
competitive products from microalgae. A major issue thereby is the limitation of cell growth by light,
which occurs in every photobioreactor from a certain point in time. It is known that the efficiency of the
light-to-biomass conversion decreases under strong illumination, but also that it increases if the illu-
mination occurs with flashing light; a phenomenon known as flashing-light effect. Hence, researchers
try to create flashing light regimes in photobioreactors - often by intensive mixing of the cell culture in
order to shuttle algae cells between light and dark zones.

The objective of this work is to evaluate the interplay of light distribution, hydrodynamic mixing and
cellular reaction kinetics in photobioreactors with a special focus on the flashing-light effect. Numerical
simulation is a desirable tool to study complex kinetic problems with spatio-temporal dependencies
for engineering purposes and will be applied in this work. Therefore, a new numerical model for
the simulation of the light distribution in a photobioreactor is developed within the lattice Boltzmann
framework. Subsequently, the model is combined with other sub-models for reaction kinetics and
hydrodynamics to investigate the interplay of light distribution, light exposure and cell growth in a
bubble column photobioreactor and to evaluate the impact of different operation conditions.

The spatio-temporal distribution of light is the key element for efficient photobiotechnological pro-
duction processes. The developed lattice Boltzmann model takes absorption and three-dimensional
scattering of light into account and was validated by means of Monte Carlo simulations and experi-
ments. The results of this work demonstrate that the model is capable of simulating three-dimensional
light transfer for a broad range of optically active media, although further research is needed to im-
prove boundary conditions and to enable the simulation of light transfer in more complex geometries.
Therefore, an important result of this work is that the lattice Boltzmann approach provides in prin-
ciple a suitable methodological framework for three-dimensional simulations of light propagation in
participating media.

Concerning the transport of light in a bubble column photobioreactor, it is shown by means of multi-
physical simulations of the multiphase flow and light propagation that the presence of a gaseous phase
has only a small effect on the spatial light distribution and, therefore, on the microbial growth kinetics.

Thus, this factor can be neglected in light propagation models, what leads to a drastic reduction of



the computational costs. This finding is explained by the fact that the absorption of light by the cell
culture is clearly the dominating feature at most wavelengths, what causes the light intensity to be low
at points where gas bubbles are located so that the absolute effects of the gas phase on light distribution
are weak. The results may differ from these findings for other configurations than the investigated ones,
e.g. other sparger types, much higher gas superficial velocities or smaller gas bubbles. However, the
general trend that an increase of the biomass concentration counteracts any beneficial effect of the gas
phase on the distribution of light can also be expected in these cases.

Additional simulations of the investigated bubble column photobioreactor consider also the motion of
individual algae cells and the dynamics of the photosynthetic reactions under fluctuating light exposure.
For different states of operation and emission characteristics of the light source, it is shown that the
shuttling of algae cell between light and dark zones of the culture is not fast enough to induce the
flashing-light effect in a population of the green microalgae C. reinhardtii. Therefore, it is unlikely
that hydrodynamic mixing is a suitable strategy to induce the flashing-light effect and to improve the
productivity of photobioreactors, which is however often considered as promising in the literature.
A further discussion on the topic indicates that the flashing-light effect will also be not induced by
means of hydrodynamic mixing in tubular photobioreactors because shear damage of the cells and the
increasing demand for mixing energy limit the reachable light/dark frequencies. In contrast, further
simulations indicate that the productivity of photobioreactors can be enhanced by means of pulsed
light emission even on the scale of conventional photobioreactors. Pulsed illumination can only be
realized by means of artificial light sources. LED appear most promising for this purpose because
they unify several beneficial operation characteristics and offer additional opportunities such as the
adaption of emission spectra and intensity during cultivation processes in order to achieve tailored light
regimes. Therefore, a possible future scenario could be the efficient production of metabolites with
a high market value from microalgae in indoor cultivation systems with tailored light regimes under

industrial conditions.
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Zusammenfassung

Eine der wichtigsten Herausforderungen des 21. Jahrhunderts ist die ErschlieBung neuer, nachhaltiger
und umweltfreundlicher Ressourcen. Der Produktion von Biomolekiilen aus Mikroalgen wird in
diesem Kontext ein grofes Potenzial zugeschrieben, um zu einer biobasierten Wirtschaft beizutra-
gen. Bis heute ist es jedoch schwierig, wettbewerbsfihige Produkte aus Mikroalgen zu gewinnen. Ein
grof3es Hindernis fiir die Produktion von Mikroalgen ist die Limitierung des Zellwachstums durch die
Verfiigbarkeit von Licht, die in jedem Photobioreaktor ab einem bestimmten Zeitpunkt auftritt. Es ist
bekannt, dass die Effizienz der Photosynthese und damit die der Umwandlung von Licht in Biomasse
bei starker Beleuchtung abnimmt, hingegen aber ansteigt, wenn die Beleuchtung pulsierend erfolgt.
Dieses Phanomen ist als Flashing-light Effekt bekannt. Um diesen Effekt zu nutzen, versuchen Wis-
senschaftler durch den Eintrag von Mischungsenergie Algenzellen schnell zwischen den hellen und
dunklen Zonen eines Reaktors zu bewegen und dadurch definierte hell-/dunkel Regime in Photobiore-
aktoren zu erzeugen.

Ziel dieser Arbeit ist es, die Wechselwirkung von Lichtverteilung, hydrodynamischem Mischen
und zelluldrer Reaktionskinetik in Photobioreaktoren unter besonderer Beriicksichtigung des Flashing-
light Effekts zu untersuchen. Numerische Simulationen sind ein geeignetes Werkzeug, um kom-
plexe kinetische Probleme unter rdumlich und zeitlich veridnderlichen Reaktionsbedingungen in einem
ingenieur-wissenschaftlichen Kontext zu untersuchen und werden in dieser Arbeit angewendet. Hier-
fiir wurde innerhalb des lattice Boltzmann Frameworks ein neues numerisches Modell zur Simulation
der Lichtverteilung in einem Photobioreaktor entwickelt. AnschlieBend wurde das Modell mit weit-
eren Teil-modellen fiir Reaktionskinetik und Hydrodynamik kombiniert, um das Zusammenspiel von
Lichtverteilung, Lichtexposition und Zellwachstum in einem Blasensdulen-Photobioreaktor zu unter-
suchen und den Einfluss verschiedener Betriebsparameter zu bewerten.

Die rdumlich-zeitliche Verteilung von Licht ist das Schliisselelement fiir effiziente photobiotechnol-
ogische Produktionsprozesse. Das entwickelte lattice Boltzmann Modell beriicksichtigt die Absorption
und dreidimensionale Streuung von Licht und wurde durch Monte Carlo Simulationen und Experi-
mente validiert. Die vorliegende Arbeit zeigt, dass das Modell in der Lage ist, Lichtverteilungen fiir
eine grofle Bandbreite optisch aktiver Medien zu simulieren, auch wenn weitere Entwicklungen er-
forderlich sind, um Randbedingungen zu verbessern und so die Simulation der Lichtausbreitung in

komplexeren Geometrien zu erméglichen. Ein wichtiges Ergebnis dieser Arbeit ist daher, dass der



gewihlte lattice Boltzmann Ansatz grundsitzlich einen geeigneten methodischen Rahmen fiir Simula-
tionen der drei-dimensionalen Lichtausbreitung in optisch aktiven Medien bietet.

Im Hinblick auf die Verteilung von Licht in Blasensidulen-Photobioreaktoren wird mittels multi-
physikalischer Simulationen der Mehrphasenstromung und der Lichtausbreitung gezeigt, dass die Gas-
phase nur in geringem MaB die rdumliche Lichtverteilung und die mikrobielle Wachstumskinetik bee-
influsst. Somit kann dieser Faktor in Modellen fiir die Lichtausbreitung vernachlissigt werden, was zu
einer drastischen Reduzierung des Rechenaufwands fiihrt. Diese Beobachtung ldsst sich dadurch be-
griinden, dass die Absorption von Licht bei den meisten Wellenldngen eindeutig gegeniiber der Licht-
streuung dominiert, wodurch niedrige Lichtintensititen an Orten vorliegen, an denen sich Gasblasen
befinden, so dass die Gasphase insgesamt nur einen geringen Einfluss auf die lokale Lichtintensitit
ausiibt. Die Ergebnisse konnen fiir andere Begasertypen, wesentlich hohere Gasdurchsatzgeschwindig-
keiten oder sehr kleine Gasblasen abweichen. Jedoch ist auch fiir diese Fille der generelle Trend zu
erwarten, dass die stetige Erhohung der Biomassekonzentration einer giinstigen Wirkung der Gasphase
auf die Lichtverteilung entgegenwirkt.

In weiteren Simulationen des betrachteten Blasensiulen-Photobioreaktors wird zusétzlich die Bewe-
gung einzelner Algenzellen, die damit verbundene fluktuierende Lichtexposition und deren Auswirkun-
gen auf die Dynamik der Photosynthese beriicksichtigt. Die Analyse zeigt fiir verschiedene Reaktorbe-
triebszustdnde und Emissionscharakteristiken der Lichtquelle, dass die Bewegung der Zellen zwischen
hellen und dunklen Zonen des Reaktors nicht schnell genug erfolgt, um den Flashing-light Effekt in
einer Population der griinen Mikroalge C. reinhardtii zu induzieren. Es ist deshalb unwahrschein-
lich, dass die in der Literatur hédufig vorgeschlagene Strategie durch hydrodynamisches Mischen den
Flashing-light Effekt zu férdern eine signifikante Steigerung der Produktivitéit von Photo-bioreaktoren
nach sich zieht. Eine weiterfithrende Diskussion des Themas deutet darauf hin, dass der Flashing-light
Effekt auch nicht durch hydrodynamisches Mischen in rohrférmigen Photobioreaktoren induziert wird,
da Scherbelastungen der Zellen und der zunehmende Bedarf an Mischungsenergie die erreichbaren
hell-/dunkel-Frequenzen begrenzen. Ein weiteres Ergebnis der Arbeit ist, dass die Produktivitit von
Photobioreaktoren mittels gepulster Lichtquellen erhoht werden kann. Gepulste Beleuchtung kann nur
durch kiinstliche Lichtquellen realisiert werden, wofiir LED als beste Wahl erscheinen, da sie mehrere
vorteilhafte Betriebsmerkmale vereinen und zusitzliche Moglichkeiten bieten, um maBgeschneiderte
Lichtregime durch die dynamische Modulation von Emissionsspektren und der Intensitit wéihrend der
Zellkultivierung zu erzeugen. Ein mogliches Zukunftsszenario konnte daher die effiziente Produktion
von Hochwertmetaboliten aus Mikroalgen in Indoor-Kultivierungssystemen mit mafBgeschneiderten

Lichtregimen unter industriellen Bedingungen umfassen.
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Fundamentals and Theoretical Background



1. Introduction

In times of a growing world population and an increasing demand for food protein against the back-
ground of global warming and declining fossil and non-fossil raw materials, new sustainable and
environmental friendly resources need to be exploited. It is often mentioned that the production of
biomolecules from microalgae has large potential to contribute to a bio-based economy [1]. The driv-
ing idea of obtaining valuable biomass from sunlight and carbon dioxide appears promising and the
hope is not unfounded since many studies have proven the potential of microalgae with calculations of
area yields and productivities [2, 3].

Although worldwide huge effort has been spent in research and development to boost the commer-
cial utilization of microalgae, so far it has been realized only in parts. A major reason for this is that
microalgae cultivation is only cheap at first glance and significant costs result from investments, pho-
tobioreactor operation and downstream processing [4]. A good example to illustrate this is the goal
of gaining biofuels from microalgal lipids. The intention becomes clear as some species are able to
accumulate usable lipids up to 70% of their cell mass, which is claimed to lead to a much higher area
productivity compared to common plants being utilized for biodiesel production [2, 5]. In the practical
implementation however, the energy demand for cell cultivation and several required downstream pro-
cesses [6] even raised concerns about the net energy gain, although it turned out to be positive under
reasonable conditions [7-9]. Similarly, the large scale production of food protein must still be consid-
ered as a perspective since microalgal biomass contributes less than with 2% to the alternative protein
market, though a contribution of up to 18% is predicted until 2054 [10].

To date it is still challenging to establish competitive products from microalgae. The concentra-
tion of dry biomass in phototrophic algae cultures at the production scale is typically restricted to the
single digit g/L range, while concentrations two orders higher in magnitude can be reached under het-
erotrophic conditions [11, 12]. Also, one is usually interested in intracellular metabolites so that the
cell as the target of the cultivation process must be further processed downstream in order to gain the
desired products [13, 14]. In consequence of the costly production, only niche markets exist for dif-
ferent products such as pigments, polyunsaturated fatty acids or dried biomass. On the other hand, the
favorable properties of different microalgal metabolites for neutraceutical applications, natural food
additives, technofunctional ingredients or biopharmaceutical products justify the unvarying research

interest [15-18].
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A major challenge for a competitive production of microalgae is the limitation of cell growth by
light, occurring in every photobioreactor from a certain point in time. The limitation is caused by
the decay of the light intensity due to absorption by the cell culture and its resultant inhomogeneous
distribution in space. The situation is even worse since a simple increase of the light energy input
steepens the intensity gradient, what results in a disadvantageous light distribution and a low efficiency
of light utilization [19]. The latter is reflected in the photon conversion efficiency, which relates the
energy content of the biomass to the supplied light energy [20]. In typical photobioreactors values in
the order of 2-3% can be achieved [21], while the theoretical maximum is in the order of 10% related
to the visible part of the spectrum [20]. It is straightforward that a higher photon conversion efficiency
favors the economics of the production by increasing the amount of achievable biomass. A desirable
goal for biotechnologist and engineers is therefore to search for means to improve the performance of
photobioreactors by increasing the photosynthetic efficiency.

From the process engineering perspective, the kinetics of the system govern the problem and an
optimal state can be achieved for matching rates of energy demand and supply under the constraint
of minimal losses. Under the presumption that light propagation is by far the fastest process in photo-
bioreactors, the light intensity field determines the local energy supply, while the spatiotemporal energy
demand is defined by the concentration of the biomass and mixing. This point of view considers that
the energy demand of individual cells can either be governed by local steady states of the photo- and
biochemical reactions involved in photosynthesis, or alternatively by the dynamics of these reactions,
both depending on the temporal characteristics of light exposure to single cells [22]. In the latter case
of fast dynamics, a phenomenon termed the flashing-light effect occurs, which is known for increasing
the photon convergence efficiency [23]. Although the utilization of the flashing-light effect by tech-
nological means already received considerable effort, e.g. [24-28], controversies about its practical
relevance still exist [29, 30], not least because of a wide variety of different photobioreactor designs.
Therefore, further research is required to evaluate practically relevant processing conditions for their
impact on the efficiency of cell growth and to enhance existing cultivation strategies in order to improve

the competitiveness and sustainability of microalgae production.

1.1. Scope and outline of the thesis

The scope of the thesis is to evaluate the occurrence of the flashing-light effect in bubble column photo-
bioreactors and the evaluation of its technological potential. As said above, the dynamic energy balance
of the biomass is governing the problem, being determined by the microbial reaction kinetics, the local
light supply and hydrodynamic mixing. Numerical simulation is a desirable tool to study complex ki-
netic problems under spatio-temporally varying reaction conditions for engineering purposes and will

be applied in this work. Therefore, a new model is developed within the lattice Boltzmann framework
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for the simulation of the light distribution. Subsequently, the model is combined with other sub-models
for reaction kinetics and hydrodynamics to investigate the interplay of light distribution, light exposure
and cell growth in bubble column photobioreactors and to evaluate the impact of different operation

conditions. The key questions for this work are therefore:

1. Does the lattice Boltzmann approach provide a suitable methodological framework for three-

dimensional simulations of light propagation in participating media?
2. How does the presence and motion of the gaseous phase affect the light exposure of single cells?

3. Can the flashing-light effect be induced in a microalgae population by means of hydrodynamic

mixing in typical bubble column photobioreactors?

4. Are there alternative ways to induce the flashing-light effect in a microalgae population and

consequently to improve the reactor productivity?

The thesis is organized in three parts. In part I the fundamentals of photosynthesis and microalgae
cultivation are outlined and the theoretical background for the modeling of light transfer and the lattice
Boltzmann method is provided. Part II contains four research articles which represent the major con-
tribution to ongoing research and aim to answer the aforementioned key questions. The chapters 5 and
6 cover the development of the new numerical method for the computation of light transfer in turbid
media. In chapters 7 and 8 the method is utilized for the comprehensive modeling of a photobioreactor
including the flow field and kinetics of photosynthesis in order to investigate the relevance of different
process conditions for the productivity of photobioreactors. In part III a continuing discussion of the

methods and results of part II is presented followed by an overall conclusion and outlook.

1.2. Notation

For the sake of the readers convenience it shall be briefly said that the list of symbols does not cover
the notation used in part II, as the articles therein were published as stand-alone contributions. All
symbols in the articles are explained in the respective texts whereas the provided list of symbols covers

the notation used in parts I and III.



2. Algal Photosynthesis and Cultivation

The aim of this chapter is to provide basic information about the metabolism of microalgae, photo-
synthetic reaction kinetics and their relation to the available light energy. On the reactor scale, light
is the limiting factor for photosynthetic cell growth and its availability is characterized by gradients in
space and time. In this context, the light exposure of individual cells is also affected by hydrodynamic
mixing. The chapter reviews the state of the art in photobioreactor technology with a special emphasis

on cylindrical bubble columns.

2.1. Engineering perspective on the principles of photosynthesis

2.1.1. Photosynthetic reaction scheme

The major pathway for microalgae to gain energy is photosynthesis. The mechanisms of photosyn-
thesis are extensively described in several textbooks, e.g. [31-33], and therefore just a brief review
of the different reactions will be provided here. Generally, photosynthesis consists of light-dependent,
photochemical reactions for the generation of chemical energy in terms of ATP and NADPH (light
reaction) and on the other hand light-independent, enzymatic reactions in which the chemical energy
is utilized to fixate CO, into organic carbon (dark reaction). Figure 2.1 provides a schematic of the
different reactions in order to illustrate the below standing text.

The starting point of the light reaction is the absorption of light energy in light harvesting complexes
(LHC). LHC are located in the thylakoid membranes of the cellular chloroplasts and are composed of
different pigments, particularly chlorophyll a and b but also several carotenoids. Thereby, the different
pigments absorb light dominantly at specific wavelengths and the overall absorption spectrum results
from the superposition of the absorption spectra of the present pigments. Once impinging light energy
has been absorbed, it is passed towards the core of a LHC to a photosynthetic reaction center, consist-
ing of a pair of chlorophyll molecules. The two existing types of reaction centers are termed either
photosystem (PS) II or I while the respective paired chlorophyll molecules (pigments) are named P680
and P700 according to the wavelength of their absorption maximum. The photosystems are associated
with large protein complexes having the function of an electron transfer chain (ETC), which connects
the two systems PS II and PS I. The received light energy is utilized to lift the central chlorophyll
molecules to an excited state, which allows to transfer excited electrons to the ETC. The concomitant

initial loss of electrons in the P680 reaction center is compensated by the oxidation of water, which
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Figure 2.1.: Schematic of photosynthesis reactions. The light-dependent production of reduction equivalents
(so-called z-scheme of photosynthesis) is shown in the upper part. The production of ATP is also
light-dependent and coupled to a transmembrane proton-gradient which is established during the
reactions of in the electron transfer chain (not shown). In the lower part the reactions of the light-
independent Calvin cycle are depicted, wherein the produced NADPH and ATP are regeneratated
during the production of organic carbon from CO,.

therefore acts as the electron source for photosynthesis. Thereby, molecular oxygen is formed as a
by-product, allowing the indirect measurement of the photosynthetic reaction rate via oxygen evolu-
tion [34]. Within the ETC, the supplied electrons are finally used to reduce NADP+ to the reduction
equivalent NADPH. Simultaneously, a proton gradient across the thylakoid membranes is generated
which drives the production of ATP by the enzyme ATPase. The chemical equation of the entire light

reaction reads [32]

8 photons

4NADP* + 2H,0 + 4 ADP + 4P, 4NADPH + 4 ATP + O,

The reaction time of the different processes is in the order of 10~'* seconds for light absorption, 1076
seconds for the photochemical reactions and 5...10-10~3 seconds for the ETC, which is the rate limiting

step of the light reaction [35].
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In the dark reaction, the chemical energy and electrons are used to fixate CO; into organic carbon.
The cycle of enzymatic reactions in which this occurs is termed Calvin cycle. A key enzyme of the
Calvin cylce is RubisCo, which adds CO, to a 5-carbon sugar! in a carboxylation reaction yielding
2 molecules of 3-phosphoglycerate (3-PGA), which are 3-carbon molecules. The formed 3-PGA is
further reduced to Glycerinaldehyde 3-phosphate (G3P), which as the main product of the Calvin cy-
cle can be further metabolized to a hexose in order to drive different metabolic reactions including

glycolysis and respiration. The chemical equation for 6 runs of the dark reaction is
6CO, + 18 ATP + 12NADPH + 12H* — C,O¢H,, + 18 ADP + 18 P; + 12NADP" + 6 H,0

and the reaction time of a single run is in typically in the order of 10~! — 10° seconds [35]. It should
be noted at this point that the kinetics of the light reaction are approximately two to three orders of
magnitude faster in comparison to the dark reaction, which causes the occurrence of different limiting
regimes depending on the amount of absorbed light energy, see 2.1.2. The overall chemical equation

of photosynthesis results from the coupling of light and dark reactions and is given by the equation
nCO, + nH,0 + light — (CH,0), + nO,

2.1.2. Kinetics and efficiency

Due to the dependence of the light absorption rate on the local light intensity, the overall turnover rate of
photosynthesis is also a function of it. This relation is usually expressed in terms of the PI-curve? [36]
(also Blackman curve); a typical example is sketched in Figure 2.2. The PI-curve is characterized by
different regimes [37]. At low light intensity (light limited), the turnover rate of photosynthesis can be
approximated by first order kinetics. Under these conditions, the overall reaction rate is limited by the
availability and absorption of light and the consequential limitation of the dark reaction due the exhaust
of its educts. Frequently, a negative value for the rate of photosynthesis can be found in literature at
very low light intensities. This is caused by the frequently applied recording of PI-curves in terms of
the net oxygen evolution [34, 38]. At almost dark conditions, the oxygen consumption by respiration
may exceed the photosynthetic oxygen production so that the net oxygen evolution rate is negative. A
characteristic point of the PI-curve is the compensation intensity I., where the photosynthetic oxygen
production is just sufficient to compensate the respiration losses and the net oxygen evolution equals
zero. 1. is therefore related to the cellular catabolism and is specific for each species [39].

A characteristic measure for the light intensity at which the reaction regime changes is the saturation

intensity /. Figure 2.2 shows that the turnover rate becomes more or less constant at higher light in-

IRibulose-1,5-biphosphate (RuBP).
2 P stands for the rate of photosynthesis while I represents the irradiance or light intensity.
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Figure 2.2.: PI-curve of the green algae Chlamydomonas reinhartdii predicted by the kinetic model in [40]. The
maximum growth rate is = 0.133 h™! at 400 uE m? s°!.

tensities than I (light saturated). In this regime, light energy is harvested in excess and the maximum
turnover rate of the enzymatic dark reaction becomes limiting for the overall reaction. Cells respond
to the energy surplus under these conditions by a variety of mechanisms, including non-photochemical
quenching (NPQ)? and so-called alternative electron pathways* [35]. The dissipation rate for the ab-
sorbed energy increases with light intensity and comes along with a reduced efficiency regarding the
required number of photons to fixate one molecule of CO,. Under ideal conditions, the photosynthetic
efficiency (PE) is about 8-12 photons per molecule of CO, while this ratio can reach values higher
than 50 under high light conditions [38]. A related quantity is the photosynthetic conversion efficiency
(PCE, also bioenergetic yield) which measures the amount of absorbed light energy being finally stored
in the biomass [20]. The theoretical maximum of the PCE is in the order of 10% for the photosynthet-
ically active (PAR) part of the light spectrum [20] and about 5% for full sunlight [41]. Due to nutrient
limitations, microalgae operate in natural habitats at much lower PCE than the theoretical maximum
and a significant amount of energy is dissipated as heat [42]. Also in photobioreactors, values of the
PCE far from the theoretical maximum and inverse relations to the incident light intensity are reported
[43, 44] and up to 80 % of this inefficiency can be explained by energy dissipation [20]. Consequently,
the goal of a high photon conversion efficiency is in conflict with the supply of light at high intensities
in order to achieve high growth rates [35].

A potential solution for this dilemma provides the finding that the PCE increases under high-light

conditions if the illumination occurs with flashing light [23, 45], a phenomenon known as flashing-

3NPQ contains the heat dissipation of light energy via different mechanisms. One of these is the xanthophyll cycle where
secondary carotenoids are synthesized and stored in the LHC in order to dissipate the excess energy, see e.g. [35] for
details.

4 Alternative electron pathways compensate an overreduction of the ETC by providing alternative pathways to the electron
transfer to NADPH,.



2. Algal Photosynthesis and Cultivation 9

light effect (FLE). Mechanistically, this effect is explained by a closer match of the time scales of
the light and dark reactions [46] or more precisely, it harmonizes the time-averaged energy fluxes
of both reactions and therefore reduces the need for energy dissipation. This explanation is based on
considering the dark reaction as a bottleneck for the overall rate of photosynthesis (see 2.1.1). However,
a full explanation of the FLE is still pending and it should be mentioned that also other theories for the
mechanism of enhancement exist [47]. Since the first reports of the FLE, a tremendous amount of
theoretical and practical research was carried out in order to investigate the effects of flash intensities,
frequencies and duty cycles on growth rates of different microalgae and the related photosynthetic
(conversion) efficiencies, e.g. see [28, 29, 34, 48-54] or [55, 56] for reviews. The flashing light regime
ideally results in full light integration, meaning that growth under flashing light occurs at a similar rate
as under continuous illumination of similar light intensity [45]. Thus, full or partial light integration
is accompanied with an increase of the PCE. Although differences between various species exist [57],
there is a convention that flash frequencies of several Hz and short duty cycles are required to improve
the photosynthetic efficiency under high-light conditions [56]. For example, full light integration in the
model algae Chlamydomonas reinhardtii occurs at frequencies higher than 50 Hz [34], while 10 Hz
flashes might be sufficient for Nannochloropsis salina [52]. The scattering of results and also the fact
that some researchers report no effect of flashing light on cell growth at all [29] makes it difficult to
assess optimal flashing regimes and the real potential of the FLE for the improvement of algal growth in
technical reactor systems. Also it should be noted that many experiments were performed in optically
thin cultures and are thus not representative for large scale cultivation systems where the light exposure
of single cells is governed by a continuously varying light intensity and hydrodynamic mixing, see
section 2.2. In order to take these relations into account, some studies aim at mimicking representative
conditions for photobioreactors with light/dark cycles in the order of several seconds [24, 58-62]. An
alternative way to investigate the occurrence of the FLE in photobioreactors is the development of
numerical models coupling the transient change of the physical environment with kinetic models for
photosynthesis (see 2.1.3).

Recalling Figure 2.2, it can be seen that the turnover rate decreases at very high light intensity due to
the light-induced damaging of the photosystems (photoinhibition). The damaging of the photosystem:s,
particularly of PS II, is proportional to the received light intensity. Under strong irradiance, photoinhi-
bition cannot be compensated any longer by intracellular repair mechanisms and, consequently the rate
of photosynthesis decreases [63]. This effect is even pronounced by the formation of reactive oxygen
species (ROS) as a by-product of photosynthesis. The increased formation of ROS under strong light
contributes indirectly to photoinhibition by targeting the synthesis of the D1 protein, which is part of the
repair mechanism of PS II [63]. On longer time scales, a typical cellular response to light stress is the

adaption of their pigmentation (photoacclimation) including the reduction of the chlorophyll content
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and the formation of carotenoids in order to reduce the size of the LHC and enhance the antioxidative

capacity respectively [64, 65].

2.1.3. Kinetic models for photosynthesis on different time scales

For the purpose of photobioreactor engineering it is necessary to describe the kinetics of photo-
synthesis quantitatively. In this context, a large body of kinetic models has been developed, see e.g. the
reviews [37, 66, 67] for an overview. In the following, two fundamental different approaches for light
dependent kinetic modeling will be presented based on a selection from the many models being present
in literature. A summary of the model characteristics is provided in table 2.1.

A common approach to capture the kinetics of photosynthesis is the expression of the cellular re-
sponse to light by one-equation models mimicking the hyperbolic shape of the PI-curve. Examples for
kinetic models of this type are the hyperbolic tangent model [68] or Monod-type kinetics with light

intensity I playing the role of a substrate, thus

I

P:Pmazmo(

p 2.1

where P is the rate of photosynthesis, K a kinetic constant and y the specific growth rate. Extensions of
these models were proposed to increase the prediction accuracy, e.g. by considering substrate inhibition
to account for photodamage [36, 40]. Another modification is the consideration of absorbed instead
of incident light [69] and therefore of the wavelength-dependency of light and the cellular absorption
characteristics. Also limitations by nutrients (e.g. carbon or nitrogen) are sometimes considered by
multiplicative Monod-type kinetics [66]. The characteristic time scale of this class of models is given

by cellular doubling time !

, which is usually in the order of hours to days. Thus, they are suitable
for the simulation of whole batch cultivations with durations in the order of several days. For process
simulations, the kinetic model must be coupled with a light-attenuation model (see chapter 3) to take
into account the spatio-temporal variation of light intensity in a reactor (see 2.2.2) and the related

variance of local growth conditions. A representative reaction rate for a reactor system can be obtained

Table 2.1.: Characteristics of different kinetic models according to [37].

Type Time scale Consideration of light Possible model couplings

history and FLE
One-equation uwt no Coupling with light distribution for local growth
models rates of the culture
Photosynthetic dark reac- yes Coupling with light distribution and particle
factory models tion tracking and/or flow models for dynamic growth

rates of single cells in light fields
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Resting Activated

Damaged

Figure 2.3.: Schematic of the Eilers and Peeters model. The rate of PSU activation is a/x3. Light-dependent
photodamage occurs at rate 51x1. The rates of the dark reaction and PSU-repair are given by ~yx
and dx4 respectively.

by integrating the local prediction j(x) over the whole reactor volume> [37]. It should be noted that
the motion of individual cells and their expose to fluctuating light is not considered by this modeling
approach.

A second class of models aims at predicting the overall photosynthetic reaction kinetics by the cou-
pling of models for the single reactions, namely light and dark reaction as well as photoinhibition.
Although there are different approaches [53], the most common representatives of this class are the
photosynthetic factory models, firstly introduced by Eilers and Peeters [70]. The basic assumption
behind the photosynthetic factory models is the existence of photosynthetic units (PSU) which can be
activated by light absorption. Activated PSU either relax again towards the resting state and drive the
dark reaction with the absorbed energy. Alternatively, if light is absorbed in excess, photodamage of
activated PSUs transfer them into an inactive state whereby the carried energy is dissipated. Thus, three
possible states for PSUs are considered: activated (z), damaged (x2) or at rest (x3), with z; being the
dimensionless fraction of the total cellular PSUs in the respective state. The transition rates between
the single states account for the rates of involved partial reactions and the total rate of photosynthesis
is usually given by the transition rate from the activated to the resting state. Figure 2.3 illustrates the
basic principle of the Eilers and Peeters model. According to this scheme, the transition rates of the

activated and damaged states are given by the following set of equations

d

% =alxs — (BI + )z 2.2)
dx
T; = ,BI"El - 5$2 (23)
r3=1—x1 — 22 2.4)

>This procedure is also termed ji-integration.



2. Algal Photosynthesis and Cultivation 12

where the model parameters «, (3, v and ¢ account for the kinetic constants of light-dependent ac-
tivation and damaging of PSU, as well as for their recovery in the photosynthetic dark reaction and
by repair, respectively. Several modifications and extensions of the original reaction scheme of Eilers
and Peeters were proposed by different authors, taking into account different possibilities for states
transitions, different models for the single reaction rates or models accounting for changes in the total
number of PSU in order to represent photoacclimation [71-78]. A comparison of the different models
including a parameter sensitivity analysis was recently carried out by Rudnicky et al. [79] showing that
all compared models were able to reproduce experimental data although some of the model parameters
have little effects on the solution. The characteristic time scale of the photosynthetic factory models is
approximately given by the dark reaction rate, being much smaller than the cell growth rate. Because
the dynamics of photosynthesis are resolved, photosynthetic factory models are suitable to investigate
the effects of fluctuating environmental conditions on the dynamics of photosynthesis. This also in-
cludes the investigation of the FLE (see 2.1.2) on the reactor scale if the kinetic model is coupled to
additional models for the light distribution and the hydrodynamic mixing of cells [30, 80—84]. How-
ever, it should be also mentioned that photosynthetic factory models are not suitable for the simulation

of whole batch cultivations due to their high temporal resolution and the related computational costs.

2.2. Cultivation of microalgae in photobioreactors

2.2.1. General requirements and photobioreactor types

In contrast to other fields of biotechnology where stirred tank reactors are the dominating reactor type,
the dependence of cell growth on light availability causes a large variety of reactor types being utilized
in photobiotechnology. Common features of all reactor designs are transparent surfaces and a large
surface-to-volume ratio in order to provide the cell culture with a sufficient amount of light energy
from external sources. Both, technical and natural light sources are used with a clear dominance of
sunlight at the production scale. Other requirements for photobioreactors include an effective gas-
liquid mass transfer for the supply of CO; and the removal of dissolved oxygen as well as sufficient
mixing to ensure homogeneous light exposure of all cells. Thereby shear and tensile stresses must kept
at a low level to prevent mechanical cell damage.

Different types of photobioreactors and recent advances in their design have been extensively re-
viewed, e.g. see [41, 85-91]. A crucial difference exists between open and closed cultivation systems
from which only the latters are termed photobioreactors. Among these, the most commonly employed
types are horizontal or vertical tubular reactors with typical tube diameters of a few centimeters. Design
variants include for example helical tubular reactors [92] or tubes with static mixers [93, 94]. Horizontal
tubular reactors are operated by pumping the cell suspension through transparent tubes having lengths

up to several hundred meters. Typically, they are operated in the weakly turbulent regime at Reynolds
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numbers Re in the order of 10% to 10* to ensure proper mixing of the cell culture [95]. Therewith re-
lated is a relative high demand of mixing energy [88]. For gas exchange, the cell suspension is passed
through a degasser (e.g a bubble column) after flowing through the tubular light collector. However,
the accumulation of oxygen along the tubes may cause the inhibition of RubisCo [85] (see 2.1.1). In
contrast, vertical tubular photobioreactors are often operated as bubble column or air-lift reactor, where
mixing is realized by gas sparging. They are typically operated at low to moderate gas superficial ve-
locities uy < 0.4 m s! [96] and provide several advantages like excellent mass transfer characteristics,
low shear stress and low requirements for mixing energy [88, 96]. Other types of photobioreactors are
flat-panel air-lift reactors [25] or internally illuminated reactors [97] from those the latter are currently
not found at production scale.

Several researchers compared the performance and economics of photobioreactor operation. Wolf et
al. [21] observed a maximum photon conversion efficiency (PCE, see 2.1.2) in a tubular reactor system
of 2.5% (related to the total solar spectrum) for the cultivation of Chlorella sorokiniana under outdoor
conditions. Results in a similar order are reported for other species [98, 99]. The biomass production
costs, on the other hand, were estimated at the 100 ha scale in the order of 4-6 EUR per gram dry
mass with little differences between different reactor systems [100, 101]. The theoretical minimum of
production costs for tubular or flat panel photobioreactors was estimated by Acien et al. [4] with 0.7
EUR per gram dry mass under the prerequisite of an increased reactor productivity (among others).
Recalling that the theoretical maximum of the PCE related to the PAR region of sunlight is in the
order of 10% [20], it becomes clear that improving the PCE and thereby the reactor productivity offers
great potential to make photobioreactor technology economically more feasible. Apart from genetical
engineering [102, 103], the technical realization of the FLE (see 2.1.2) in the reactor environment
provides a possible way to reach this goal. For gas-sparged photobioreactors it is reported that improved
pneumatic mixing might be suitable to increase the biomass yield [60, 104]. Other researchers suggest
the utilization of artificial light sources to provide flashing light with tailored characteristics in order
to meet the photosynthetic requirements [27, 50, 105, 106]. However, several technical hurdles need
to be overcome prior to a technical realization of flashing light sources on the production scale [106].
Also new concepts targeting an improved PCE by means of internal light sources [97] or special reactor
designs with improved mixing characteristics [93] are reported in the literature. However, according to
the analysis of Acien et al. [4], equipment costs contribute crucially to the overall production costs and
therefore limit the economical realization of some innovations. In any case, evaluating the potential
of the different approaches to improve the PCE requires knowledge about the light distribution and

hydrodynamics in a PBR configuration.
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2.2.2. Light distribution in photobioreactors

As mentioned before, the availability of light is one of the most important factors for the growth of
microalgae in photobioreactors. Above all, this is due to the tight relation of light intensity and the rate
of photosynthesis. Reviews concerning the issue of light distribution in photobioreactors are provided
by Ogbonna and Tanaka [19] or Wang et al. [107]. Generally, the light distribution in a photobioreactor
is mainly affected by the type, shape, orientation and emission characteristics of the light sources,
the reactor geometry and in particular by the radiation characteristics and concentration of the cells.
Moreover, it is often mentioned that the presence of the gaseous phase affects the light distribution in
gas-sparged photobioreactors [108—110]. The cell radiation characteristics include the probabilities for
photons to be absorbed or scattered by cells as well as the angular distribution of scattered photons.
The cell suspension itself is usually treated as a homogenized participating optical medium, instead of
considering the interaction of light with individual cells. At the scale of the suspension, the radiation
characteristics are related to the cell mass fraction as well as the morphology and pigmentation of the
cells. Further details about this topic will be provided in section 3.1.

The light intensity in photobioreactors always underlies spatial gradients due to the attenuation of
light by the cell culture. Thereby, the strength of the light-matter interaction is proportional to the
light intensity itself causing very steep gradients at the spectral absorption peaks. Consequently, at
these wavelengths all light can already be absorbed a few millimeters away from the source, which was
also confirmed experimentally [111, 112]. On the other hand, the strength of the light-cell interaction
varies at different wavelengths due the spectral distribution of absorption and scattering characteristics.
Because the absorption spectrum of green algae species is peaked in the blue and red parts [113, 114],
the relative contribution of green light to the local polychromatic light intensity increases along the light
path [112]. The weak absorptivity of green light again causes a flattening of the spatial light intensity
gradient [115]. It is often neglected that additional heterogeneity of the light intensity distribution can
be caused by reflection or refraction at the various interfaces and even dark regions may arise due
to these effects [116]. This issue may be addressed by illuminating cylindrical geometries radially
from all sides. It was shown that an almost homogeneous light distribution can be obtained due to the
superimposing emission of the different sources [117, 118]. In the usual case of batch or semi-batch
operation, additional temporal gradients exist in consequence to the evolution of cell density, cell size
and the possible adaption of the pigmentation [119—121]. On longer time scales also the diurnal and
seasonal variations of sunlight contribute to temporal light gradients in case of outdoor cultivation,
affecting the cellular composition [107] and in turn the radiation characteristics of the cell culture.

Recalling that the reaction kinetics of photosynthesis are determined by the light intensity cells are
exposed to, it is clear that the cell growth rate in photobioreactors must underlie spatio-temporal de-

pendencies. For instance, parts of the culture can be exposed to high light intensity near illuminated
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surfaces and photosynthesis becomes light saturated or even photodamage of the photosynthetic appa-
ratus can take place. In contrast, above a certain cell density, the existence of spatial intensity gradients
cause that parts of a cell culture are located under conditions where the light intensity is below the sat-
uration point and thus, the rate of photosynthesis is light-limited or zero (see 2.1.2). It is well accepted
that the volumetric productivity of a photobioreactor is the highest if the lowest available light intensity
equals the compensation intensity [29], meaning that the energy demand for respiration can be satisfied
by photosynthesis. In case of a high cell density, e.g. 10 — 20 g/L, the related steep intensity gradi-
ent requires extreme short light paths in the sub-centimeter scale to satisfy the optimality condition.
In order to achieve a more homogeneous light distribution and thus, to overcome the contradiction of
short light paths and reactor scale-up, researchers suggest for instance reactors with internal illumina-
tion (see 2.2.1). However, externally illuminated photobioreactors exist almost exclusively in practice,
typically with light paths of a few centimeter and consequently dark parts of the culture. Therefore, a
typical property of photobioreactors is the very inhomogeneous spatial distribution of photosynthetic
reaction rates due to the gradients of light intensity. The non-linear relations between light intensity,
light spectrum and the cellular reaction kinetics necessitate to consider the spatial inhomogeneity of
the light intensity field for the prediction of a representative culture growth rate [19].

Due to hydrodynamic mixing, individual cells move through the reactor and are exposed to a time-
dependent fluctuating light intensity. The received temporal light signal is sometimes termed as light
regime [122, 123] and contains the incident light intensity, the frequency of the light/dark cycles as
well as the duty cycle as characteristic variables. It is clear that the light regime is a decisive deter-
minant for the occurrence of the FLE in photobioreactors. Brindley et al. [123] pointed out that the
light regime in real photobioreactors is not well represented by sharp light/dark transitions, which typ-
ically appear when thin-cultures are illuminated with flashing-light sources in laboratory experiments.
Under such conditions, the effects of mixing on photosynthesis are potentially overestimated [54]. In
order to take the continuous variation of light intensity in photobioreactors into account, they proposed
a characterization of the light regime with a duty cycle being computed from the volumetric average
light intensity [123]. However, the definition presumes a perfect mixing of the culture and ideal cell
trajectories from the reactor center to the walls and vice versa. For three-dimensional multiphase flows,
e.g. in bubble columns, this presumption hardly holds since the trajectories of the tracer-like cells are
mainly governed by chaotic and non-regular vortices [124]. Consequently, to date an accurate descrip-
tion of light regimes in a photobioreactor under certain operation conditions requires the simulation of

the light distribution and the multiphase flow.



2. Algal Photosynthesis and Cultivation 16

2.2.3. Hydrodynamics and mixing

Hydrodynamic mixing is an important requirement for photobioreactor operation and ensures that all
cells within a culture experience similar conditions on time scales longer than a characteristic mixing
time. In bubble column reactors, this time scale is usually in the order of seconds [125]. On the
other hand, an improvement of photobioreactor productivity can be achieved when the shuttling of
single cells between light and dark zones in the reactor is fast enough to match the time scales of the
photosynthetic reaction kinetics [41]. As outlined before, the limiting time scale is the one of the dark
reaction, which is in the order of milliseconds (see 2.1.2). For the external illumination of a cylindrical
photobioreactor, this is related to a radial movement of single cells at frequencies of several Hz over
amplitudes which are related to the spatial light intensity gradient. Due to the large variety of existing
photobioreactor designs, a comprehensive discussion of the hydrodynamic features for all of these
reactors would go beyond the scope of this literature review. Instead, the focus of this section lies on
the review of hydrodynamics in cylindrical bubble columns with special emphasis on bubble column
photobioreactors. Reviews capturing the hydrodynamics in other photobioreactor designs are provided
by Refs. [89, 126]. Literature reviews concerning the characteristics of bubble column reactors in
general can be found e.g. in Refs. [127-130].

The major design parameters of bubble column reactors contain the diameter and aspect ratio of the
column as well as the sparger design [130]. Bubble column photobioreactors are usually characterized
by large aspect ratios with typical column diameters in the order of a few centimeters, whereas the
column height can reach several meters. Typical values of diameters and aspect ratios are summarized
in table 2.2. According to these data, aspect ratios Hy/Dg of photobioreactors range from order 10! to
102, whereas for conventional bubble column bioreactors the aspect ratio takes values from 2 to 5 [127].
With regard to the spargers (gas distributors) a large variety of designs is known, capturing simple dip
tube spargers, ring or spider spargers, porous plates and membranes. It can be concluded from table
2.2 that all of these types can be found in photobioreactors. The type and hole diameter of the sparger
has a strong impact on the number and size of primary bubbles by affecting the effective gas flow rate
through each hole and the magnitude of the local adhesive and detachment forces [128]. Thereby, the
characteristic operation parameter is the gas superficial velocity u, = Vg /Ao which relates the gas
volume flow rate V'fq to the cross-section Ay of the column. The provided data in table 2.2 show that
typical values for u, range from 107%t0 102 ms!.

Based on the typical design and operation of bubble column photobioreactors, certain operation
characteristics can be expected. The most important quantity is the bubble size distribution (BSD)

determining the global and local gas hold-ups, the gas-liquid mass transfer and the overall flow field.
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Table 2.2.: Design and operation characteristics of some bubble column photobioreactors.

Scale Do [m] Ho/Dy ug[m s1] Sparger Ref
Lab 0.070 6.04 5.9-1073 n.s.” [131]
Lab 0.030 62.5 1-1073...5-1073 Nozzle, @ n.s.” [132]
Pilot 0.185 6.21 9.3-107%*...3.7-1073 Nozzle, @ 10 mm [133]
Pilot 0.130 7.69 54-107%..8.2-1073 Ring, 15 holes, @ 1 mm [80]
Pilot 0.193 10.36 1.1-1072 Spider, 17 holes, @ 1 mm [96]
Production 0.05 120 n.s.” Membrane [134]

* not specified

According to the approximate flow maps provided by Shah et al. [135] and Zhang et al.® [136], the
two-phase flow in bubble column photobioreactors can be expected to occur mainly in the so-called
(pseudo-) homogeneous regime, although the typical high aspect ratios might support the transition to
the slug flow regime at u, > 1072 ms7! [137]. The (pseudo-) homogeneous regime is characterized by
mono- to polydisperse bubble size distributions and a small impact of bubble break-up or coalescence
phenomena. Confirmatory, Besagni et al. [130] conclude in their extensive literature review that for a
given sparger design the bubble sizes in the homogeneous flow regime are mainly determined by the
fluid properties and remain more or less constant among different gas superficial velocities. The shape
of bubbles of a certain size rising in a fluid can be estimated from combinations of the E6tvos (Fo),
Reynolds (Re) and Morton (/M o) numbers [138]. More recently, the prediction of the bubble aspect
ratio in terms of the Weber number We = Re?Mo°®Eo~"? or the Tadaki number T'a = ReM 0%
has been proposed [139].

The size and shape of a bubble determine its rising velocity and therefore the time until it reaches the
liquid surface. Eventually, bubble-bubble interactions also affect the rising velocity in bubble swarms.
Since the bubble generation rate for a given sparger is closely related to the gas superficial velocity, it
also determines the overall gas hold-up’ €4. In the (pseudo-) homogeneous regime ¢, is approximately
linearly related to u, and takes values less than 0.15 [130]. There is evidence that the gas hold-up is
inversely related to the column diameter if Dy < 0.1...0.15 m [127, 130]. In contrast, concerning the
column aspect ratio, no effect on the gas hold-up was observed, if Hy/ Dy > 5 [140].

The presence of velocity gradients in the liquid phase cause the action of lift forces on the gas
bubbles. While large bubbles are concentrated at the column center, small ones migrate towards the
column wall and create a non-uniform distribution of the void fraction leading to a destabilization of
the multiphase flow [141]. In consequence, the occurrence of a randomly meandering bubble plume
is a typical characteristic of the flow in bubble columns at higher gas superficial velocities beyond the

homogeneous regime [142, 143], see also figure 2.4. The bubble plume is the driving force for the

The dimensions column in this work were Dy = 0.0826 m and Hy = 2 m. Therefore the design is close to the one of
photobioreactors.
"¢y = Vy/Viot, Vy: dispersed gas volume, V;o;: total volume of the gas-liquid dispersion.
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Figure 2.4.: Transient flow patterns in a three-dimensional bubble column flow [142]. With permission from
John Wiley and Sons.

multiphase flow and it was shown in numerous experimental (e.g. [144, 145]) and numerical (e.g.
[146-148]) investigations that the high void fraction in the column center causes an up-flow of the
liquid phase while the down-flow occurs along the column walls in consequence to mass conservation.
It is well established that dynamic vortices appear between the central bubble plume and the column
wall [142], which have a significant impact on the mixing of passive tracers [149]. With regard to the
desired radial motion of microalgae cells in photobioreactors, it can be estimated that the most species
behave as passive tracers®. Consequently, these vortices can be expected to play an important role for
the light regime to which cells are exposed to and thus, for the possible productivity enhancement by
the FLE.

To take radial mixing into account, Camacho Rubio et al. [152] extended the established concept of
quantifying mixing in bubble columns by an axial dispersion coefficient D, and introduced an addi-
tional radial dispersion coefficient D,. The achieved biomass growth of Phaeodactylum tricornutum
was shown to correlate with this quantity, although just a weak sensitivity of D, to u, was reported.
Luo et al. [153] and later Luo and Al-Dahhan [124] tracked radiative tracers (CARPT technique) to in-
vestigate the radial cycling of particles in different bubble-sparged photobioreactors. The overall radial
motion of the particles is determined by the different time and length scales of the flow field, rang-
ing from fast shuttling over small distances due to turbulence and small vortices to the slower motion

along large spiral trajectories being determined by the bubble plume oscillations. An alternative way

8The Stokes number St = T /T# is an estimator for ability of a particle to follow the flow [150]. Therein, 7, =
measures the particle response time to changes in the flow, while 7 is a characteristic time scale of the flow. Microalgae
cell are typically characterized by diameters dj, in the order of micrometers and mass densities p;, slightly higher as water.
Assuming the material properties of a growth medium being similar to water, 7, can be expected in the order of 1077 to
10~® seconds. A measure for the characteristic time scale of the flow field is the oscillation of the bubble plume, which
occurs on time scales in the order of 10° to 10 s [143, 151]. Therefore, St < 1 which means that cells follow the flow
passively.
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to access bubble-induced radial mixing in photobioreactors is based on simulations of the flow field
and cell motion. Thereby, a simplified and computationally less demanding approach is the modeling
of the cell motion by superimposing convective motion with a random walk model, whereas for the
latter a diffusion constant (eddy diffusivity) is related to the reactor operation parameters, e.g. the gas
superficial velocity [30, 154]. This approach is related to the modeling of axial and radial tracer dis-
persion, however, its benefit for investigating mixing patterns in microalgae cultures is limited. First,
the eddy diffusivity is not a constant and strongly depends on the radial position [155], what becomes
particularly important if the determination of light regimes is pursued. Second, the determination of the
eddy diffusivity underlies certain uncertainties as outlined by Joshi et al. [156]. Finally, the irregular
tumbling of the bubble plume should also be taken into account for mixing studies [149].

A more sophisticated approach is the full simulation of the multiphase flow including cell tracking
by means of computational fluid dynamics (CFD). Although in recent years systematic studies have
been conducted to evaluate the ability of different turbulence models and interfacial closures to cor-
rectly capture the dynamical flow structures (e.g. [157, 158]), there is still no general agreement about
these issues. Besagni et al. [130] provide an up-to date review of recent developments in the field of
multiphase flow simulation, whose detailed discussion goes beyond the scope of this chapter. CFD
is also often applied to investigate flow patterns and mixing in photobioreactors (see e.g [159, 160]).
However, the results should be critically reviewed because the multiphase flow is often modeled inade-
quately. A common issue is that researchers neglect several interface forces, although agreement exists
that the complete set of drag, lift, virtual mass, turbulent dispersion and wall lubrication forces should
be considered for an accurate description of the multiphase flow [130]. For example, in their study on
mixing effects on cell growth Nauha and Alopaeus [161] consider just the action of the drag force on
the gas phase. Consequently, they achieve the result of straightly ascending bubbles being in conflict
to the experimental observation of an oscillating bubble plume. In a second study [162], they extended
their model by including a lift force while still neglecting the counteracting effects of turbulent disper-
sion [141]. Seo et al. [163] aimed at comparing different modeling approaches to simulate the flow in a
bubble column photobioreactor. However, in their study they considered only drag, lift and virtual mass
forces and assumed laminar flow conditions. These examples indicate that a careful modeling of the
flow is required to capture the conditions in photobioreactors correctly. This is particularly important
for investigations on bubble induced mixing, light regimes and cell growth. Finally, it should be stated
that little knowledge is available on how the presence of algae cells and their increasing concentration
during the cultivation process affect the liquid properties and the flow field. In a recent study Ojha
and Al-Dahhan found that the gas hold-up was significantly reduced at higher biomass concentration,
which was related to a growth-associated increase of the mixture viscosity at constant surface tension

[164]. The increase of the dynamic viscosity at higher cell concentration was also reported by other au-
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thors [165]. However, as reviewed by Besagni et al. [130], controversial results concerning the effects
of viscosity on the bubble column operation characteristics are reported in the literature and further

research about this issue will be necessary in future.

2.3. Concluding remarks

In the previous sections it was outlined that different processes on various time and length scales af-
fect the operation and productivity of bubble column photobioreactors. On the one hand, the reaction
kinetics of photosynthesis determine the overall cell growth (see 2.1.1). Under high light conditions,
the light and dark reaction occur on mismatching time scales and, consequently the overall photosyn-
thesis becomes light-saturated (see 2.1.2). On the other hand, mixing of the cells induces a fluctuating
light exposure, which potentially synchronizes the reaction speed of both reactions if the light/dark
frequencies are high enough. The underlying physiological effect is called flashing-light effect (FLE).
The length scale over which the shuttling of single cells must occur to induce the FLE depends on
the steepness of the light intensity gradient (see 2.2.2). It will be outlined in the next chapter, that a
characteristic length scale of the light field is given by the inverse of the extinction coefficient of the
cell suspension, which is related to the cell concentration. The intensity of pneumatic mixing in bubble
columns depends mainly on the gas superficial velocity (see 2.2.3). Hence, each unique combination
of mixing, light supply, cell concentration and reaction kinetics determine the overall productivity of a
bubble column photobioreactor.

The existing literature contains contradictory information about the practical relevance of the FLE in
photobioreactors so that further investigations of the topic are needed. Similarly, it is not clear whether
the presence of a gaseous phase affects the light distribution and, consequently, the efficiency of light
utilization and cell growth. In chapters 7 and 8 of this work, a multiphysical simulation model will
be developed and coupled to cellular reaction kinetics in order to answer these questions. A further
discussion of the topic is provided in chapter 10, which also links the obtained results to other types of

photobioreactors.
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3. Radiation Transfer Models and Numerical Methods

The chapter reviews models for light propagation with an emphasis on photobioreactor engineering.
Aspects concerning the radiation characteristics of microalgae cell cultures will be discussed first.
Thereafter, the most important models, namely Lambert’s law and the Radiation Transfer Equation, will
be introduced. Moreover, because of their relevance for photobioreactor research and lattice Boltzmann
modeling of radiative transfer, additional common approximations of the RTE like the 2-Flux models or
the Diffusion Approximation will be briefly reviewed. A short overview of numerical methods utilized

for radiative transfer calculations complements the description of the different models.

3.1. Radiation characteristics of photosynthetic cells

All of the here considered models (see 3.2 and 3.3) have in common that radiation transfer in a ho-
mogenized participating optical medium is assumed. The definition of a participating medium contains
specific absorption and scattering characteristics which determine the probability of light-matter inter-
actions per unit length. Mathematically, this is expressed in the respective absorption and scattering
coefficients p, and ps. As mentioned before (see 2.2.2), the radiation characteristics of a cell culture
are related to the cell morphology, pigmentation and cell concentration and therefore vary constantly in
time. A practical concept to obtain absorption and scattering coefficients is the consideration of optical
cross-sections as a normalized measure for the interaction probability. In case of light absorption, p,
can be expressed by a linear relationship

Ha = A X (3.1)

where A, is the cell-specific, cell mass-specific or pigment mass-specific absorption cross-section
([m?/cell] or [m? /kg]) and X [#/m?] is the respective particle or pigment concentration in the suspen-
sion [166]. For scattering, linear relationships are only valid if independent scattering can be assumed,
which occurs at low particle concentrations or a small scattering cross-section. Baillis and Sacadura
[167] propose a scattering regime map in order to estimate whether independent scattering can be as-
sumed, and consequently the relation
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holds. The quantities in Eq. (3.2) are similar to those in Eq. (3.1) except that the index s denotes for
scattering. Assuming typical values for microalgae cultures, one finds that linearity can be accepted'.
Another important quantity is the scattering phase function ¢ which describes the probability distribu-
tion for scattering with respect to the single scattering angle © = acos((n - n’)/(|n||n’|)), where n, n’

represent unit vectors in spherical coordinates. A general notation for @ is [168]

_ dI’(cos(O))
fil I'(cos(O)) dcos(O)

P(cos(0)) (3.3)
while the specific shape of the function depends on the chosen scattering model, e.g. Mie theory.
Important properties of the scattering phase function are reciprocity and the conservation of energy.

The latter directly follows from Eq. (3.3), thus

1
1= 1/ ® dcos(O) (3.4)
2/

The cosine of the average scattering angle is given by the first angular moment of ¢ and is known as

the asymmetry factor g. Therefore,

g= ;/_11 cos(©)P dcos(O). (3.5)
In a weakly absorbing? but scattering medium, the direction of photon propagation becomes increas-
ingly randomly after multiple scattering events, being accompanied with a transition from ballistic to
diffuse radiation transport [169, 170]. In this context, the transport or reduced scattering coefficient
wh = pus(1 — g) is a determinant of radiative transfer, which is also reflected by its relation to the dif-
fusion coefficient in the radiative Diffusion Approximation (DA, see 3.3.5). Related to this, it is part of
similarity relations for radiation fields (see 3.3.2), which are applied to scale radiation characteristics
in order to improve the performance of numerical solvers (see 3.3.3).

The optical cross-sections A, and A as well as the scattering phase function @ are related to the
morphology, size and composition of the cells. The governing physical quantities are the size distri-
bution of the suspended cells and their complex index of refraction [171]. The real part determines
the scattering of light while light absorption is reflected in the imaginary part. The link to the opti-

cal cross-sections and the angular scattering patterns is provided by Mie theory, see [171-173]. Also

'The estimation of independent scattering is based on the size parameter s = md, /A and the particle volume fraction
¢v = X/pp where dp, Vp, pp, A, denote for the particle diameter, particle volume, volume-specific particle dry mass and
radiation wavelength [167]. Typical values for microalgae cultures range from d, = 107°... 3- 107 m, p, ~ 2000 kg
m™ and A = 400... 700 - 10~° m. These parameters result in sizes parameters of order a5 ~ 10°... 10%. Typical biomass
concentrations in PBR range from X = 1... 10 kg m™ so that cell volume fractions in the range of ¢, ~ 5-107%4... 5.10>
can be expected. According to the scattering map in Ref. [167], independent scattering can be expected within this
parameter window.

2Strong absorption counteracts the equilibration process.
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computationally cheaper but less accurate approximations of Mie scattering exist, e.g. the Anomalous
Diffraction Approximation (ADA) [174]. The forward peaked Mie scattering of microalgae cells is
often approximated by the Henyey-Greenstein (HG) phase function @ [175], being defined as

1 1— g2

Pra(O) = —
16(0) 47 (1 + g2 — 2gcos(0))3/2

(3.6)

Typical values for the asymmetry factor of microalgae are g > 0.95 [110, 114, 176, 177]. Then, the
HG phase function reflects the strong forward scattering of the cells but also tends to underestimate the
amount of backscattering, whose contribution to scattering is however normally small for microalgae.
This issue can be addressed in principle by superimposing two or more phase functions with different
asymmetry factors [178]. Though, in the context of photobioreactor engineering this approach is rarely
applied and usually single parameter phase functions are assumed.

Measurements of the complex index of refraction are challenging and a model-based determination
provides an alternative [176]. Thereby, a major difficulty lies in the complicated cellular structure
and the impact of inner cell organelles and cell wall on the optical cell properties [176, 179]. In
order to reflect this, algae cells are sometimes modeled as coated spheres assuming different optical
properties for the cell hull and organelles [180—182]. Models must also take into account that the index
of refraction is not a fixed quantity, rather than being affected by the physical and chemical environment
during the cultivation [183]. For example, different growth conditions and environmental stress factors
affect the cell size or the intracellular contents of lipids and pigments and in turn the optical properties
of the cell culture [121, 183, 184]. Because of these difficulties direct or indirect measurements of the
absorption and scattering coefficients in cell suspensions are more common. A number of papers deal
with the development of measurement techniques, e.g. [185-187]3, and a large body of measured data

is nowadays available for several species [113, 114, 120, 121, 177, 178, 189-193].

3.2. Lambert’s law and modifications

3.2.1. Lambert’s law

Lambert’s law (also Beer-Lambert’s law, Boguer’s law) is the simplest model to calculate radiation
transfer in participating media and the spatial distribution of the radiation intensity. The basic under-
lying assumption is that absorption fully governs the radiation-matter interaction and no scattering of
radiation takes place. Under this assumption, radiation transfer reduces to a one-dimensional problem
if the source also emits collimated radiation. An common way to derive Lambert’s law is to postulate
it in its differential form

dl

. 3.7
1z Iz 3.7

3see also the techniques reviewed in [188].
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and obtain by integration the analytical solution of (3.7)
I(x) = Ipexp(—pax) (3.8)

with the boundary condition I(x¢) = Iy. This derivation corresponds to a special solution of the Ra-
diation Transfer Equation, see 3.3.1. The quantities /o and p, are usually functions of wavelength.
Therefore, the predicted intensity profiles depend on wavelength and the polychromatic radiation in-

tensity must be obtained by integration across the light spectrum. Thus,

A2
I(z) :/ To xexp(—faaw)dA (3.9)
A

1

where the index A accounts for wavelength dependency of the indexed quantities. An alternative but
less accurate approach is to average Io ) and fi, ) across the spectrum and compute the polychromatic
intensity by means of the spectrum-averaged quantities and Eq. (3.8).

Although Lambert’s law is by far the most used model to calculate radiation transfer in photobiore-
actors, e.g. see [30, 69, 80, 194], some authors point out that realistic light intensity profiles are non-
exponential even at single wavelengths [111, 195]. This deviation is caused by the disregardance of
scattering which occurs naturally in particulate suspensions. Lambert’s law provides only an acceptable
approximation if the suspensions are dilute or if the path length of radiation transfer is small. Under
these conditions single scattering of radiation can be expected and its effect on the radiation intensity
can be incorporated into the absorption coefficient [188]. In these cases the term extinction coefficient
should be preferred because it covers the two different mechanisms of radiation-matter interaction. An
example for this approach is given in the work [196], where the contribution of absorption to extinction
was modeled in a linear dependency of the intracellular pigment content and a constant offset account-
ing for scattering. At high cell concentrations or long propagation paths multiple scattering must be
expected. Because photons propagate no longer unidirectional, the path length inside the medium is not
similar to the macroscopic distance Ax = x — xy. Consequently, the exponential relation between ab-
sorption probability and position x is not accurate. Moreover, because of the three-dimensional nature

of scattering, the assumption of one-dimensionality can not necessarily be maintained.

3.2.2. Modifications of Lambert’s law

In order to increase the prediction accuracy and retain a simple analytical model at the same time,
different modifications of Lambert’s law have been proposed. Béchet et al. [37] mention some of
these models in their comprehensive review. Usually, modification of Lambert’s law target the form

of the exponent in Eq. (3.8). Empirically based approaches are given in the works [197]* or [198,

“The exponent is modeled as hyperbolic function with respect to biomass concentration.
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1991°. These models neglect wavelength-dependency of the extinction coefficients and aim at directly
predicting the polychromatic radiation intensity. Fuente et al. [115] proposed the utilization of Kirk’s
correlation [200] for computing the extinction coefficient. Similar to the approach of Grima et al.
[196] (see 3.2.1), Kirk’s correlation considers the contribution of absorption and scattering but relates
them in a non-linear way. A different approach is the modeling of polychromatic light propagation by
Mittag-Leffler functions [201]. Here, the first order derivative in Eq. (3.7) is replaced by a fractional
derivative of order o € [0,1]. The choice of 0 = 1 yields again Lambert’s law which is therefore
a special solution of the Mittag-Leffler functions. The model is motivated by mimicking the spatial
variation of the absorption efficiency in phototrophic cultures, being accompanied with changes in the
light spectrum along the light path. However, the benefit is questionable since similar shaped light
intensity profiles can be obtained by solving Eq. (3.9).

Although the mentioned models are not difficult to compute, problems may arise with their applica-
tion. Usually the models are based on empirical relations, restricting their universality and necessitating
previous testing of their accuracy in each specific case. Second, in all these models information prop-
agates just downstream from the source or in other words, the exponential structure of Lambert’s law
is accompanied with the assumption of collimated radiation in the whole domain of interest. This
is, however, clearly contradictory to the three-dimensional nature of scattering which also includes
backscattering. With regard to light fields in photobioreactors, the importance of this simplification
will depend greatly on the spectrum of the light source and the cultivated species. The light field at
wavelengths close to the absorption maximum of a species is probably well approximated. On the
contrary, most species do not absorb much light from the green part of the spectrum and scattering
becomes a more prominent factor. Thus, the prediction error by utilizing Lambert’s law or its mod-
ifications will increase under such conditions. The class of 2-Flux models (see 3.3.4) may provide a

suitable alternative.

3.3. The Radiation Transfer Equation and its approximations

3.3.1. Radiation Transfer Equation

The Radiative Transfer Equation (RTE) is a balance equation for radiance L(z,n,t), which takes its
interaction with the surrounding matter by absorption and scattering into account. By utilizing certain
approximations, it can be derived from Maxwell’s equations [202]. Since radiance is directly related
to the photon distribution function [203], the RTE is a mesoscopic, Boltzmann-type kinetic equation.
In the framework of kinetic theory, an equation with identical structure (except the sink term —u, L) is
known as the Boltzmann-Lorentz equation (BLE), describing the kinetics of point-like particles collid-

ing with stationary particles of much higher mass [204, 205], see 4.1.2. This scenario can be interpreted

The exponent is modeled as product of two hyperbolic function with respect to biomass concentration and path length.
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to be similar to the scattering of massless photons by matter. For a non-emitting medium, the RTE reads
[206]
oL

1
ot VL= e (—L 0, @L’dﬂ’) — 1oL (3.10)

Therein, z is the spatial coordinate, ¢ is the time, n is a unit vector pointing into the direction of
light propagation and c is the speed of light. All other quantities have similar meanings as defined in
the previous sections. The wavelength-dependency of the transport coefficients is not explicitly noted
in Eq. (3.10), but usually exists as discussed in section 3.1. Radiation sources and the effects of
domain boundaries need to be incorporated into boundary conditions. At sources, Dirichlet boundary
conditions for radiance L are usually defined to model the emission characteristics of a source [206].
Dirichlet boundary conditions can also be defined at the domain boundaries. For example, setting L to
zero reflects a typical condition for an absorbing black wall or free outflow. In contrast, at reflective
walls the boundary values are modeled with respect to the impinging radiance [206].

The angular moments of radiance link the solution of the mesoscopic RTE to the macroscopic radi-

ation field. The local light intensity I(z,t) is given by the zerog, angular moment of radiance
I(z,1) :/ L(z,n, 1) df2 G.11)
4
and higher order moments with physical meaning are the radiation flux
F(z,t) = / nL(z,n,t)d2 (3.12)
4
and the radiation pressure tensor

P(z,t) = 0/4 nnL(z,n,t)d2 (3.13)

While in earlier publications Lambert’s law and its modifications were frequently applied (see 3.2),
more recently researchers increasingly utilize the RTE to predict light propagation in photobioreactors
[110, 188, 195], which is justified by its higher accuracy [111, 195]. Thereby, solutions of the RTE
are obtained in one [110, 111], two [195] or three [195, 207] dimensions with different numerical
techniques, depending on the complexity of the geometry and the required computational costs. For
one-dimensional predictions also analytical solutions of the RTE exits [208, 209], see 3.3.4. However,
recent developments in the PBR technology point towards more complex geometries, including for
example static mixers [93, 210] or internal illumination sources [97]. It is questionable whether light
transfer can still be captured correctly with one-dimensional analytical models and therefore simula-

tions of light transfer are desired. However, solving the RTE in 3D is still computationally demanding,
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since the problem to be solved must be discretized in 7 dimensions (3 spatial, 2 angular, 1 temporal and

1 wavelength), see 3.3.3.1.

3.3.2. Scaling of radiation transfer problems

In order to simplify the computation of radiation transfer problems, scaling of the RTE was proposed.
The basic underlying idea is to simplify the computation of anisotropic scattering by scaling the scat-
tering kernels into a more convenient form. McKellar and Box [211] showed that the RTE is invariant
if both, optical depth and phase function are scaled in a way that conserves the macroscopic transport
properties. Different scaling relations were investigated in the past, and a broad consensus exists that
those based on the P1-approximation of the phase function yield the best results [212-214]. The scaling

is based on the conservation of the transport mean free path

-+ -1 1 (3.14)

,U/{e B Ms(l - g) /]s(l - g)

and the transport scattering albedo

/ ~/
s i
Wiy = - (3.15)
"opiHpe AL

where the scaled quantities are represented by the tilde. Usually, the scaled anisotropy factor is set to
zero, meaning that anisotropic scattering kernels become isotropic what makes the RTE much more
convenient to solve. In this case, i is equal to the reduced scattering coefficient. The computational
benefits and accuracy of the scaling were demonstrated in steady state radiative transfer simulations
in one [214] and three [213] dimensions. However, it was also demonstrated that the scaling lacks

accuracy in transient simulations [215, 216].

3.3.3. Numerical methods for the RTE
3.3.3.1. Discrete Ordinate method

The discrete ordinate method (DOM) is a discretization of the RTE, firstly introduced by Chandrasekhar
[217]. The method and related recent developments are comprehensively described in several mono-
graphs and reviews, e.g. [168, 206, 218]. In brief, the RTE is integrated over a control volume and the
fluxes across the boundaries of each control volume are expressed in terms of the radiation intensity
at nodes being located in their center. The angular discretization is obtained by considering discrete
ordinates along which radiation is allowed to propagate. This discretization yields a set of differential
equations being coupled via a discrete scattering kernel. Thereby, the in-scattering integral is usually

replaced by different Gaussian quadrature rules [219]. It was shown that the choice of the quadra-
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ture rule can cause erroneous in-scattering fluxes [220], being termed as false angular scattering [221].
More precisely, an accurate angular discretization requires that the zero™ and first order moments of
the discrete scattering phase function (see Egs. (3.4), (3.5)) are solved exactly by applying the chosen
quadrature rule. In order to ensure these conditions, different phase function normalization schemes
were proposed [222-224], which will also be applied to the lattice Boltzmann model derived in this
thesis (see chapter 5). Further error sources in the DOM are numerical smearing and the ray-effect
[221, 225]. Since the DOM is a standard method it was also applied for the calculation of light transfer

in photobioreactors, see for example [226, 227].

3.3.3.2. Monte Carlo method

An alternative method to solve the RTE is the Monte Carlo (MC) method, see for example [228-230].
The MC method is based on the idea of tracking individual photons in participating media until they are
absorbed or leave the domain of interest. Thereby, the absorption and scattering probabilities per unit
length are given by the optical properties of the medium. The scattering kernel in the RTE is computed
by sampling the scattering angle from the integral of the scattering phase function, which represent
the cumulative probability distribution for the scattering angle [231]. The radiation intensity field is
obtained by calculating the spatial probability density for finding a photon at a certain location from
the superimposed tracks of many photons, usually 105 < Npn < 10 [232]. Details of the algorithm
can be found in the above cited monographs or references [168, 206, 232].

The MC method is often used as a reference method because no angular discretization is required,
which in turn avoids the error sources mentioned in the previous section. However, the method also
has some drawbacks which are the slow convergence rates at short lengths of the mean free path, noisy
results due to the method’s random nature and the requirement of many photon tracks to obtain smooth
results in highly absorbing media. The latter might be the reason that the MC method is rarely applied
for light transfer simulations in photobioreactors [233, 234]. In the context of this thesis, the Monte

Carlo method is applied to generate reference solutions (see chapters 5, 6 and III).

3.3.4. 2-Flux models

A significant simplification of the RTE can be obtained by aggregating the angular fluxes into a forward
and backward component. The consideration of just two fluxes of radiance also comes along with a
reduction of the spatial dimensions from 3 to 1. Cornet et al. [208, 235] applied this approximation
to light transfer in photobioreactors and derived an analytical solution of the RTE in one dimension

under the assumption of isotropic scattering and one-sided light emission. Later, the model was ex-
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tended to anisotropic scattering to reflect the scattering characteristics of microalgae cultures [209].

The analytical solution of the so-called Cornet’s model is

—(1 — ag)exp(—dcLo)exp(dcz) + (1 + ac)exp(dc Lo)exp(—dox)
Iy (14 ac)?exp(dcLo) — (1 — ac)?exp(—dcx)

(3.16)

where the coefficients ac = (pq(tta + 2bps) ™1 and 6 = (e (pa + 2bps))° are related to the

radiation characteristics of the cell culture and include the backscattering fraction

1—g 1+yg
b= -1 (3.17)
29 <\/1+92 )

which is a function of the anisotropy factor g. Cornet’s model was widely applied for light transfer in

photobioreactors with quasi one-dimensional geometry [40, 236-238] and can be considered as a good
approximation of light transfer in such systems. Extensions also include the consideration of reflective
boundaries [236]. However, the model considers only optically homogeneous media which might be

limiting with regard to its applicability.

3.3.5. Hydrodynamic models and Diffusion Approximation

In the hydrodynamic limit, that is close to the scattering equilibrium of radiance, macroscopic for-
mulations of the RTE can be obtained by computing the angular moments of the single terms [239].
Compared to the RTE, hydrodynamic equations are more convenient to solve, because the number
of dimensions is reduced by two and no angular discretization is required. The zero" order integral

equation

L 1
/ oL 10+ / VLA = | p, (—L + @L’d!)’) an — / WL d2  (3.18)
4 47 47 47

T cot ™ Jar

yields a balance equation for the radiation energy®

oI
L VF = —p, I 1
o1 T VF =~ (3.19)

while the first order moment of the RTE

L 1
/ na— df? + / nnVL d2 = nls <—L + — @L'df)') df — / nu,L df2 (3.20)
47 cot 47 47 4 47 47

describes the conservation of the radiative flux.

oF
@ + VP = Ms(_F —I—F,) — ,uaF (3.21)

%the energy conservation in scattering events requires [, s, (=L + & [, ®L'd2') d2 =0.
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Herein, F” replaces the first moment of the in-scattering term, thus,

F':/ n(;/ @L/d()/> dn (3.22)
a7 T Jan

The solution of the convolution integral in Eq. (3.22) can just be obtained a priori if scattering is

isotropic (g = 0) , thus F’ = 0. Therefore, Eq. (3.21) becomes

OF
cor T VP = ~(us + pa)F (3.23)

In order to solve the equation system (3.19), (3.21), or respective (3.23), additional closures are re-
quired. Commonly, angular isotropy of radiance is assumed, resulting in the Eddington approximation
which relates the radiation energy to the diagonal components of the pressure tensor by P = /3 [240].
Plugging this relation into (3.23) and dropping the time derivatives gives an expression for the radiative

flux which can be combined with (3.19) to yield the Diffusion Approximation (DA)

1

- YNV -I=0 3.24
3pa(ps + f1a) (V1) G249

Eq. (3.24) can be solved by means of different numerical schemes for parabolic equations. It should
be mentioned at this point that the DA is not similar to the isotropically scaled RTE, even if similar
assumptions are made. The expression D = (puq (15 + ta)) " is termed the diffusion coefficient. For
anisotropic scattering, the reduced scattering coefficient p, is used instead of pg, which is related to
a isotropic scaling of the anisotropic phase function to isotropic scattering (see 3.3.2). There are also
alternative ways to derive the DA from the RTE (or the Boltzmann-Lorentz model, respectively), e.g.
by expanding radiance in first order spherical harmonics prior to the integration [240], or replacing the
scattering terms in (3.10) by the relaxation time approximation (BGK-approximation) [205]. The latter
assumes that the relaxation rate to equilibrium is a linear function of the non-equilibrium parts of the
distribution function and of a time constant which is related to the transport mean free path 1/u,. The
accuracy of the DA is limited by definition to situations where radiance is close to equilibrium, which
requires that photons are scattered many times in the domain of interest. This condition is particularly
violated near sources emitting collimated radiation [241]. A number of alternative closures and flux
limiters were suggested, see e.g. [242-244], in order to extend the applicability of hydrodynamic
models to the kinetic (or ballistic) conditions. However, it was shown that the accuracy or validity
of these approaches is limited [240]. With regard to the utilization of the DA for predicting light
transfer in microalgae cultures one should note that the assumption of radiance close to equilibrium

usually does not reflect the conditions in highly absorbing media’. On the one hand this is because

"The length of the random walk is limited by the absorption length [245] so that photons might be absorbed before the
information about the initial distribution is completely lost.
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strong absorption counteracts the equilibration process and, moreover, the forward scattering along a
short light path results in equilibration lengths in the same order as the geometrical dimensions®. A
discussion on this topic can be found in chapter 6. Further details concerning the DA can also be found

in Refs. [168, 246].

3.4. Concluding remarks

Different models for light transfer were introduced and discussed with regard to their applicability in
photobioreactors. The overall light field in a photobioreactor is determined by the type and arrangement
of light sources and the radiation characteristics of the cell suspension, which change in time due to
biomass growth and adaption of the pigmentation (see 3.1). Due to its simplicity, Lambert’s law is
commonly applied to predict light fields in photobioreactors regardless of its well known weakness of
neglecting scattering (see 3.2.1, 3.2.2). The Radiation Transfer Equation (RTE) is the most accurate
and flexible model but its numerical solution is still challenging (see 3.3.1, 3.3.3). Since the RTE is a
Boltzmann-type transport equation, a lattice-Boltzmann algorithm could be regarded as a natural choice
for the discretization and solution of the RTE, what will be substantiated in chapters 5 and 6. Although
all of the mentioned models were utilized for computing light distributions in photobioreactors, not
much work was done concerning their systematic comparison or on the impact of uncertain model
parameters on the predicted light distributions. Therefore, a further discussion of these aspects will be

provided in chapter 10.

8The equilibration length is given by the inverse of the reduced scattering coefficient (see 3.1).
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4. Lattice Boltzmann Methods

The lattice Boltzmann method (LBM) is an emerging tool for fluid dynamical simulations. In recent
years several extensions of the standard lattice Boltzmann framework for fluid flows were proposed to
cover the simulation of other physical transport problems. One of these is radiation transfer, which is
also the focus of this chapter. First a brief review of kinetic theory is provided being the underlying
physical framework of lattice Boltzmann methods. Thereafter, basic principles of the standard LBM
for fluid flows will be outlined. The main part of the chapter focuses on concepts and approaches

concerning the solution of the Radiation Transfer equation within the lattice Boltzmann framework.

4.1. Origin of the lattice Boltzmann method: Kinetic Theory

4.1.1. The Boltzmann model

The physical origin of lattice Boltzmann methods lies in the kinetic theory of gases. Within this concept
it is assumed that fluids consist of a large number of freely moving particles which interact exclusively
via elastic collisions (e.g. see [204, 209, 247]). The treatment of the particle population occurs in a
statistical way, where the particle distribution function f(z, &, t) is the fundamental quantity describing

1" The variables t, z, £ denote for the

the distribution of the particle population in the phase space
temporal, spatial and velocity coordinates, respectively. The temporal evolution of f is governed by

the Boltzmann-Equation (BE), which reads

0 F

<C{9t +€vx+wimv§> f(mvat):'QC[f] 4.1)

The first two terms on the left-hand side stand for the accumulation and convective transport of particles.
The acceleration (convection in &) of particles of mass m by external forces F'., is covered in the third
term. On the right-hand side, 2¢[f] is the collision operator, which depends on the distribution function
itself and describes its evolution in time due to elastic interparticle collisions. A general notation of

the collision operator can be obtained by balancing the losses and gains of f(z,&,t) in collisions

'In statistical mechanics, the phase space is six-dimensional and contains the information of position 2 and momentum mé
of a particle population.
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with particles carrying the momentum £, thus f; = f(z,£1,t). A mathematical description of these

collision processes (see e.g. [209]) results in the collision operator

2clf) = / /Q o(€.E11€.E)(F'FL — F)IE — &1]dde, 42)

Herein, the primed quantities stand for the post-collisional states and o for the differential collision
cross-section, which defines the probability of the collision {£,£€1} — {¢&’,&)} in terms of the solid
angle £2. The collision operator conserves the mass, momentum and energy of the particle population
and fulfills microreversibility and the H-theorem. In the limit of low Knudsen numbers?, thus Kn < 1,
collisions dominate over convection and determine the local evolution of f. In this regime the collision
operator is commonly approximated by the Bhatnagar-Groos-Krook (BGK) operator, which assumes
that the relaxation of f towards a local equilibrium distribution f¢? is a linear function of the non-

equilibrium part of f and a kinetic constant 7!, The BGK approximation reads

Qclf] = —— "1 = =2 (f ~ §°) @3

where the equilibrium distribution f¢? is given by the Maxwell-Boltzmann distribution

A —_ <(5_“)2> (4.4)

exp
(2mc2)3/2 2¢2

with the speed of sound ¢ = v/ RT which is related to the temperature 7" via the fundamental gas
constant R. The equilibrium depends on the local macroscopic flow field being represented by the
fluid density p, velocity u and kinetic energy e. The particle distribution function and the equilibrium

distribution are related to these quantities via the respective velocity moments

)= [ fd& = [ fed (4.5)
p(z,t) /5f £ /sf 3
) = de = €44, (4.6)
pu(z, t) /Eff 3 /é&f 3
e :1 2 :1 — a2 peq
pele.t) = 5 /5 € —uf*fag = 3 /g € —ufrerag @7

It can be shown by means of the Chapman-Enskog expansion that the solution of the Boltzmann-
BGK model is similiar to the Navier-Stokes solution of the flow field if the collision frequency is
properly related to the material transport coefficients. This important finding is the basis for the lattice-

Boltzmann method and its capability to solve hydrodynamic flow problems.

>The Knudsen number relates the mean free path of the particle population I, fp to a characteristic system length Lo,
therefore K'n =l r»/ Lo. The mean free path is related to the kinematic viscosity v of the fluid by l,, rpcs = av, where
cs 1s the speed of sound and a a constant [247].
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4.1.2. The Boltzmann-Lorentz model

The Boltzmann-Lorentz model is a linear variant of the Boltzmann model. It considers the kinetics of
freely moving point-like particles interacting in elastic collisions with randomly distributed stationary
particles of much higher mass [204, 209]. Collisions in this system depend on the momentum of the
point particles but remain the momentum of the stationary particles unchanged. The kinetic equation
for the point-like particles is called Boltzmann-Lorentz equation (BLE) and has a structure similar to
the gas kinetic Boltzmann equation, Eq. (4.1). The different model representations for collisions in
both systems are fully captured in their respective collision operator. In case of the Boltzmann-Lorentz
model the operator just contains the pre- and post-collisional states of the light particle population while
the impact of the stationary particles is covered in the collision cross-section o. A complete derivation
of the collision operator for the Boltzmann-Lorentz model is given by [209]. The final collision model

reads

2lf] = € /Q o(EE)(f — f)de’ 4.8)

which can be rearranged to

Qclf] = €] /g o (€)' — ¢ /ﬂ o (EIE)) fag
4.9)

- /ﬂ o(EE) /AR — e F2(ElE)

It can be seen that Eq. (4.9) is similar to the Radiation Transfer Equation, Eq. (3.10), if the differential
cross-section and single speed particle velocity are set to 0 = u,® and € = cn, respectively and it
applies that the particle distribution function is proportional to radiance, thus f o< L. Indeed, a linear
relation
23

f= EL’\ = (L) (4.10)
between radiance at a certain wavelength and the photon distribution function exists [203], where ( is
a constant of proportionality. Thus, for the special case of particles with equal speed the RTE becomes
similar to the BLE with an additional sink term for absorption.

The adoption of the Boltzmann-Lorentz model for photon kinetics involves some important aspects.
First, the three-dimensional momentum space of radiance includes the one-dimensional frequency
space. At constant frequency the momentum space for radiance is therefore two-dimensional and
collisions only change the direction of propagation but not the particle speed or frequency. Second,
because the collisions occur with static matter, the macroscopic momentum of the radiation field is not
conserved. Even if the absolute momentum on the moving particles remains constant during collisions,

|en| = |en’|, the average direction of propagation becomes increasingly isotropic. This is in accordance

to the statement made in section 3.3.5 that multiple scattering drives the particle distribution function
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towards an isotropic equilibrium state with zero mean velocity. The rate of relaxation is a function of
the Knudsen number and complete isotropy is typically found in the limit of low Knudsen numbers.
In this regime, radiation transport becomes diffusive. Finally, the transport of radiance can be ballistic
at low Knudsen numbers due to the emission characteristic of the source. An example for this is the
illumination of a turbid medium by laser light, where the ballistic irradiance equilibrates inside the
medium but ballistic transport occurs near the source. The transition from the ballistic to the diffusive

regime is therefore a typical situation in radiation transport problems.

4.2. The lattice Boltzmann method for flow problems

The lattice Boltzmann method (LBM) was originally developed as an alternative method for the so-
lution of flow problems. The first approaches date back to the late 1980s [248] and base on the
improvement of lattice gas automata [249]. Since then a huge amount of research was spent into
the development of the method and several monographs [250-254] and reviews [255, 256] provide a
comprehensive overview about fundamentals, recent developments and applications. The goal of this
section is to briefly summarize the basic principles of the method in order to provide a methodological
basis for the following sections.

The basic idea behind the LBM is to solve a discretized Boltzmann equation on a regular grid (lattice)
in order to approximate the solution of a macroscopic target equation (e.g. the Navier-Stokes equations)
from the velocity moments of the discrete particle distribution function. Thereby, the discretization of
the Boltzmann equation includes the temporal, spatial and velocity dimensions. A possible route to
achieve the discretized Boltzmann equation is to follow a two-step procedure, which consists of the
discretization of the momentum space in a first step and thereafter of the spatio-temporal discretiza-
tion of the discrete velocity Boltzmann equation via the method of characteristics [252, 254]. The
discretization procedure can also be applied vice versa [257].

The starting point for the discretization is the Boltzmann-BGK model equation without external

forces

0

(5 +6v) @b =20 - 5 @1

To achieve the discrete velocity Boltzmann equation (DVBE), the continuous velocity variable £ is
replaced by discrete velocities &; and the respective discrete particle populations f; = w; f(z,&;,t) are
introduced. The DVBE reads

0 1 e
(5 +6¥2) ety = =205 - 1% @12

The choice of the discrete velocities in the LBM is determined by the regular arrangement of the spatial

lattice due to the restriction that the discrete particles are only allowed to move between adjacent lattice
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nodes. The discrete velocity vector is thus given by & At = (Ax;, Ay;, Az;) and the discrete speed
by & = |&]. The basic idea behind the discretion procedure of the velocity space is to construct a
quadrature rule which ensures that the velocity moments of the discrete particle distribution function
can be computed exactly up to a certain order. For standard lattice Boltzmann models® the weighting
coefficients w; are given by the Gauss-Hermite quadrature and the abscissas are represented by &;. The
combination of discrete velocities and weights is termed a velocity set. The usual nomenclature for
specific sets is Dn@m, where n denotes for the spatial dimension and m for the number of discrete

populations. In this discrete representation Eqs. (4.5)-(4.7) can be re-written as

plat) =Y fi=> [ 4.13)
=1 =1

pu(mt) = &ifi=> &I (4.14)
i=1 =1
1 & 1 & .
pe(x,t) = 5 Z & —ul*f; = B Z & —ulf7 (4.15)
=1 =1

The idea of constructing a quadrature on basis of predefined abscissas to obtain exact representations of
the integrals (4.5)-(4.7) is a fundamental characteristic of the LBM and differentiates the method from
other discrete velocity schemes. Because the populations f; are unknown a priori, the construction of
the quadrature is based on the discrete equilibrium function f;?. To derive f;, the Maxwell-Boltzmann
distribution, Eq. (4.4), is taylor-expanded around u up to second order, whereby terms arise which de-
pend on the Mach number Ma = |u|/cs up to O(Ma?). The final discrete equilibrium function is
achieved by neglecting all terms with Mach number dependence higher than O (M a?) (low Mach num-
ber approximation) causing the limited applicability of the standard LBM to weakly incompressible
flows. The discrete equilibrium distribution reads [255]

[ =wip <1 +3(&i-u) + g(&' ‘u)? — 2“2> (4.16)

A more general way to achieve Eq. (4.16) is the expansion of (4.4) in Hermite Polynomials [252].
The second step of the discretization procedure is the spatio-temporal discretization of Eq. (4.12)

for which the Method of Characteristics (MOC) is applied. While the left-hand side of (4.12) can be

3The term standard model refers here to frequently used velocity sets which share the property that only transport between
adjacent lattice nodes is allowed. Higher orders can be achieved by extending the number of discrete velocity vectors and
accompanying with transport over two or more layers in the lattice.
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integrated exactly, the explicit first-order Euler method is used to integrate the right-hand side along a

characteristic. The final lattice-Boltzmann equation reads

filx + &ALt + At) — fi(z,t) = —%(fi -9 4.17)

Although at first glance it seems that the method is first order accurate, in fact it is second order accurate
due to the diffuse scaling of the physical material transport coefficient (here the kinematic viscosity v)
in order to obtain the dimensionless relaxation time 7. The scaling relation contains the physical time

step At and grid spacing Az and reads

~—1 At v At
T = —_——= —
T G2 (Ax)?

(4.18)

N |

where ¢; = 1/3 is the lattice speed of sound. The definition of 7 according to (4.18) ensures that the
Navier-Stokes equations are recovered from the lattice Boltzmann Equation on the macroscopic level,
what can be demonstrated by means of the Chapman-Enskog expansion technique.

A stream-and-collide algorithm is employed in order to solve the model equation (4.17). The under-
lying assumption is that collisions occur on the lattice nodes so that the right-hand side of (4.17) can be
treated locally. In the streaming step, the post-collisional populations are shifted to the adjacent lattice
nodes with their respective discrete velocities.

In summary, some major characteristics of the LBM can be identified. First, the usual introduction of
the BGK collision operator restricts the applicability of the method to situations where the distribution
function is close to a local equilibrium. This is usually true in the limit of low Knudsen numbers.
Second, the discretization of the velocity space ensures that the properties of the macroscopic flow are
exactly calculated by the velocity moments of the discrete particle density distributions f; as given by
Eqgs. (4.5)-(4.7) . This requires a careful choice of the quadrature weights for abscissas given by the
discrete velocity vectors. Third, a desired macroscopic behavior can be achieved by applying multiscale
expansion techniques and searching for adequate relations between the collision rate and macroscopic
transport coefficients for a specific equilibrium distribution. This is in accordance to the above made
statement that the goal of the standard LBM is the approximation of a macroscopic target equation.
Fourth, the solution of the model is obtained by an efficient stream-and collide algorithm which treats

local collisions and convection separately.
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4.3. Lattice Boltzmann methods for radiation transfer

4.3.1. Pioneer works

The idea behind radiation transfer lattice Boltzmann models is to use the beneficial characteristics of the
LBM to solve the radiation transfer equation, Eq. (3.10), respectively the Boltzmann-Lorentz model
as given by Eqs. (4.1) and (4.9), or an macroscopic asymptotic approximation of these equations.
Thereby, the formulation of the standard LBM needs to be adapted to cover the Boltzmann-Lorentz
collision operator or an approximation of it. The attractiveness of the lattice Boltzmann framework lies
in the simple structure of the model equation, Eq. (4.17), the efficient stream-and-collide algorithm as
well as its potential for parallel computation.

First works on the radiation transfer lattice Boltzmann methods (RT-LBM) were done in the field of
image rendering. In 2004, Geist et al. [258] suggested a three-dimensional lattice Boltzmann model for
radiation transfer calculations. The main idea is that in a discrete representation the RHS of Eq. (3.10)

can be computed by a matrix multiplication,

1
— psL + ,usa oL'dR — p,L +S ~OL; (4.19)
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where the scattering kernel, absorption and local emission S are fully determined by the entries of an
update matrix © acting on the discretized radiance L;. The discretization of the time-domain leads to

the model equation of the RT-LBM
fz(m + C,L'At,t -+ At) = fl(x, t) + Giy,f(:z:, t) (420)

for a D3Q19 discretization of the velocity space with abscissas ¢; and corresponding weighting coef-
ficients w;. For an isotropic scattering matrix, Eq. (4.20) was shown to solve a macroscopic diffusion
equation. To account for anisotropic scattering the entries of the update matrix © were manipulated
with coefficients p; ;, which were determined by evaluating the Henyey-Greenstein phase function at

the nodes of the angular quadrature and a subsequent normalization step ensuring energy conservation,

thus
O = Hawi gt — (421)
D1 Pi
with

1-— g2
1+ g2 — 2gnin;)3/?

pi,j = ( (422)

and n; = ¢;/|c;|. A drawback of the model is that the achieved update matrix lacks in conserving
the anisotropy of the phase function for g > 0.4, which can be quickly validated by a numerical

evaluation (see also Eq. (3.5)). In the Discrete Ordinate Method (DOM), which can be related to the
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lattice Boltzmann method [259], a similar error is known being termed as false angular scattering [221].
For non-diffusive transport, the effect of false angular scattering is reflected in the convective energy
fluxes and therefore affects the spatial energy distribution. The authors did not validate their model by
comparing the results to numerical data and also grid convergence was not investigated. However, the
underlying concept of the model provides an innovative starting point for further developments.

Later works originated from the heat transfer community. Asinari et al. [260] suggested a 2D lattice
Boltzmann model for radiation transfer in an absorbing, emitting and isotropically scattering medium

in radiative equilibrium. The model equation
1 e
filz + e At t + At) = fi(z,t) — = (fi(z,t) = f{%(z,1)) (4.23)

incorporates the whole radiation-matter interaction in the equilibrium function, which evenly redis-
tributes the energy to the discrete particle populations. Although not explicitly shown by the authors, it
is likely that the model solves a macroscopic diffusion equation in the limit of low Knudsen numbers.

It should be noted that the formulation of the equilibrium function in their paper
=Y fuws (4.24)

deviates from a standard diffusive lattice Boltzmann model, which would be f7? = w; " f; [252]. The
angular discretization seems to be pretty much inspired by the DOM and stencils with up to 32 discrete
velocities were proposed. The corresponding weighting coefficients were chosen somewhat randomly
and are not motivated by ensuring the exact computation of the higher order velocity moments as usual
for lattice Boltzmann models in fluid mechanics. This limits the extension of the model to situations
were the radiation transport is non-diffusive. However, since the model is diffusive, a sufficient condi-
tion for the quadrature is energy conservation, what is ensured by the model. It should also be noted
that unlike to classical LBM schemes, the collision time constant 7; is direction dependent and scales
with the magnitude of the respective discrete velocities and the extinction coefficient.

Ma et al. [261] presented a lattice Boltzmann model for 1D radiative transfer (D1Q2). The model

equation
Fi(@ + G ALt + A = fi(, ) — % i@, t) — f9(@, 1) + SAL — pafil@, )AL (425)

considers the energy transport in an absorbing and emitting medium and contains a collision term

although scattering is not included. The collisional relaxation towards a local equilibrium function is
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designed in such a way that a diffusive behavior on the macroscopic scale is achieved. The equilibrium

distribution

o= (1) (4.26)

2 c?
is found by means of the Chapman-Enskog expansion and can be computed from the macroscopic
variables of the radiation field, see Eqgs. (3.11) and (3.12). The general concept behind this model differs
from the previous ones in such a way that the model equation cannot be considered as a discretized
version of the physical transport model. Instead, the model is explicitly designed to recover a certain
macroscopic behavior of the radiative flow.

In summary, the three presented models can be classified into two groups. The mesoscopic models of
Geist et al. [258] and Asinari et al. [260] are based on a direct discretization of the RTE and the solution
of the numerical model by means of a stream-and-collide algorithm. This approach can be seen to be
related to the Discrete Ordinate Method. Depending on the specific model and the selected equilibrium
distribution, a certain macroscopic behavior is achieved which in principle can range from ballistic to
diffusive transport. The approach of Ma et al. [261] differs therefrom by designing a lattice Boltzmann
model in order to approximate the solution of a specific macroscopic target equation, e.g. a diffusion
equation. Therefore, the applicability of a macroscopic model is limited to the regime described by the
target equation. As outlined before (see 3.3.5), radiation transfer becomes diffusive in the limit of low
Knudsen numbers. In contrast, there is no adequate macroscopic formulation capturing the ballistic
regime or the transition to the diffusive regime. Solving radiation transfer in these regimes therefore
requires the direct solution of the mesoscopic model equation. Both approaches were extended as

outlined in the next sections.

Table 4.1.: Comparison of characteristic features of different lattice Boltzmann models for radiation transfer.

Author Approach Quadrature Convergence  Anisotropy Asymptotic behavior
Geist [258] Mesoscopic D3Q19 n.s.” yes diffusive
Asinari [260]  Mesoscopic D2Q8 n.s.” no diffusive
D2Q16
D2Q32
Ma [261] Macroscopic D1Q2 n.s.” no diffusive

* not specified
4.3.2. Mesoscopic approaches

A systematic analysis of previous models and their extension was conducted by Bindra and Patil [262].
They extended the models of Ma [261] and Asinari [260] by approximating the scattering integral as

a summation over the discrete velocity space. Essentially, this approach is equal to the update matrix
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formulation of Geist et al. [258]. Moreover, anisotropic scattering was considered in terms of a linear
phase function. The work was later extended by McCulloch and Bindra [263] who introduced a higher
order velocity discretization and showed that the model convergence rate is of first order. Gairola and
Bindra [264] applied the extended model to simulate 2D benchmark problems. They concluded that
the accuracy of the achieved solutions is similar to the DOM, including the occurrence of the ray-effect
(see 3.3.3).

Zhang et al. [265] extended the one-dimensional model of Ma et al. [261] to study transient radiation
transfer in graded index [266] or multi-layered [267] media with diffuse or fresnel boundaries [268,
269]. Deviating from Ma’s original approach of approximating diffusive radiation transport, typical
features of other mesoscopic models were incorporated into the model. For example, the discretization
of the scattering integral and the treatment of anisotropic scattering was adopted from Bindra and Patil
[262], while the velocity discretization follows the approach of Asinari’s model [260]. Additionally, an
implicit time stepping scheme was proposed. Although good agreement to reference simulations was
found, some key features of the model were not described adequately. These contain the specification
of the quadrature weights or the convergence order of the model. A further extension of the scheme to
two-dimensional domains was later proposed by Patidar et al. [270, 271] in order to simulate transient
light propagation in laser-irradiated tissue phantoms. In their work, they computed the quadrature
weights for the two-dimensional velocity set similarly to Asinari et al. [260]. Since they consider the
transition from the ballistic to the diffusive transport regime, the arbitrary selection of the weighting
coefficients in Asinari’s model implies the erroneous computation of macroscopic radiation fluxes and
pressure beyond the diffusive regime (see also 4.3.1). Little attention is paid to this issue throughout
the literature, although the choice of a quadrature which guarantees an exact evaluation of the discrete
velocity moments up to a certain order is a characteristic feature of the standard LBM [252, 257].

The above mentioned issues concerning the discretization of the velocity space also impede the
derivation of mesoscopic models for three-dimensional radiative transfer. Accordingly, except from the
model of Geist et al. [258] and the model being developed in this work (see chapter 5), no mesoscopic
model for three-dimensional radiative transfer was published to date. This might be related to the
fact that rotational invariance of the discrete velocity space is a key requirement for three-dimensional
models. Considering that the quadrature weights in Asinari’s model and all models based thereon
are derived from the explicit computation of integrals in polar coordinates, a similar procedure in
three dimensions would require the integration over the unit sphere. In spherical coordinate systems
singularities exist at the poles so that rotational invariance cannot be achieved by integration over solid
angles. Therefore, the discretization of the velocity space should be done in a similar procedure as in

the standard LBM, namely to derive the abscissas and weights of the velocity set in order to exactly
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compute higher order velocity moments. The discussion so far indicates that some of the recent models

lack a fundamental theoretical background on which further developments should be build on.

4.3.3. Macroscopic approaches

Models for macroscopic radiation transfer are considered more rarely in comparison to mesoscopic
formulations. Mink et al. [272] proposed a model for diffusive radiation transport in three dimensions.
The underlying physical equation is the Diffusion Approximation for radiation transfer with the sink
term accounting for absorption, see Eq. (3.24). The model is based on a D3Q7 velocity set which is
known to be sufficient for diffusive transport problems because only the zero™ velocity moment needs
to be calculated. By applying diffuse scaling of the transport coefficients the model reaches second
order accuracy in space and time. Both, the discretization of the velocity space and the convergence
order make this model superior to mesoscopic formulations for the computation of diffuse radiation
transport. For instance, Asinari et al. [260] used stencils with up to 32 discrete velocities for diffusive
radiation transport in two dimensions while the macroscopic model of Mink et al. only needs 7 discrete
velocities in three dimensions. Obviously, this is related to a tremendous reduction of the computational
costs. On the other hand, the model is limited to situations where the Diffusion Approximation is
accurate.

In order to provide a lattice Boltzmann model for radiation transfer beyond the diffusive regime, Yi
et al. [273] proposed a model which is based on the extension of the mesoscopic RTE with an artificial
term accounting for diffusion. From a physical point of view, this approach is quite problematic because
diffusive transport is a macroscopic phenomenon which results from collisions on the mesoscale or
respective microscale [247]. Moreover, no strict distinction between mesoscopic and macroscopic
transport equations is made and the relationship of both via the velocity moments (see Eqs (3.18) -
(3.21)) is not taken into account. Due to these inconsistencies the model of Mink et al. [272] must be

considered to be the only reliable macroscopic radiation transfer lattice Boltzmann model to date.

4.3.4. Initial and boundary conditions

The boundary conditions applied for the different radiation transfer lattice Boltzmann models include
inflow, outflow and sometimes reflective boundary conditions. Generally, the complexity of inflow and
reflective boundary conditions can increase significantly in the case of two or three spatial dimensions.
However, due to the fact that mainly test cases were considered in the literature, not much attention has

been paid to the treatment of boundary conditions.
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Inflow or source boundary conditions are most often modeled to diffusively emit a certain amount
of energy p into the domain [260-264, 272]. Mathematically, this type of boundary condition can be

expressed as

fi = wip(xp) 4.27)

where p(zp) denotes the energy density at the boundary locations . In the field of heat transfer
p(xp) is usually expressed in terms of temperature. In this context the expressions hot and cold*
walls are frequently used. Generally, p(zp) can also be a function of the time-dependent temperature
T(xp,t). A different approach was used by Mink et al. [272] who set the diffusely emitted energy
density at the boundary according to the analytical solution of their test problem. In some works also
non-diffusive emission is considered. For the purpose of image rendering Geist et al. [258] considered
the directed illumination of the scene in their simulations. They developed an algorithm to distribute
the energy of the incoming light on the discrete populations at the boundary in order to match the
macroscopic light influx p(xzp)u(xzp). The special treatment is necessary because the distribution
function at the boundaries can be far from the equilibrium distribution so that the well-established
inflow boundary conditions in the standard LBM for flow problems cannot be applied. A different
treatment of collimated inflow of energy (e.g. laser illumination of the domain of interest) is proposed
in the works [265, 270, 271, 274]. Here, the radiative energy is split into a collimated and a diffusive
component from which just the former is an energy source at the boundary (intensity splitting). The
energy density at the boundary is constant and the propagation of the collimated component into the
domain is modeled with Lambert’s law. A transition from collimated to diffuse radiation in the domain
occurs via the consideration of local source and sink terms. This approach is also used in the Discrete
Ordinate Method to mitigate the ray effect in case of small source dimensions.

At walls, radiation either leaves the domain or is (partially) reflected. Outflow conditions without
reflection are usually modeled with Dirichlet boundary conditions by simply setting p(zp) = 0 [258,
261-264]. As discussed in Ref. [258], the assumption of periodic boundary conditions does not match
the physical nature of radiation problems. Instead, steady-state solutions of the transport problem
are achieved by assuming a constant in- and outflow of energy across the boundaries of the domain.
Reflective boundary conditions are rarely considered for radiation transfer lattice Boltzmann models
and are mainly limited to one dimensional models [265, 267, 268]. For two- or three-dimensional
models no reflective boundary conditions are reported. Similarly, the treatment of curved boundary
conditions in the RT-LBM is unsolved to date.

A typical initial condition is to assume the domain as dark, meaning p(z,to) = 0 [262, 264]. With
open outflow boundaries the initial condition has no impact on the accuracy of the solution but can

affect the computational time required to reach a stationary solution.

“The wall has an absolute temperature of zero.
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4.4. Concluding remarks

Lattice Boltzmann methods are a quite new class of solvers for radiation or light transfer problems. The
proposed models cover mesoscopic and macroscopic approaches. Predominantly, diffusive radiation
transport is addressed although, also the ballistic regime can be captured in principal by mesoscopic
models. However, most of the developed models lack a fundamental theory and are not in accordance
with basic concepts of the lattice Boltzmann framework. This pertains particularly to the choice of
the quadrature rule, which represents the discretization of the velocity space. In consequence, no
mesoscopic model for three-dimensional radiation transfer has been proposed to date. In addition, the
treatment of anisotropic scattering has rarely been addressed in the literature. Within the scope of this
work a new lattice Boltzmann model for three-dimensional light transfer in suspensions of absorbing
and anisotropic scatterers will be proposed in chapters 5, 6 and further extensions and improvements

will be discussed in part III.
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5. New lattice Boltzmann method for the simulation of

three-dimensional radiation transfer in turbid media

The chapter describes the theoretical framework of the developed lattice Boltzmann method for light
transfer. Key features like the spatio-temporal and angular discretization as well as an algorithm for the
discretization of the scattering phase function are developed. Simulation results are validated by Direct
Simulation Monte Carlo.

In contrast to lattice Boltzmann schemes for the simulation of fluid dynamics, the developed model
aims to solve the mesoscopic Radiation Transfer Equation instead of approximating macroscropic tar-
get equations, e.g. the Navier-Stokes Equations (see also chapter 4.2). This important difference is
motivated by the fact that for radiation transport often situations occur, where radiation is far from
equilibrium and thus, a macroscopic description of the transport problem hardly holds. For instance,
when photobioreactors are illuminated by directed light, strong absorption by microalgae cells hin-
ders the radiance to equilibrate. Consequently, the mesoscopic kinetic description of radiation transfer
governs the problem. Nevertheless, the lattice Boltzmann framework offers nice features which seem
beneficial for obtaining solutions of the RTE. The discretization reduces the problem to a set of coupled
linear ODEs and the whole non-linearity is included in the scattering operator. Moreover, the algorithm
is completely local, which is a major benefit with regard to parallel computing.

It should be also mentioned at this point that the model has undergone several improvements since

its first publication. A further discussion of the modified model is provided in chapter 9.

The chapter was published as: McHardy, C., Horneber, T., Rauh, C. (2016). New lattice Boltzmann
method for the simulation of three-dimensional radiation transfer in turbid media. Optics Express, 24

(15), 16999-17017, 2016. Reprinted with permission from ©The Optical Society.
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1. Introduction

Radiation transfer is an important issue in several fields of engineering. Typical examples are
radiative heat transfer or photon transport in technical optics. In many of those applications, flu-
ids are present and affect radiation transfer by their physical properties. In particular in turbid
particle-containing media, spatial concentration gradients of particles do influence the local ab-
sorption, emission and scattering of radiation. Conversely, radiation may lead to locally varying
fluid temperature, which affects temperature-dependent fluid properties, convective and diffu-
sive transport phenomena or reaction rates within the fluid. Reaction rates might be also linked
directly to irradiance, for instance in the case of photocatalytic reactions [1] or the cultivation
of photosynthetic microorganisms [2, 3]. Accordingly, for accurate prediction, design and opti-
mization of such systems, the coupling between radiation transport, flow and reaction rates has
to be taken into account. Owing to the complexity and non-linearity of the arising mathematical
problem, analytic solutions can be found just for very few simplified cases, necessitating the
application of numerical methods.

Most commonly used for numerical calculations of radiative transfer are Monte Carlo meth-
ods (MCM), Discrete Ordinate methods (DOM) and Finite Volume methods (FVM). In case
of MCM, a sample of individual photons is traced from the point of emission to the point of
absorption. Since no angular discretization is required, MCM are considered to be very accu-
rate, even if complex problems of radiation transfer must be solved. However, because of their
statistical nature, MCM may lead to noisy outcomes [6]. Moreover, the size of the traced photon
sample must ensure statistical certainty which leads to slow convergence, particularly if optical
thick media are simulated [7]. In contrast, both, DOM and FVM, are applied frequently as a
compromise between accuracy and speed of convergence [8] and enable also transient computa-
tions [9—11]. These methods are in essence similar and based on a directional discretization of
the Radiative Transfer Equation (RTE) and integration by means of specific quadrature rules. Be-
sides well-known error sources such as the ray effect or numerical smearing (also referred to as
false scattering) [12, 13], angular false scattering as a third type of error was considered [14,15].
It is caused by inaccurate discretization of the scattering phase function and becomes significant
for strong anisotropic scattering.

In the recent past, as a new approach, lattice Boltzmann methods (LBM) have been developed
for the simulation of radiation transport. The idea behind seems to be straightforward since the
RTE as the governing equation of radiation transport can be interpreted as a Boltzmann-type
transport equation for photons [4,5]. By combining both, accuracy and simplicity, lattice Boltz-
mann methods were established in the past as powerful tools for the simulation of several phys-
ical problems. Originating from the kinetic theory of gases [16], these methods were primarily
developed to study fluid dynamical problems. Many research was done to extend the method-
ological framework to complex flow problems, such as turbulence, thermohydrodyamics, mul-
tiphase, reactive or non-newtonian flows and many others [17-26]. However, the existence of
LBM for applications beyond fluid dynamics, such as quantum mechanics [27] or phonon trans-
port [28], shows the principal applicability of the lattice Boltzmann framework to a wide range
of systems which can be characterized by means of statistical physics. With regard to coupled
flow and radiation transport, new lattice Boltzmann methods for radiation transfer potentially
allow the fast and efficient simulation of these systems by using a consistent set of numerical
methods on structured grids, even in complex geometries such as porous media. In addition, it
is well known that LBM show great opportunities for parallel computing, which is of special
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importance for calculations of radiative transfer since the multidimensionality of the problem
causes significant computational costs [7].

However, the development of lattice Boltzmann methods for the simulation of radiation trans-
fer is still a new field of research. Pioneer work in this field was done by Asinari et al. [29], Ma
et al. [30] and DiRienzo et al. [31] and applied to benchmark cases in one and two dimensions.
While those approaches dealt with isotropic scattering media only, Bindra and Patil [32] ex-
tended the approach of [30] to anisotropic scattering media by approximating the in-scattering
integral by summation over a Gaussian quadrature. Moreover, it was shown that interparticle col-
lision of photons are negligible and modeling of absorption, emission and scattering by means
of source terms is sufficient. Further work was less fundamental than rather focused on ap-
plications. In particular, the simulation of collimated radiation by means of lattice Boltzmann
methods was objected. For that purpose, based on the work of Asinari et al. [29], a flux splitting
approach was designed by Mishra and Vernekar [33] and applied for the transient simulation
of collimated radiation in one dimension [34]. Here, the time stepping scheme was explicit.
Zhang et al. [35] treated transient transfer of radiation in one dimension by using an implicit
discretization for the time derivative in the RTE. The method was applied for transient simu-
lations of radiative transfer in index graded media [36] as well as for the transient simulation
of scattered collimated radiation in combination with a flux splitting scheme [37, 38]. McCul-
loch and Bindra [39] extended the approach given by [32] to higher order angular discretization
schemes in two dimensions and applied their method for coupled radiation and convective heat
transfer. Recently, further developments concerned the extension of LBM solvers for radiation
transfer to three-dimensional, isotropically scattering media [40].

Although progress has been made in recent years, the development of a consistent method-
ological framework is still outstanding. For instance, directional weights are either constructed
geometrically [29,31] or derived from moment equations [39]. Moreover, most of the works
mentioned previously did not consider radiation transfer in media containing anisotropic scat-
terers. To close this gap, the simulation of radiative transfer in three-dimensional domains with
anisotropic scatterers by means of lattice Boltzmann methods is shown in this work for the first
time. The method is derived from the kinetic theory of photons and takes fundamental differ-
ences to particle kinetics into account. For angular discretization, sets of discrete directions in
three dimensions are developed ensuring the fulfillment of angular moment equations. In ad-
dition, to take scattering by Mie-scatterers into account, an innovative algebraic approach is
applied to discretize the Henyey-Greenstein phase function under full conservation of energy
and asymmetry. Finally, the method is applied in numerical examples to study its accuracy in
comparison to Monte Carlo methods.

2. Mathematical formulation

2.1. Brief review of kinetic theory of photons

The origin of lattice Boltzmann methods lies in the kinetic theory of gases. Thus, for the cal-
culation of radiative fields by means of LBM it is essential to consider the kinetic theory of
photons and take differences to particle kinetics into account. In case of gas particles, the funda-
mental idea is that particle motion follows Newtonian mechanics and particles can interact via
interparticle collisions [4]. On a mesoscopic scale, microkinetics of single particles are captured
statistically by the Boltzmann equation, Eq. (1), which governs the kinetics of a whole particle
ensemble.
5f

S5t

Herein f is the velocity density distribution, which defines the probability of finding a gas
particle in a phase space volume AXAE at time 7, whereby x denotes the position vector and & the
momentum vector. The velocity density distribution changes in time by convection, by influence

FEVA/ 4 Vef =T 1)
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of external forces F on gas particles of mass m or due to interparticle collisions as defined
by the collision operator I'. In gas kinetic theory, a famous formulation of I is given by the
Bhatnagar-Gross-Krook (BGK) approximation [16, 19]. It is assumed that the velocity density
distribution relaxes due to interparticle collisions towards local equilibria, which are defined by
the Maxwell-Boltzmann velocity distribution for gas particles of equal mass. More general, I'
can be interpreted as the difference between losses and gains of gas particles per unit time due
to interactions within the phase space volume under consideration. According to this
interpretation, the collision operator can be rewritten in the following way.

r=o o /i @

A kinetic equation similar to Eq. (1) can be derived for photons by replacing f by a quantity
¢, which is known as the photon density distribution. By definition, ¢ measures the probability
of finding an unpolarized photon in a phase space volume AxAp, where p is the momentum
vector of photons, whose magnitude is p = Av/c [4]. For photons, an element within the three-
dimensional momentum space Ap consists of an element dv in the one-dimensional frequency
space and an element in the two-dimensional directional space, represented by a solid angle d€2,
which contains all vectors n = p/p for p € Ap. By using this definitions, a phase space volume
for photons becomes to

3

mv?

AXAp = AxdvdQ, 3)

3
where c is the speed of light and 4 the Planck constant. As an important complement, according
to Liouville’s theorem, the photon number density in phase space is conserved in absence of
collisions [5].

Radiative fields are commonly expressed in terms of the specific intensity 7,,, which is defined
as the amount of energy dE, carried by photons within a frequency band dv into a solid angle
dQ per unit time dr and unit area d4 [6]. The specific intensity of photons is related to the
photon density distribution by the expression

2

o= le (4)

and hence, since ¢ and /4 are constants, 1,/ v3 can be used to derive the kinetic equation of
photons [4]. Although it is known that gravity and electromagnetic forces act on the momentum
of photons, in the following it is assumed that momentum of photons changes due to interaction
with matter only. By using the general formulation of the collision operator as given by Eq. (2)
and multiplying with v3, the kinetic equation for photons arises.

é% +nVyl, = ég(]vG_IvL) (5)

The indexes G and L again mark gains and losses of photons within the phase space volume
under consideration. Similar to Eq. (1), Eq. (5) governs the kinetics of a photon ensemble on
a mesoscopic scale. However, with regard to the mechanism of collisions, fundamental differ-
ences between photons and particles exist. While particles exchange momentum due to interpar-
ticle collisions, changes in momentum of photons occur by interaction with surrounding matter.
As a first mechanism, absorption and isotropic emission of photons by matter occurs. If mat-
ter is in local thermal equilibrium (LTE), the momentum distribution of photons also moves
towards an equilibrium, whose frequency distribution is Plankian [41]. As a second mechanism,
elastic scattering of photons occurs in turbid media [42], which affects only the directional com-
ponent of the photon momentum vector while frequency stays constant [4]. By taking these
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mechanisms of interaction into account, Eq. (5) becomes to the well known Radiation Transfer
Equation (RTE), which gives a description of photon kinetics in turbid media in terms of the
specific intensity.

%% +nVyly =Bl + K1y o + %Vr .Anllv(b(nl’ n)dQ’. (6)

The right-hand side of Eq. (6) capture the extinction of photons due to absorption and scatte-
ring by matter, the re-emission of photons with a specific intensity / . and the local in-scattering
of photons into the direction of propagation n from directions n’. Here, the scattering phase
function @ represents the angular distribution of scattered photons according to the scattering
properties of the surrounding matter. The extinction coefficient 3, = k, + 0, measures the
interaction of photons with matter per unit volume due to absorption and scattering, both indi-
vidually expressed by the absorption (k) and scattering (o) coefficients, respectively. Thus,
By is related to the mean free path (MFP) [ of photons by

1
Ir=13"

Eq. (7) is valid for homogeneous media only, while for non-homogeneous media both, the
local MFP [/(x) as well as the length scale of its spatial variability, should be evaluated to
avoid underestimation of free path lengths [43]. If a medium is homogeneous, the probability
for collision of photons with matter along a path of length s can be shown to be Py (s) =
1 —exp(s/1) [6].

The local radiative field can be characterized by moment equations of the specific intensity
by integration over the momentum space. A general formulation for the radiative moment M;,
of order k of the specific intensity reads as

(7

M= [ [wie)rdgay, ®)

where i (c) is a polynomial of ¢. Only the zeroth (mean intensity J), first (radiative flux) and
second (radiation pressure) moments have physical meaning [6]. Nevertheless, higher order
moments of the radiation field are computed for some angular discretization schemes in the
DOM [44]. Since the discretization in LBM is also based on the satisfaction of several moment
equations [45], it is important to take the different definitions of momentum space for particles
and photons into account.

2.2. Lattice Boltzmann method

The RTE as given by Eq. (6) has to be discretized both, in time and phase space. Moreover,
the scattering phase function @ needs to be discretized to solve in-scattering integral in the
discretized momentum space. For this purpose an algebraic technique will be applied to the
Henyey-Greenstein phase function.

2.2.1. Time discretization

By using the substantial derivative, Eq. (6) can be reformulated as a pseudo-linear ordinary

differential equation.
dly

ar = —cPv(ly —Sv) ©

Herein, S, denotes the source term

Sy = (1— )yt @/ I, d(n',n)de, (10)
' 41 Jan
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where @, = 6, /Py is the scattering albedo. Making usage of the fundamental theorem of cal-
culus, an exact expression for the left-hand side of Eq. (9) can be reached by integration over a
small time intervall Az along a characteristic line ¢ = cn [45]. The time integral of the right-hand
side is usually approximated by a rectangular rule so that the time-discrete formulation of Eq.
(9) reads as follows.

I, (x + cAt,c,t + At) — I, (x,¢,t) = —cByAt (I, — Sy) (11)

2.2.2. Discretization of phase space

In LBM, space is discretized by a structured lattice, whereby the lattice nodes represent discrete
positions between which photons are able to propagate, as shown in Fig. 1. Accordingly, as a
characteristic of LBM, discretization of momentum is connected to the discretization of space.
An assumption in LBM is that particle or photons stream freely between the nodes of the lat-
tice and collisions occur on the nodes [16]. This means that the grid spacing should be in the
order of the MFP, as defined by Eq. (7). This local description of photon kinetics holds in the
continuum limit as characterized a low Knudsen number Kn = I;/L, which relates the MFP to
a characteristic length of the system L. In other words, local fluctuations by collisions do not
affect the mean radiation properties on a macroscopic scale, if many collisions occur.

Fig. 1. 2D schematic representation of a discretized phase space in the LBM. Arrows sym-
bolize photon propagation between lattice nodes.

As a simplification, monochromatic radiation is assumed from now on, and thus, the six-
dimensional phase space reduces to five dimensions. For convenience the notation of the spe-
cific intensity is changed to / and moreover, all indexes referring to frequency-dependency are
dropped. To solve the RTE on the lattice, 7 is discretized into discrete specific intensities /;,
which propagate with constant speed along characteristic lines ¢;. Thereby the choice of the ¢;
is constrained by the arrangement of the lattice as discussed above. On a lattice node, the macro-
scopic quantities of the radiative field must be evaluated by the calculation of radiative moments.
Thus, also in a discretized momentum space, the exact evaluation of moment equations, Eq. (8),
is required, which again necessitates the approximation of the integrals by a quadrature scheme.
Assuming isotropy in radiative equilibrium, the integral is of the type [ay(x)dx and can be
evaluated by a Gaussian quadrature, so that Eq. (8) becomes to

My = 1c Y, wiyi(n;), (12)

where w; are the weight coefficients, corresponding to the abscissas of the quadrature as given by
a set of ¢;. It should be noted that Eq. (12) approximates the inner integral in Eq. (8), while the in-
tegration in frequency space is not considered. However, Eq. (12) represents the approximation
of an integral on the surface of the unit sphere, which is in common to the calculation of radiative
moments in the DOM. Since a structural similarity between both methods is known [46], design
principles for the quadrature rule can be adopted from the DOM. Accordingly, the quadrature
must ensure rotational invariance, symmetry and conservation of energy [44]. A common ansatz
function for the polynomial yy(n;) is

vie(n;) = I m 203, (13)
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where /;, m;, n; are the direction cosines of a quadrature abscissa, which must lie on the unit
sphere, so that /2 +m? +n? = 1. The moment order & is related to the exponents by k = k1 +
k2 + k3. By choosing k1 = k2 = 0 and k3 = k, the requested condition of energy conservation is
ensured [44]. From symmetry, it follows that all odd moments become zero. For even moments
a general solution was derived for the absolute value of moments of order & [47]. For the specific
case of k3 = k, the quadrature must be able to fulfill the following conditions exactly.

0 if k is odd
(M| = anl itk (14)
Tt if k is even

For a set of given quadrature abscissas as defined by the lattice arrangement, Eqgs. (12)-(14)
can be reformulated in terms of a linear equation system and solved for the unknown quadrature
weights.

n(%) n% e n({n wi |Mp|
ngo ony ... n, wa | _ [ My (15)
nkonkonh ) \wn | M|

In a three-dimensional structured lattice, the solution of Eq. (15) is similar to Gaussian-type
quadrature schemes as constructed by Lebedev [48] for the integration on the unit sphere. The
derivation of the quadrature stands in contrast to previous approaches [29,31,39], wherefore im-
portant differences to fluid LBM shall be stressed. First, photons propagate with constant speed
so that the quadrature integrates on the unit sphere. This is an important difference to common
LBM, where particle velocities differentiate in direction and speed. In consequence, the weight-
ing factors do not incorporate different lengths of photon propagation, which may be present
in a cubic lattice. To address these effects in the present model, the incorporation of different
propagation lengths is realized by direction-specific integration as discussed below. Second, the
different equilibrium functions for particles and photons lead to different structures of the in-
tegrals which have to be calculated to evaluate the moment equations. In contrast to photons,
for particles the equilibrium is Maxwellian and the integral is approximated by Gauss-Hermite
quadratures, which, unlike the Lebedev quadrature, require a “zero-velocity”. In a physical in-
terpretation, this difference can be explained by the fact that photons travel with constant speed
and, thus, no resting energy has to be taken into account.

As stated before, the choice of the discrete directions or quadrature abscissas is constrained by
the three-dimensional lattice. Three possible arrangements are shown in Fig. 2. In accordance
to the usual nomenclature, the sets of discrete directions are termed DnQOm, where n is the
dimension of the problem and m the number of discrete directions within one set.

D3Qé

Fig. 2. Sets of discrete directions in a three-dimensional lattice. Arrows symbolize the
discrete directions of photon propagation between lattice nodes.
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By coupling the discretization of time, Eq. (11), and phase space, a fully discretizated repre-
sentation of Eq. (6) can be reached. The in-scattering integral is replaced by a quadrature rule.
The resulting model equation for the LBM framework reads as follows.

L(x+ ciAt ¢t + At) — Ii(x, ¢;,1) =

At m
— B+ cB(1 — )AL+ B wi 3 L0()) (16)
j=1

Herein, the left-hand and right-hand sides are denoted as streaming and collision terms, re-
spectively. With regard to Fig. 2, it becomes clear that, except from the D3Q6 set, the distance
between two nodes in the lattice depends on the direction of propagation. Because the distance
Ax; = ¢;At is included in the streaming term, Eq. (16) is valid for the D3Q6 set only. Since
the speed of light is constant, streaming on a structured lattice requires direction-dependent
time steps Az;. Because the time integration uses non-uniform time-steps, the amount of energy
carried by the discrete specific intensities depends not only on scattering, emission and absorp-
tion but also on the direction dependent time-step. This numerical effect becomes important for
the computation of in-scattering, since the in-scattering term couples different discrete specific
intensities. As a correction, the discretized specific intensity is normalized per unit time and cor-
rected to the specific time-step. In consequence, a limitation of the LBM is the computation of
steady-state intensity fields only. With this modification, the resulting model equation becomes
to the following expression.

Li(x+ciAti, ¢t + Aly) — Li(X, ¢4, 1) =

WAL At;

m
,CﬂAl‘,’],«l»Cﬂ(l 760)Al‘,'1e_,'+cﬁ i Wizlj§¢i,j (17)
=1 A

Table 1 sums up the sets of discrete directions and resulting quadrature weights for different
discretizations of momentum space for the LBM.

Table 1. Quadrature sets for different discretizations of momentum space. The quadrature
abscissas result from all possible permutations and multiplication by -1 of the typical vector

elements.
weights
no. of elements  direction typical vector D3Q6 D3Q14 D3Q26
6 1-6 (1,0,0) 1/6 1/15 1/21
8 7-14  1/v/3(1,1,1) - 3/40 9/280
12 15226 1/v/2(1,1,0) - - 4/105

2.2.3. Discretization of the scattering phase function

The evaluation of the in-scattering term requires a discretized representation of the phase func-
tion @, which represents the angular distribution of scattered photons. For media containing
Mie-scatterers, the Henyey-Greenstein phase function has often been used to approximate Mie-
scattering and is given by

1-g

®(0) = (14g2—2gcos(6))3/2

Herein, g is the asymmetry factor, which is equal to the mean cosine of the scattering an-
gle 6. The asymmetry factor can take any value within the interval [—1 < g < 1] to represent

(18)
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anisotropic as well as isotropic (g = 0) scattering. Both, the continuous as well as the discrete
representation of ® must ensure the conservation of energy and asymmetry and fulfill the fol-
lowing conditions.

1 1

1_E[mq>(e)dg_ ar 2P (19a)
1 1

g=4 A c0s(0)D(0)d02 = 5 S wicos(6,) (19)

Violation of these conditions causes inaccurate computation of the scattering kernel since
either energy sources arise or the shape of the scattering phase function is not conserved in
the discrete phase space. The latter error source is known from the DOM and termed as “false
angular scattering” [14, 15]. To reduce the effects of inaccurate discretization, normalization
methods can be applied to ensure conservation of energy or asymmetry. Recently, a normal-
ization method was developed which conserves both, energy and asymmetry of the discretized
scattering phase function [49,50]. The idea behind this technique is that a set of discrete values
®@; ;, which does not fulfill the conditions as given by Eqgs. (19a) and (19b), is normalized by

®; ;= (1+4:)®;; (20)

so that the discrete values ®; ; fulfill the conservation of energy or asymmetry. The computation
of the normalization factors 4; ; leads to an under-determined linear equation system, which is
solved by QR-decomposition and computation of the minimum norm of the linear equation
system.

In this work, the approach of [49, 50] is adopted to discretize the scattering phase function
iteratively. The basic idea behind is that the computed set of discrete (T),»7 j is more accurate
after normalization, if the set of ®; ; was already a good initial solution. However, there is no
solution known for @; ; except from the isotropic case (g = 0), where @; ; = 1 is true for all
i,j < m. Since this solution is exact, it is a good approximation for a slightly different value
of g1 = giso + Ag and can be used as an initial solution for the normalization. The normalized
solution ensures conservation of energy and asymmetry and is again a good approximation for
;. ; atanew slightly different g» = g1 + Ag. The procedure is repeated until a desired value of g
is reached and a discretized set of ®; ; is computed. Compared to the explicit calculation of ®; ;
by integration of ®(8) and averaging over discrete solid angles dQ; and dQ;, an advantage of
the iterative technique is that the calculation is fully algebraic and no integration bounds have
to be defined on the unit sphere. To specify the step size Ag, a discretization error & can be
computed as [51]

L o=l

~ 21
A RN I @D

where ¢; is a m x m matrix containing the values of ®@; ; for a desired value of g, reached with a
certain Ag and ¢, is the solution for the same g, but computed with the next bigger step size. If
the step size is changed by a factor r, the order of error reduction p can be computed as
19203 )
_ tog (=1 2
P7  oel)

The discretization error at different step sizes is shown in Fig. 3 for the three quadrature sets as
defined in table 1 and a final value of g = 0.9. It can be seen that the error decreases linearly
with step size so that the accuracy of the iterative discretization is of first order. For a step size
Ag = 1E-04, the magnitude of the discretization error becomes 1E—06 or lower. At this step
size, the required computational time for the discretization was between 2 and 34.5 seconds on
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Fig. 3. Left: Discretization error with respect to the step size Ag for a final value of g =
0.9 (see text for details). Right: Discretized (symbols) and continuous (solid line) Henyey-
Greenstein phase function for g = 0.9 and Ag = 1E-04.

a 3.4 GHz machine, depending on the number of discrete directions. Regardless of the chosen
step size, the discretized phase functions fulfill the conditions as given by Egs. (19a) and (19b)
exactly within the floating-point relative accuracy.

2.2.4. Nondimensionalization

The model equation, Eq. (17), still represents physical units. Although simulations can be car-
ried out by using physical units, it is convenient to transform the model equations into a non-
dimensional representation. With regard to the RTE, an adequate choice of reference quantities
would be a characteristic length Lo, a characteristic mean specific intensity Jy and a characteris-
tic speed, which is the speed of light ¢. By using these reference quantities, a set of dimension-
less quantities (index D) can be defined.

length Ip=1/Lg mean specific intensity Jp =J/Jy
speed c¢p=u/c extinction coefficient  fBp = BLo (23)
time tp=tc/Lgy

The dimensionless extinction coefficient is also known as the optical depth 7, which needs
to be equal in both, the physical and the non-dimensional representation. Since f is the in-
verse of the MFP, the optical depth is the inverse of the Knudsen number Kn. As a restriction,
LBM are applicable for simulations at low Knudsen numbers so that Kn ~ 1E—02 [16], which
corresponds to optical thick media (7 > 1) [6]. With regard to Eq. (23) it turns out that the
dimensionless speed equals unity, since photons propagate with constant speed of light. Further-
more, it holds that /po = 1 and Jp o = 1. In a discretized representation, the non-dimensional
length becomes to

Ipo=1=(N—-1)Ax, (24)

where Ax is the grid spacing and N the number of nodes in the lattice used to discretize the
characteristic length. As mentioned above, the grid spacing should be in the order of the MFP.
From Egs. (23) and (24) follows that tp = Ip/cp or Atp = Axp/cp. As discussed before, with
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the LBM the steady-state radiation field can be computed and, hence, the model becomes time-
independent. In the dimensionless notation, Eq. (17) reads as

Iip(xp+Ax; p,¢;) —I; p(Xp,¢;) =

Ax;,
mxlD< — (1= ®)loip— a) 21],) ’fofL;> (25)
Js

where the dimensionless length in the lattice is Ax; p = (Ax?,, + Ay?, + Az,2 p)%>. The dimen-
sionless mean specific intensity can be computed as

Jol(xp) = 3 wilip(xp): (26)

2.3. Algorithm

The implementation of the LBM follows the classical lattice Boltzmann algorithms. After ini-
tialization, the following procedure is repeated until a desired degree of accuracy is reached.
First, the collision of photons with matter is calculated for all discrete directions according to
the right-hand side of Eq. (25). In the second step, the boundary conditions are applied, leading
to an intermediate state of the specific intensity.

- Ax
Ii,D(XD’ci):_TAXi,D<1D (1_ )ezD (1) zljD I]A ID> (27)

The third step is the so-called streaming step, where the new specific intensity is calculated.

I p(xp +Ax; p, ;) = I; p(Xp, €;) + L. p(Xp, ;) (28)

The accuracy is measured in terms of the relative difference of the discretized specific intensity
between two computational steps.

Iip(xp,e;,t+1)

2
Iip(xp,cit) @)

Si(XD) = |1 —

2.4. Stability analysis

As a criterion for stability, the parameter settings must ensure that the specific intensity re-
mains positive. A limiting case exists, if radiation is transported in one discrete direction and
in-scattering results only from forward scattering. From Eq. (25) it follows for an absorbing,
scattering and non-emitting turbid media that in that limiting case the condition

1 - tAx;p (1 - w%’r@iﬂ») >0 (30)
must be fulfilled to ensure positivity of specific intensity. Figure 4 shows valid parameter com-
binations for the D3Q26 discretization, which guarantee stable simulations. The limitation of
stability was found to be caused by the direction vectors 7-14 (see table 1) for both, the D3Q14
and D3Q26 discretization. As stated before, the condition of low Knudsen numbers necessitates
high optical thickness, so that in particular simulations of isotropically scattering or mainly ab-
sorbing turbid media requires fine grid spacing to ensure numerical stability. In contrast, for
strong forward scattering, also simulations on coarse grids can run stable.
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Fig. 4. Stability map for the D3Q26 discretization. Left: Contour plot of the discretized
in-scattering term @w;®7 7 with respect to anisotropy g and scattering albedo w. Right:
Stable and unstable regions with respect to optical depth, grid spacing and in-scattering for
the liming case (see text). The limit between the stable and unstable regions is given by Eq.
(30).

3. Results and discussion

3.1.  Simulation cases

To validate the LBM, simulations of radiative transfer in an absorbing, scattering and non-
emitting turbid media were carried out and compared to Monte Carlo simulations. The simu-
lation domain is a cubic enclosure with one emitting surface at which monochromatic radiation
of mean intensity Jy enters the domain. The other five surfaces are assumed to be black and
cold. The domain, as sketched in Fig. 5, was assumed to initially dark. As a fist case, diffuse
emission of radiation from the emitting boundary is considered. In a second case, the radiation
source is modified in order to emit collimated radiation of intensity /.. For this case, the source
is changed to a square-shaped area around the origin O with an edge length of 0.2 Ly from
which the collimated radiation enters the domain normal to the emitting surface.

Fig. 5. Sketch of the simulated domain with evaluated lines and planes. The origin of the
coordinate system is marked with O. Radiation is emitted from the wall at x = 0 (yellow).
Lines Ly are located at yl =0, y2 =0.2, y3 = 0.4 and y4 = 0.48. Lines Ly are located at
x1 =0.25,x2 = 0.50 and x3 = 0.75. Planes P, are located at z1 = 0 and z2 = —0.25.

For the D3Q26 LBM, the spatial resolution was set to N = 101 nodes in each direction after
a grid independence test. Steady-state was assumed to be reached if the maximum local error
in the domain (see Eq. (29)) was below a threshold of 1E—06. The reference MC solutions
were obtained with an Open source solver [52], which is documented elsewhere [53]. For the
MC simulations, the cubic domain was splitted into 1003 cubic voxels. In total, 1E07 photons
were tracked in each simulation. The number of photons per voxel N,,, was normalized to the
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incoming number of photons per surface area so that the dimensionless mean intensity becomes

to
Nyox / Ayox

]vin.tot /Ain,tot .
In total 20 different parameter combinations of optical depth, anisotropy factor and scattering
albedo were simulated for both cases under consideration.

€3]

Jp.mc =

3.1.1. Diffuse emission

At the boundary, the relation between the mean intensity and the specific intensity is given by

Jo = / 1(6)dQ. (32)
6>0

In the discretized momentum space of the LBM, Eq. (32) is expressed by Eq. (26) with the
restriction of 7;(6;) = 0 for 6; < 0. Moreover, for diffuse radiation, the specific intensity per unit
solid angle is constant so that /;w; = const. applies for all directions i with 6; > 0. The discrete
specific intensities at the emitting wall can be calculated by solving the equation system that
arises from the conditions as mentioned. At the cold walls, the boundary condition is ;(6;) =0
for all directions. For the MCM the boundary condition at the emitting boundary is given by Eq.

(32). At the cold walls, photons are fully absorbed.

3.1.2. Collimated radiation

Collimated radiation is added to the LBM model by using a flux splitting approach [33]. Here,
it is distinguished between collimated and diffuse radiation, which both are connected by an
one-way coupling since diffuse radiation can not be focused again by scattering. Hence, the
transport of collimated radiation is affected by extinction only as given by Lambert’s Law for
which an analytic solution is known.

I.p(Xp+Axcp,cc) = I p(Xp, €. )exp(—TAX,,p) (33)

The extinction of collimated radiation is accompanied with an increase of the diffuse specific
intensity via in-scattering. This can be included by adding a source-term S, ; to Eq. (25), which
is

AX“D
Sc,i = ch,Dq)c,iﬁa (34)

Xce,D
where Al p = I p(Xp+Axc p) — I p(Xp). The discrete scattering phase function is represented
by a vector @ ;, which is calculated as described in section 2.2.3. The boundary condition was

set to Jp = 1 for the LBM. For the MCM, the angle of emission was fixed to the surface normal.

3.2. Comparison with Monte Carlo simulations in scattering turbid media

Simulation results from the LBM and the MCM for the mean intensity in a scattering turbid
media (0 = 1) are exemplarily shown for g = 0.85 in Fig. 6. The predictions by the LBM are in
good agreement to results obtained by the MCM, although the momentum space is discretized
in the LBM with only 26 abscissas, while for the MCM no angular discretization is required. It
should be noted that for the case of collimated radiation (right-hand side of Fig. 6) the intensity
profiles on lines Ly3 and Ly4 result from scattered radiation only, which indicates that the com-
putation of the discretized scattering phase function by the iterative method leads to accurate
results. However, if the optical depth decreases, the deviation between the LBM prediction and
the MCM increases, what can be particularly noticed on line Ly;. Results of comparable consis-
tency to those shown in Fig. 6 were found for lower anisotropy (g = 0.7, g = 0), but, in contrast,
for strong anisotropy (g = 0.95) the LBM was found to become less accurate.
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Fig. 6. Profiles of the dimensionless mean intensity Jp on plane P,y along lines Ly, (blue),
Ly3 (red) and Ly4 (green) for g = 0.85 and different optical depths in a pure scattering
turbid medium (@ = 1). Solid lines: lattice Boltzmann, symbols: Monte Carlo. Left: diffuse
emission. Right: collimated radiation (see text for details).

A more extensive comparison of results obtained by the LBM and the MCM for the cases
of diffuse and collimated radiation, different anisotropy factors and optical depths is shown in
Fig. 7. For anisotropy factors g = 0.7 and g = 0.85 the data from LBM and MCM match well,
independent from 7. Also for isotropic scattering, good agreement of results was achieved. For
strong anisotropy (g = 0.95), the predicted intensity by the LBM increasingly deviates from the
MCM for decreasing optical depth.

The results indicate that numerical errors depend on anisotropy and optical depth for which
the following error sources are conceivable. A first error is given by the linearization of the RTE
during the discretization (see section 2.2.1). It is known that intensity is decreased exponentially
due to extinction. By linearization, the decay of intensity and consequently also the amount of
energy being in-scattered into a certain solid angle are overestimated. In case of isotropy or
weak anisotropy, the linearization error overestimates sideward scattering of radiation while for
strong anisotropy, focussing of radiation due to forward scattering occurs. Hence, the extent of
the linerization is basically determined by the optical depth and the grid spacing while its effect
on the spatial distribution of the mean intensity is determined by anisotropy. If grid spacing
or optical depth is reduced, the linearized approximation should match the exponential decay
of intensity better, but, however, the results shown in Figs. 6 and 7 do not reflect the expected
behavior.

To investigate this phenomenon, ray effects caused by the propagation of the specific intensity
on the lattice have to be considered. For that, the assumption shall be made that specific intensity
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Fig. 7. Simulation data of the mean intensity obtained by the MCM and LBM for different
levels of anisotropy. Data is evaluated on lines Ly - Ly4 and Ly - L3 of planes P, and P,
for both methods. Colors symbolize different optical depths: T = 100 (red), T = 50 (blue),
T =133.333 (green). Solid line: bisector.

propagates into a solid angle dQ and further that TAxp < 1 holds between two nodes of the
lattice (as it is the case here for 7 = 50 and 7 = 33.333). In that case only a portion of the
specific intensity is scattered and the remaining energy propagates by free streaming. On the
lattice, however, there is no difference between forward scattering and free streaming in a certain
direction. In consequence, the solid angle in which the radiation propagates artificially decreases
as sketched in Fig. 8, which again leads to a ray effect. From a physical point of view, the
ray effect is tantamount to a violation of Liouville’s theorem, which states conservation of
intensity is phase space [5]. Strong anisotropic scattering pronounces the ray effect, while it
is counteracted by low and medium anisotropy, high optical depth and coarse grid spacing.
Another possible way to reduce ray effects is a better angular resolution and usage of higher
order angular schemes [12, 15]. Similar to LBM for fluids, higher order angular schemes would
also potentially allow the applicability of the method to higher Knudsen numbers [19], but at
the cost of increasing computational effort.

The total numerical error, thus, results from two error sources, namely linearization error and
ray effect. The extent of the total error results from an interplay of anisotropy, optical depth
and grid spacing. Table 2 shows the root mean square error (RMSE) between the LBM and
the MCM after outlier detection. Data was obtained by evaluation of lines Ly; - Ly4 and Ly; -
Ly3 of planes P,; and P, for both simulated cases described in section 3.1 and each data set
consisted 2400 data points before elimination of outliers. Outliers were defined to be outside
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Table 2. Root mean square error of the mean intensity obtained by the LBM compared to
the MCM. Data was evaluated along lines Ly; - Ly4 and Ly; - Ly3 of planes P,y and P,

(see Fig. 5).

T g=0 g=07 g=085 g=095

33.333 0.0226  0.0268 0.0554 0.1290
50 0.0515 0.0150 0.0401 0.1072
100 - - 0.0149 0.0590

the interval [Q1 —a(Q3 — 01), O3 +a(0Q3 — O1)], where O; are the quartiles of each data set and
the parameter a was set to a = 3.

Except from the isotropic case, decreasing the optical depth and, thus, the linearization error,
did not result into more accurate prediction of the LBM. Moreover, amplification of the ray
effect by strong anisotropy lead to an excessive increase of the total error, which partially is
compensated by high optical depths. This results indicate that the ray effect is the dominating
error source for the simulation of a scattering turbid media. Hence, to improve the accuracy of
the method, future work should deal primarily with this effect. A numerical correction could be
reached by implementation of artificial scattering terms, which guarantee the conservation of the
specific intensity in phase space. The iterative discretization method (section 2.2.3) potentially
allows to design discrete artificial scattering kernels for this purpose.

3.3. Comparison with Monte Carlo simulations in scattering and absorbing turbid me-
dia

The analysis made so far shall be extended to radiation transfer in a scattering, absorbing and
non-emitting turbid medium. Table 3 shows the RMSE of results obtained by the LBM relative
to the MCM. Similar to the simulation of radiation transfer in a non-absorbing medium, the ray
effect acts as the dominant error source, even if the computation of absorption is affected by the
linearization error only. This result was consistent for both simulated cases (see section 3.1).
The observation that the ray effect dominates the numerical error is plausible since for the
present case, the scattering albedo was set to @ = 0.75 and thus, scattering dominated over
absorption. It can be assumed that for a low scattering albedo the linearization error becomes
more dominant, although this was not investigated in the present study and the dependency of

—
—_
—
—_

—~~ " notransport _

| ~
Step 1 I Step 2 =

Fig. 8. Schematic representation of the ray effect. In case of free streaming of radiation, the
solid angle dQQ is artificially reduced to dQ2* while no radiation streams into the surrounding
space.
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the different numerical error on the scattering albedo is not finally clarified. By comparison of
tables 2 and 3 it can be seen that the dependency of the numerical error on the optical depth is
less pronounced for the non-absorbing case. Hence, it can be concluded that the error caused by
the ray effect is increasingly damped by absorption the greater the optical depth becomes.

The accurate numerical calculation of absorption requires fine grid spacing or low optical
depths. Alternatively, further improvement of the method could be reached by using a semi-
analytic approach, similar to the modeling of collimated radiation as given by Egs. (33) and
(34). Since this approach was also used to calculate the in-scattering from collimated radiation,
a semi-analytic hybrid potentially neutralizes the linearization error.

Table 3. Root mean square error of the simulated mean intensity in a scattering and absorb-
ing turbid medium obtained by the LBM compared to the MCM. Data was evaluated along
lines Ly - Ly4 of planes P,y and P, (see Fig. 5).

T g=0 g=07 g=085 g=095
33.333 0.0072  0.0427 0.0496 0.1071

50 0.0096 0.0068 0.0238 0.0414
100 - - 0.0022 0.0008

3.4. Computational effort of the lattice Boltzmann method

The impact of simulation parameters on the computational effort is depicted in Fig. 9. For pure
scattering, the number of iterations to reach steady state increases almost linearly with increas-
ing optical depth for all applied anisotropy factors. However, the choice of the anisotropy factor
dominates the computational effort, which is the highest for isotropic scattering. This result is
expectable since isotropy corresponds with the slowest propagation of intensity on macroscopic
scales. In contrast, for @ = 0.75 the increase of the optical depth accelerates convergence inde-
pendent from anisotropy. It can be expected that this observation changes drastically in case of
absorbing and emitting participating media, since isotropic emission of radiation decreases the
speed of radiative transfer on macroscopic length scales.
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Fig. 9. Number of iterations at steady-state with respect to optical depth and anisotropy for
® =1 (blue) and @ = 0.75 (red). Dashed lines: linear regression.
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4. Conclusion

A new lattice Boltzmann method for the simulation of three-dimensional radiation transport was
developed and validated with Monte Carlo simulations. The method was used for the simulation
of radiation transport in turbid media containing either isotropic and anisotropic scatters, as
well as absorbing particles. To the best of the authors knowledge, this is the first time that a
lattice Boltzmann method was successfully applied for the simulation of anisotropic radiation
transfer in three dimensions. Moreover, for the approximation of Mie-scattering, a new iterative
algebraic technique for the discretization of the scattering phase function was introduced, which
ensures full conservation of energy and the mean scattering angle after discretization.

It was found that the accuracy of the lattice Boltzmann method is affected by two sources
of error, namely linearization error and ray effect. For the investigated simulation cases, the lat-
ter dominates the total numerical error, independently of optical properties of the turbid media.
However, it can be assumed that the dominating error type depends strongly on the scattering
albedo. Based on the analysis of numerical errors, the implementation of an artificial scatte-
ring kernel and semi-analytic computation of extinction was suggested to further improve the
accuracy of the method.

The development of a lattice Boltzmann method for radiation transport is motivated by the
interpretation of the RTE as a Boltzmann-type transport equation in the framework of statistical
physics. Based on this interpretation, the RTE can be discretized analogous to the discretiza-
tion of the Boltzmann equation in established lattice Boltzmann methods for fluid dynamics if
characteristics of radiation, in particular the constant speed of light, are considered. The estab-
lishment of a consistent methodological set of computational methods seems to be promising
for solving multiphysical problems with high accuracy in engineering applications.
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6. Spectral Simulation of Light Propagation in Participating
Media by Using a Lattice Boltzmann Method for Photons

In this chapter the question of efficient integration across the visible spectrum is addressed. In photo-
bioreactors, light is usually polychromatic so that the RTE has to be solved separately for each wave-
length. To minimize the required computational cost it is important to know the required minimal
spectral resolution to obtain accurate results when integrating light intensity across the spectrum.

The developed lattice Boltzmann method for light transfer is applied to compute polychromatic light
intensity fields. Within the chapter, different simple integration schemes are compared with regard
to their accuracy of integrating smooth spectra. Moreover, an approach was tested which aimed to
use the a priori available information to minimize the number of simulations by distributing simulated

wavelength.

The chapter was published as: McHardy, C., Horneber, T., Rauh, C. (2018). Spectral Simulation of
Light Propagation in Participating Media by Using a Lattice Boltzmann Method for Photons. Appl.
Math. Comput. 319(15), 59-70, 2018. Reprint for non-commercial use with permission of Elsevier

Inc.
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© 2017 Elsevier Inc. All rights reserved.

1. Introduction

In recent times, the cultivation of phototrophic microorganisms in photobioreactors receives increasing attention from
science and industry. This interest is caused by the ability of such organisms to drive their metabolism by solar energy,
and, at the same time, to accumulate huge amounts of various metabolites, making phototrophic microorganisms to be con-
sidered as a sustainable feedstock for the production of biomass, biofuels, food, feed and pharmaceuticals [1,2]. However,
taking advantage of these beneficial characteristics is still limited by high costs for cultivation and processing of biomass.
In particular, mixing becomes a matter of expense due to the necessity of moving cells between light and dark zones in
photobioreactors since the availability of light in photobioreactors is known to be a key factor for growth and productiv-
ity [3]. Due to this importance, accurate predictions of the spatial light distribution become indispensable for design and
optimization of photobioreactors and control of biomass production.

Light propagation in participating media is governed by the radiation transfer equation (RTE). Numerical solutions of the
RTE can be obtained by different methods, such as Monte Carlo methods (MCM), Discrete Ordinate methods (DOM) or Finite
Volume methods (FVM). All of these methods are well documented and further information can be found elsewhere [4,5]. A
new class of methods to solve the RTE are lattice Boltzmann methods (LBM). The idea of using a lattice Boltzmann approach
seems to be straightforward since the RTE can be interpreted as a Boltzmann-type transport equation for photons. Moreover,
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in addition to radiative transfer, many engineering applications also require the consideration of flows so that a consistent
methodology to solve multiphysical problems seems to be beneficial. Enormous improvements have been achieved in the
development of LBM for various hydrodynamic tasks [6-10], making the LBM a potential candidate for providing a powerful
multiphysical simulation framework.

Originating from works of Asinari et al. [11], Ma et al. [12]| and Bindra and Patil [13], a number of further developments
have been made in the last years, basically dealing with radiation transfer in 1D and 2D geometries [14-18], while radiation
transfer in 3D was rarely considered [19-21]. As a remarkable development, recently, the linkage of the mesoscopic lattice
Boltzmann Bhatnagar-Gross-Krook (LBGK) equation and a macroscopic target equation for radiation transfer by means of
Chapman-Enskog expansion was demonstrated [19,20]. This approach differs from other models in the sense that usually
the target equation was the mesoscopic RTE itself [13,21], which is also true for other numerical methods, such as the
DOM or the FVM. However, approximating a macroscopic target equation by solving a lattice Boltzmann equation is what is
usually done in fluid dynamics, where the LBM has its origin [6].

All of the above mentioned models have in common that monochromatic radiation transfer is solved. However, radi-
ation characteristics of participating media as well as the spectrum of radiation sources are most often characterized by
wavelength-dependency. This is also relevant for photobioreactors, where spectral absorption and scattering characteristics
of the microorganisms have to be taken into account and different types of light sources (sunlight, artificial sources) might
be used for illumination [22-24]. Spectral-dependent radiation properties require the computation of monochromatic radi-
ation fields and the subsequent superposition of solutions to gain polychromatic profiles of light intensity. Obviously, the
accompanied increase of computational costs depends on the desired degree of spectral resolution, becoming maximum for
resolving every single wavelength in the visible spectrum. A common approach to deal with polychromatic radiation trans-
fer is to distribute a finite number of discretization points over the spectrum and compute monochromatic radiation fields
at the chosen wavelengths. Afterward, the monochromatic field quantities are integrated across the spectrum by means of
numerical integration rules (e.g., Newton-Cotes rules) to gain the polychromatic light field. In the field of photobioreactor
research, this approach as well as the comparable WSGG model (Weighted Sum of Gray Gases) have been applied with dif-
ferent degree of spectral resolution [25-27]. However, despite of its significant importance, the questions of minimizing the
number of discretization points and their optimal placement in the spectral grid remains unanswered in the literature.

The present contribution aims at closing this gap. Effects of spectral discretization and numerical integration rules on
the accuracy of polychromatic intensity profiles are investigated. Therefore, numerical solutions of the RTE are computed
by means of a lattice Boltzmann method, incorporating three-dimensional scattering. Typical radiation characteristics of
microalgae as well as a geometry similar to flat-panel photobioreactors and light sources which are relevant for cultivation
of microalgae are assumed. In addition, an approach for the optimal placement of discretization points in the spectral grid is
developed and tested. The paper is organized as follows: in Section 2, the choice of the lattice Boltzmann model is motivated
by considering typical radiation characteristics of microalgae. Also the model equations and numerical quadrature rules are
introduced. In Section 3, details concerning the simulation setup are specified. Results for monochromatic and polychromatic
light fields are presented in Section 4, followed by the presentation and evaluation of non-uniform spectral grids for the
calculation of polychromatic light fields. Finally, a discussion of the results and conclusions are given in Section 5.

2. Computational methods
2.1. Radiation transfer equation

The radiation transfer equation reads,

146]

c ot
Herein, J denotes the intensity of radiation, characterizing the amount of photons which propagate into direction n and
solid angle €2 with speed of light c. The extinction coefficient 8 = k + 0 measures the interaction of photons with matter
due to absorption and scattering, both individually expressed by absorption (x) and scattering (o) coefficients. Scattering
re-distributes photons from directions n’ into the direction of propagation m according to an angular probability density
function ®(g, n, n’), known as the scattering phase function, where the asymmetry factor g is the cosine of the mean
scattering angle. Because of its low relevance for photobioreactors, the re-emission of absorbed photons by fluorescence
with intensity J. is neglected from now on.

+0V = B + ke + oo A J o', n)de. (1)

2.2. Lattice Boltzmann method for photons

2.2.1. Selection of the lattice Boltzmann model

In Section 1, it was mentioned that recently the linkage of the LBGK equation to a macroscopic target equation was
demonstrated by [18-20]. This linkage is very beneficial from a computational point of view since it ensures convergence
rates of second order in space and time. In contrast, as pointed out by Yi et al. [18], prior models are consistently charac-
terized by first order convergence rates. However, deviating from fluid dynamics where the Navier-Stokes equations govern
the fluid motion on macroscopic scales, in radiation transfer modeling the mesoscopic RTE is commonly considered as the
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Table 1

Quadrature set for the D3Q26 LBM. The quadrature abscissas
result from all possible permutations and multiplication by —1
of the typical vector elements.

No. of elements  Direction  Typical vector ~ Weights

6 1-6 (1,0,0) 1/21
8 7-14 1/v/3 (1,11) 9/280
12 15-26 1/4/2 (11,0) 4/105

governing equation and aimed to be solved. As discussed below, the choice of an applicable lattice Boltzmann model will
also strongly depend on the radiation characteristics of the participating medium and thus, on the nature of the radiation
transfer problem.

The macroscopic target equation for radiative transport in [19,20] was given by the so-called diffusion approximation. The
diffusion approximation describes radiation transfer on macroscopic scales under certain conditions, namely in the limit of
high optical thickness in scattering-dominated participating media. Thereby, isotropy of the local photon distribution due
to multiple scattering events on small length scales is assumed [4,5]. It is clear that this situation occurs only in certain
cases of radiation transfer problems. For instance, for photobioreactors one has to deal with absorbing, strongly forward
scattering microorganisms [22], which are usually located in geometries with short light paths. Experimental results of
Campbell et al. [28] indicate that in such situations the diffusion approximation will not give an accurate description of
the light field. This is basically due to the fact that the isotropization of photons is suppressed in absorbing, non-emissive
media and thus, the light field remains anisotropic with a forward peaked propagation probability for photons [29,30]. In
addition, by isotropic scaling [31] the transport mean free path of photons can be estimated to be in the order of the
geometric dimensions in photobioreactors, typically characterized by short light paths. Therefore, the relevant length scales
of light transport in photobioreactors are smaller than the length scales on which the diffusion approximation is accurate. To
investigate polychromatic light fields under these conditions, in this work a LBM is chosen which models radiation transfer
on the mesoscale by direct discretization of the RTE.

2.2.2. Discretization

The lattice Boltzmann scheme applied in this work was previously published and validated [21]. The RTE is a transport
equation for photons in phase space. Therefore, discretization requires both, discretization in position and momentum space.
The discretized RTE is then integrated along a characteristic line in the discrete momentum space, leading to the lattice
Boltzmann model equation. In the following, a brief repetition of the scheme’s major characteristics is given.

Photon momentum consists of directional and frequency (or wavelength) components. For monochromatic photons of
wavelength A, the discretization of the directional component is constrained by the requirement that the exact evaluation
of moments is also ensured in the discretized momentum space (see [6,21] for details). After discretization of momentum,
(1) becomes

180
c ot

m
+ 1Vl = —Bulii+ oaw; YL i, (2)
j=1
where the intensity | was replaced by the monochromatic specific intensity I, ; of photons of wavelength A propagating into
a discrete direction i. The in-scattering integral is approximated by a Gaussian quadrature, which sums up the in-scattered
photons from m discrete directions. The directional weights w; represent the solid angles d<2, associated with each discrete
direction. Table 1 summarizes the parameters of the quadrature applied for the directional discretization.

For discretization of position space, the domain is represented by a cubic lattice whose nodes are centered in volume el-
ements Ax = AxAyAz. As a special feature of LBM, the directional discretization is coupled to spatial discretization because
photons are allowed to stream between adjacent nodes of the lattice only.

Eq. (2) is solved by integration along a characteristic line in the discrete momentum space. While for the left-hand side
of (2) an exact expression can be obtained, the integration of the right-hand side requires approximate solutions. Applying
the forward Euler method leads to the model equation of the LBM,

li(Xo + AL, €, t + At) —Ii(Xo, €, t) = ui[ L, i(Xo) + %], (3)
where w; is the collision probability, defined as
Wi = Bilc At (4)
and I;?i the local equilibrium function,
m
I;?i = w;W; Zlk,j (X0)D; i fi j- (5)
=1

In (5), the dimensionless scattering albedo w; = 0, /B, was introduced. The values of ®; ; were computed by an iterative
algebraic method [21]. A correction factor f;; = At;/At; = Ax;/Ax; normalizes I, ; to the direction dependent integration
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time interval which results from propagation of photons with constant speed c¢; = ¢; over direction dependent distances in
the cubic lattice. Therefore, the LBM is restricted to the computation of steady-state radiation fields.

2.2.3. Macroscopic field quantities

The local macroscopic quantities of the monochromatic radiation field, namely the local mean intensity J, (x), the radi-
ation flux vector F,(x) and radiation pressure tensor H,(x), are the moments of the intensity distribution and calculated
by integration over the directional component of photon momentum [4]. Using the definition given in Section 2.1, the to-
tal number of photons propagating into a direction n is given by the intensity and the solid angle into which the photons
propagate. In the discrete representation of (1), the solid angle is represented by the quadrature weight w; and therefore
the moment equations read,

L) =Y wil; (%), (6a)
i—1

F,.(x) = Zwigi,jli,k (%), (6b)
io1

H, () =Y wi& j& il (%), (6¢)

i=1
where §; ;, §; « denotes the direction cosines with j, k=1,2,3.

Polychromatic field quantities are calculated by integrating monochromatic field quantities numerically across the spec-
trum. Numerical integration becomes necessary because the spectral information originates from experiments or simulations
and is therefore numeric by definition. Because of their simplicity, the integrals can be easily approximated either by the
composite trapezoidal rule

Amax N +
Q00 = [ Q00dA ~ Y- (has ~ 1) (@ St w), (7
)‘min k=1
or by the composite Simpson’s rule
Amax ()\’ - ) K/2-1 K/2
Q(x) = A - Qdi % Q, () +2 > Q) +4Y Q,, () +Q,x) | (8)

k=1 k=1

In (7) and (8), Q, is a monochromatic field quantity as defined in (6), N, is the number of discretization points in the
spectral grid, K= (N; —1)/2 and Aq = Ay, and Ay = Amax. The composite trapezoidal rule approximates the integral by
expressing the integrand by piecewise linear functions, given by neighboring discretization points. In contrast, for Simpson’s
rule the integrand is expressed by piecewise parabolic functions, specified by three adjacent discretization points. Analytical
integration of the piecewise approximations finally leads to (7) and (8).

3. Case setup
3.1. Simulation parameters

A cuboid domain filled with a homogeneous suspension of phototrophic microorganisms shall be considered. The domain
might be regarded as a small section of a photobioreactor and is of dimension Ly =L, = 2Ly, with Ly =0.007 m. A light
source is located in parallel to the yz-plane and illuminates the domain from one side with parallel light, propagating in
positive x-direction. All boundaries are open for photons to leave the domain. The suspension is treated as an absorbing
and scattering medium, whose absorption and scattering coefficients are related to the concentration of microorganisms cs
in the suspension by

o) = CSAsca,k > (ga)

i), = CsAgps i (9b)

where A ; and Ag, 5 are the absorption and scattering cross-sections of the biomass. Both, light source and the radi-
ation properties of the suspension are characterized by spectral dependency. Fig. 1 depicts the normalized emission spectra
of the light sources under consideration as well as absorption and scattering spectra of the biomass. Mie-scattering of mi-
croorganisms is approximated by the Henyey-Greenstein phase function with a constant anisotropy factor g = 0.98 [22].

For a discrete representation of the spectral radiation characteristics, in total N, = 33 discretization points across the
spectrum are chosen (Fig. 1). The discretization points of the spectral grid are equidistantly distributed between wave-
lengths A,i; = 400 nm and Amgx = 700 nm. For each discretization point a monochromatic light field is computed by means
of the LBM described above. The criterion of reaching steady-state in monochromatic simulations is given by the relative
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Fig. 1. Left: emission spectra of light sources. Right: absorption and scattering spectra of biomass (data taken from [22]). Symbols illustrate discrete
representations of the spectra.
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where t is the recent iteration. To investigate the effect of the spectral resolution on the polychromatic light field, a varying

number of points are removed from the spectral grid for the computation of polychromatic field quantities according to
(7) and (8).

r=

< 1E - 06, (10)

3.2. Spatial grid independence

To estimate the grid independence of the solution and the rate of convergence, solutions of (3) were computed for par-
ticipating media with different extinction coefficients, a scattering albedo close to unity and g = 0.98. The case of scattering
dominant media is considered to become limiting for the accuracy of the solution since (3) can be solved analytically for
pure absorption.

Fig. 2 shows the computed solutions of (3) on different equidistant grids and the corresponding discretization errors. The
profiles of the mean intensity were estimated along the x-axis at the centerline of the domain. The discretization error was
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Fig. 3. Monochromatic intensity profiles at wavelengths 438, 550 and 672 nm, computed with the LBM (lines) and MCM (symbols).

quantified according to [32],

_ ¢h - ¢rh

€
h rr—1

: (11)

where ¢, =1 — Juin/Jmax Was computed from a light intensity profile obtained with spatial grid spacing h, as depicted in
Fig. 2. The rate of convergence p was estimated from

¢rh7¢r2
- log( ¢h—¢mh)
p= log(r)

with a grid refinement ratio r = 1.41. The rate of convergence of the LBM was found as p =1.0806 and p = 0.8451 for
B =1100 m~! and B = 5500 m~!, respectively. From Fig. 2 it can be seen that a grid with Ny = 71 nodes ensures that the
error for the extinction along Ly becomes less than 1%. Therefore, this resolution was chosen for all simulations.

: (12)

4. Results
4.1. Monochromatic intensity profiles

Fig. 3 shows profiles of the monochromatic mean intensity at the symmetry axis of the domain, computed with the LBM
for wavelengths 438, 550 and 672 nm and normalized to J;qx. For comparison, results obtained by MCM simulations are also
depicted. MCM simulations were performed with the same spatial resolution as for the LBM. In total, 1E + 08 photons were
traced in each MCM simulation. It can be seen that both methods agree well for different values of 8, and w; so that the
results generated by the LBM can be expected to be reliable.

4.2. Polychromatic intensity on equidistant spectral grids

To study the effect of the spectral discretization on the prediction of the polychromatic light intensity, monochromatic
intensity profiles were computed for several test cases. Thereby, different light sources (LED, Sun 5900K, Fig. 1), as well
as different extinction coefficients were considered. The extinction coefficients were computed by means of (9) for two
different biomass concentrations (1.5kg/m? and 4.5 kg/m3), typical for conditions in photobioreactors. The polychromatic
light intensity was computed by integration across the spectrum on different equidistant spectral grids. Therefore, the initial
spectral grid with discretization points at 400, 550 and 700 nm was gradually refined by adding additional discretization
points mid-way between existing points.

Fig. 4 depicts polychromatic intensity profiles with respect to the resolution of the spectral grid, calculated from
monochromatic profiles by means of (7) and (8). It can be seen that the application of both integration rules leads to
quite similar results if the spectrum is discretized by N, > 17 discretization points and further grid refinement has little
effect on the shape of the polychromatic profile. Comparable results were found for all cases under consideration. Hence,
as a first conclusion, it can be stated that for light predictions in photobioreactors an accurate discretization in the visible
spectrum is obtained by choosing wavelength intervals AA < 20 nm. This finding underlines the necessity for spectral grid
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Fig. 4. Effect of spectral discretization and applied integration rule on polychromatic intensity profiles for the case of ¢s = 1.5 kg/m? and illumination by
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Table 2

Total relative error, expressed as Euclidian norm of local errors of polychromatic intensity profiles with
respect to spectral discretization, integration rule, light source and biomass concentration. Reference
solutions were computed by means of Richardson extrapolation.

Trapezoidal rule Simpson'’s rule
LED Sun LED Sun
1.5 4.5 1.5 4.5 1.5 4.5 1.5 4.5
3 3.0243 10.9606 5.8605 16.4154 5.3188 14.9757 7.2964 19.2120
5 1.1920 3.5848 1.9806 5.8468 0.5816 1.0937 0.6640 2.2605
9 0.0866 0.4762 0.4305 1.2713 0.3365 0.6084 0.0959 0.2772
17 0.0455 0.2375 0.1371 0.5837 0.0256 0.0861 0.0256 0.2514
33 0.0114 0.0594 0.0343 0.1459 0.0016 0.0054 0.0016 0.0157

convergence studies, in particular with regard to previous computations of polychromatic light profiles in photobioreactors
at much lower spectral resolutions [25].

Table 2 summarizes the total relative error for all cases under consideration. The respective reference solutions ¢ex: were
calculated by extrapolating the solutions on the two finest spectral grids (N, = 17, 33) for every case by means of Richardson
extrapolation [33],

¢5 — e

Pext = ¢f + o1 (13)

Herein, the indices denote coarse (c) and fine (f), r = 2 denotes the ratio of the spectral band widths AA:/AAr and p is the
theoretical rate of convergence of each integration rule, which is p = 2 for the trapezoidal rule and p = 4 for Simpson’s rule.
The total relative error €,, was estimated as

Jn(X)
Jext (X)

where Jqx is the extrapolated polychromatic intensity profile and J,, the polychromatic intensity profile at spectral grid spac-
ing h.

For spectral grids with wavelength intervals AA < 20nm, the total error takes values in an acceptable order of magni-
tude (the mean relative error is approximately two orders of magnitude below, so less than 1%). Irrespective of the applied
integration rule, errors generally increase with increasing extinction coefficient, which indicates that changes of the spec-
tral distribution along the light path have markable effects on the accuracy of spectral integration. Moreover, an effect of
the emission spectrum of light sources becomes visible by comparison of results for LED and sunlight. From Fig. 4, the
experimental order of convergence for the spectral integration can be obtained. For comparability, €,;, was normalized to
the error at the lowest spectral resolution. The experimental order of convergence was found to be approximately p = 2 for
the trapezoidal rule and p = 3 for Simpson’s rule for all cases under consideration. In conclusion, application of Simpson’s

€ = ”1 -

Il (14)
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Fig. 5. Piecewise linearized spectral distribution at different spectral resolutions for sunlight (left) and LED (right) at two positions x/L; along the light
path for ¢s = 1.5 kg/m?3.

rule for spectral integration enhances the speed of convergence and leads to more accurate polychromatic profiles of light
intensity for similar resolutions of the spectral grid (the error decreases approximately by an order of magnitude, Table 2).
It is therefore recommended to apply Simpson’s rule instead of the trapezoidal rule for the integration across the spectrum.

Interestingly, solutions for LED illumination computed with the trapezoidal rule and N, =9 show at a first glance higher
accuracy than results computed with Simpson’s rule at similar spectral resolution (Table 2). For a closer examination of this
effect, the spectral information from which the integrals are computed should be regarded. Fig. 5 shows the development
of the piecewise linearized spectral light distribution along the light path for sunlight and LED illumination and N, =9, 33
discretization points. In the blue region of the spectrum, for sunlight the results are more or less in good agreement at
coarse and fine spectral resolutions. The opposite is true in case of LED illumination, where the emission peak of the LED is
not resolved accurately for N, =9, leading to an incorrect prediction of the spectral distribution between 400 and 500 nm. In
the green region between 500 and 600 nm, for both cases little errors occur due to a coarse spectral resolution. In contrast,
the intensity in the red region between 600 and 700 nm is generally overestimated in case of a coarse spectral resolution
because the absorption maximum of biomass remains unresolved.

This observation suggests that at low resolution of the spectral grid and application of the trapezoidal rule, additional
errors occur due to the piecewise linear approximation of the spectrum. These errors compensate each other in varying
magnitude along the light path, leading to an overestimation of accuracy. Error compensation may lead to misinterpretation
of results from spectral grid refinement studies, or wrong calculations of absorbed energy by biomass, which is a key factor
for the design of photobioreactors. The analysis supports the suggestion to carry out spectral integration by means of Simp-
son’s rule. However, with regard to a minimal computational effort for calculation of polychromatic intensity profiles with
high accuracy, a strategy for optimizing spectral grids could consist of local grid refinement for precise resolution of peaks
in the emission and absorption characteristics.

4.3. Local refinement strategy for spectral grids

From the analysis in Section 4.2 the question remains, how discretization points can be placed in the spectral grid to
achieve high accuracy while keeping the number of monochromatic simulations moderate at the same time. Thereby, the
spectral grid should cover emission characteristics of the source, as well as scattering and absorption characteristics of the
turbid suspension. An approach to design such a spectral grid could consist of two steps: first, a characteristic function is
built, capturing the available a priori knowledge of the light field, which is given by the spectral radiation characteristics of
light sources and biomass. Second, the characteristic function is integrated across the spectrum by an adaptive quadrature
with a desired degree of accuracy. The discretization points used in the adaptive quadrature are used as points of the final
spectral grid.

In an absorbing and mainly forward scattering suspension, a fair approximation for the spatial profile of the specific
intensity J, is given by an exponential function, known as Lambert-Beer’s law. If the specific intensity J, is a measure for
finding a photon at some point in space, then the extinction probability of photons p, is exponentially distributed,

P20 = .0(1 — exp(~Bj)). (15)
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Fig. 6. Characteristic functions for different biomass concentrations c[kg/m?] and LED illumination along a scaled light path.

In (15), the extinction coefficient B; = («; + 0;) and the reduced scattering coefficient o, = (1 —g)o; were introduced. The
characteristic function of p,(x) is ¢, (t) = OL" eli™ p, (x)dx in the interval [0, Ly]. The solution of the integral is

/

B

_ (itL-7) _

where t is the variable of the characteristic function and 7 = ] Ly. The kth moment Mk of p, can be computed from the
kth derivative of ¢,, so that ¢, can be Taylor-expanded around t = 0 into a series of M. Thus, the characteristic function
contains the spatial characteristics of the monochromatic intensity field. At t = 0 the first three moments are given by the
expressions:

M) =J,.0(1 —exp(—73)), (17a)
M; =Jx.o_(%7—i_l)e><13(—fx), (17b)
A

(T2 +21,+2)(h - 1)
B2

The physical meaning of (17) is that Mg is the cumulated extinction probability of photons at the monochromatic ex-
pected value M}; Hence, the intensity is J, =J, o(1 - Mg). The square root of the second moment M% is a measure for the
length scale on which the intensity varies. At t =0 it is valid that ¢, = Mg, so that the spectrum of zeroth moments can
be interpreted as a characteristic spectrum that represents a priori information of the polychromatic light field. Fig. 6 shows
the relationship between the spatial light distribution and the moments of the distribution. If the extinction coefficient is
high, the shape of the light source becomes important because the variation of the light field occurs close to the source
while further away the light field is dominated by a flat spectrum. The lower the extinction coefficient becomes, the more
important become modifications of the spectrum along the light path so that the radiation characteristics of the suspension
become more important for the shape of the characteristic function.

Coming back to the design of the spectral grid, in a second step an adaptive Simpson’s rule is applied to integrate the
normalized quantities M?h 2 =MY/IMY| and J; , = (.0 —M%)/J5 0 across the spectrum. The resulting two adapted grids are
superimposed to receive the spectral grid for the LBM. In the adaptive Simpson’s rule, integration over spectral intervals is
carried out similar to conventional Simpson’s rule. The algorithm refines a local integration interval into two subintervals
until the increase of accuracy by refining the spectral grid is below a certain threshold €. Following [34], the criterion for
refinement of a spectral interval AA = A, — A; is

1T prtdrz M i
€ < 15[/ Q ndA +/ Q. ndk —/ dex}, (18)
Al

M M+AL/2
where Q,_ , is the normalized integrand and the integrals are approximated by Simpson’s rule. The refinement strategy lead
to good results, however it might fail locally due to error compensation in subintervals. In particular, resolving the blue
emission peak of the LED was found to be problematic. To capture the shape of the curve and prevent error compensation,
an additional criterion for refinement is established. Simpson’s rule approximates the distribution piecewise by parabolas

M =J0 exp(—1y). (17¢)
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Fig. 7. Adaptive grid generation for different illumination and biomass concentrations: LED 1.5kg/m? (—), Sun 1.5kg/m? (- -), LED 4.5kg/m? (-.-), Sun
4.5kg/m> (....). Left: number of discretization points with respect to threshold €;. Right: Adapted spectral grids for different cases and €; = 51E — 04.
Profiles show the quantity (J; o — Mg)/jm. For clarity, spectral grids are additionally shown at the top of the figure.

Table 3

Total relative error, expressed as Euclidian norm of local errors of polychromatic
intensity profiles on adapted spectral grids. Reference solutions were computed
by means of Richardson extrapolation.

LED Sun

1.5 4.5 1.5 45
Discretization points 21 21 19 21
EITOr , adapted 0.0347 0.0294 0.0324 0.0353
Error n,_17 0.0256 0.0861 0.0256 0.2514
Error n,_33 0.0016 0.0054 0.0016 0.0157

so that the coarse grid approximation can be evaluated at discretization points of the refined spectral grid and compared
to the values of the real spectrum. If the deviation is large, it indicates that the shape of the spectrum is not well covered.
Thus, the second refinement criterion is

€ < [QPT () = Qa ()], (19)

where A’ = A; + AA/4 or A’ = Ay — AA/4. In addition, the maximum degree of local refinement is limited by definition of a
maximum resolution of N, = 33 discretization points across the spectrum. Fig. 7 shows the dependence of the spectral grid
on €. The value of €, was set to €, = 51E — 04 (cs = 1.5 kg/m3) and €, = 11E — 03 (cs = 4.5 kg/m3), respectively. Setting
the thresholds to this values ensures that all spectral grids have about 20 discretization points. The adapted spectral grids
are shown on the right-hand side of Fig. 7.

4.4. Polychromatic intensity on locally refined spectral grids

To verify the applicability of the adapted spectral grids, the integrals across the spectrum were computed for all cases and
compared to the reference solution, which is extrapolated from the two finest equidistant spectral grids by means of (13).
Table 3 shows the computed errors and sizes of the optimized spectral grids. For comparison, the errors from equidistant
spectral grids are shown as well. It can be seen that the errors decrease for high biomass concentrations (cs = 4.5 kg/m3)
compared to the results for N, = 17 discretization points. Since the number of discretization points is slightly increased, also
the effect of adaption must be considered to be moderate and equidistant spectral grids seem to be an applicable choice
for integration across the spectrum. In case of low biomass concentrations cs = 1.5 kg/m3, no decrease of the errors could
be estimated. The results indicate that equidistant spectral grids are a proper choice for the integration as long as the grid
spacing AA is fine enough. From the different cases under consideration in this study it was found that, as a rule of thumb,
the choice of AA ~ 15..20 nm ensures accurate results.
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5. Discussion and conclusions

In this study a lattice Boltzmann method for photon propagation was applied for computation of monochromatic light
fields. Subsequently, the monochromatic light fields were integrated across the spectrum by means of Newton-Cotes formu-
las to study the effects of the integration rule and spectral resolution on the computation of polychromatic light fields.

The application of lattice Boltzmann methods for radiation transport problems is quite new. In analogy to fluid dynamics,
the linkage of the LBGK equation to a macroscopic target equation was recently introduced [20]. In contrast, in this work a
direct discretization of the radiation transfer equation was applied and therefore a mesoscopic target equation was solved.
Although the method shows only first order convergence rates in space, it allows the computation of light fields near sources
and in strongly absorbing and anisotropic participating media, which was demonstrated in a huge number of numerical
experiments [21]. With regard to a more general theory, it has to be stated that the application of LBM for radiation transfer
has still not been investigated in depth and a consistent LBM framework for radiation transfer is outstanding. In particular,
a remaining question concerns the target equations to be solved. In a couple of contributions, the LBM was applied to solve
mesoscopic target equations as the RTE, regardless of postulating target equations on macroscopic scales [13,21,35]. Since
incorporation of macroscopic diffusion into the LBM enables second order convergence in space and time [6], the coupling
to macroscopic target equations seems to be a favorable goal. However, macroscopic target equations on a physical base
which enable the simulation of radiation transport beyond the diffusion regime were not introduced to LBM, yet.

Simulation based design of photobioreactors became quite popular in recent times. Thereby, the calculation of light fields
becomes limiting because the light field may change dynamically due to the motion of cells or gas bubbles inside the reactor.
In extreme cases this means that a full polychromatic simulation of the light field must be carried out for every time
step of the fluid dynamics simulation. It becomes clear that efficient integration across the spectrum might significantly
reduce the costs accompanied with the computation of the polychromatic light field. In this work, Newton-Cotes formulas
were applied to obtain polychromatic light intensity profiles. For conditions typical for photobioreactors, it was found that
reasonable accuracy could be obtained by using Simpson’s rule on equidistant spectral grids with grid spacing AA < 20 nm.
It also turned out that error compensation leads to over-prediction of the accuracy in case of integration by means of the
trapezoidal rule, whose usage is therefore not recommended.

To further increase the efficiency of computing polychromatic light fields, an approach based on the usage of available
a priori information of the light field and an adaptive Simpson’s rule was developed and tested. In general, the described
integration task is similar to numerical integration of any discrete density distribution. For instance, this kind of integration
is reported for determining pest insect population sizes from spatially distributed field data [36]. Consistent to the results
shown in Section 4.4, [36] found that adaptive quadrature schemes were not able to improve the accuracy of integration,
which was explained by missing a priori information about the spatio-temporal distribution of the integrands. In contrast,
for photons such a priori information is available in terms of the radiation characteristics of light sources and the turbid sus-
pension. However, application of the method developed in Section 4.3 did not further increase the accuracy of the spectral
integration. Thereby, it can be presumed that the changing shape of the light spectrum along the optical path is the major
difficulty for the design of optimized spectral grids.

In the context of constructing adapted spectral grids, a characteristic function was introduced. Applying this function to
photobioreactors might offer new possibilities in analyzing light fields for future research. In future works, discrete simula-
tion data could be used instead of an exponential ansatz to compute the characteristic function of the light field and obtain
moments of the spatial light distribution. In particular, this could be of interest to estimate characteristic length scales of
the light field and couple this information to the length and time scales of cell motion and mixing in the photobioreac-
tor. Further research should address the applicability of this approach to establish scaling laws for photobioreactors, whose
absence is still a major concern for the implementation of the technology.
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7. Numerical Analysis of the Effects of Air on Light Distribution
in a Bubble Column Photobioreactor

Air bubbles are frequently mentioned to affect the light intensity field in photobioreactors in a positive
way by contributing to a more homogeneous illumination [108—110]. At a fixed gas hold-up the effect
of air on the light field must be a function of the cell concentration and wavelength since both determine
the radiation characteristics of a cell suspensions as outlined in chapter 3. It is clear that an impact of
the gaseous phase on the light distribution can not be static and depends on the operating point of the
PBR. However, these relations are rarely considered in the literature so that incorrect conclusions might
arise.

In this chapter, a hybrid simulation framework is developed in order to include the local concentra-
tions of the gaseous phase in the computation of the light distribution. The numerical hybrid consists
of an Euler-Euler model for the dynamic multiphase flow and the proposed lattice Boltzmann solver
for the Radiation transfer equation. The overall goal of the chapter is the quantification of the impact

of air on the light field and its effect on the prediction of microalgae growth.

The chapter was published as: McHardy, C., Luzi, G., Lindenberger, C., Agudo, J.R., Delgado, A.,
Rauh, C. (2018). Numerical Analysis of the Effects of Air on Light Distribution in a Bubble Column
Photobioreactor. Algal Research, 31, 311-325, 2018. Reprint for non-commercial use with permission

of Elsevier Inc.
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ARTICLE INFO ABSTRACT

Light distribution inside photobioreactors (PBR) is a crucial parameter for the determination of growth of
phototropic microorganisms and reactor productivity. In order to compute the light propagation inside PBR,
scattering due to the presence of microorganisms is often neglected, since it is difficult to measure experi-
mentally and it is not trivial to handle numerically. Moreover, absorption is usually assumed constant, but it is
affected by the concentration of microorganisms and the presence of gas bubbles. In the present contribution we
study how the flow hydrodynamics and local gas fractions inside a bubble column PBR affect the light dis-
tribution. First, we perform numerical simulations of a bubble column flow at different gas superficial velocities.
Afterwards, we use instantaneous air volume fractions to calculate the effective scattering and absorption
coefficient of the mixture, as well as the effective scattering phase function. Finally, we compute the poly-
chromatic light distribution inside the PBR by means of a Lattice-Boltzmann solver. On the one hand, we find
that gas bubbles affect both spatial distribution and magnitude of the light intensity field and their impact
increases at higher gas superficial velocity. On the other hand, we also observe that the biomass counteracts
these effects already at concentrations less than 1 kg/m?® so that the role of the gas phase on light fields seems to
be of minor importance in PBR.

Keywords:

Bubble column photobioreactor
Numerical simulation

Light distribution

Gas bubbles

1. Introduction

Bubble column photobioreactors are common installations for the
cultivation of microalgae. Their application covers a wide range of
different scales, spanning from laboratory to large scale cultivation
[1-5]. Thereby, illumination may occur either by sunlight or artifi-
cially, either from external or internal sources. The frequent usage of
bubble columns is due to their beneficial characteristics, including
simple design and low investment costs [5], easy mode of operation,
possibility to cultivate under low shear conditions [6-8], as well as
excellent mass transfer characteristics particularly with regard to
carbon dioxide supply and oxygen removal [9,10]. Moreover, due to
several applications of bubble column reactors in different industries,
existing scaling laws [11,12] provide indicators regarding important
and still unsolved upscaling issues, which arise for instance from the
sensitivity of hydrodynamic mixing and gas-liquid mass transfer effi-
ciency with respect to the geometric aspect ratio or pneumatic power
input. Mastering these issues is a necessity for an economic feasible
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large scale production of microalgae biomass and intracellular meta-
bolites.

Recently, multiphysics simulations of phototrophic cell cultivation
in PBR have become more popular [13-21], since they represent a valid
alternative to time consuming and costly experimental investigations.
Simulations can also be coupled to mathematical optimization algo-
rithms [22], in order to find optimal geometrical designs or process
conditions (e.g. the intensity or spectrum of the light source, air mass
flow) to achieve a desired process outcome such as a maximum biomass
concentration. Therefore, the simulation of phototrophic cultivation
processes requires a proper modeling of the physical environment in-
side the reactor, and/or kinetic modeling of the cells metabolic re-
sponse to environmental stimuli. An example of this is the modeling of
the cellular energy metabolism to predict the specific growth rate with
respect to light intensity. Important physical fields that have to be de-
termined in this context are the fluid flow field as well as the spatial
distribution of light. While the latter determines the overall supply of
energy for phototrophic growth, the former affects gas liquid mass
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transfer, mixing of cells and therefore, growth conditions of individual
microorganisms.

However, modeling of physical phenomena in PBR is not trivial, and
an adequate modeling of gas-liquid multiphase flows requires the cor-
rect determination of momentum transfer between both phases.
Thereby, two-dimensional numerical simulations of bubble column
flow require a significantly lower computational time compared to
three-dimensional ones. Therefore, they have been extensively used to
test different flow models, like for instance, the classic Euler-Euler ap-
proach [23], the Algebraic Slip Mixture Model (ASMM) [24], a mod-
ified Euler-Euler model for the liquid phase [25], according to the
formulation of Zhang and Prosperetti [26,27], and the Eulerian-La-
grangian approach [28], among others. Although it is reported that
they compare favorably with experiments in terms of time average gas-
holdup [23], liquid velocity and turbulent kinetic energy [24], two-
dimensional simulations ignore the three-dimensional nature of tur-
bulence [29]. They are also seen to predict a frozen plume that does not
oscillate, due a too high turbulent viscosity [29,30]. In addition to, they
are found to be highly grid dependent [29]. Therefore, three-dimen-
sional simulations are necessary to obtain a correct determination of the
flow field, although they are computationally much more expensive.
Three-dimensional simulations have been carried out for different re-
actor geometries, like for instance, an empty cylindrical bubble column
[311], a cylinder with internal solid plates to increase the gas holdup and
mixing time [32], and a square bubble column [33], among others.
Comparing numerical results with the experiments of Deen and Solberg
[34], Masood et al. [35] performed a comprehensive analysis and
comparison of different turbulence closure models for the liquid phase,
as well as for different drag force correlations. Additionally, they ex-
amined the influence of interphase forces such as lift, virtual mass, wall
lubrication and turbulent dispersion forces on the flow field. Other
researchers focus on the heterogeneous regime, considering also bubble
coalescence and break-up effects. Chen et al. [36] carried out two-di-
mensional axis symmetric simulations implementing a bubble popula-
tion balance equation (BPBE) together with bubble break-up and coa-
lescence models. They reported that the BPBE improves the predictions
compared to a single bubble group model in the churn-turbulent flow
regime. Diaz et al. [37] validated their numerical results with experi-
ments, comparing both single and multiple size group model. They
concluded that at sufficiently high values of gas superficial velocity,
computations with the multiple size group result in better agreement
with experiments.

Concerning the modeling of light propagation, most commonly re-
searchers choose analytic expressions, such as Beer's law
[19,20,38-40], Cornet's model [41,42] or regression models to fit ex-
perimental or numerical data [15]. All of these models are one-di-
mensional, but they differentiate in their degree of accuracy. While
Beer's law considers only the light absorbed by the cell culture, Cornet's
model is based on a two-flux approximation and distinguishes between
anisotropic forward and backward scattering in its advanced formula-
tion [42]. A more detailed approach is to take the three-dimensional
nature of scattering into account by solving the governing equation of
light transport, which is the Radiation Transfer Equation (RTE). This
approach is increasingly chosen by researchers, using different nu-
merical methods [13,14,43-47]. However, major difficulties in the
computation of light distribution are the determination of absorption
and scattering characteristics of cell suspensions, emission character-
istics of light sources and internal reflectivity [48]. These difficulties lie
on challenging experimental measurements [49,50] and model un-
certainties [50,51]. Moreover, non-uniform spectral distribution of ra-
diation characteristics, and their temporal variation due to cell growth
and photoacclimation add further complications. The situation is even
more complex in cultivation systems where the radiation characteristics
of suspensions are affected by the presence of a gas phase. In contrast to
the extensive numbers of investigations dealing with the effects of the
gas phase on liquid flow, little work was done concerning the effects of
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gas bubbles on light fields. Lee and Palson [52] state without experi-
mental evidence that gas sparging increases the light penetration depth.
Miron et al. [1] experimentally investigated light fields in a bubble
column PBR and found a higher light dispersion inside the column due
to reflections on gas bubble surfaces. However, the study fully neglects
the presence of microalgae cells, which clearly affect the light field by
absorption and scattering. More recently, Berberoglu et al. [45] in-
cluded the effect of gas bubbles in a 1D light propagation model for a
plane-parallel PBR. In their model, they considered different air volume
fractions (up to approx. 0.075m®/m>, not clearly specified) and rela-
tively low biomass concentrations (up to 0.35 kg dry matter/m®). They
found significant backscattering of light under these conditions.
Therefore, the overall amount of energy in the system increased, thus
leading to higher local light intensities. However, they assume the void
fraction to be randomly distributed in space so that a potential error
source arises. For example, in case of dip tube spargers, the gas is ex-
pected to be concentrated in the center of the reactor. Therefore, its
effect on the light distribution should be weak, since light energy is
mostly absorbed near the reactor walls. In contrast to the findings of
[1,45], the results of Wheaton and Krishnamoorthy [43] indicate that
the presence of air bubbles has little effects on the light distribution.
The authors combined a fluid-dynamical model for bubbly flows with
computations of radiation transport in order to investigate the effects of
micro-bubbles, air mass flow rate and algae concentration. They con-
clude that at higher biomass concentrations the effect of air on light
distribution is weaker. However, results regarding the computed flow
fields are not reported and scattering by algae is not considered al-
though is it well established that true light intensity profiles in PBR
deviate from predictions which assume a purely absorbing suspension
[14,53].

With regard to the contradictory results concerning the impact of
the gas phase on light distribution in air-sparged PBR, the aim of this
work is to contribute with clarifying information into this debate. We
hypothesize that the presence of a gas phase lowers light attenuation
and therefore increases the local light intensity; however we expect the
effect to become less important if the culture density increases.
Although this presumption seems to be a priori obvious, it is not clear to
what extent the increase of light availability due to the presence of a gas
phase affects the specific rate of cell growth. Thus, to put it simply, the
key question to be answered is whether the presence of a gas phase has
to be considered for accurate predictions of cell growth or not.

To answer this question, we perform full 3D simulations of the flow
field in a benchtop scale bubble column PBR, determining the local gas
distributions under different operating conditions. Extending the work
of McHardy et al. [47], we consider local scattering of light caused by
gas bubbles and algae cells and investigate their effects on the poly-
chromatic light distribution in the bubble column at different gas su-
perficial velocities. Thereby, instead of treating the air as homo-
geneously distributed in the PBR [45], the spatial characteristics of
bubble localization are considered. The effect of the gas phase on cell
growth is examined by coupling the computed light fields to the Aiba
growth model and compared to simulations which take only the pre-
sence of microalgae cells into account.

The paper is organized as follows: first, the underlying modeling
approach is presented in Section 2. The calculated flow field and the
corresponding spatial distribution of radiation characteristics are pre-
sented in Section 3. In addition, in this section we quantify the effects of
gas superficial velocity and biomass concentration on the light fields
and specific cell growth rates in the PBR. Finally, we discuss our find-
ings with regard to prior experimental and numerical results in Section
4.
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Fig. 1. Left: sketch of the simulated PBR system with Cartesian and Cylindrical coordinate system. Right: spectrum of the LED lamps. Symbols show the simulated wavelengths.

2. Modeling and numerical methods
2.1. Photobioreactor

In this study, we consider a cylindrical bubble column PBR filled
with a suspension of microalgae Chlamydomonas reinhardtii at con-
centration X, measured in kg dry matter/m?>. The diameter of the PBR is
D =5cm, its height is H=50cm whereby the liquid height is
H; = 40 cm. The inlet where air is introduced is located at the center of
one of the two reactor bases. Its diameter is d = 1 ¢cm, and the dis-
tributed air bubbles have a constant mean diameter d;, = 7 mm.

Mlumination of the PBR occurs from 4 LED light sources, each of
them emitting polychromatic RGB light with intensity I, in parallel to
both, the x and z coordinate axis. The normalized spectrum of the light
sources is approximated by superimposing three Gaussians with max-
imum emission at 460 (R), 550 (G), 640 (B) nm and standard deviation
of 15nm. Reflections on the reactor surface and refraction due to
mismatching refractive indices of the reactor material, algae suspension
and surrounding air are not considered. The simulated PBR system is
sketched in Fig. 1.

2.2. Flow model

The multiphase flow in the bubble column is modelled with a classic
Eulerian-Eulerian formulation, which treats the single phases as inter-
penetrating continua. The flow field is governed by the conservation
equations of mass and momentum for each phase. The mass conserva-
tion equations read

d

— (o) + V-(oouy) =0
7 (o ) (oy ot i) a
where the subscripts k = L, G stand for liquid and gas respectively. The
other symbols 1y, ax and px represent the velocity vector, volume
fraction and density of each phase respectively. The momentum equa-
tions are

)

E(Pkdkuk) + V(o aruuy) = —a Vp + V(art) + o o8 + My @
where s = L, G. The left-hand side of Eq. (2) describes the temporal and
the inertial convective acceleration, while the right-hand side contains
terms accounting for the pressure gradient, the divergence of the stress
tensor as well as the gravitational and the interphase forces. In the

Eulerian-Eulerian formulation, both phases share the same pressure
field. The stress tensor is defined as

2
T = Vu, + (Vu )" — ZI1(V-u
= by | Vit + (T = 217w | .
where [, o4 is the effective viscosity of each phase. The effective visc-
osity results from the contribution of the molecular py, rom and the
turbulent one ., Ty

C)

where ;1 is calculated according to the Shear Stress Transport (SST)
model [54], and yg, urs is computed by means of an algebraic equation
[Ansys CFX —Solver Theory Guide]. The last term of Eq. (2) represents
the so called interphase forces, that is

ruk,ejf = luk,Lam + :uk,Turb

My =My g=-Mgy =Y, F's=F+F+F4+FG§+F}
A
(5)
The terms on the right hand-side of Eq. (5) indicate the drag, lift,
virtual mass, wall lubrication and turbulent dispersion forces. The drag
force is

3 G
Fl = —“GPLd—D lug — ul(ug — u)
B

4 (6)
where Cp, is the drag coefficient. We compute it by a power law
Cp = of Cpes @)

where Cp.. is the drag coefficient of a single bubble calculated with the
Grace correlation, for the values of gas superficial velocities ug = 4.25
mm/s and ug = 8.5 mm/s, and f = 2 is a correction factor. For the case
ug = 1.28 cm/s, we calculate the drag coefficient with the Ishii Zuber
correlation

Cp (sphere) = ﬁ(1 + 0.15Re2587)
Re,,

(8a)
Cp (ellipse) = E(aG)gEo(l/Z)
3 (8b)
8
_ 29
Cp(cap) = of 3 .
which differentiates among the spherical Cp(sphere), distorted

Cp(ellipse) and spherical cap Cp(cap) regime. Re,, is a mixture Reynolds
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Table 1
Values of the absorption and scattering cross-sections of Chlamydomonas reinhardtii with
respect to wavelength.

A [nm] 400 415 430 445 460 475 490 505 520 535 550

Aabs 331 401 434 436 386 395 367 261 140 87 77
[m?/kg]

Asea 920 794 699 743 868 845 927 1209 1512 1653 1708
[m?/kg]

A [nm] 565 580 595 610 625 640 655 670 685 700

Aabs 82 106 123 136 156 176 259 358 311 70
[m?/kg]

Asca 1714 1673 1651 1628 1599 1538 1360 1139 1305 1941
[m®/kgl

number, based on the velocity difference between the continuous and
the disperse phase and on a mixture viscosity, and Eo is the E6tvos
number [Ansys CFX-Solver Theory Guide]. The lift force reads

)]

where the lift force coefficient C; is computed according to the Le-
gendre-Magnaudet model [55], which takes into account the con-
tribution of the flow at both low and high Reynolds numbers. The
virtual mass force

FLL,G =agpe,CL(ug — uy) X V x ug

Du, Du,
FU = g, o[ 220 - D)

Dt Dt (10)

accounts for the additional inertia gas bubbles possess since they dis-
place a certain amount of volume of the surrounding liquid. We fix the
value of the virtual mass coefficient to Cy,; = 0.5. The wall lubrication
force

FZV(L; = —agp, Cwr, lu, — ugPiy an

prevents the gas phase from touching the reactor walls and push it away
from them, producing a void fraction peak. Here, iy, is the unit vector
normal to a reactor surface, and the wall lubrication coefficient Cy,;, has
been evaluated using the Frank correlation [56]. Finally, the effect of
the turbulent dispersion forces

verun( Vo Voag
ac

ar
has been evaluated according to the Favre averaged model [57]. In Eq.
(12) 0y, urb is the turbulent Schmidt number of the continuous phase,
Crp =1 is a constant multiplier and Ccp is a momentum transfer
coefficient related to the drag force [Ansys CFX —Solver Theory Guide].

FLTIC); = CrpCep

OL.Turb (1 2)

2.3. Light distribution model in the multiphase suspension

The governing equation of light distribution is the Radiation
Transfer Equation (RTE), which reads

0L, (x,t,n)

+n-VLi(x,t,n) = =B, L; +
3 A(: ) BiLa

ay ~ A~ A~
— [ ®(m, n)L;'(x,t,n") dQ
4ﬂ{; @, A)L/(x, 1,1

13

Here, L, is the radiance at wavelength A propagating with the speed
of light ¢ along the direction fi into the solid angle df2. The extinction
coefficient f3, = k) + 0y, considers the change of L, by absorption (x,)
and scattering (0y) per unit length. The index A denotes wavelength-
dependency of the indexed quantities. The second term on the right-
hand side is the scattering integral, which takes into account the in-
scattering of L;’ along i with a probability given by the scattering phase
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function ®(fA, n’). Moreover x indicates the position vector.

L, is related to the photon directional distribution. Since the
quantity of interest is the local specific light intensity I, one needs to
take the zero™ angular moment of L,

gwo:fg@¢mm
4ar

14
from which the polychromatic light intensity I can be calculated by
integration across the spectrum

Imo=fhmna (15)

Generally, the effective radiation characteristics of a turbid sus-
pension reflect the properties of the single components contained. In
case of microalgae, the scattering and absorption coefficients can be
obtained from

OA,2 (t) = Asca,.l X(t) (16a)

a2 (t) = Agpsa X (1) (16b)

where X(t) is the dry biomass concentration at time t. For the biomass-
specific scattering and absorption cross-sections Ag, and Ags of
Chlamydomonas reinhardtii, we use the values measured by Kandilian
[50], see Table 1. Gas bubbles are assumed to be non-absorbent,
therefore k3 = 0. However, the gas bubble scattering coefficient can be
calculated similarly to Eq. (16a) from the scattering cross section of a
single bubble and the number density of gas bubbles, which is related to
the air volume fraction in a PBR. In the present study, we resolve the air
volume fraction locally and temporally, therefore the bubble scattering
coefficient becomes a quantity depending on both, space and time. It
reads

Ap

B

og(x, 1) = ag(x, t)Qsq 17)
where Q. = 1 is the scattering efficiency of a single bubble, and Ap
and Vp denote the geometrical cross-section and volume of a gas
bubble, respectively. In Eq. (17) we assume that oz has no wavelength-
dependency. The effective absorption and scattering coefficients of the
mixture can be obtained by superimposing those of the single compo-
nents [45,49]. Thus, the effective scattering and absorption coefficients
become

g, t) =0, - ag(x, 1)) + op(x, t) (18a)

(X, 1) = x4,(A — ag(x, 1)) (18b)

Egs. (18a) and (18b) consider the local reduction of the liquid vo-
lume by the presence of air and thus, a reduced biomass concentration.
According to Pilon et al. [49], the effective scattering phase function
can also be computed by superimposing those of the gas bubbles and
microalgae cells, using their individual scattering coefficients as
weights

oaa (DA — ag(x, 1))y + op(x, )Pp
o2 (A = ag(x, t)) + o (x, t)

Dd(x, t) (19)

For both gas bubbles and microalgae cells, we utilize the Henyey-
Greenstein phase function with anisotropy factors g4 = 0.98 and
gz = 0.86, respectively. We retain the usual assumption that light
propagation is much faster than any other process in the system,
dropping the time-dependence in the computation of light propagation
and focusing on short system states.

2.4. Simulation strategy
We cover the whole volume with a structured grid obtained by

employing two O-grids that have been generated with the commercial
software ANSYS ICEM® 15.0. We select a mesh with 54201 volumes
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a)

b)

Fig. 2. Structured mesh of the PBR with hexahedral elements a) side view, b) view of the bottom face and ¢) zoom on the inlet part.

after performing a grid sensitivity study, see Section 3.2. In Fig. 2 we
show some details of the mesh used in the simulations. The inner O-grid
creates a central square with 7 x 7 cells and four additional rim parts of
7 % 7 cells each, encompassing one-quarter of a circle between the inlet
boundary and the central grid square. The cross-section between the
inlet and the reactor boundary has 364 cells arranged circularly, and
the length of the main axis of the cylinder has been subdivided into 89
equally spaced parts. We use the commercial software ANSYS CFX®
15.0, which is a node-centered finite volume solver, to perform all the
numerical computations. We specify the value of the air mass flow rate
at the inlet and we set an opening boundary condition at the outlet. By
doing so, the computed pressure is either the total or the static one,
depending on the flow direction. We set a no-slip condition for the
velocity of both fluids and zero gradient for the pressure at all the other
surfaces.

We run the simulations with three different values of gas superficial
velocity, i.e. ug = 4.25 mm/s, ug = 8.5 mm/s and u; = 1.28 cm/s. The
gas superficial velocity is defined as the gas flow rate divided by the
cross-sectional area of the PBR. The three values of gas superficial ve-
locity used in our numerical computations correspond to typical range
of volume flow rates commonly used in PBR [1,58]. In case of the
lowest value of gas superficial velocity, we set an adaptive time step to
initialize the simulations, ranging from a minimum At=510""s until a
maximum At = 1.2510 " 3s. The maximum number of inner iterations
after which the time step is decreased is 30, while the minimum number
of inner iterations before which the time step is increased is 15. The
increasing factor is 2, while the decreasing factor is 0.5. In case of
ug = 8.5 mm/s, we use a fixed time-step At= 1.25:10~ 35, while for the
case of the highest value of gas superficial velocity we employ first
At=6.2510"*s and subsequently we increase it up to At=8.7510""*s.

For each of the three values of the gas superficial velocity, we run
the simulations for 100 s, advancing the solution in time using an im-
plicit second-order backward Euler scheme. We keep the bubble dia-
meter dzg =7 mm constant in all the numerical computations, ne-
glecting bubble coalescence and break-up effects, since our values of
gas superficial velocities are small [35,59,60]. The convergence criteria
is achieved when the root mean square (RMS) value of the residuals of

velocity and pressure drop below 10~ * at each time steps. From the
computed flow field, we extract the air volume fractions at a specific
time instant, in order to compute the local radiation characteristics of
the mixture by means of Egs. (18a)-(19), assuming a certain biomass
concentration X. We consider three biomass concentrations,
X = 0.25kg/m> X = 0.50kg/m>® and X = 1.00kg/m>, which can be
considered to be representative of early and medium stages of the batch
cultivation of Chlamydomonas reinhardtii in a bubble column reactor
[61], similar to the one considered in this work. Finally, the mono-
chromatic RTE is solved on a structured lattice with 1.16x1E07 nodes
by means of a lattice Boltzmann solver [62]. The selected grid (lattice)
has been chosen after a grid independence study. Integration across the
spectrum was performed by means of the Simpson's rule with 21
spectral discretization points, which was previously shown to produce
accurate results [46].

2.5. Data processing

For further evaluation, the computed light intensity I(x,t) was in-
terpolated on a grid in cylindrical coordinates I(r, $,y,t) and averaged
over the angular coordinate. The corresponding standard deviations
were computed from the variance s%.

1
Is(r,y,t) = — ) I(r,¢,y,t
AG) N¢Z(’¢y> 20)

1
S (r,y, 1) = N D, T $,3,0) = Is(r,y,0)? o

The cylindrical grid is composed of N, = 360 points (angular co-
ordinate), N, = 51 points (radial coordinate) and N, = 1020 points (y
coordinate). Thereby, the number of points along the reactor radius
R = D/2 and in y-direction equals the discretization in Cartesian co-
ordinates. From the radial profiles of an angular averaged quantity
Y,(r,y), the volumetric average in the PBR can be computed (see
Appendix A for details)
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Fig. 3. Air-volume fraction contours at different time instants for each of the three values of the gas superficial velocity, a) t = 88.8s and ug = 4.25mm/s, b) t = 136.95s and

ug = 8.5mmy/s and c) t = 286.02s and ug = 1.28 cm/s.
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3. Results
3.1. Flow field

Fig. 3 shows contours of instantaneous air-volume fractions used to
compute the radiation properties of the mixture. For a better visuali-
zation, they are displayed on a cross-sectional (x-y) plane located at
z = 0. They have been computed with different values of gas superficial
velocities, i.e. ug = 4.25 mm/s, ug = 8.5 mm/s, and u; = 1.28 cm/s,
see Fig. 3a, b and c respectively. The gas hold-up achieves higher values
as the gas superficial velocity increases, and the gas phase shows a
highly dynamic motion with a randomly oscillating plume, see Fig. 3a,
b and c. The movement of the plume induces chaotic three-dimensional
vortical structures in the liquid phase, typical of the bubble column
hydrodynamics. The wave motion of a central plume creates large
vortices in the liquid phase on the bottom part of the reactor, thus re-
sulting in an intense recirculation region. Moving towards the top of the
reactor, the plume spreads across the column due to the interphase
forces. It results in a more defined flow structure with an ascending
liquid region in the central part of the column, and a descending flow
region close to the reactor walls. A minor vortical-spiral flow region is
also noticeable between the central part of the column and the walls.

3.2. Grid study and spatiotemporal variation of radiation characteristics

We examine the effects of grid size comparing the time averaged

scattering coefficient obtained with three different grids. The coarse,
medium and fine grid have 33575, 54201 and 81675 hexahedral cells,
respectively. We utilize the value of gas superficial velocity ug = 4.25
mm/s and run the simulations up to 150 s. Afterwards, we start the time
averaging and we continue running the simulations up to a final value
of 300 s. Therefore, the total averaging time is 150 s, the same reported
by Masood et al. [35]. We compute the time averaged scattering coef-
ficient profiles on a (x-y) plane at z = 0 at three different heights in the
PBR, i.e. at y=0.025m, y = 0.1 m and y = 0.3 m, using time averaged
air volume fraction profiles in Eq. (18a). We consider a biomass con-
centration X = 0.5 kg/m3 and a scattering cross-section Ay, = 1139
m?/kg at A. = 670 nm. Moreover, we also calculate the extrapolated
solution Oy !

(”21'”c 01— 02)

rdo — 1)

21 __
ext —

(23)

where 0; and 0, are the values of the scattering coefficient computed at
each point of the profile with the fine and the medium grid, respec-
tively. ro; is the refinement factor, which is the ratio between the re-
presentative cell sizes of the medium and the fine grid [63]. A re-
presentative cell size for three dimensional simulations is defined as

[ige]

-]ll

(24)

where AV, is the volume of the i cell composing the total volume and
N; is the total number of cells of the j grid [63]. Here j = 1, 2, 3 cor-
respond to the fine, medium and coarse grid, respectively. In our case,
the refinement factor is constant, that is, ry; = r3, where r3, is the ratio
of the representative cell sizes between the coarse and the medium grid.
Pave is the average of the local apparent order of the method p’

In l%—ZJ
&1

where €39 = 03 — Oy and €31 = 0 —

p =

In (r21) (25)

0. 03 is the local value of the
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Fig. 4. Left: time averaged scattering coefficient profiles on a (x-y) plane at z = 0 at three different heights, i.e., y = 0.3 m (top), ¥y = 0.2m (center) and y = 0.025m (bottom). The
profiles have been computed with three meshes, increasing the number of cells. The numbers in the legend represent the number of hexahedral cells each grid has. “Ext” means the
extrapolated numerical profile according to Eq. (23). Right: the profile obtained on the fine grid is reported along with the error bars calculated with Eq. (26).

scattering coefficient computed with the coarse mesh. Finally, we es-
timate the numerical uncertainty
UGCI = 125P,|82—1|

ryme — 1 (26)
where P = pa. /P and py, is the theoretical order of accuracy of the
numerical method. The factor P improves the uncertainty estimate in
Eq. (26) [64].

The profiles of the time averaged scattering coefficient are sym-
metric with respect to the x-axis, see Fig. 4 top, center and bottom left.
At the location y = 0.025 m, the maximum relative difference between
the values of 07 and 0 is approximately 1.2%, while between the values
of 0, and o3 is approximately 1.5%. At the location y = 0.1 m the
maximum relative difference decreases, being approximately 0.14%
between 07 and 0 and 0.22% between 0, and 03. Finally, aty = 0.3 m
the maximum relative difference is approximately 0.22% between o0y
and 05, and 0.18% between 0, and 03. We also report the numerical
uncertainties, computed with Eq. (26), in form of error bars along with
the fine grid solution, see Fig. 4 top, center and bottom right. The
maximum uncertainty is approximately 2.33% at the location

y = 0.025 m which corresponds to + 12.2m~'. Going towards the top
of the PBR the maximum uncertainty decreases, being approximately
0.37% and 0.26% at the locations y = 0.1 m, and y = 0.3 m, respec-
tively. This corresponds to values of approximately +2.1m~! at
y=0.1m, and + 1.48m™' at y = 0.3 m, see Fig. 4 top, center and
bottom right. For reasons of computational efficiency, we select the
mesh with 54201 hexahedral cells.

3.3. Effect of gas superficial velocity and biomass concentration on spatial
distribution of light

In the following we investigate the effects of spatially distributed
radiation characteristics on the light distribution in the PBR at certain
time increments.

Fig. 5 shows contours of the polychromatic light intensity on the (x-
z) plane at y = 0.025 m for different biomass concentrations. It can be
clearly seen that the light field is not symmetric due to the three-di-
mensional motion of the bubble plume. However, the effect mainly
takes place in the reactor center where light intensity reaches the lowest
value. In contrast, close to the walls the shape of the contour becomes
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Fig. 5. Effect of biomass concentration X on the contour of the light field in the (x-z) plane at y = 0.025m for gas superficial velocity u, = 1.28 cm/s. Left: X = 0.25 kg/m®. Center:
X = 0.50kg/m?>. Right: X = 1.0kg/m°. Contour labels indicate the logarithmised polychromatic light intensity I/I,.
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Fig. 6. Profiles of polychromatic light intensity at different biomass concentrations, gas superficial velocities and heights in the PBR. Top row: y = 0.3 m. Center row: y = 0.1 m. Bottom
row: y = 0.025 m. Left Column: ug = 4.25 mm/s, center column: ug = 8.5 mm/s, right column: ug = 1.28 cm/s. Error bars indicate 3 angular standard deviations. The average value at
the boundary is 2.019 for all cases with 1 being the intensity emitted by a single LED lamp.

almost symmetric. At higher biomass concentrations the location of the
lowest light intensity shifts towards the reactor center.

Fig. 6 depicts profiles of the angularly averaged polychromatic light
intensity I, along the radial coordinate with respect to biomass con-
centration and gas superficial velocity at different heights (y = 0.025
m, y = 0.1 m and y = 0.3 m) of the PBR. The variability of the light
intensity with respect to ¢ at a given radial position is indicated by the
error bars.

The decay of the polychromatic intensity profiles is not exponential
which can easily be proven by linear regression of the logarithmised
profiles. As expected, higher biomass concentrations cause a faster at-
tenuation of light intensity. The averaged intensity at the boundary is
2.019 and for some cases we observe higher light intensities close to the
walls due to backscattering effects. As already indicated, close to the
gas inlet the minimum averaged intensity is not located in the reactor
center for low biomass concentrations, meaning that the light
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distribution in the PBR is eccentric due to the high local concentration
of gas bubbles. In case of higher biomass concentrations the averaged
intensity minimum moves towards the reactor center, so that the effect
of biomass absorption dominates over the effects of gas. As indicated by
the error bars, the clear decrease in angular variability at higher bio-
mass concentration supports this observation.

An increase of the gas superficial velocity has two visible effects.
First, the angular variability of light intensity clearly correlates with the
gas superficial velocity. In addition to, a slight increase of the averaged
light intensity can be noted at higher air mass flow rates, which we will
address in the next section. With regard to the axial position in the PBR
we observe that the variability of light intensity in the angular co-
ordinate is lower far from the gas inlet. This is plausible with respect to
the results shown in Fig. 4, which indicate almost spatially independent
radiation characteristics in the top region of the PBR. However, in the
top region we observe slightly lower light intensities in the reactor
center as compared to the region close to the gas inlet which is ex-
plained by the higher concentrated gas fraction near the sparger and
thus, lower local absorption coefficients.

For all cases under investigation a high angular variability of light
intensity can be noted near the reactor walls, although the gas volume
fractions can be expected to be minimal at these locations. This ob-
servation is caused by the non-circular arrangement of light sources
around the PBR. A different degree of light superposition at different
locations close to the reactor wall occurs due to the parallel emission to
the coordinate x and z axes. The plausibility of this explanation is
supported by the fact that the variability close to the reactor walls is
independent from the gas volume fraction which was checked by
Levene's statistical test for similarity of variances. For the computation
of the test statistic, the statistics toolbox in Matlab 2016b was used.

The results shown in this section allow the major conclusion that the
presence of gas affects both, symmetry and magnitude of the light
distribution. The effect of gas bubbles on the light field can particularly
be observed close to the sparger where the gas is highly concentrated.
In contrast, far away from it the light field becomes approximately
concentric since the air disperses in the reactor. Thereby, increasing the
biomass concentration counteracts the effect of the gas phase on the
symmetry of the light field so that asymmetry becomes less important at
higher biomass concentrations. A remaining question is the quantifi-
cation of the effects of air on the magnitude of light intensity and if it
must be considered at all in computations of light distribution. We
address this question in the following section.

3.4. Effect of gas superficial velocity on the magnitude of light intensity and
cell growth

To quantify the effect of gas bubbles on the magnitude of poly-
chromatic light intensity, we compute as a reference additional in-
tensity profiles with radiation characteristics according to Egs.
(16a)—(19) and a gas volume fraction ag = 0.

Fig. 7 shows the evolution of the light spectrum along the radial
coordinate close to the sparger (y = 0.025m) for a biomass con-
centration X = 0.25 kg/m> and gas superficial velocity ug = 1.28 cm/s.
At these conditions, a strong effect of the gas phase on the polychro-
matic light field was estimated (see Fig. 5, left and Fig. 6, bottom right).
For comparison, simulations of the light spectrum which do not take the
gas phase into account (ug = 0 mm/s) are also depicted in Fig. 7. It can
be observed that the difference between the curves is most prominent in
the green part of the spectrum where the absorption cross-section of the
cells has its minimum and scattering becomes more important. On the
contrary, in the red and blue parts of the spectrum, the curves are al-
most identical. However, close to the center of the PBR, it also can be
observed that the presence of the gas phase has increasing effect on the
red and blue parts of the spectrum and the deviation from the simula-
tions without considering the gas phase increase.

To explain these observations, we recall Egs. (18a) and (18b), which
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Fig. 7. Light spectrum inside the PBR at different radial positions r = 0.0245m (solid
line), r = 0.02m (dotted line), r = Om (dash-dotted line). The height coordinate is
y = 0.025m and the biomass concentration is X = 0.25kg/m>. The spectra are normal-
ized to the emitted light intensity I,.-The inset shows the peaks in the green part of the
spectrum.

show that the presence of the gas phase acts on both, scattering and
absorption coefficients. Thereby the right-hand side of Eq. (18a) takes
two effects into account, namely the replacement of the cell suspension
by the gas phase (first term) and the contribution of the gas phase to the
scattering coefficient of the mixture (second term). It becomes clear
that if the cell's scattering cross-section oy, ; is much higher than the
bubble scattering cross-section op, the second term of Eq. (18a) be-
comes less significant in comparison to the first one, meaning that the
bubble scattering itself is not dominating the effective scattering coef-
ficient. As this is the case for the green part of the spectrum it is likely
that the scattering of gas bubbles is not the dominant reason for the
increase of light intensity. The observed behavior can rather be ex-
plained by the effect of gas bubbles on the absorption coefficient. To
substantiate this presumption, we take into account that the light pe-
netration depth I,; ~ ;7! is approximately inversely proportional to
the absorption coefficient. Calculating the derivative of I, ; with respect
to ky, which is dl, ;/dx; = —x; 72, allows to evaluate how a change of «y,
caused for instance by the presence of the gas phase, affects the light
penetration depth and therefore the local light intensity. From the
computed derivative it becomes clear that the impact of the gas phase
on the light penetration depth must become most prominent when « is
small. This is true in the green part of the spectrum where the ab-
sorption of light by the cells is weak, while in the red and blue parts the
absorption cross-section is much higher due to the absorption max-
imum of the chlorophyll. As this qualitative analysis of the model
equations is consistent to the observed results, we make the conclusion
that lowering the mixture absorption coefficient is probably a more
important effect on the light field than additional backscattering caused
by gas bubbles.

In practical applications of photobioreactor engineering, most often
the total energy available for microalgal growth is of interest, for which
the average polychromatic intensity is a measure. Therefore, we esti-
mate the difference in the volumetric average of light intensity for the
cases with and without a gas phase, which is

(I_¢ - T¢,ref)

Al =
$ I

(27)

where the average values I, and I .r were computed by means of Eq.
(22).

Fig. 8 shows the estimated difference in average light intensity with
respect to biomass concentration and gas superficial velocity. In ac-
cordance with the results shown in the previous section, at higher gas
superficial velocities the deviation from the reference solution
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Fig. 8. Effect of gas superficial velocity on the average light intensity in the PBR. Symbols
represent the difference between the cases with and without consideration of the gas
phase according to Eq. (27). Positive values indicate that the gas phase increases the
average light intensity in comparison to the case without the consideration of the gas
phase. Error bars indicate the standard deviation of the difference over the reactor height.

increases. This result is expected since the gas superficial velocity is
correlated with the gas hold-up. However, if the biomass concentration
increases, the influence of the gas phase on the light field becomes
smaller. The absolute deviation in physical units can be achieved by
multiplying AI, by the single lamp intensity I, [UE m~2s~]. For in-
stance, in comparison to the reference solution, we find for X = 0.25
kg/m> a maximum difference in the average light intensity of about 6.5
uE m~2s~1! for a single lamp intensity of I, = 100 uE m~2s~!, which
reduces to 2 pE m~%s~! with increasing biomass concentration. Inter-
estingly, we also find cases where the deviation of the average light
intensity is negative, meaning that less light is available on average if
gas is present. Such a situation can occur at low gas superficial velo-
cities, if gas bubbles pronounce backscattering but at the same time do
not reduce the absorption coefficient of the mixture too much. These
findings are in conflict to the often made statement that the presence of
gas bubbles improves illumination, although we indeed observed
higher light intensity in the majority of the investigated cases.

Keeping in mind that the interest in light intensity fields in photo-
bioreactors is mainly driven by the request of predicting cell growth,
the key question arises whether and to what extent the presence of a
gaseous phase affects the outcome of growth models. Obviously, pho-
toautotrophic growth of microalgae depends on local light availability,
which again is also affected by the amount of light energy supplied
across the reactor surface as well as by the biomass concentration inside
the PBR as it significantly influences the light intensity field. Therefore,
the importance of considering the gas phase for cell growth predictions
will also potentially depend on these parameters.

To quantify these effects, we use a kinetic growth model for
Chlamydomonas reinhardtii and compute the average specific growth
rate in the reactor for both cases with and without gas. Thereby, we
assume three different biomass concentrations, being representative for
different stages of the batch cultivation process and similar to the ones
assumed before. Following Pruvost et al. [65], the specific growth rate
of Chlamydomonas reinhardtii with respect to light intensity can be
computed from the Aiba model

u@) = py,

1
rres (e

(28)

where the estimated parameters are i, = 0.2479 h™!, k = 69.75"’%,

k= 2509.66% and y; = 0.0531 h~! [65]. Assuming certain single
lamp intensity Io, local values for the specific growth rate u(I,(r,y)) can
be estimated from the computed radial intensity profiles and Eq. (28).
Subsequently, the average specific growth rate for the whole PBR & can
be calculated from the local information by means of Eq. (22).
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Fig. 9. Effect of the gas phase on the prediction of the average specific growth rate with
respect to biomass concentration X and single lamp intensity I,. The y-axis depicts the
difference Au =g — Fres of the average specific growth rates, where the reference is

computed without taking the presence of the gaseous phase into account (see text). The
gas superficial velocity is u, = 1.28 cm/s.

Fig. 9 shows the difference Au =T — 1, of the average specific
growth rates I at ug = 1.28 cm/s and the reference solution Ry which
does not take the effect of the gas phase on light intensity into account
(ug = 0 mm/s).

Generally, we observe that at increasing single lamp intensity the
difference of the two model outcomes decreases. This observation can
be easily explained by considering that higher light intensity shifts the
cells towards the light saturated state where growth occurs at its
maximum rate and is less sensitive to variations of light intensity. Thus,
the effect of the gas phase on the growth prediction becomes less im-
portant in such a situation. A second observation is that the effect of gas
bubbles on the mean specific growth rate becomes more important if
the biomass concentration increases. Both, low light intensity and high
biomass concentrations correspond to a situation where the availability
of light is limiting cell growth and the kinetic model outcome reacts
most sensitive with respect to light intensity.

The question remains whether it is necessary to consider the pre-
sence of a gaseous phase for predictions of cell growth at all. As shown
before, the absolute effect of gas bubbles on light intensity is relatively
small, which is also reflected in the deviation Au of the average specific
growth rates. From Fig. 8 it can be seen that all the values of Au are less
than 0.1 d ™%, which is about 2% of the maximum specific growth rate
of Chlamydomonas reinhardtii. For lower gas superficial velocities, the
estimated values of Au were even smaller. Considering the fact that due
to several simplifications the outcome of growth models can be erro-
neous at least in a similar order of magnitude [38], it seems to be ac-
ceptable to ignore the gaseous phase for predicting cell growth in PBR.

Although the magnitude of the effect might be not important for
practical purposes, it should also kept in mind if effects of mixing in
bubble column PBR are investigated. Thereby, cell growth is often
correlated with gas superficial velocity [7,66] and increasing growth
rates are explained by mixing while cell death is related to shear stress.
However, our results show that gas bubbles increase the average light
intensity which means that higher gas superficial velocities can ad-
ditionally promote cell growth and may lead to erroneous conclusions
concerning mixing effects, especially if one cultivates species with high
sensitivity to changes of light intensity under low light conditions.

4. Discussion

The results shown in this work indicate that the presence of gas
affects both symmetry and magnitude of the light distribution in PBR.
This is caused by the three-dimensional motion of the bubble plume,
leading to non-homogeneous radiation characteristics of the cell
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suspension. The magnitude of the light intensity slightly increases in
most of the investigated cases, although backscattering by gas bubbles
at low biomass concentrations may decrease the overall amount of
energy within the reactor volume. The effect on the symmetry of the
light field is most prominent close to the gas sparger. However, it seems
only to be important at low biomass concentrations and almost vanishes
already at biomass concentrations of 1kg/m>. In many cultivation
systems it is possible to reach significantly higher biomass concentra-
tions up to 10 kg/m> and therefore asymmetry of the light field can be
expected to play a minor role in most gassed PBR.

Although this study assumed a specific geometry of the column, we
expect similar results also in other geometries if the bubble size differs
not too much. If the column diameter is small, the gas phase tends to
spread across the column and is almost homogeneously distributed
along the radial coordinate. In cases where the column diameter is
larger, the gas phase might be more concentrated in the center, but at
the same time light attenuation is higher due to longer light paths.
Thus, low light intensity can be expected in the core region with a small
effect on the overall light field and cell growth. Moreover, the effect of
the gas phase on the light field becomes more important in air-lift
systems with central downcomer, where the gas phase is mainly located
near the reactor walls. It is unclear however, if such a configuration is
beneficial with respect to illumination because the backscattering
fraction of gas bubbles is much higher as compared to microalgae cells.
Thus, one may expect a lower input of light energy into a PBR, espe-
cially in case of small bubbles with more isotropic scattering char-
acteristics.

Our results indicate that the effect of the gas phase on the light field
is mostly due to the decrease of the effective absorption coefficient in
the PBR in consequence to the local replacement of algae cells by gas
bubbles. The effect was found to be most prominent when the absorp-
tion coefficient is low. These findings allow a qualitative discussion of
some other aspects important for microalgae cultivation in PBR. One of
these aspects is the emission spectrum of the light source. As the light
penetration depth in our simulations was basically affected in the green
part of the spectrum, one option for increasing the homogeneity of the
light field could lie in pronouncing the green spectral part. Baer et al.
[67] have recently investigated the dependence of bio-productivity of
Chlamydomonas reinhardtii on light quality in an air-sparged PBR illu-
minated with RGB light. However, they found no beneficial effect for
cell productivity by pronouncing the green part of the spectrum. Pos-
sibly, the observed increase of light intensity due to the presence of the
gas phase is a little bit more pronounced if other light sources are used.
Since the narrow peaks of RGB light cause low light intensities in many
parts of the spectrum (see Fig. 7), these parts contribute just marginally
to the polychromatic light intensity. If a light source with a more uni-
form emission spectrum is used instead (e.g. sunlight), the proportion of
the mainly affected green part of the spectrum to the whole spectrum
might be higher and leads to an increase of the overall effect. However,
with regard to future research we think that model-based optimization
of light emission spectra could be an important step to increase reactor
productivities, being more promising than increasing light intensity by
means of gas sparging. Combining simulation models with optimization
algorithms can help to design tailored light sources, for instance made
of differently colored LEDs. As LED lamps provide the option of ma-
nipulating their individual emission intensity and thus, the overall
emission spectrum during the cultivation process, also dynamic adap-
tion of the emission spectrum in dependence of the process state (e.g.
biomass concentration, pigmentation) might be possible. We plan to
address this approach in future works.

Another important phenomenon occurring in PBR is photo-
acclimation, which means that cells adapt their intracellular pigment
content in response to environmental stimuli such as high or low
availability of light [68]. Accordingly, photoacclimation corresponds to
a change of the cell's absorption cross-section. Since the absorption
coefficient is defined as the product k = AgX, the effect of a changing
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biomass concentration on the absorption coefficient is in a first ap-
proximation comparable to the effect of a changing absorption cross-
section due to photoacclimation. In principle, both, up- and down-
regulation of the photosynthetic pigment content is possible for mi-
croalgae, termed low-light adaption and high-light adaption, respec-
tively. If high-light adapted cells are considered, the intracellular
pigment content and the absorption coefficient decreases and therefore
high-light adaption should pronounce the effect of the gas bubbles on
light intensity. This conclusion is supported by the findings of Berber-
oglu et al. [45] who state that the gas phase needs to be considered for
light predictions when genetically modified organisms with artificially
downregulated photosynthetic apparatus are cultivated. For both, high-
light adapted and genetically manipulated cells one can expect that the
light penetration depth of the red and blue parts will increase due to the
presence of gas bubbles. However, with respect to the specific growth
rate of the cells, high-light adaption implies that growth is not light
limited by light availability and thus, the increase of light intensity due
to the presence of gas bubbles seems not important to consider with
regard to cell growth. This conclusion is also implied by Fig. 9, as
discussed in the previous section. It is clear that an excess of light
weakens the impact of the gas phase on cell growth, because the speed
of growth is close to its maximum under these conditions. On the
contrary, for genetically modified microalgae an increase of the light
penetration depth may also occur in situations where light is limiting
cell growth. Under these conditions possibly a positive effect of the gas
phase on cell growth occurs, although deeper investigations are ne-
cessary to confirm this presumption.

As recently shown by Yarold et al. [69], in cultivation systems with a
large dark volume, cells must be expected to be in their low-light
adapted state, even when intense mixing causes rapid light/dark fluc-
tuations. As low-light adapted pigmentation is accompanied with an
increase of the absorption coefficient, this form of photoacclimation
should suppress the effect of gas bubbles on the light field, similar to the
shown effect of increasing biomass concentrations. However, in such a
situation the predicted cell growth rate is also sensible to slightly in-
creased light intensity, although the overall effect remains small as
indicated by Fig. 9.

Concerning the prediction of cell growth we observed that the
model outcome is sensitive to the effect of the gas phase on the mag-
nitude of light intensity, especially under light limiting conditions.
Thereby, the importance of considering the presence of air in the
computation of light fields and growth predictions will depend on the
cultivated species. As shown in the previous section, for Chlamydomonas
reinhardtii we estimated an impact of the gas phase on the prediction of
cell growth up to 2% of the maximum specific growth rate. Since this
outcome is based on specific growth kinetics, the magnitude of the ef-
fect can be expected to vary between species. A possible indicator for
the sensitivity of the photosynthetic response to deviations in light in-
tensity is the initial slope of the PI curve, which determines the pho-
tosynthetic response to increasing light availability under low light
conditions. However, we like to stress that a detailed comparison of the
effects of gas bubbles on growth predictions for different species would
be necessary to manifest the relation to the initial slope of the PI curve.

From the discussion so far it becomes clear that making general
statements on the impact of the gas phase on light fields is not
straightforward due to the different effects and their interactions.
However, as also indicated by a recent study [43], the role of the gas
phase seems to be of minor importance for light distribution and cell
growth, contradictory to the frequently made assumption that the gas
phase remarkably enhances the light penetration length. Regarding the
relationship of computational costs and gained information, the addi-
tional computation time due to the consideration of inhomogeneous
radiation characteristics is not justified, although this conclusion might
be different for conditions deviating from those as the investigated ones
(e.g. other algae species or very high gas superficial velocities). If the
integration of the gas phase in a radiation model is desired, the
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approach of Berberoglu et al. [45], which utilizes the gas hold-up in-
stead of local air volume fractions, might be an option because the gas
hold-up is a good accessible parameter and multiple correlations are
present in literature. Our results, however, state that this is not re-
quired, at least under the investigated conditions and even more at high
biomass concentrations. Based on our results, we think that future re-
search in the field of bubble column PBR should focus on the hydro-
dynamic effects caused by gas sparging rather than its impact on
magnitude and quality of light. For instance, variation of air mass flow
rate and sparger design are well known to affect mixing and gas-liquid
mass transfer [12], which is still an issue in large production systems.
Besides, many low cost cultivation systems such as plastic bag PBR
operate under mostly undefined conditions with regard to mixing and
mass transfer. Future research should address these questions more in
depth to further optimize air-sparged PBR.

5. Conclusions

The impact of gas bubbles on light distribution in a bubble column
PBR has been investigated in this work. On the one hand, we found that
the presence and the spatial distribution of gas bubbles affect both
symmetry and magnitude of the light intensity field, and their impact
increases at higher gas superficial velocities. On the other hand we also
observe that biomass concentration suppresses these effects already at
concentrations less than 1kg/m?3, so that role of the gas phase on light
fields seems to be of minor importance for light penetration and cell
growth.

List of Symbols

Parameter Unit Explanation

Latin Symbols

Agbs, 2 m?/kg Absorption cross-section of microalgae cells
at wavelength A

Agca, 2 m?/kg Scattering cross-section of microalgae cells
at wavelength A

Ag m? Geometrical cross-section of a single bubble

c m/s Speed of light

Cep kg/(m3~s) Momentum transfer coefficient in the Favre
average model of the turbulent dispersion
forces

Cp Drag coefficient

Cpe Drag coefficient of a single bubble

C Lift force coefficient

Crp Constant multiplier in the Favre average
model of the turbulent dispersion forces

Cvmr 1/m Wall lubrication force coefficient

d m Inlet diameter of the PBR

dg m Mean bubble diameter

D m PBR diameter

DB 1/s Material or substantial derivative

t

E Correlation for the computation of the drag
coefficient in the distorted regime of the
Ishii-Zuber drag force model.

Eo Eotvos number

f Correction factor in the Grace correlation

F ¢ N/m? Drag force per unit volume

F. & N/m? Lift force per unit volume

F, ¢™ N/m® Virtual mass force per unit volume

F, ¢ N/m? Wall lubrication force per unit volume

F g™ N/m? Turbulent dispersion force per unit volume

g m/s? Gravitational acceleration vector

g Anisotropy factor of microalgae cells
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Anisotropy factor of gas bubbles

Gas phase

Representative cell size of the j grid

PBR height

Polychromatic light intensity

Local specific light intensity at wavelength
A

Light intensity averaged over the angular
coordinate

Subscript index indicating the gas or the
liquid phase

Light saturation coefficient for cell growth
Light prohibition coefficient for cell growth
Light penetration depth

Liquid phase

Radiance at wavelength A

Interphase forces vector

Unit vector indicating the direction into
which light is propagated

Unit vector normal to a reactor surface
Total number of cells of the j grid
Number of points along the angular
coordinate of the cylindrical grid

Number of points along the radial
coordinate of the cylindrical grid

Number of points along the y coordinate of
the cylindrical grid

Pressure field shared by both fluids

Local apparent order of the numerical
method

Average value of the local apparent order of
the numerical method

Ratio between the average local apparent
order of the numerical method and the
theoretical order of accuracy of the
numerical method

Theoretical order of accuracy of the
numerical method

Scattering efficiency of a single bubble
Radial coordinate

Ratio between the representative cell sizes
of the medium and the fine grid

Ratio between the representative cell sizes
of the coarse and the medium grid
Mixture Reynolds number

Subscript index indicating the gas or the
liquid phase

Standard deviation of light intensity over
the angular coordinate

Time

Time step

Gas superficial velocity

Velocity vector of the phase k

Numerical uncertainty of the effective
scattering coefficient

Volume of a gas bubble

Volume of the i cell of the total volume
Abscissa of the Cartesian reference system
Microalgae concentration

Ordinate of the Cartesian reference system
Angularly averaged quantity

Applicate of the Cartesian reference system
Position vector
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Greek Symbols
ax Volume fraction of the phase k

B 1/m Effective extinction coefficient at
wavelength A

£91 1/m Difference between the local value of the
scattering coefficient computed with the
medium grid and the one computed with
the fine grid

£30 1/m Difference between the local value of the
scattering coefficient computed with the
coarse grid and the one computed with the
medium grid

KA, A 1/m Absorption coefficient of microalgae cells at
wavelength A

Ky 1/m Effective absorption coefficient at
wavelength A

A nm Wavelength

u 1/h Specific growth rate

U, eff Pass Effective viscosity of the phase k

Uk, Lam Pa's Laminar contribution of the viscosity of the
phase k

Mk, Turb Pas Turbulent contribution of the viscosity of
the phase k

Um 1/h Maximum specific growth rate

Us 1/h Specific death rate

Vk, off m?/s Effective kinematic viscosity of the phase k

Pk kg/m> Density of the phase k

04, 2 1/m Scattering coefficient of microalgae cells at
wavelength A

o 1/m Effective scattering coefficient at
wavelength A

0B 1/m Bubble scattering coefficient

0L, Turb Turbulent Schmidt number of the
continuous liquid phase

01 1/m Effective scattering coefficient computed
with the fine grid
0 1/m Effective scattering coefficient computed
with the medium grid
Appendix A

A.1. Derivation of Eq. (22)
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03 1/m Effective scattering coefficient computed
with the coarse grid

T N/m?> Stress tensor of the phase k

¢ Angular coordinate

(o] Scattering phase function

de sr Solid angle

Other symbols
\% 1/m Vector derivative with respect to axial

position
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The volumetric average of quantity Y,(r,y) in cylindrical coordinates is given by its integral along the radial, polar and height coordinates.

H 2m R

V= f [ Yetyyrardgay
0 0 0

The volume of the cylinder is V = mR*H. The quantity Y, represents an average in the angular coordinate (see Eq. (20)) and on a discrete grid we

Ay 21 ry

A

assume Y,(r;,y,) to be constant in a partial volume AV = [ [ [ rdrd¢ dy = 271% (r? — r2), where ryand r, are the upper and lower bounds of the

0 0r

integration. Because Y,(r;,y;) is a local constant, the integration over the whole reactor volume can be replaced by the sum of integrals over all partial
volumes AV. With the above given definition of AV we have N = NN, partial volumes, where N,, and N, are the number of grid points along the y and

r coordinates, respectively.

R 20 R Thy B .
szz;zgjo‘ Y¢(rj,y,-)dV= v zzﬁ(rj,}’i)(rz - 1)
i=1 j= i=1 j=

To obtain Eq. (22), the values of the integration boundaries rand - on the discrete grid need to be considered. In case of a location r; within the
volume, the radial integration boundaries of the partial volume are 1, = r; + %. A different situation occurs for the center node, where the volume

has boundaries at r; = 0 and r, = %, and the reactor wall, where , = R — % and r, = R. Inserting these boundaries in the summation above and

using V = nR’H with H = N,Ay, we obtain Eq. (22)

- 1 & Ar? Ar?
Y ~ > Z z 2rjArYy (1, y) + —Y3(n,y) + (RAr - —)Y¢(rN,,yi)
NR S| & 4 4

where the last two terms in the inner summation account for the special case at r; = 0 and ry. = R.
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8. Comparison between different strategies for the realization of
flashing-light effects - pneumatic mixing and flashing

illumination

It was outlined in chapter 2 that the productivity of photobioreactors can be increased by operating them
in such a way that the FLE takes place. In the literature it is often mentioned that mixing of the culture is
an adequate way to create sufficient light/dark fluctuations on the single cell level. Another possibility
to realize the FLE is to decouple the light exposure of single cells from hydrodynamic mixing. This can
be achieved by providing pulsed illumination to the PBR. It is clear that also for pulsed illumination
light intensity gradients exist which affect the overall light exposure so that the numerical investigation
of both strategies must include light propagation, mixing and reaction kinetics.

The goal of the chapter is to compare the effects of gas-induced mixing and pulsed illumination
on the kinetics of photosynthesis in a bubble column photobioreactor. Therefore, a comprehensive
numerical model is built, including the hydrodynamics of the gas-liquid flow, transport of single cells

therein, light transfer and photosynthetic reaction kinetics.

The chapter was published as: Luzi, G., McHardy, C., Lindenberger, C., Rauh, C., Delgado, A.
(2019). Comparison between different strategies for the realization of flashing-light effects - pneumatic
mixing and flashing illumination. Algal Research, 101404, 2019. Reprint for non-commercial use with

permission of Elsevier Inc.
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ARTICLE INFO ABSTRACT

Keywords: A major limitation for the phototrophic cultivation of microalgae in photobioreactors is the low culture density
Photobioreactor which results in expensive harvesting and downstream processes. It is often mentioned that intensive mixing of
Flashing light the culture can improve the efficiency of light utilization by realizing flashing-light effects which enhance the
Mixing

growth of cell cultures. Alternatively, flashing light sources could provide a way to realize this effect without the
need of supplying additional energy for fast mixing. While the effects of mixing have been investigated at various
reactor scales, experiments with flashing illumination have been mostly conducted in small geometries. In ad-
dition, few studies have been conducted for photobioreactors with larger light paths, being characteristic for the
production scale. By means of numerical simulations, we evaluate pneumatic mixing and flashing illumination
with regard to their ability to realize flashing-light effects in a 5cm diameter bubble column filled with a
suspension of Chlamydomonas reinhardtii. To the best of our knowledge, a numerical comparison between the
effects of flashing illumination and pneumatic mixing on the culture growth has not been reported in literature.

A thorough comparison of the two methods requires a robust numerical tool which integrates the compu-
tation of the fluid flow and the light field, as well as the growth kinetics of algal cells. In the present work, we
compute the three-dimensional flow field in a bubble column photobioreactor tracking also micrometer particles
in order to simulate the movement of algae. The spectral light field is computed by solving the three-dimensional
Radiation Transfer Equation (RTE) at different wavelengths and biomass concentrations. The coupling of the
flow and light fields enables the computation of the spatio-temporal light exposure of individual algae cells,
which is used to estimate the respective dynamic photosynthesis reaction rates under different operating con-
ditions of the bubble column reactor.

We found, numerically, that the contribution of pneumatic mixing alone is negligible in comparison to
flashing-light effects, for the investigated operating conditions. In contrast, illumination with flashing LED leads
to an increase of the growth rate up to a factor of 2.5 at flashing frequencies higher than 50 Hz in a PBR with
industrially relevant operating conditions. Thereby, a proper selection of the duty cycle is not only needed to
prevent photoinhibition but also to maximize the effects of flashing light at the same time. According to these
results, the utilization of flashing LED sources can provide a mostly unused way to improve photobioreactor
productivity in the future.

Bubble column
Numerical simulation

1. Introduction are usually cultivated in open or closed photobioreactors (PBR) and use
light energy for growth and maintenance. Typical values of reachable

The growth of world population and the related increasing demand culture densities in PBR are restricted to few grams per liter, entailing
for food and energy resources is one of the major challenges of the 21° expensive harvesting and downstream processes. Among the main
century. Microalgae are often considered to be a potential sustainable factors that affect the growth of microalgae, light availability, tem-
feedstock to contribute to overcome these challenges. These organisms perature, pH, salinity and nutrients are the most important ones [1,2].
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In addition, the exposure of single cells to alternating light intensities is
known to enhance the overall efficiency of light utilization and conse-
quently enable higher culture growth rates. Ideally, the experience of
such a flashing-light regime results in full light integration, which
means that the rate of photosynthesis of a cell is similar to the one
under continuous illumination [3]. Small-scale experiments under
flashing light show that light/dark (L/D) frequencies of the order of
10'-10%Hz are required to reach full light integration for different
species [3-5]. Even at suboptimal L/D frequencies partial light in-
tegration can be induced and contribute to a significant improvement of
the PBR productivity [4,6-10].

It is often mentioned that intensive mixing of the culture realizes
this effect by shuttling algae between regions of different irradiance
levels. Thereby, the cycling frequency and the time averaged rate of
energy absorption must match the time scales of the light and dark
reactions of photosynthesis to improve the overall cell growth [11-13].
It is also known that the biomass concentration has a great impact on
the realization of partial light integration as it determines the ratio of
light and dark parts in the reactor, as well as the steepness of the light
intensity gradient [6,14]. However, according to some researchers the
enhancement of PBR productivity due to mixing-induced L/D cycling is
not a relevant phenomenon in practice [15,16]. Moreover, intensive
mixing is accompanied with high shear stress on single algae which
may cause cell damage and reduced viability [17-20]. Accordingly,
there is still a vital debate in the scientific community about the re-
levance of mixing-induced flashing-light effects in common reactor
types. Therefore, additional research is needed to improve the reactor
designs at scales being relevant for production [21].

Another way to create flashing light conditions in PBR is to modify
the type of illumination [22]. This approach has the important benefit
that the light regime is decoupled from the flow field. Many experi-
ments have been conducted in special chambers with pulsed illumina-
tion for the purpose of determining the respective reaction kinetics
[3,4]. Some researchers also employed pulsed illumination to study the
growth of cell cultures, mainly in reactors with ultra-short light paths.
For example, Sforza et al. [5] used a reactor with 8 mm light path to
study the effects of flashing illumination on biomass growth. For the
same purpose, Park and Lee [23] conducted experiments in a reactor
with light path of 7 mm while Lunka and Bayless [24] utilized a reactor
with a light path of 6.4 mm. However, typical light paths of reactors at
the production scale are in the order of few centimeters so that the
obtained results are not necessarily representative for the production
scale. Although both mixing-induced and illumination-induced flashing
light effects have been studied separately in experiments and simula-
tions, no comparable study considering the enhancement of culture
growth by comparing pulsed illumination of photobioreactors and
mixing was conducted before. However, a direct comparison is im-
portant since different experimental conditions or simulation setups can
affect the results and make the comparison hard or even impossible.
Moreover, to benefit from the effects of flashing light exposure at the
production scale, a careful examination of the right strategy is neces-
sary, which is the major goal of the present paper.

Some PBR configurations lead to distinctive degrees of light in-
tegration due to the L/D frequencies reached under the conditions they
were operated [14,25,26]. However, these systems are mainly in the
prototype stage and it is unclear whether the same effects can be
reached at larger scales. Among the common PBR types, bubble col-
umns represent a good choice for microalgae cultivation because of
their simple construction and ease mode of operation. In order to shed
more light on the possibilities for realizing flashing-light effects in
bubble columns, we investigate numerically how pneumatic mixing and
different illumination strategies, i.e. continuous and pulsed illumina-
tion, can enhance cell growth.

Numerical simulations are highly requested and desirable since they
have the potential to offer a valid predictive tool compared to expensive
experiments. They can also provide information about the time-
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resolved conditions experienced by individual cells which are hard to
determine experimentally [27], but fundamental to characterize the
impact of operating conditions on the dynamics of photosynthesis.
Therefore, a robust and complete predictive model that incorporates
Computational Fluid Dynamics (CFD), light distribution and growth
kinetics of algal cells would be highly beneficial. However, the accurate
modeling of these phenomena and their coupling is far from being
trivial. Examples of numerical models which attempt to simulate light/
dark cycles date back from Wu and Merchuk [20], who assumed a ty-
pical cell trajectory with a cosine function to simulate light/dark cycles.
Nevertheless, this so-called circulation approach is empirical and not
realistic. Later on, Marshall et al. [28] employed a Lagrangian particle-
cloud method in order to compute the algae cell trajectories. More re-
cently, Olivieri et al. [14] utilized a stochastic Lagrangian approach
based on superficial liquid velocity and eddy diffusivity to describe cells
paths. However, they did not consider the real case of a bubble column
PBR where the liquid movement is generated by the oscillations of a
bubble plume. Moreover, the eddy diffusivity is not a constant rather
than being a spatially distributed quantity [29].

Since the modeling of the flow field greatly impacts the resulting
light regime single cells are exposed to, this task should be done with
great care. It is well-established that in order to achieve realistic results,
models for multiphase flow should include the complete set of interface
forces, containing drag, lift, wall lubrication, virtual mass and turbulent
dispersion forces. In addition, it should be taken into account that al-
though two-dimensional simulations of fluid flow may be a good option
to save computational time, the three-dimensionality of the flow should
not be neglected in order to avoid an over-predicted eddy viscosity
which in turn could lead to the unphysical result of a non-oscillating
plume [30,31]. Moreover, two-dimensional simulations are able only in
part to correctly reproduce the complex flow patterns which are typical
of bubble columns [32,33]. All of the mentioned issues may be critical
for the correct determination of trajectories and light histories of in-
dividual cells and thus, for the numerical investigation of the flashing-
light effect in pneumatically mixed reactors.

As far as the modeling of light propagation concerns, several au-
thors confirm the necessity of using the complete Radiative Transfer
Equation (RTE) rather than the commonly employed Beer-Lambert law,
which fully neglects the effects of scattering by algae cells [34,35].
Moreover, effective solution algorithms for solving the RTE are nowa-
days available [36,37] and remove former limitations due to the com-
putational power. Additionally, the presence of algae cells affects the
light spectrum along the light path. For species with peak absorption in
the red and blue parts of the spectrum, the contribution of the green
fraction to the overall light intensity increases along the light path.
Consequently, the relative fraction of light energy being absorbed deep
in the culture is also lower compared with locations near the reactor
walls. It is clear that a varying light spectrum must impact on what a
cell percepts as dark and thus, on the L/D cycles itself. Therefore, be-
sides the intensity of light, the spectral nature of light should be con-
sidered in numerical investigations on effects of flashing-light, but is
rarely done.

Examples of dynamic photosynthesis models date back to early
2000 and most of them are based on the photosynthetic factory model
developed by Eilers and Peeters [38]. The model of Eilers and Peeters
[38] uses the concept of photosynthetic units (PSU) and assumes three
possible states, e.g. resting, acting and damaged, considering also the
effects of photo-saturation and photo-inhibition. Later on, Wu and
Merchuk [39] included a maintenance term to take into account the
possibility of cell death due to energy limitation. A more sophisticated
model has been proposed by Rubio et al. [40] and later refined by
Garcia-Camacho et al. [41], which is also able to describe photo-ac-
climation. In general, it is accepted that models based on the photo-
synthetic factory approach are able to predict the flashing-light effect
[42], which is not true for simple PI-relationships. Therefore, we choose
a photosynthetic factory model to study the effects of flashing light on
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photosynthesis. Nevertheless, numerical difficulties arise when pulsed
light is considered because the reaction rates can change drastically
over very short times, thereby affecting the stability of the numerical
solver. Thus, it is important to carefully review the computed results, in
order to prevent their misinterpretation in consequence of numerical
artefacts.

In the present contribution we combine CFD, light distribution and
photosynthetic reaction kinetics into an integrated model in order to
compare different strategies to realize flashing light effects in a bubble
column PBR, employing state-of-the-art models for the considered
biological and physical phenomena. Based on the results of our pre-
vious paper [43], we neglect here the presence of the void fraction in
the computation of the light field, since it has a negligible effect. As a
benefit, the computational time needed to solve the RTE drastically
reduces. The main goal of the present paper is to compare two strategies
for the growth enhancement under conditions which are relevant to
production scale: pneumatic mixing under continuous illumination at
different light spectra and intensities as well as illumination of the re-
actor with pulsed light. To the best of our knowledge, this is the first
study which combines the simulation of flow field, light distribution
and microalgae growth under pulsed illumination in a photobioreactor.
Our model also takes into account the presence of spatial gradients of
light intensity and light spectrum as well as the movement of individual
cells.

2. Materials and methods
2.1. Photobioreactor geometry

In this study we consider a cylindrical bubble column PBR, filled
with a suspension of microalgae Chlamydomonas reinhardtii. The setting
is similar to the one described in our previous paper [43]. Briefly, the
reactor is characterized by its internal diameter D = 0.05 m and total
height H = 0.5 m. The liquid level is fixed to H;, = 0.4 m. Air is injected
from a circular inlet with diameter d = 0.01 m being located at the
bottom of the PBR. The reactor is illuminated from four sides by LED,
each emitting RGB light with intensity Io. The light is assumed to enter
the reactor in normal direction to the light sources. Refraction and re-
flection of light due to the mismatching refractive indices of the sur-
rounding air, the transparent reactor material and the culture suspen-
sion are neglected. This is justified by the superposition of the single
light sources, which largely compensates the index mismatching.

2.2. Fluid flow model

2.2.1. Governing equations

We choose the Eulerian-Eulerian formulation to model the multi-
phase fluid flow in the bioreactor. The dispersed gaseous phase is re-
garded as a second continuous phase interacting with the continuous
liquid one. Therefore, each phase is treated separately, each with its
own set of governing equations. Mass transfer phenomena are not taken
into account and the flow is considered isothermal, therefore the energy
equation does not need to be solved. Additionally, both phases are as-
sumed to be incompressible. The mass conservation equations of each
phase read

o)
E(pkak) + V(o o uy) = 0 a

Herein, the subscript k = L, G. L refers to the liquid phase, while G
indicates the gas one. The quantities u, ax and py correspond to the
velocity vector, volume fraction and density of each phase. The mo-
mentum equations of each phase are

d
E(pkakuk) + V-(opocuuy) = —ou Vp + V(i) + prong + Mk

@
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where the subscript s = L, G too. The terms on the right-hand side of Eq.
(2) represent the gradient of the pressure field shared between both
phases, the divergence of the viscous stress tensor, the gravitational
force and the interphase forces acting between the continuous and the
disperse phase. We included this term in the momentum equations since
Deen et al. [44] reported that if the interphase forces in air-water
system are neglected, results strongly deviate from experimental ob-
servations because the central bubble plume does not spread across the
column.

On the left-hand side of Eq. (2), the first term is the temporal ac-
celeration while the second one is the inertial convective acceleration of
each phase. The stress tensor reads

Tk = My [Vuk + (Vu)" — %HVW)] (3)

where (. o5 is the effective viscosity of each phase. It is defined as
Hieff = Micam T M Turd 4

where [ 1.qm and py, Ty are the molecular and the turbulent viscosity of
each phase. More details about the modeling of the eddy viscosity are
given in the next section. The last term of Eq. (2) consists of five forces
which are the drag, lift, virtual mass, wall lubrication and turbulent
dispersion forces. It reads

M, =Mg,=—-M, ;= ZA Fio=FP; + Fto + F¥ + 'L + FI%

(5)
A detailed description of the interphase forces of Eq. (5) can be

found in our previous contributions [43,45,46]. Thereby, we sum-
marize the equations in Table 1.

2.2.2. Turbulence models

We opt for the SST two-equation model [52] to compute the tur-
bulent viscosity of the continuous phase, and a one equation model to
compute the turbulent viscosity of the disperse phase. Concerning the
continuous phase, the turbulent viscosity reads

.
Ko, urb = Pr oL 6)

where k; is the turbulent kinetic energy and w; is the specific rate of
dissipation. According to the Shear Stress Transport (SST) model, these
two quantities are here computed by solving two independent scalar
equations for k;

0
E(PL“LkL) + V-(oparurkr) = V-(ar (g, 1o + T3y, 1) VL)

+ o P — OCLB/,OLkLCUL 7

Table 1
Interphase force correlations between the gas and the liquid phase.

Drag force: Correlation of Clift et al. [47] in case of ug = 4.25 mm/s and
uc = 8.5mm/s and Ishii and Zuber [48] in case of ug = 1.28 cm/s for Cp

D 3 (95}
Fic= J9CPL G lug — url(ug — ur)

Lift force: Model of Legendre-Magnaudet [49] for Cp,
FLL,G =acpCL(ug —uL) X Vxuy

Virtual mass force: Cyy; = 0.5

VM Dug _ Dug
Fr.¢ = acp Cvm (? - ?)

Wall lubrication force: Correlation of Frank et al. [50] for Cy;,
F'E = —agp, Cwr luy — ugPitw
Turbulent dispersion force: Model of Burns et al. [51]

YL.Turb (Vac _ Va
F{% = CrpC, —(— -
LG D™D rum \ ag ar,




G. Luzi et al.

and w;,

a
E(pLO{LwL) + V-(ppapurwr) = V-(ar (Mg pam + Gwskby, 1up) VL)

+2(1 - Fl)PLUmzﬂ(VkL‘VCUL) + oz, ﬂPk — o By, wf

awr, ky (8)
where 0,,, and f are constants, while as, f3, 0,3 and oks are functions
that depend linearly on the blending function F;. The latter is equal to
one close to the wall region and zero far away from it. The limiter of the
eddy viscosity

oakr

v =—=
BT ax (g OF; ) 9

allows to properly take into account the transport of the principal
turbulent shear stress. In Eq. (9) a; is a constant, F, is another blending
function and £2 is the absolute value of the vorticity [52]. We choose a
zero equation turbulence model for the gas phase

& ML,Turb

” =
G Turb Pr, OLP, Turb (10)

where o;p is the turbulent Prandtl number.

2.2.3. Particle tracking

We inject and track small solid particles inside the PBR in order to
simulate the motion of algae cells. The particle displacement x;, is re-
lated to particle velocity u, via the usual equation,

dx,
oy,
dt an

By integrating numerically Eq. (11) by means of an explicit Euler
method [53], the particle position is computed as

xXp =x) + upAt (12)

where the superscripts n and O refer to the current and the previous
time step, respectively. The particle velocity u, is computed by solving
Newton's second law
du, F

mp—— =

P dt TOT (13)
where mp is the particle mass and Fror is the sum of all the forces acting
on a discrete particle, that is,

FTOT = FD + FB (14)

where Fj, is the drag force and Fp is the buoyancy force (see Table 2).
Since in our case the Stokes number St <« 1 due to the very small par-
ticle size, we select the option one-way coupling in ANSYS CFX®. In this
way, the fluid flow influences particle trajectories, but particles do not
affect fluid flow motion. The main benefit is that the computational
time is strongly reduced with compared to the fully coupled option.

2.2.4. Grid generation and CFD simulation settings

We generated both the geometry and the structured mesh by using
the software ANSYS ICEM® 15.0, while the commercial CFD software
ANSYS CFX® 15.0 was used to perform all the numerical simulations.
The bubble diameter is kept constant to dg = 7 mm, since coalescence
and break-up phenomena can be regarded as negligible for the con-
sidered values of the gas superficial velocity [55]. The grid used in the

Table 2
Interphase forces between particles and the liquid phase.

Drag force: Correlation of Schiller and Naumann [54] for Cp

1
Fp = EAPLCD luy, — upl(ur — up)

Buoyancy force
Fg = %d}%(PP - P8
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Table 3
Positions, mass flow rate and particle number rate of the four injectors.

x [m] y [m] z [m] Mass flow rate Particle number

[kg/s] rate [1/s]
Injector 1 0.01 0 0.005 9.85%107° 20
Injector 2 —0.01  0.05 0.007 9.85%10°° 20
Injector 3 0.005 0.1 -0.015 9.85%10°° 300
Injector 4  0.004  0.13 0.01 9.85%10°° 300

simulations has 54201 hexahedral cells, and it has been chosen after a
grid independence study similar to the one described by McHardy et al.
[43]. In the present contribution, the time averaged water velocity
profile has been chosen as a target parameter. Additional details of the
mesh and the simulation settings have already been reported
[43,45,46], and they will not be repeated here. For the three cases of
ug = 4.25 mm/s, ug = 8.5mm/s and ug = 1.28 cm/s we track particles
for approximately 12's, which is of the same order of magnitude of the
mixing time measured experimentally [56]. Particles are injected from
four point cones inside the reactor, and their positions, particle mass
flow and number rate are summarized in Table 3. The number of re-
presentative particles which assume the role of certain amount of real
particles is the particle number rate. We set a maximum particle dia-
meter to dp = 10 pm and a minimum one to dp = 1 pm.

2.3. Light model

2.3.1. Physical model

The governing equation of light propagation is the Radiation
Transfer Equation (RTE), which describes the change of the radiance L
in a medium due to the interaction with the surrounding matter.
Assuming the matter to be a suspension of microalgae and neglecting
the emission of energy within the medium, e.g. by fluorescence, the
monochromatic RTE reads

oL, 9) P
—aﬂ[ + VL = —p L — | L — 4—* J emn)LdQ
c T (15)
The zero™ angular moment of the radiance
Lx)= [ Lix)dQ
4 (16)

equals the intensity of monochromatic light I, from which the intensity
of polychromatic light I can be obtained by integration across the
spectrum, thus

53
I(x)= L (x)dA
{ a7

The absorption and scattering coefficients in Eq. (15) are related to
the absorption and scattering cross-sections of the microalgae cells via
the concentration of dry biomass.

Mg = Agps X (18)

My = AseaX (19)

The spectral absorption and scattering cross-sections of
Chlamydomonas reinhardtii are extracted from measurements of
Kandilian et al. [57] and are given in Table 4. In accordance to these
measurements, we further assume that the scattering phase function
®(n, n) is given by the Henyey-Greenstein phase function with the
asymmetry factor g = 0.98. Under the considered operating conditions
of the bubble column PBR it was shown that the effect of the gas phase
on the light intensity is weak [43] and therefore it is not further taken
into account.
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Table 4

Absorption and scattering cross-sections of Chlamydomonas reinhardtii with respect to wavelength.
A [nm] 400 415 430 445 460 475 490 505 520 535 550
Aabs [m?/kg] 331 401 434 436 386 395 367 261 140 87 77
Asca [mz/kg] 920 794 699 743 868 845 927 1209 1512 1653 1708
A [nm] 565 580 595 610 625 640 655 670 685 700
Aabs [mz/kg] 82 106 123 136 156 176 259 358 311 70
Agea [m?/kg] 1714 1673 1651 1628 1599 1538 1360 1139 1305 1941

2.3.2. Numerical model

The PAR spectrum of light was discretized into 21 equally spaced
discretization points (AN = 15nm), each representing a certain wave-
length between A; = 400 and A, = 700 nm. It was previously shown
that this resolution is sufficient for an accurate integration across the
spectrum [37].

Eq. (15) is discretized on a regular grid (lattice) with grid spacing
Ax = 0.333 mm in three spatial dimensions and solved for each wa-
velength by means of a Radiation Transfer lattice Boltzmann method
(RT-LBM). Further details of the numerical method can be found else-
where [36,37]. The spatial grid resolution was selected by means of a
grid independence study. The solution of the integral in Eq. (16) is
obtained by replacing it with a Gaussian quadrature rule which is re-
lated to the angular discretization of the lattice Boltzmann model. The
solution of the integral in Eq. (17) is computed by means of Simpson's
rule using the discretization points given by the discretization of the
spectrum.

2.4. Photosynthesis model

In order to model the dynamics of photosynthesis we utilize the
model proposed by Garcia-Camacho et al. [41], which is based on the
assumption that the thylakoids contain resting photosynthetic units
(PSU) which can be activated by the absorption of light. In brief, acti-
vated PSUs either relax again towards the resting state by liberating the
absorbed energy via photochemical quenching or are damaged if light
is absorbed in excess. In its original formulation the model includes
photoacclimation which we neglect in this paper because the time-scale
of the biological response to changes in light intensity is much larger
than the considered particle tracks. Instead, cells are assumed to have a
constant total number of PSUs a,,, and consequently constant radiation
properties. This assumption is also consistent to the computation of the
light fields. The dynamics of photosynthesis are governed by the mass
balances for the fractions of activated PSUs (x; = Qqcr/Qsor)

dx1 X3 Ym X1

—_— = L (xt)dd — — — kix; I (xt)dA

dt Naior f {1 A (1) ot X + X ' f g 1(xt) (20)
which can be reformulated to

B _ gl 5 fonend - —2— | -k [ Gn0ndn

dr ) Y @D

by introducing the characteristic frequency 8 = r,/a,,, [411, and that of
the fraction of damaged PSUs (X2 = agam/tor)

k.

dx
—= = kX L (xt)dA —
s G Get) P 22

dt

The fraction of resting PSUs is x3 = 1 — x; — x,. The first term on
the RHS of Eq. (20) accounts for the absorption of light by resting PSUs.
Deviating from the original model we include the integration of the
wavelength specific quantities to account for that the absorption rate
depends on the available light spectrum. The cell specific spectral ab-
sorption cross-section ¢, can be related to the dry mass specific

absorption cross-section Aaps, 2 = {3m. where m, denotes for the mass of
a single cell. From the data set of Kandilian et al. [57] we calculate m,
by using the provided cell properties dp, w,, and px (see Table 5 for
details) and find the spectral average of ¢, in the same order of mag-
nitude as specified in the original model. The parameter 5 is the ex-
citation requirement of a PSU. The second term accounts for photo-
chemical quenching which is enzyme-mediated and assumed to follow
Monod kinetics. The parameters r,,, and « account for the maximum rate
of photochemical quenching and the half-saturation constant of the
enzymatic reaction. The third term accounts for the transition of an
activated to a damaged PSU, which is determined by a rate constant k;
and the amount of absorbed light. On the opposite, the second term in
Eq. (22) describes the recovery of damaged PSU and their transition to
the resting state in an enzymatic reaction which is governed by the
constants k, and x,.The reaction rates of photodamage and repair are
net rates which also include the dissipation of energy due to non-pho-
tochemical quenching, being discussed in detail in Ref. [41]. The sa-
turation intensity is given in the original model by a parameter
a = 1,n/¢ which we reformulate to

T na (23)

in order to take the wavelength-dependency of ¢, and the available
light spectrum into account. The observable rate of photosynthesis u is
related to the rate of enzymatic photochemical quenching and fur-
thermore determined by the energy demand for maintenance. Accord-

ingly,

Pmaxxl
(t) = | 2t
#i () (K-I—

X1

— 1 . —1
m)( re 249

where P, is the maximum rate, m accounts for the maintenance and c,
takes into account the energetic costs of biomass synthesis.

In order to parametrize the model, parameters were either calcu-
lated from published data ({,m) or directly taken from literature (a, 7,
¢;). Pnaxwas approximated based on the maximum growth rate of
Chlamydomonas, which is about i, = 0.13 h™!. The remaining para-
meters (B, k, ko, k;, k) were estimated by fitting the steady-state solution
of the model to the experimental PI-curve of Takache et al. [58], see
Fig. 7 therein. For the fitting procedure, the fminsearch subroutine of
Matlab 2015 was used and most of the fitted parameters agreed on their
order of magnitude to the estimations of Garcia-Camacho. Taking into
account that the original model was calibrated for a different species
and that the fitting yielded a reasonable agreement with Takache's data,
we accept the estimated parameter set. All model parameters including
their values are summarized in Table 5.

Extending our previous work [46], we use the temporal light ex-
posure L, (x(t)) of N¢ simulated cells as input of the dynamic model,
which can be computed by tracing cells through the simulated spatial
light intensity distribution. Egs. (21) and (22) are solved numerically by
means of a third-order Runge-Kutta method with the time step set to
At = 0.1 ms. The average growth rate of the whole cell population can
be obtained by first averaging the individual growth rates p(t) (see Eq.
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Table 5

Parameters of the metabolic model.

Value Comment Ref.
yor 96.000 [PSU/cell] Taken from Ref. [59]
& Agps, AMc [m?/cell] Calculated from Ag, (Table 4) and m, = %dp3px,we[(1 - we) (571
W 0.78 [kg/kg] Taken from Ref. [57]
d. 4.2 [pm] Taken from Ref. [57]1
PX, wet 1088 [kg m~3] px, wet = Px(1 = W) + prwe (571
px = 1400 kg m 3

n 4-1E06 [UE/mol PSU] Taken from Ref. [41]
B 504 [s™ 1] Fitted to experimental PI-curve. In original model 8 = 1 kHz at a,,, = 88.000 PSU/cell [58]
K 0.0275 [-1] Fitted to experimental PI-curve. In original model x = 0.0055 at a,,, = 88.000 PSU/cell. [58]
Ko 0.0497 [-1] Fitted to experimental PI-curve. In original model x, = 0.0398 at a,,, = 88.000 PSU/cell [58]
ki 3.7-1E07 [cell/uE] Fitted to experimental PI-curve. In original model k; = 1.2- 1EQ7 [58]
k. 0.00389 [s™1] Fitted to experimental Pl-curve. In original model k, = 0.00048s . [58]
Prax 0.16 [h™1] Set according to maximum growth rate fiq, = 0.13 h™* [58]
mg 0.048P,.0x [h™1] Estimated from the published data of oxygen evolution and used model coefficients. [6]
cr 0.162 [—1 Taken from Ref. [6]

(24)) of all cells over time and then averaging over the population in a
second step.

1
t) = — .
Har (D) = - %ul o5

3. Results and discussion
3.1. Flow and particle mixing

3.1.1. Flow field at different gas superficial velocities
Fig. 1a depicts the contour of air-volume fractions at a time instant

a)
Air-Volume

Fraction

0.080
0.072
0.064

0.056

0.048
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0.032

0.024 |
0.016

0.008

0

in a cross-sectional plane located at z = O m. The value of the gas su-
perficial velocity is ug = 8.5 mm/s. A meandering plume can be clearly
observed and it oscillates randomly inside the reactor, spreading all
over the cross-section after a short distance from the gas sparger due to
the action of the turbulent dispersion forces. The resulting radial gas
hold-up profile determines a pressure profile which attains its max-
imum and minimum values near the walls and close to the center, re-
spectively. The time averaged results show a liquid upward motion in
the central region as well as a downward motion of the liquid close to
the walls. Moreover, the uneven gas distribution determines a circula-
tion of the liquid phase with consequent formation of eddies, con-
centrated mostly in the bottom part of the reactor, see Fig. 1b, which
depicts the streamlines of the liquid velocity for the case of gas

b)

Water-Velocity

0.168
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0.112
0.093
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0.056
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0.019

[m s?-1]

Fig. 1. Flow field. a) Air-volume fraction distribution in a cross-sectional plane at z = 0 m and b) streamlines of liquid at t = 166.95 s. The gas superficial velocity is

ug = 8.5 mm/s.
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Fig. 2. Particle trajectory statistics. a) Particle trajectory of a randomly chosen particle at ug = 8.5 mm/s with definition of the radial cycling velocity. The distance
Ar is the distance between two consecutive turning points and the time interval At denotes the time a particle travels in one direction. b) Boxplots showing the
distributions of radial cycling frequency and amplitude with respect to the gas superficial velocity within a population of 1000 particles. Horizontal lines indicate the
respective median (red) and arithmetic mean (blue). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this

article.)

superficial velocity ug = 8.5mm/s. By increasing the gas superficial
velocity, the liquid recirculation results more vigorous leading to bigger
and stronger eddies. The opposite happens for the case of the lowest
value of gas superficial velocity, i.e. ug = 4.25 mm/s. The presence and
the strength of eddies affect the motion of algae inside and outside of
the photic zone, thereby influencing L/D cycles. Higher gas superficial
velocities promote an increase of the frequency of L/D cycles by
shortening the cycle duration as it will be described in the next section.

3.1.2. Particle trajectories and mixing statistics

It is frequently mentioned that the realization of light integration
requires the fast radial motion of algae cells. To investigate the effect of
the gas superficial velocity on the radial particle motion, we compute
from the trajectories of individual particles radial velocities u, = dr/dt
as indicated in Fig. 2a. The length and time increments dr and dt re-
spectively are chosen from the turning points of the radial particle
motion. Fig. 2b compares the distributions of radial velocities computed
from 1000 particle tracks at different gas superficial velocities. It can be
seen that the radial cycling frequency correlates with ug while the
amplitudes of the radial motion are unaffected. With regard to flashing-
light effects these results indicate the possibility of their occurrence
since some researchers state that low frequency L/D-cycling might be
sufficient for this purpose (see Section 1). However, assessing the

a

-
o
o
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potential of pneumatic mixing to enhance cell growth necessitates
considering the temporal light exposure cells undergo and its impact on
the growth kinetics. These results will be shown in Section 3.3.

3.2. Polychromatic light intensity field and spectra

Fig. 3a shows the computed polychromatic light intensities in the
bubble column along the column radius for different biomass con-
centrations. Thereby, the effective light intensity is affected by the su-
perposition of photons emitted from the four sources. As expected, a
higher biomass concentration causes a steeper decay of the light in-
tensity. Intensities higher than the incoming light intensity are found
near the reactor wall due to backscattering. The decay of the poly-
chromatic light intensity is clearly non-exponential, which is caused by
light scattering but primarily due to the changing spectral composition
along the light path. The latter is related to a less effective absorption of
green light and thus, to the flattening of the polychromatic light in-
tensity profile. The evolution of the light spectrum towards the reactor
center is depicted in Fig. 3b. It can be seen that backscattering parti-
cularly affects the green part of the spectrum, which is plausible con-
sidering that in this part of the spectrum scattering is most prominent
while the absorption of light is weakest (see Table 4). Particularly at
high biomass concentration just green light is present in the center of

0.025

0.02;

0.015 -

0.01 ¢

0.005 -

Intensity spectrum [pzmol m?s! nm'1]

650

550
Wavelength [nm]

0
400 450 500 600 700

Fig. 3. Distribution of RGB light in the bubble column. a) Non-dimensional polychromatic light intensity profiles with respect to radial position and biomass
concentration. b) Spatial evolution of the emitted light spectrum at biomass concentration X = 0.75 kg m 3.
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Fig. 4. Dynamics of photosynthesis under continuous illumination. a) Time resolved response of a randomly chosen particle at gas superficial velocity ug = 8.5 mm/

s, biomass concentration X = 2 kg m ™~ and single lamp intensity I = 200 UE s~

m~ 2 Line colors encode received dimensionless light intensity (red), specific

growth rate (blue), activated PSUs (black) and damaged PSUs (black dashed). b) Time-averaged growth rate of the cell population under RGB light with respect to
volumetric light absorption and gas superficial velocity. ¢) Time-averaged growth rate of a cell population under RB light with respect to volumetric light absorption
and gas superficial velocity. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

the reactor. Green light is absorbed only weakly so that the reactor is
dark in the center.

3.3. Evaluation of strategies to realize flashing-light effects

3.3.1. Photosynthetic response of a single cell moving in continuous light
Fig. 4a shows the metabolic response over the course of the tracking
time of the same cell whose trajectory was shown in Fig. 2a. The con-
ditions in the reactor are: gas superficial velocity us = 8.5 mm/s, bio-
mass concentration X =2kgm 3 and single lamp intensity
I, = 200 uEm ~ 25~ 1. Due to its motion the cell is exposed to fluctuating
light intensities between low values when the cell is located near the
reactor center and much higher values when it is close to the reactor
wall. Note that the received light intensity is non-dimensionalized by
relating it to the saturation intensity a (see Eq. (23)), thus, the cell is in
a light saturated regime at times when I/a > 1. The amount of acti-
vated PSUs in this cell closely follows the time course of the received
light intensity and also the light history has no significant effect on the
activated PSUs under these conditions. This observation is plausible if
one recalls that the characteristic frequency 8 = r,,,/a,, measures the
maximum rate at which activated PSUs are recovered in the enzymatic
dark reaction. In our simulations = 504 s~ is much higher than the
radial cycling frequency (Fig. 2b), indicating that the relaxation of ac-
tivated PSUs is too fast to bridge periods during which the cell is located
in the dark. However, it should be noted that the rate of cell growth is

not linearly proportional to the amount of activated PSUs (see Eq. (24))
and growth occurs at maximum as long x; = 0.15.

3.3.2. Pneumatic mixing of a cell culture under continuous light

In order to investigate if similar observations can be made on the
scale of the cell culture, we evaluate the trajectories of 1000 cells under
different operating conditions, namely cell concentration, gas super-
ficial velocity and single lamp intensity of the LED. Fig. 4b depicts the
average population growth rate under continuous RGB light with re-
spect to these variables. Note that the culture growth rate is plotted
over the time averaged volumetric light absorption rate 1/N¢Xm./
(TX) | [ &HL(OdAdt, where T; is the duration of a particle track. This
quantity increases at higher single lamp intensity. It can be seen that
different levels of the gas superficial velocity have almost no impact on
the growth rate under RGB illumination. Moreover, the predicted
growth rate is very similar to the prediction of the steady-state in a
static culture, where cells were assumed to stay at constant positions.
Since under these conditions no mixing and thus no flashing-light effect
occur, it follows that flashing-light effects are also not realized by
pneumatic mixing. On the contrary, if the pneumatic mixing would be
sufficient to improve flashing-light effects, the efficiency of light utili-
zation should increase at higher gas superficial velocity, resulting in
faster growth at same volumetric light absorption rate. For a culture
illuminated with Red Blue (RB) LED light we observe similar results as
for RGB illumination, see Fig. 4c. However, the overall growth of the
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culture is lower in comparison to RGB illumination, which is due to a
less homogeneous light distribution.

The results underline that flashing-light effects can be hardly rea-
lized by means of pneumatic mixing. The radial cycling at different gas
superficial velocities is much slower than the relaxation of activated
PSUs and therefore no benefit can be taken from radial motion and L/D
cycling. Thus, pneumatic mixing cannot be considered as a promising
strategy to improve cell growth by generating flashing-light effects, at
least for the investigated geometry and operating conditions. At this
point it should be emphasized that the gas superficial velocities chosen
in this study are typical for operating conditions of bubble column PBR.
It is important to keep in mind that these results are only valid for the
investigated organism and different results might be obtained for or-
ganisms where 8 is in the same order as ug/R. This might also be an
explanation for the scattering of reported results concerning growth
enhancement as a consequence of L/D cycling [6,8,15,16]. One option
to overcome the limitations of pneumatic mixing could be to include an
additional degree of freedom into the illumination regime by utilizing
flashing LED illumination, as suggested by Schulze et al. [22]. Flashing
LED allow modifying the temporal light exposure of a moving cell from
a relation I(x(t)) to a relation I(t,x(t)) and therefore to tune the fre-
quency of L/D cycles to the same order as the characteristic frequency

B.

3.3.3. Photosynthesis of the cell culture under flashing LED illumination

In order to investigate the effect of flashing LED light on the cell
growth rate, we include time-dependency of the light field by mod-
ifying the received intensity in Egs. (20)-(23) to Lt x(D) = L)1)
where f(t) is a time-dependent rectangular pulse function being char-
acterized by its duty cycle = = t;/(; + ty), frequency v = 1/(t; + tg) and
amplitude f, = 1/7. The times t; and t4 are the flash and dark times of
the LED. The choice of the amplitude ensures that the time-averaged
emission power of the LED source is equal to continuous illumination
and thus, the overall supply of light energy remains constant. This
simple modification is valid since the time scale of light propagation in
our reactor (~1071°s) is much smaller than the time scales of mixing
(~15) or the light (~10~®s) and dark (~10~3s) reactions.

Fig. 5a depicts the received light intensity and specific growth rate
of a single cell under flashing LED light with » = 10 Hz and = = 0.5. The
light flashes clearly overlay the slow movement of the cells along the
light gradient which is also reflected in the time course of the specific
growth rate. Fig. 5b illustrates the dynamics of the activated PSU
fraction under light flashes of 10 Hz and 500 Hz. The duty cycle in this
simulation is set to r = 0.5. At 10 Hz all activated PSUs relax to the
ground state quickly after the end of the flash. In contrast, at 500 Hz
one observes that the dark period is too short for relaxing all activated
PSUs. Therefore, activated PSUs are also available during the dark
period and allow the dark reaction to proceed. Fig. 5c depicts the im-
pact of the flash frequency and duty cycle on the average population
growth rate at X =1.5kgm™>, single light intensity I, = 200
pEm~2s~! and gas superficial velocity ug = 8.5 mm/s in comparison
to the respective growth rates under continuous illumination (see
Fig. 4b). At frequencies up to 50 Hz the flash frequency does not affect
the growth rate which is due to a complete relaxation of activated PSUs
during the dark period as discussed above. However, we observe that
even at low frequencies the population growth is already higher in
comparison to continuous light for z = 0.5 while for lower duty cycles
continuous light enables faster growth. At frequencies above 50 Hz, we
observe a significant increase of the population growth rate at all duty
cycles. This is consistent with the observation that under these condi-
tions the dark period is too short for relaxing all activated PSUs. Similar
effects were also observed at other single lamp intensities up to
500 uEm~ 25~ 1. The simulation also shows that the duty cycle plays a
minor role at very high flash frequencies. Fig. 5d shows the effect of the
flash frequency and the biomass concentration on the relative popula-
tion growth rate in the reactor for single light intensity I, = 200
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MEm™ 257!, duty cycle 7 = 0.2 and gas superficial velocity u, = 8.5

mm/s. It can be seen that the enhancement of the culture growth cor-
relates with the biomass concentration. Recalling the inverse relation of
flash amplitude and duty cycle, this effect is probably related to the
increased light penetration depth during the flashes in comparison to
continuous illumination. However, in order to prevent confusion it
should be emphasized that this is a relative effect and the absolute
growth is faster at low biomass concentration when no light limitation
exists.

Our simulations show that the strategy of supplying light in high-
frequent flashes seems to be superior over pneumatic mixing to achieve
flashing-light effects in bubble columns. The required L/D frequencies
can hardly be reached by pneumatic mixing so that it makes sense to
decouple the temporal light exposure from the pneumatic power input.
The supplied energy is concentrated during the flash which increases
also the light penetration depth. Moreover, the application of light
flashes provides additional degrees of freedom to match the supply of
light energy and the requirements of photosynthesis. In the simulated
setup, the specific growth rate of the cell population increased up to a
factor of 2.5 if the flashing conditions are chosen properly. The simu-
lations also confirm the presumptions of Schulze et al. [22], namely
that high frequency light flashes act twofold on the kinetics of photo-
synthesis: firstly by preventing the complete relaxation of activated
PSUs and secondly due to the concentration of light energy during the
flash by supplying light energy to cells which would be located in the
dark under continuous illumination.

3.4. Discussion

The results of this work are valid only for the simulated setup and
under the presumption that the parametrized growth model is valid for
Chlamydomonas. With regard to the results presented in Section 3.3.2
(see Fig. 4), we like to mention that the simulated maximum gas su-
perficial velocity (ug = 1.28 cm/s) corresponds to a gas flow rate of
1.925 vvm which is already high for several species of microalgae in air-
agitated cultures. In addition, the column diameter is only 5 cm, so that
our results can be considered to include a best-case scenario for a cy-
lindrical PBR. This makes clear that the realization of flashing-light
effects by pneumatic mixing is far from reality. Further increase of the
pneumatic power input will increase the operation costs while at the
same time it may cause additional problems as it is known that several
algae species are sensitive to shear stress [19]. Therefore it is ques-
tionable if flow induced cycling between the light and dark region of
the reactor is a realistic strategy to improve photobioreactor operation,
at least for organisms whose kinetics of photosynthesis are comparable
to our simulations. In contrast, for some species it is reported that
significant improvement of growth was observed under conditions
where just low frequency L/D cycles can be expected [17]. In experi-
ments, however, it is hard to consider all the impacts of the pneumatic
power input on other growth determinants like mass transfer of carbon
dioxide and oxygen, shear stress, cell sedimentation or the attachment
of cells to the reactor walls. One of the major benefits of numerical
simulations is that single effects can be isolated, while it is not easy in
experiments. Therefore, a direct and non-biased comparison of pneu-
matic mixing and pulsed light with respect to their ability to enhance
photosynthesis via the flashing-light effect becomes possible.

Therefore, the determination of the kinetics of photosynthesis for
different species and the utilization of model-based process design
might be a key for further improvement of photobioreactor operation.
The photosynthetic factory models provide an accepted framework for
this purpose although also other models are available [6]. The illumi-
nation of a PBR with flashing light sources might be an option to realize
flashing-light effects and to overcome the limitations accompanied with
pneumatic mixing. At this point we emphasize that all results were
based on the evaluation of single cells moving through the flashing light
field, thus, under consideration of a light gradient being present in
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every PBR. Our results are in principal agreement with other re-
searchers who predicted significant improvement of cell growth under
high-frequency light fluctuations [7,11]. Flow induced mixing is often
considered to realize these conditions in PBR whereas the application of
flashing LED light is a new and promising concept. However, its ap-
plicability to microalgae cultivation requires further research including
to overcome technical hurdles as pointed out by Schulze et al. [22].
Interestingly, we found that longer duty cycles were more beneficial
in comparison to very short ones, although in some papers the opposite
is reported [4]. We like to emphasize that in this study the effect of
flashing LED illumination was investigated under constant supply of
light energy, leading to an inverse relation of light intensity and duty
cycle. Therefore, at short duty cycles very high light intensities are
provided which in turn may pronounce photoinhibition [5]. To un-
derline this, Fig. 6 shows the simulated amount of damaged PSUs with
respect to the duty cycle. Clearly at short duty cycle photoinhibition is
stronger which in turn lowers the overall growth rate. It can also be
seen that the amount of damaged PSUs becomes minimal and in-
dependent from the duty cycle at highest flash frequencies. This is in
accordance to the observation that under high frequency flashes the
growth enhancement is not much affected by the duty cycle as it is
depicted in Fig. 5b. Thus, photoinhibition seems to be an important
aspect which needs to be considered when operating flashing light
sources. On the contrary, short duty cycles may be beneficial when
flashing light is applied for light integration, meaning that the rate of

10

photosynthesis under flashing light is similar as under continuous il-
lumination of the same light intensity, as in the work of Vejrazka et al.
[4]. This slight but important difference illustrates that a careful

-3
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Fig. 6. Effect of frequency and duty cycle on photoinhibition under flashing

illumination. Operating conditions are ug = 8.5 mm/s, X = 1.75 kg m ™3,

Ip =200 uEs~ ' m™2
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interpretation of experimental outcomes is required in order to design
flashing illumination sources properly.

4. Conclusions

In this study the suitability of pneumatic mixing and flashing LED
illumination to realize flashing-light effects in a bubble column PBR
was evaluated by means of numerical simulations. For this purpose, a
robust numerical tool was built based on state-of-the art models for
multiphase flow, light propagation and reaction kinetics. The compre-
hensive numerical model enabled the simulation of photobioreactor
operation under flashing illumination and the direct comparison of the
enhancement of culture growth by pulsed illumination and pneumatic
mixing.

The results showed that pneumatic mixing at different usual gas
superficial velocities did not enhance the observed cell growth at all,
which is due to the fast relaxation of activated PSUs. In contrast, illu-
mination with flashing LED might be a good and flexible option to
enhance the PBR productivity. Thereby, the operating conditions of the
flashing light sources should be carefully chosen to prevent photo-
inhibition which counteracts the benefits of light flashes.
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9. Discussion of the lattice Boltzmann model for light transfer

Since the first publication of the developed lattice Boltzmann model for light transfer (see chapter 5),
several adjustments and extensions of the model have been developed in order to improve its numer-
ical accuracy. These improvements have been steadily applied to the subsequent model applications
(chapters 6 - 8), though, in consideration of the respective target readership not all numerical details
were explicitly mentioned whereas a comprehensive picture of the numerical method shall be drawn in
this work. Therefore, the undergone improvements will be outlined in this section followed by a brief

discussion on outstanding issues and research needs.

9.1. Model features and improvements

9.1.1. Revised derivation of the lattice Boltzmann model

In order to provide a basis for the discussion of the lattice Boltzmann model, first a brief revision of
its derivation is outlined. The starting point is the Radiation transfer equation, Eq. (3.10), which is

repeated here for the readers convenience.

oL +nVL=pus | -L+ L QLA | — poL 9.1)
cot Am Jur

Introducing the discrete photon density distribution f; = w;L(z,n;, t) with the corresponding weight-

ing coefficient w; yields the discrete velocity radiation transfer equation.

Of;
cot

Q
+n;Vfi = ps | —fi +w; Zépz‘,jfj — Hafi 9.2)
j=1
In order to account for the connectivities in a cubic lattice, the discrete vectors n; are chosen in such
a way that they point from one node into the direction of its adjacent nodes. Since photons can be
considered as point-like particles with similar speed c (see 4.1.2), the endpoints of the discrete velocity
vectors cn; are located on a spherical shell. As outlined in chapter 5, the Lebedev quadrature ensures

the exact integration of the discrete velocity moments for such a set of abscissas. Applying the Method
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of Characteristics for the integration of Eq. (9.2) along a characteristic cn; results in a fully discretized

phase space, in which the model equation reads

Q
fi(d,',il; + cniAt, t+ At) — fl(z, t) = CNSAt —fi + w; Z Qi,jfj — CMaAtfi 9.3)
j=1
While the left-hand side is exact, the first order forward Euler scheme was utilized for the time integra-
tion of the right-hand side. This formulation is equal to Eq. (16) in chapter 5. However, deviating from
the derivation of Eq. (17) therein, the improved lattice Boltzmann model is outlined now.
According to Eq. (9.3), the spherical shell on which the discrete particles are located after a time

interval At has a radius of cAt. A general relation between the shell radius and the grid spacing Az is
cAt = CAx 9.4)

where C' is a dimensionless parameter known as the Courant number. Without loss of generality,
figure 9.1 shows a simplified two-dimensional representation of three possible cases for relation (9.4)
being C = 1, C' < 1 and C > 1. In case of C' = 1, discrete photons which propagate along the
major coordinate axis are located on a lattice node at time ¢t + At, while particles propagating in other
directions do not reach the next lattice node. Because the perfect shift of discrete particles from nodes
to their neighbors is a major characteristic of the lattice Boltzmann method, an additional extrapolation
step is required to shift the off-lattice populations to the nearest node of the lattice. Similarly, this
applies for all discrete photon populations in case of C' < 1, see figure 9.1. On the contrary, in case of
C > 1 some or all of the discrete particles are shifted to locations further away from their origin as the
nearest lattice node. In order to map these discrete particles on the lattice, an additional interpolation
step is required. Therefore, interpolation or extrapolation is required for any value of C' to map some
or all of the discrete particle populations to the lattice. In the following, it will be shown that both, the
interpolation and extrapolation lead to a similar model equation.

It is important to recall that the radiation transfer equation is a linear variant of the Boltzmann
equation without interaction of radiance. Accordingly, the propagation of radiation is not affected
by its surrounding and one dimensional linear interpolation along the discrete characteristic is possible.

A more general formulation of (9.3) is

filx,x + en; At t + At) = fi(z,t) + kicAt 9.5)
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Figure 9.1.: Schematic definition of the Courant number C' in the lattice Boltzmann model. The distance cAt
which photons propagate within one time step is indicated by the circular shell being centered at
the origin of propagation. The red arrows indicate the discrete velocity vectors. An interpolation
or extrapolation step is required to map the off-lattice photon populations to the next lattice node
depending on the chosen Courant number.

where the slope k; is given by

Q
ki = ps | —fila,t) +wi Y Biifi(@.t) | — pafilz,t) (9.6)
j=1

Introducing the lattice speed ¢; = (Ax? + Ay? + Az2)%5 At~ for each discrete particle population
enables to perform the linear extrapolation the spherical shell to the next lattice node. Eq. (9.5) becomes
thus

fil@, o + cmiAt,t + At) = fi(@,t) + kicAt% = fi(m,t) + kic; At 9.7)

The linear interpolation step can be carried out in a similar way and leads to the same result. With the

new discrete velocity ¢; = ¢;n;, the final lattice Boltzmann model equation for radiation transfer reads

Q
[i(@, @ + e At t+ At) — fi(x,t) = cips At | —fi +wi Y Bijfj | — cimadtfi  (9.8)
j=1
The model gives stable results if f;(z,x +¢; At, t + At) > 0. To get the stability condition Eq. (9.8)

can be rearranged to the expression

Q
fi@w. @ + e At t+ At) = fi (1 — c;iD(ps + p1a)) +wi ¥ _ Dijfj (9.9)
j=1

The in-scattering term is always positive as long f; > 0 so that the stability is determined by the first
term of the RHS. The limiting case for the D3(Q)26 model is given by ¢; ner = V3AzAt~! so that the

method is always stable if the condition

Ax(,us + Na) < (9.10)

1
V3
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Table 9.1.: Radiation characteristics of participating media in terms of physical transport coefficients, optical
depth 7 and single scattering albedo w. The characteristic length of the domain is Ly = 1 m and the
Knudsen number is defined as Kn = l;,./Lo = (p,Lo) L.

Medium g1, [m'] g ('] g [] 7 [-] w -] Kn -]
1 0 10 0 10 1 0.100
2 3 7 0 10 0.7 0.143
3 0 30 0 30 1 0.033
4 10 20 0 30 0.667 0.050

is fulfilled. Therefore, the stability of the model is determined by the grid resolution for a given set of
transport coefficients.

In order to test the revised model, radiation transfer in a cubic domain with collimated illumination
is considered. The test case is similar to the one studied in chapter 5, see figure 5 therein. For the
test of the model, four different participating media with radiation characteristics as listed in table
9.1 are defined. As a reference, Monte Carlo simulations are performed similarly to chapter 5, each
with N, = 108 photon tracks in total. Figure 9.2 reports the results obtained by lattice Boltzmann
simulations in comparison to the respective Monte Carlo solution. In the purely scattering media 1 and
3, the transport regime is mainly diffusive (Kn < 1, see table 9.1). It can be seen that the agreement
between both methods is fairly well in these cases, also in parts of the domain where the illumination
occurs only indirectly by scattering (see lines L2, Ly3 and L,4). This conclusions is also supported by
the contours of light intensity as depicted in figure 9.3.

Regarding the results in medium 2, one observes good agreement between both methods for the
intensity profile along the center line (L, ). In other parts of the domain, the lattice Boltzmann solution
has the correct order of magnitude but discontinuities can be observed along lines L3 and L,4. Under
the conditions of medium 2, the equilibration of radiance is counteracted by absorption (see 3.3.5)
so that the radiative flux remains mainly directed. This means that radiance propagates preferentially
along rays and the angular discretization affects the solution more significantly. The issue becomes
visible in figure 9.3 depicting contours of the simulated intensity in medium 1 and 2. In medium 2
one clearly observes rays in the solution at angles 7/4 and 7/2 measured from the surface normal.
These angles correspond to the discrete velocities in the depicted plane. It is therefore likely that the
observed artifacts result from the relatively coarse velocity discretization in lattice Boltzmann method
with just 26 abscissas!. The effect becomes predominantly visible when the distribution of radiation
in the domain occurs indirectly by scattering as for the here considered small light source. In case of
larger sources, the artifact is compensated by the superposition of emitted light.

In medium 4 one observes also slight discontinuities in the solution but to a less extend as in medium

2, which is due to the higher level of scattering. However, the agreement between the lattice Boltzmann

'In the Discrete Ordinate method angular quadratures with more than 1000 abscissas are known [218].
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Figure 9.2.: Comparison of lattice Boltzmann (lines) and Monte Carlo (symbols) simulations in different partic-
ipating test media as defined in table 9.1. The grid for the lattice Boltzmann simulation is composed
of N = 1553 nodes for all test cases. For the Monte Carlo simulations 10% photons were traced.
Top left: medium 1; top right: medium 2; bottom left: medium 3; bottom right: medium 4. Note the
different scaling of the respective y-axis.

and the Monte Carlo solution is not perfect, even at the center line L. It should be noticed that the
reliability of Monte Carlo results is no longer given for intensities /Iy < 1077 where the results
become noisy. However, it can be seen that the lattice Boltzmann method underestimates the intensity,
or in other words overestimates absorption, what is related to the utilization of the first order forward
Euler scheme for the discretization of Eq. (9.3). This conclusion is substantiated by simulations on
different grid refinement levels which show that very fine grid resolutions are required to obtain correct
results in strongly absorbing media.

In conclusion, the revised lattice Boltzmann model is able to provide similar solutions as the Monte
Carlo method in the diffusive regime. This also includes the transition from ballistic to diffusive trans-
port as it occurs in the present test cases. In absorbing media the discretization of the velocity space
affects the solution in case of small light sources. However, with regard to the results in chapters 6 - 8 it

should be stated that the error due to the velocity discretization is compensated by the superposition of
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Figure 9.3.: Contour plots of the radiative intensity on plane P, (see chapter 5, figure 5) for medium 1 (left) and
medium 2 (right) obtained with the lattice Boltzmann method (LBM) and the Monte Carlo method
(MCM). The greyscale denotes for the logarithmic intensity value.

light emitted from different sources. Regarding the required spatial discretization it can be concluded
that scattering can be accurately resolved on coarser grids, while absorption needs a finer resolution
due to the utilized time integration scheme. An approach to improve this issue will be presented in
the next section. Another potential improvement of the method lies in the adjustment of the transport

coefficients, which will be discussed in section 9.1.3.

9.1.2. Time integration and improved convergence

In chapter 6 it was shown that the lattice Boltzmann model converges at a rate of first order, see section
3.2 therein. Moreover, in the previous section it turned out that the resolution of the absorption term
requires fine numerical grids, which was also discussed in chapter 5. In contrast, classical lattice
Boltzmann schemes and also Mink’s macroscopic model for radiative transfer [272] are characterized
by second order convergence rates due to the diffuse scaling of the transport coefficients, see Eq. (4.18)
in section 4.2 and section 4.3.3.

Differing from usual lattice Boltzmann models, the target equation for the present method is meso-
scopic. Due to the acoustic scaling of the transport coefficients, the convergence rate is determined by
the forward Euler scheme, which is combined with the Method of Characteristics to solve the initial
value problem given by the time integration of Eq. (9.2), see 9.1.1. A promising approach to improve
the accuracy and convergence of the lattice Boltzmann model is to combine the Method of Charac-
teristics with a higher order scheme for the time integration. Higher order extensions of the Euler
scheme are known as Runge-Kutta methods. The basic concept behind these schemes is to construct a
quadrature with one or more fix points within the time interval At at which the integrand is additionally
evaluated. The integral with bounds ¢ and ¢t + At is then approximated as the sum of the weighted func-

tion evaluations at these fix points by what the numerical representation of the integral becomes more
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accurate [275]. With regard to Eq. (9.5) this procedure corresponds to a more accurate approximation
of the slope coefficients k;.

The simplest extension of the forward Euler scheme is Heun’s method, where the integral of interest
is approximated by the trapezoidal rule. The scheme requires two evaluations of any function y at times
t and t + At respectively, from which the slope coefficients k; are computed. In the present model, the

function y represents Eq. (9.6). The Heun scheme reads

kzl = y<t7 fzo)
ki]I = y(t + At, flo + kZ]CZAt) 9.11)

ko= (K + Rl
and its implementation leads to the following modified collision step of the lattice Boltzmann model:
» compute the slope coefficients k:{ from f;(z,t) by means of Eq. (9.6)
» compute the intermediate populations fi[ (x,t + At) by means of (9.3) and kll
« compute the slope coefficients k! from f/(z,t + At) by means of Eq. (9.6)
« compute the slope coefficients k; from k! and k!!
* compute the new populations f;(x,t + At) by means of (9.3) and k;

Schemes of higher order can be achieved by additional evaluations of the function y at intermediate
points in time. The most common scheme is the classical fourth order Runge-Kutta (RK) scheme,

which reads

Kl =y(t, )
kT =y(t+ At/)2, f) + ke At/2)
KN —y(t + At/2, 2+ kH e, At)2) (9.12)
KV —y(t + At, f2 + ke, At)

ki :é (K + 2k + 2k + &)

The implementation of this scheme leads to a modified collision step, similar to the one for the Heun
scheme, but computationally more costly because of the additional evaluations of y.
Table 9.2 compares the results for different time integration schemes in test medium 4 (see table 9.1),

evaluated on plane P, (see chapter 5, figure 5). Based on the results of the previous section, medium
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Table 9.2.: Simulation results for different time integration schemes in medium 4.

Euler N =553 N = 176° N =1103 N = 1563 N = 2203
Steps until convergence 155 205 279 384 530

Av. time per step [s] 0.377 1.093 3.081 8.879 22.169
Total time [s] 58.431 224.017 859.643 3409.472 11749.37
RMSE 0.029 0.026 0.018 0.020 0.017
MAPE 0.893 0.780 0.663 0.501 0414
Heun N =553 N = 176° N =1103 N = 1563 N = 2203
Steps until convergence 137 193 269 376 523

Av. time per step [s] 0.586 1.674 4.712 13.471 63.550
Total time [s] 80.288 323.132 1267.644 5065.260 33236.73
RMSE 0.025 0.025 0.019 0.021 0.018
MAPE 0.790 0.474 0.317 0.323 0.273
Runge-Kutta N =553 N = 1763 N =1103 N = 1563 N = 2203
Steps until convergence 141 195 270 377 523

Av. time per step [s] 1.006 2.865 8.025 22.867 119.539
Total time [s] 141.791 558.659 2166.671 8620.560 62518.88
RMSE 0.025 0.025 0.019 0.021 0.018
MAPE 0.367 0.336 0.281 0.298 0.265

4 was chosen for a primary comparison because of the high absorption coefficient. The complete data

set for all test media is provided in Appendix A. The RMSE in table 9.2 is defined as

N
1
RMSE = N;(ILBM(:L',;) —IMc(:I:,;))2 (9.13)

and the MAPE was computed as

1 & Inpm(zsi) — IMC(xi)>2
MAPFE = ,| — 9.14
N ; < IMc((L‘,;) ( )

The Monte Carlo solution was taken as a reference to prove that convergence is towards an independent
solution. In order to take the uncertainty of the Monte Carlo solution at low intensities into account,
just such locations x; were considered for the error computation where the local dimensionless intensity
exceeds a value of 1077,

It can be seen from table 9.2 that the RMSE is not much affected by the choice of the time integration
method, which is due to the fact that the solution for highly absorbing media varies by several orders
of magnitude (see figures 9.2 and 9.3) so that a large part of the domain contributes marginally to
this error measure. In contrast, the MAPE can be significantly reduced by utilizing the Heun or RK
time integration method. More precisely, it can be seen that the MAPE for the RK scheme at the
lowest grid resolution is already significantly lower than for the Euler scheme at highest grid resolution,

which is a remarkable improvement of the method for the simulation of highly absorbing media. The
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benefit of higher order time integration schemes becomes clear by a closer evaluation of the total
computation times. According to the presented results, the computation time until convergence can
be reduced by more than 98 % in comparison to the reference model and at the same time, a more
accurate result is achieved. However, for purely scattering media no such effect is observed (see tables
A.1 and A.3 in Appendix A) and the Euler time integration yields the same results as the higher order
methods. Accordingly, it can be concluded that the Euler scheme is sufficient for the discretization
of the scattering term while the accuracy of the absorption term can be improved by higher order
time integration methods. The convergence rate of the lattice Boltzmann method must therefore be a
function of the scattering albedo w with first order convergence in purely scattering media (w = 1).
Figure 9.4 illustrates the grid dependency and convergence behavior of the conventional and the
improved lattice Boltzmann method. The error measure is the MAPE according to Eq. (9.14) with the

difference that the reference solution X' was calculated by means of Richardson extrapolation [276]

N 5
Sp=X 22— =2 (9.15)
TP —1

where X1 and X stand for the obtained solutions on the grids with 2203 and 1103 nodes. Accordingly,
the grid refinement factor is » = 2. The grid convergence order p was calculated separately for each
test medium from the obtained solutions on the grids with 2203, 1103 and 553 nodes by means of the
$23
log (@)

equation

where ¢o3 is the MAPE of the coarsest grid with the medium grid as a reference. In a similar way, the
quantity ¢y relates the solutions on the medium grid and the finest grid. It can be seen from figure 9.4
that the model converges approximately at first order with respect to the grid spacing. As indicated by
the beforehand presented results, in purely scattering media the higher order time integration scheme
neither affects the magnitude of the error nor the convergence order. In contrast, if the participating
medium is absorbing, the application of the higher order time stepping schemes significantly reduces
the error (medium 2 and 4) and improves the convergence order (medium 4). It should be emphasized
at this point that the convergence order of the improved method is still approximately one, even if the
RK scheme is well known for fourth order convergence. It is likely that fourth order convergence can
be reached in the limit of a purely absorbing medium since the RTE reduces to an ordinary differential
equation in this case. However, the presented results show that the computation of the scattering kernel
limits the order of convergence in the investigated parameter range. Therefore, a complete character-
ization of the convergence behavior in terms of the scattering albedo and the optical depth must be

part of future work. A hypothesis is that mixed convergences will be found in consequence of fourth
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Figure 9.4.: Impact of the time integration scheme on the convergence order and the discretization error for the
simulated test case in different participating test media. The radiation characteristics of the test
media are defined in table 9.1. The error is measured as defined in Eq. (9.14) with the reference
solution according to Eqs. (9.15) and (9.16).

order convergence of the absorption term and first order convergence of the scattering term. Mixed

convergence was also observed in multistep schemes for the standard LBM [277].

9.1.3. Scaling of transport coefficients

The speed of light is a constant in the model and therefore the time step At is linearly related to the grid
spacing Ax. This means that in consequence of a grid refinement, the degree of light-matter interaction

decreases, and for infinite small grid spacing it holds that
Aliﬁo cips At = 0. (9.17)

This behavior of the model is a potential source of inaccuracy since it is known from the standard lat-
tice Boltzmann model for fluid flows that the value of the collision frequency should be in the same
order of magnitude as the numerical time step [252]. Applied to the present model, this means that the
expression ¢; s At should be of order 1 for all grid sizes so that a significant fraction of the discrete
particle populations collide within each time step. In order to fulfill this condition, the physical scat-
tering and absorption coefficients need to be rescaled. In this section a framework for this purpose will
the introduced, tested and discussed.

The basis for the scaling of the transport coefficients is provided by the similarity relations of radia-
tive transfer (see section 3.3.2). A prerequisite is thereby that the physical transport problem remains
unchanged by the scaling procedure. In the standard LBM for flow problems, this is ensured by keeping

the Reynolds number of the scaled problem similar to the one of the physical problem. The similarity
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relations for radiation transfer are based on the conservation of the transport mean free path and the
transport scattering albedo, see Eqs. (3.14) and (3.15). These relations will be employed for the scaling
of the transport coefficients in the light transfer LBM.

The conservation of the transport mean free path or rather the reduced scattering coefficient p, =
ws(1 — g) allows the free choice of different combinations of the parameters p5 and g. If one defines a

desired degree of radiation-matter interaction per grid spacing

(fis + fig) Az = K (9.18)

one obtains from Egs. (3.14) and (3.15) the following grid-related scaling relations [278]:

Ha = [ 9.19)
K
s = — _ i 2
fs = 3= = (9.20)
!
G=1- % 9.21)

In (9.18) - (9.21) the tilde marks the grid-scaled transport coefficients. The parameter « can be freely
chosen in principal but should be of order 1 to ensure that a significant fraction of the f; collide in
each step. It should be also mentioned at this point that application of the higher order time integration
schemes is fully applicable also with scaled transport coefficients.

To obtain the stability conditions for the model with scaled coefficients, the scaling relations (9.19) -

(9.21) can be plugged into Eq. (9.8), which becomes

Q
fi(a:, x + CiAt, t+ At) = fl(m, t) + CiﬂsAt —fi + w; Z Qgi,jfj — Ci/IaAtfi
j=1

Q

K ~ x ~

= f’i(x¢t) + ¢ (A:B - Ma) At _fi —+ w; E ¢’57ij — Ci,uaAtfz' (9.22)
Jj=1

Q
kAL - c; Atw; ~
= (1 — T > fz + (F& — ,uaAa:) A$ Zq)i’jfj

By using ¢ = Az At~ Eq. (9.22) can be rewritten as
Q ~
fi(x,x +¢; At t + At) = (1 — /ici7LU) fz + ¢iLu (IQ — ﬂa7LU) w; Z@Z‘J‘fj (9.23)
j=1

where the quantities ¢; iy = ¢;/c and fi, L = flo Az are the non-dimensional lattice speed and lattice

absorption coefficient. The correct capture of scattering is ensured by the scaling of the asymmetry
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factor g (see Eq. (9.21)) and the computation of the scattering matrix o by means of the algorithm

described in chapter 5. Similar as for the reference model, the stability criterion is

filz,z + c;At, t + At) >0 (9.24)
which is fulfilled, if
1—kreiru=>0 (9.25)
and
K — fla,Lu > 0. (9.26)

The maximum lattice velocity for the D3Q26 velocity set is ¢; Lu,maz = v/3 so that (9.25) is always
fulfilled if 0 < k < 1/ /3. Thus, for non-absorbing media the choice 0 < k < 1/ /3 ensures that the
model is always stable. In case of absorbing media, a coarse mesh resolution and strong absorption can
cause the algorithm to become unstable. According to Eq. (9.26), for a given level of « the stability can
be improved by refining the mesh and consequently decreasing the magnitude of the lattice absorption
coefficient fiq v

To test the scaling procedure, a setting similar to the one in the previous sections is considered. The
chosen simulation parameters and scaled transport coefficients of the different test media are listed in
table 9.3. The scaled scattering coefficients vary with respect to the grid size and the phase function
becomes increasingly anisotropic for small grid spacing. Figure 9.5 shows line profiles of the radiation
intensity in all media with respect to number of grid nodes. For comparison, results obtained by Monte
Carlo simulations are also shown. For the highly scattering medium 3 an excellent agreement between
the scaled LBM and the Monte Carlo simulation is obtained and the scaled radiation problem converges
towards the reference for Ax — 0. In case of the other tested media convergence is also achieved but
the converged solutions differ from the reference, particularly in the absorbing test media 2 and 4.

Additional Monte Carlo simulations were conducted for the test media 2 and 4 in order to investigate
whether the observed mismatch is due to a non-perfect scaling relationship or due to a failure of the
lattice Boltzmann model itself, for example by an inaccurately computed scattering matrix. In these

simulations the transport coefficients were set to the same values as for the scaled lattice Boltzmann

Table 9.3.: Characteristics of participating media and simulation parameters.
Ax =1/54 Az =1/77 Az =1/109 Az =1/155
Medium Ha /1*/5 K Ha ﬁs g /ls g ,as g ﬂs g

1 0 10 1/V3 0 31.177 0.6792 44.456 0.7751 62931 0.8411 89.489 0.8883
2 3 7 1/vV/3 3 28.177 0.7516 41.456 0.8311 59.931 0.8832 86.489 0.9191
3 0 30 1/V/3 0 31.177 0.0377 44.456 0.3253 62.932 0.5233 89.489 0.6648
4 10 20 1/v/3 10 21.177 0.0556 34.456 0.4195 52931 0.6222 79.489 0.7484
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Figure 9.5.: Comparison of scaled lattice Boltzmann (lines) and Monte Carlo (symbols) simulations in different
participating test media with respect to the number of lattice nodes (indicated by colors). The
radiation properties of the participating media are defined in table 9.3. The free parameter & is set
to = 1/+/3 and the Runge-Kutta time integration scheme is applied. Settings for the Monte Carlo
simulations are similar as for figure 9.2. Top left: medium 1; top right: medium 2; bottom left:
medium 3; bottom right: medium 4. Note the different scaling of the respective y-axis.

method for the grids with N = 552 and N = 1552 nodes (see table 9.3). As depicted in figure 9.6,
the results of the Monte Carlo simulations in medium 4 agree very well with the results obtained by
the lattice Boltzmann method as soon as the transport coefficients are identical for both methods. The
picture is somewhat different in medium 2, where the LBM predicts slightly higher intensities than the
MCM (see also the inset in figure 9.6). The degree of scattering in medium 2 is relatively low, which
means that the angular spreading of the energy occurs on larger distances. It is likely that under the
conditions of medium 2 an accurate capture of the energy redistribution process requires a fine angular
discretization while the LBM operates with a relatively coarse angular quadrature. Thus, the mismatch
of intensity in medium 2 can be explained by the observation that to much energy is propagated in
forward direction due to the small number of abscissas used in the LBM. However, with regard to the

results in medium 4, the numerical experiment supports also the conclusion that the similarity relations
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Figure 9.6.: Comparison of intensity profiles along line L,; (see chapter 5, figure 5) computed by means of
the Monte Carlo method and the lattice Boltzmann method with scaled transport coefficients and
anisotropic scattering matrix. The simulated test media were equal for both methods and defined by
the grid-scaled radiation characteristics listed in table 9.3. Colors indicate the grid size and symbols
the corresponding Monte Carlo simulation with anisotropic scattering. The free parameter « of
the lattice Boltzmann model is set to x = 1/1/3 and the Runge-Kutta time integration scheme is
applied.

are not perfectly suited to scale the transport coefficients. This result is also in accordance to previous
investigations, where erroneous results have been reported for scaled radiation transfer problems with
collimated irradiance in 1D [279]. More precisely, the accuracy of the similarity relations was found
to be a function of the scattering albedo with the highest error around w ~ 0.5 and increased with the
optical depth. In another work on diffusive radiative transfer it was found that the intensity profiles
in absorbing media differ for same values of 1, but different anisotropy factors [280], similar to the
observations in this work. The numerical test also shows that the lattice Boltzmann method gives
accurate results for the case of anisotropic scattering, which was not demonstrated in the previous
sections where isotropic scattering was assumed (see table 9.1). The results therefore underline the
accuracy of the discrete scattering matrix and the developed algorithm for the discretization of the

scattering phase function.

9.1.4. Discrete scattering matrix and scattering kernel

The discrete scattering phase function @ is a major ingredient for the proposed lattice Boltzmann model
since it defines the redistribution of the discrete populations f; during the collision step. Accordingly,
it is of crucial importance that the discretization algorithm provides accurate results. As mentioned
in section 2.2.3 of chapter 5, the proposed algorithm conserves the zero™ and first angular moments

of @ within the floating-point relative accuracy of the machine so that the requirement of a precisely
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Figure 9.7.: Comparison of discrete and analytical phase functions for different values of the asymmetry factor.

The phase functions are depicted as their accumulated distributions ffis(@) & dcos(O) with the
scattering angle cos(©) € (—1,1).

computed scattering matrix is fulfilled. As depicted in figure 9.7, a sufficient discrete representation of
the Henyey-Greenstein phase function (see Eq. (3.6)) can be reached.
However, it should also be mentioned that the description of scattering is restricted to the first two

moments in the current implementation. To underline this, the linear anisotropic phase function

P = 4i (14 wcos(Q)) (9.27)

™

is considered for which the mean scattering angle” is given by g = w/3. It can be seen from figure
9.7 that also the linear phase function is well represented by the discrete phase function. In contrast,
features of more complex phase shaped functions like the Mie phase function cannot be reproduced.
Accordingly, the algorithm is able to reproduce scattering phase functions as long as they are adequately
defined by the zero" and first angular moments. In principal, the proposed discretization procedure can
be extended by higher moments of the phase functions to include additional features. However, pre-
tests have shown that the discrete scattering matrix may contain unphysical negative entries for the
extended algorithm. Alternatively, two or more separate scattering matrices can be superimposed as
it was done in chapter 7. The first moment of the received scattering matrix is given by the weighted
average of the single asymmetry factors’, although the achieved scattering matrix itself differs from a

matrix which is directly computed with the average asymmetry factor.

21t is required that w € (—1,1) so that g € (—1/3,1/3) for the linear phase function.
3Consider two matrices @' and @'/ with their first moments g" = Z;.Q:l w;c; i ; and n = I, 11, which are superimposed

so that & = a®’ +b@'7 with a+b = 1. It shall be proven that the asymmetry factor g of the new matrix is g = ag’ +bg’”.
Thus, g = a Z?Zl wic; Pl 5 + szci')zl wic; 1L = Z?:l wjcj(adl; +bdLL) = Zle w;c; Dy ;.
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9.2. Limitations of the lattice Boltzmann model

9.2.1. Light transfer beyond the low Knudsen regime

A key element of all lattice Boltzmann methods are collisions as they account for the spatial redis-
tribution of the discrete particle populations f; what ensures the complete occupation of the available
space. The Knudsen number Kn is a measure for the importance of collisions for transport and relates
the mean free path to a macroscopic length Lo, see 4.1.1. For light transfer, Kn = (u/Lo)~! can be
defined in terms of the reduced scattering coefficient y/, and increases as y, becomes smaller.

Beyond the low Knudsen regime, collisions are rare or absent and the f; propagate in straight lines
along the discrete velocity vectors. Consequently, the relatively coarse discretization of the velocity
space becomes visible in the solution. This issue was already mentioned during the discussion of figure
9.3 in section 9.1.1. Similar problems are known from lattice Boltzmann simulations of rarefied gas
flows or microflows and special treatments like artificial collision terms [281] or improved expressions
for the relaxation time [282] were developed to enable simulations of the non-hydrodynamic regime
within the lattice Boltzmann framework. It is important to state at this point that in contrast to fluid
dynamical simulations, a lack of collisions is not a problem per se in simulations of radiative transfer*.
If a source with geometrical dimensions in the order of the domain boundaries is considered, the energy
from the source nodes superimposes and the error due to the angular discretization is mainly compen-
sated. This statement is supported by the results presented in sections 9.1.2 and 9.1.3, where it was
shown that the developed method is accurate, even if just a minor part of the discrete particles collide
within one time step. Thus, the limitation of the developed method exists primarily when domains with
small sources and media beyond the low Knudsen regime are simulated, what does not apply for the
photobioreactor setups in chapters 6-8.

However, regarding a setup with a small radiation source, a similar error occurs in the Discrete
Ordinate method, which is known as the ray effect [218, 221, 283]. A common strategy to reduce
this error is to increase the number of discrete ordinates at the cost of extra computational time [218].
The strategy of including additional abscissas was also adopted by some authors for lattice Boltzmann
simulations of radiative transfer in 2D (D2Q16, D2Q32, see e.g. [260, 274]), even though some
obvious difficulties are related to the utilization of so-called multispeed velocity sets’. First, it can be
expected that the computational costs increase dramatically in three-dimensional simulations due to
the increasing number of discrete populations. Also, special treatments at the boundary nodes might
become necessary in order to deal with the fact that the discrete particles do not necessarily terminate

the streaming step at a boundary node (see for example [284]).

“In the complete absence of collisions, the RTE reduces to the differential formulation of Lambert’s law which also can be
solved numerically by the lattice Boltzmann model.

SMultispeed velocity sets are characterized by a larger number of abscissas than neighboring nodes. Consequently, a fraction
of the discrete particle population propagates over two belts in the lattice.
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The limits for the application of the developed lattice Boltzmann method in terms of Kn are not
specified yet and the exact evaluation of the discussed errors source are evaluated in ongoing research.
Monte Carlo simulations can provide a suitable reference as they cover in principal the whole range of

Kn regimes from the hydrodynamic to the ballistic limit.

9.2.2. Diffuse radiation sources

Closely related to the discussion in the previous section is the issue of resolving small diffuse sources
like the test case of an isotropic point source, which was investigated by Mink et al. [272]. The source
is characterized by an even emission of energy into all directions. Although the boundary condition
given by Eq. (4.27) is exact for this problem at the boundary nodes, in weakly scattering media the
emitted radiation propagates radially along the discrete velocities and consequently, unphysical bumps
occur in the solution after a short distance as depicted in figure 9.8.

A possible treatment to solve this issue is inspired by the modified DOM (MDOM), where the emit-
ted source radiation is treated separately until the occurrence of the first scattering event and thereafter
converted to diffuse radiation within the medium by means of an internal source term (see also section
4.3.4). Thus, source and medium radiation exist in parallel and contribute both to the total intensity®
[206, 225]. This approach was applied in radiation transfer lattice Boltzmann simulations by some re-
searchers [265, 270, 271, 274] and is easy to implement for isotropic scattering. In case of anisotropic
scattering an additional difficulty is caused by the fact that the angular distribution of scattered parti-
cles must be computed separately for every node in the domain because it depends on the relative angle
between the source ray and the set of discrete velocities considered for the diffuse medium radiation. A
benefit of this approach in comparison with the utilization of multispeed models is that the calculation

has to be carried out only once per simulation.

9.2.3. Boundary conditions

As mentioned in section 4.3.4, the treatment of reflection and refraction at the domain boundaries is
a challenging task in three dimensions concerning both, sources and wall boundary conditions. In the
recent state of the developed lattice Boltzmann model it is possible to account for open or diffusive
boundaries with variable degree of reflection. Also inflow conditions in parallel to the discrete velocity
vectors can easily be implemented and were applied for boundary modeling in chapters 5-8. In contrast,
boundary conditions accounting for Fresnel reflection or source emission in directions other than the
discrete velocities have not been realized yet.

The algorithm developed by Geist et al. [258] for the consideration of inflow boundary conditions

with any desired radiation flux (see 4.3.4) should also be applicable to the developed lattice Boltzmann

8So-called intensity splitting.
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Figure 9.8.: Contours of the dimensionless radiation intensity (log scale) around an isotropic point source. The
setup and boundary conditions are is similar as described in Ref. [272]. The physical diameter of
the spherical domain is Dy = 0.001 m and the grid size is Az = 1075 m. The participating media
are defined by the radiation characteristics y1, = 0 m!, g = 0. Top left: p, = 100 m!, Kn = 10.
Top right: p, = 1000 m™!, Kn = 1. Bottom right: 1, = 10000 m™!, Kn = 0.1. Bottom left:
s = 30000 m!, Kn = 0.033.

model since a structural similarity of both approaches exists. Its implementation could therefore further
improve the capabilities of the model. On the other hand, the algorithm developed for the computation
of the scattering matrix also delivers a discrete distribution of particles for any desired macroscopic
radiation flux and could be a basis for the modeling of inflow boundary conditions. Similarly, it is
thinkable to compute the reflection of particles by means of matrices similar to the scattering matrix for
macroscopic fluxes which result from the first angular moments of the Fresnel equations. The improved
modeling of boundary conditions is definitively one of the major issues to be solved in future research.

This concerns all known lattice Boltzmann models of radiative transfer as it was also stated in 4.3.4.

9.3. A one-dimensional model variant

In many situations radiation or light transfer can be simplified as quasi one-dimensional, particularly if
the extend of the radiation source in the domain of interest is much larger than the light path. Under
such conditions, the out-scattered energy is compensated by similar scattering events in the immediate
vicinity so that it is suitable to assume aggregated forward and backward fluxes. The assumption of
quasi one-dimensionality is also often adopted in the context of photobioreactors, see sections 3.2.1,

3.2.2and 3.3 4.
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It is straightforward to design a one-dimensional variant of the proposed lattice Boltzmann model,
what will be shown in the following. Although analytical solutions for the related two-flux models exist
(see 3.3.4), a fast numerical scheme may provide additional flexibility, for instance for the simulation
of radiation transfer in non-homogeneous participating media. The derivation of the one-dimensional
model is similar to the one of the three-dimensional model so that Eq. (9.3) is the discrete model

equation. For the convenience of the reader, it is re-written here.

Q
fi(.’E, x + cniAt, t+ At) — fz(IL‘, t) = C,LLSAt —fi + w; Z @Z'J‘fj — cuaAtfi (9.28)

j=1
The difference to the three-dimensional model lies in the chosen quadrature, defined by the abscissas
n; and weights w; as well as the discrete scattering matrix @. Since the model is one-dimensional
just two abscissas exist (D1(Q)2), thus n; = 1 and no = —1. Energy conservation and symmetry
requirements yield w; = wy = 0.5. The discrete scattering matrix is of dimension ) x (). Similar
as in three dimensions, the zero™ and first moments of @ shall be represented in the discrete case. The
requirement of microreversibility of scattering causes that the matrix is fully defined by computing just

two entries. Thus, the solution of the equation system
1 w1 w2 gzs1 1

_ % ’ (9.29)
g wicos(O1,1) wacos(O12) P12

)

defines @ since ¢11 = P99 and P15 = Py . Further, it applies that cos(@11) = ny xnp = 1
and cos(@;2) = n; x ng = —1. Alternatively, the scattering matrix can be defined by means of the
backscattering fraction b of the Henyey-Greenstein phase function as given by Eq. (3.17). In that case,
the numerical values of the matrix entries are defined as @11 = @22 =2(1 —b) and @12 = P21 = 2b
and differ from those obtained by solving Eq. (9.29) due to the non-linearity covered in b. In both
cases, the resulting model can be solved by the standard stream-and-collide algorithm. The beforehand
discussed application of higher time-stepping schemes is also applicable for the one-dimensional model
variant.

Figure 9.9 shows a comparison of Cornet’s 2-Flux model, given by Eq. (3.16), and the one-
dimensional lattice Boltzmann model with the scattering matrix being defined in terms of the backscat-
tering fraction b of the Henyey-Greenstein phase function. The domain is illuminated from one side
with intensity Iy while the opposite boundary is transparent. It can be seen that the numerical scheme
matches the analytical solution perfectly for different values of the anisotropy factor. The computa-
tional time required to achieve the lattice Boltzmann solution on a mesh with 10% nodes is about 0.02
seconds for 3000 iterations. In principle it is possible to extend the method by the implementation

of additional features like spatially varying radiation characteristics, reflective boundaries or transient
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Figure 9.9.: Comparison between Cornet’s 2-Flux model and the one dimensional variant of the lattice Boltz-
mann model for different values of the asymmetry factor g. The medium characteristics are
taLo =1, psLo = 7and g = (0,0.2,0.5,0.9,0.99).

radiation transfer. As discussed in section 4.3.2, some of these objectives were studied by means of

one-dimensional lattice Boltzmann simulations [261, 265-269].

9.4. Comparison to experiments

For a comparison of the lattice Boltzmann model with experimental data, fiber optical measurements of
the spectral light distribution in a rectangular-shaped bubble column filled with polystyrene suspensions

were conducted in the laboratory of innoFSPEC in Potsdam, Germany.

9.4.1. Experimental setup

The inner dimensions of the bubble column are given by the width Wy = 51 mm and length Ly =
28 mm and the total volume V;,; = 400 ml. Gassing took place from the bottom via an inlet having
a diameter of approximately 3 mm. The illumination of the column occurred from one side by fluo-
rescent lamps. The whole setup was darkened during the experiment to prevent disturbances through

environmental factors. The experiment is visualized in figure 9.10.

9.4.2. Polystyrene suspension

The polystyrene suspensions were made out of two aqueous stock solutions with known mass fraction,
each containing particles with diameter’ d,; = 555 nm or dye = 95 nm, respectively. By means of
electron microscopy it was found that the particles were spherical and by dynamic light scattering that

they were monomodal. Between the experimental runs, the concentration of the polystyrene suspension

"Determined by dynamic light scattering (DLS).
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Figure 9.10.: Pictures and sketch of the experimental setup. a) [lluminated bubble columns in the water tank. b)
Optical fiber in the suspension. c) Sketch of the experimental setup (top view): (1) measurement
column, (2) control column, (3) dummy columns, (4) water tank, (5) fluorescent lamps, (6) mea-
surement path of the moving optical fiber. d) Top view of the measurement column with optical
fiber at its initial position near the reactor wall. All pictures show a dilute microalgae culture in the
column, though the setup was similar for measurements in polystyrene suspensions.

was steadily increased by repeated dosage of polystyrene stock solution into the bubble column. After

each addition, the volume fraction ¢,, of polystyrene in the bubble column was calculated as

Cm Vps

= 9.30
prs (Vps + Viot) ©-30)

(2

where c¢,,, is the mass fraction of the polystyrene stock solution, ppg the mass density of polystyrene
and Vpg the accumulated amount of added stock solution.

For the calculation of the radiation properties of the suspensions it was assumed that absorption of
polystyrene and water is very small, thus y, » = 0 for the all A. The wavelength-dependent scattering
coefficients and asymmetry factors were computed from Mie theory by means of a code provided by
Mitzler [285]. The computation requires information about the particle diameter d, the particle volume
fraction in the suspension ¢, and the wavelength-dependent refractive index of the suspension n. The

latter was computed by means of a mixing rule [286], which reads

n=/dunbs + (1 - do)ndy 9.31)

The spectra of the refractive indexes of polystyrene npg and water ny were measured at innoFSPEC

and depicted in Appendix B together with the computed scattering coefficients and asymmetry factors.
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9.4.3. Fiber optical measurements and signal processing

A movable optical fiber attached to a spectrometer and inserted in a metal cannula for mechanical
stability was dipped into the bubble column about 8 cm below the liquid surface. The fiber was au-
tomatically displaced in steps of 1 mm over 21 positions along the length [ by means of a motorized
table. At each position, the spectrometer measured counts® j A,i(2,t) in the range from 300 to 1100 nm.
The displacement of the fiber and the data recording were controlled by a LabView routine. In order to
account for the different signal amplitudes at different wavelengths, the measurements were performed
with various integration times 7;,¢ (50, 100, 300, 500, 700, 1000 ms), each in 10-fold repetition per po-
sition. After measuring spectra at all positions, the fiber was automatically moved to its initial position
and the measurement cycle restarted. A whole measurement cycle took about 13 minutes.

The measured counts jy ;(x,t) were corrected by the noise value j o(t), which was recorded in
darkness on a separate channel of the spectrometer. The indexes denote for wavelength-dependency
(A) and repetitions (¢). From the 10-fold repeated measurements at each time and position, the arith-
metic mean and variance were computed by means of pre-built Matlab functions. Subsequently, the
averaged counts were scaled to the respective integration time, giving the respective count rate which

is proportional to spectral light intensity [, thus

Ini(,t) — jao(t)

Tint

Iy e (1) o (9.32)

At the peak wavelengths of the lamp, signal saturation occurred at long integration times, while the sig-
nal was equal to the noise level at low intensities and short integration times. To obtain an optimal data
base, an average signal ) (x, t) was computed from the I , ,(x,t) without considering the respective
saturated and unresolved parts.

An uncertainty for the comparison of simulated and measured data lies in the not precisely known
distance between the first measurement position xy and the column wall. Therefore, xy was fitted for

each measuring sequence to the simulation data I} s;,,, by minimizing the error

e =Y (In(w) — aly sim(x:))? 9.33)

at the measuring points z;. Thereafter, the most likely value for zy was chosen and kept constant for
the evaluation of the whole sequence. As a constraint, the diameter of the sensor probe ds ~ 1 mm and
the length of the measuring path [ = 20 mm limit the minimum and maximum values for the distance
to the wall so that xo € (ds/2, Lo — | — ds/2). The constant a scales the non-dimensional simulation

data to the measured data and deceased with increasing scattering coefficient according to a power law.

8The number of counts at each wavelength is proportional to the number of photons impinging the fiber within the integration
time.
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This might be explained by the change of the refractive index with ¢,, see Eq. (9.30), and consequently

a higher reflectivity at the wall and a lower energy flux into the column.

9.4.4. Simulation setup and boundary conditions

The geometry of the bubble column is abstracted as a rectangular box with dimensions similar to the
physical ones as defined in section 9.4.1. The simulation of the light distribution is carried out in three
dimensions by the lattice Boltzmann model with Euler time integration. This model is chosen because
it was shown in section 9.1.2 that it is computationally less demanding than the Runge-Kutta scheme
while its accuracy is similar in purely scattering media. The grid spacing was set to Az = 0.0004 m
after a grid independence study.

Because the directional emission characteristics of the light source as well as reflectivity and refrac-
tions at the material interfaces were unknown, a rough estimate of the incoming light intensity was
applied, which is that light enters the domain with intensity Iy ) in normal direction to the column wall.
An additional influx of intensity 0.1/ ) was assumed to occur from the opposite wall in the experiment
with particles of diameter dj,1. Besides, it was assumed that no reflection or refraction occurs. Outgoing

radiation was assumed to leave the domain unhindered at all boundaries.

9.4.5. Results

Figure 9.11 depicts the comparison of measured and simulated light intensity profiles along the mea-
suring section of the bubble column with respect to ¢, and d;, at A\ = 560 nm. A first observation is
that the simulated and measured profiles agree fairly well, which is also the case for other wavelengths,
see Appendix B. Regarding the shape of the intensity profiles, a characteristic feature can be found
for all cases in the polystyrene system. The light energy accumulates close to the light source and the
maximum light intensity is by a factor 2-5 higher than the incoming intensity at the reactor wall. The
magnitude of the maximum depends on the particle concentration, particle size and wavelength and
therefore on the respective scattering coefficient and anisotropy factor. The phenomenon is observed
in both, simulation and experiment, and can be explained by multiple scattering, which increases the
effective distance traveled by photons and thus, their residence time in the suspension. In turn, the total
energy in the system increases. It should be noted that similar characteristics of the intensity profiles
were observed for the Monte Carlo simulation of purely scattering media as shown in sections 9.1.1 -
9.1.3. Also it should be emphasized that the computed asymmetry factors of both particle systems are
fundamentally different (0.8632 for d;1 vs. 0.0879 for d,2 at 560 nm) what shows the capability of the
lattice Boltzmann model to simulate both, slight and strong anisotropic scattering.

However, the agreement between simulation and experiment is not perfect, what might be caused

by uncertainties regarding the experimental conditions and the simplified assumptions concerning the
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Figure 9.11.: Comparison of simulated (lines) and measured (symbols) profiles of the light intensity at A =
560 nm in polystyrene suspensions. Different symbols encode the particle volume fraction ¢, as
denoted in the legend. Left: Suspension with particles of d; = 555 nm. Right: Suspension with
particles of do = 95 nm.

boundary conditions. The applied boundary condition for the light source definitively does not reflect
the real conditions which can be expected to be affected by reflections, refraction and a non-parallel
light flux into the domain. Despite of the challenge to characterize the boundary conditions experimen-
tally, it is also evident that future developments in the field of RT-LBM should focus on proper boundary
modeling including reflecting boundaries. Due to the fact that RT-LBM is a quite new method, very
little work has been done on the development of boundary conditions as it was also discussed in sec-
tion 9.2.3. Nevertheless it can be summarized that the comparison of experimental and numerical data
shows that the model correctly predicts the scattering of light in turbid suspensions for a wide range
of conditions. Lastly, as a final remark for this section it shall be said that also experiments in a cul-
ture of Chlorella vulgaris were conducted, but not shown here due to the large uncertainties in the

determination of the radiation characteristics.

9.5. Concluding remarks

The chapter discussed the developed lattice Boltzmann model and several approaches for its further
improvement were presented. The modification of the original model with an interpolation or extrapo-
lation step yielded a more consistent formulation. It was shown that the Euler time integration scheme
is sufficient for the simulation of scattering media while it becomes limiting in strongly absorbing ones.
The utilization of Runge-Kutta time integration schemes is an effective way to improve the accuracy
and to decrease the computational costs for these cases. Hypothetically, mixed-order grid convergence
is achieved with the modified method but further research is needed for the clarification of this question.

Scaling of the transport coefficients based on the similarity relations lead to reliable results in purely
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scattering media in the diffusive regime but to errors in scattering and absorbing media. Therefore, the
application of the scaling is not recommended. Generally, the method works well in scattering media,
while at higher Knudsen number it may suffer from ray effects. For the application in photobioreactors
with simple geometry, the one-dimensional model variant might be a good tool for fast and flexible
computation of light transfer. In contrast to analytical models, e.g. Lambert’s law or Cornet’s model,
the 1D RT-LBM is also able to account for spatial variations of the radiation characteristics. Finally, it
was also shown that reasonable agreement with experimental data can be achieved, but future develop-
ments should focus on the modeling of realistic domains rather than the investigation of simplified test

cases.
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10. Discussion of light modeling, light distribution and
light-dependent growth kinetics

Chapters 7 and 8 dealt with the growth of microalgae in bubble column photobioreactors and the en-
hancement of the reactor productivity by intensifying the exposure of cells to flashing light. With
regard to this topic, a discussion of light propagation models and their application in photobioreactors
is provided in this section. The technological potential of the flashing-light effect in different reactor

types is discussed and new research needs are outlined.

10.1. Impact of light modeling on the prediction of light absorption

10.1.1. Comparison of light propagation models

In chapter 3, different models for light propagation were introduced, all being common to compute
light distributions in photobioreactors. Since the availability of light is the major determinant for pho-
totrophic cell growth, the questions arise how the different models differentiate and how sensitive the
prediction of cell growth reacts to the chosen model. In this section, four analytical and numerical
models for light propagation are compared with respect to their prediction of light distribution and
light absorption. The selection of models contains Lambert’s law (Eq. (3.8)), Cornet’s model (Egs.
(3.16), (3.17)), the 1D RT-LBM (Eqgs. (9.28), (9.29)) and the 3D RT-LBM (Egs. (9.6), (9.7) and
(9.12)), of which the two latter utilized the RK time integration.

A plane-parallel geometry with light path L¢ is considered, which is quasi one-dimensional and
representative for a flat-panel photobioreactor [69]. A similar type of geometry was already considered
in chapter 6. In such a setup, the spatial light distribution I\(z) is fully determined by the surface
intensity Iy y, the optical depth 7\ = (Agps \ + Asca,x) X Lo [287] and additionally in scattering media
by the asymmetry factor g, and the single scattering albedo wy = Agcqr/(Aabsn + Ascan). All
quantities depend on the wavelength as indicated by the index A, which is dropped from now on. In
order to reduce the number of input variables (I, Lo, X, Aaps, Ascar g), the non-dimensional intensity
I,4(x) = I(x)/Iy is considered and the parameters Lo and X are lumped together to the surface area
specific biomass concentration X 4 = X Lg, which defines the optical depth in case of given radiation
characteristics. From the spectral radiation characteristics of Chlamydomonas reinhardtii (see chapter
8, table 4) one finds that the scattering albedo varies in the range of w = 0.6...0.96, with the largest

values in the green part. Further, it can be estimated from literature data [89] that an upper bound for
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X 4 in the order of 0.2 kg/m? can be found in typical PBR configurations. However, on average! one
finds X 4 maz =~ 0.1 so that the range X4 = 0...0.1 kg/m2 is assumed here to represent different stages
of the cultivation.

Figure 10.1 depicts the outcome of the four models at wavelengths 430 nm and 550 nm. The albedo
at 430 nm is w =~ 0.6 and the relative contribution of absorption to the light-matter interaction is at
its maximum. Almost no visible difference exists between all models. This means firstly, that the nu-
merical predictions agree with the analytical ones and secondly, that scattering is irrelevant under these
conditions, as it is not considered by Lambert’s law at all. This also underlines the statement made in
section 9.2.1 that the ray effect does not play a role for the 3D RT-LBM if the dimension of the source is
in the order of the boundary dimension. At wavelengths where the albedo is larger, deviations between
the models become visible, which are caused by the different treatments of scattering. This is a likely
explanation, since it was shown in section 9.3 that the 1D RT-LBM yields results similar to Cornet’s
law if the scattering matrix is computed based on the backscattering ratio, while its computation is
based on the asymmetry factor in the present simulations. All models accounting for scattering predict
higher intensities than the source intensity near the wall due to backscattering and steeper intensity
profiles so that the highest intensities in the rear part of the reactor are predicted by Lambert’s law.
Particularly, the effect of scattering becomes visible in the result of the three-dimensional RT-LBM
for X4 = 0.02 kg m, where it predicts intensities more than 20% higher in magnitude compared
with Lambert’s law. Additional three-dimensional Monte Carlo simulations at 550 nm agree reason-
ably well with the results of the 3D RT-LBM, what indicates that lateral photon propagation affects the
intensity distribution even in quasi one-dimensional geometries and that one-dimensional approxima-
tions leads to erroneous intensity profiles. However, 1D models are without doubt superior over the
three-dimensional counterparts in terms of computational costs.

The volumetric light absorption rate? qq links the light intensity profile to the growth kinetics, and
is therefore a good measure for quantifying the impact of the light model on the predicted growth rate.
This quantity was also used in chapter 8 in order to compare the effects of pneumatic mixing on the
rate of photosynthesis. For the purpose of comparing the different light propagation models, the spatial

average of g,ps will be used, which reads in a non-dimensional formulation

X4

Lo
Qabs,nd = I / Ind(x)AAbsdx (10.1)
0 Jo

Note that g,ps 4 depends on the wavelength and can be transformed into physical units by multiplica-
tion with Iy/Lg. Figure 10.2 depicts the difference between the models which include scattering and

Lambert’s law in terms of q,p5.,4 With respect to the single scattering albedo. The transformation into

!The statement is based on 36 evaluated data sets for submerged cultures, which are listed in Ref. [89].
The physical dimensions are [xE m™ s7'].
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Figure 10.1.: Comparison of light intensity profiles from different models at 430 nm and 550 nm. The parameter
X 4 was set in the simulations to the values 0.02, 0.05 and 0.1 kg m2, whereby the top set of curves
corresponds to the lowest value. The absorption and scattering cross-sections were set according tp
the values listed in chapter 8, table 4, and the asymmetry factor was set to 0.97 for all simulations.
For A = 550 nm additional Monte Carlo simulations (DSMC) were performed with settings similar
to the ones in chapter 9.

physical units is similar as for gups nq. It can be seen that deviations of the predicted intensity distribu-
tion are also reflected in the rate of light absorption and the difference increases steadily with the single
scattering albedo, which is also the case for other values of X 4 (not shown). The overall impact of the
chosen model on the prediction of cell growth must be evaluated in physical quantities so that the ge-
ometry of the photobioreactor and the source spectrum as additional factors need to be considered. For
example, if Iy = 100 uE m™? s™! and Lo = 0.1 m for w = 0.95, the predicted absorbed energy differs
by 50 uE m™ s°! between the three-dimensional RT-LBM and Lambert’s law, which corresponds to
about 5% of the overall absorbed energy. However, the above mentioned transformation of Eq. (10.1)
into physical quantities shows, that the volumetric light absorption rate scales with 1/Lg which means
that the absolute deviation between the model outcomes becomes largest for short light paths. The
source spectrum, on the other hand, acts as a weighting function by determining the light absorption
in parts of the spectrum where the albedo is high. Therefore, the choice of the light model can be
expected to affect the prediction of growth kinetics the most in case of short light paths, high biomass
concentration and sources emitting a significant amount of light at wavelengths, where the scattering
albedo is w > 0.85, which, for C. reinhardtii, is the case in range from 510 to 650 nm and for A > 690
nm . It should be emphasized that for this species the asymmetry factor g was set to the value of 0.97.
For other species it is known that the scattering is characterized by stronger isotropy [189], so that the
effects of scattering on the light distribution already become important at lower values of w.

The comparison of the different models shows that scattering should be always considered in com-

putations of the light distribution, especially because simple models like the 1D RT-LBM and Cornet’s
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Figure 10.2.: Difference of the predicted average non-dimensional rate of light absorption between light propa-
gation models including scattering and Lambert’s law. The superscript L indicates the rate of light
absorption predicted by Lambert’s law.

model are available. For quasi one-dimensional geometries these models provide a sufficient degree
of accuracy and are therefore superior over Lambert’s law. However, in strongly absorbing cultures
of microalgae, the deviations between the respective predictions are not too large, even if scattering
is ignored. Generally, the usage of numerical methods might enable a higher flexibility compared to
analytical models, for instance, if spatial variations of the radiation characteristics or reflective bound-
aries must be taken into account. In common PBR designs, spatial inhomogeneities are not too likely
because of the small dimensions being necessary to reach the required high surface-to-volume ratios,
while in other disciplines of radiation transfer like climate forecasts, spatial inhomogeneities might be
more important and 3D computations of radiation transfer become necessary [245]. The application of
3D models might also become a necessity in cultures of microalgae in case of complex PBR geometries.
For example, the positioning of many light sources in a three-dimensional space [97] may cause radia-
tion fields which might be too complex for their reduction to quasi one-dimensional or two-dimensional
computations. In order to compute light distributions in pipes or columns, a two-dimensional version
of the RT-LBM might be a good complement to the numerical tools which have been developed in
this work. The development of such a model on the basis of the existing ones is straightforward and

essentially requires the adaption of the quadrature rule.

10.1.2. Uncertainty analysis

An interesting question for the application of light propagation models is to quantify how much their
outcome is affected by uncertain input parameters. Cells adapt their cellular composition in response to

different environmental conditions, what leads to variations of the absorption and scattering character-
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Table 10.1.: Observed variation of different uncertain quantities and their respective assumed degree of uncer-
tainty. The organism used in the respective experiments is specified in parenthesis. Note that the
values given for the observed variation are approximates since it is usually not constant across the

spectrum.
Affected Observed  Source of uncertainty Ref.  Degree of uncertainty
quantity variation
Agps -40% Photoacclimation (C. reinhardtii) [62] —40% of base value
-40% Photoacclimation (various species) [64]
-50% Photoacclimation (C. vulgaris) [121]
Agea -10% Cell shape and size (C. reinhardtii) [62] +25% of base value
+30% Cultivation time and light intensity (V. oc- [120]
ulata)
+50% Cultivation time (C. vulgaris) [121]
g -0.02 Cell composition (I. galbana) [189] —0.02 from base value
-0.01 Cultivation time (C. vulgaris) [121]
X +5% Measurement uncertainty [288] 5% of base value
5—13% Measurement uncertainty (C. vulgaris) [289]

istics [64, 120]. Also the biomass concentration is often not exactly known during cultivation processes
and therefore an object of uncertainty [288, 289]. The propagation of uncertain input parameters and
their effect on light intensity and light absorption shall be estimated by a stochastic Monte Carlo proce-
dure, which follows the approach of Sin et al. [290]. Briefly, the first step of the methodology consists
of specifying the uncertainty of the input parameters. Based on literature data, table 10.1 depicts the
observed variation of uncertain quantities and the consequential assumed degree of uncertainty. In a
second step, a set of input parameters is sampled randomly within the specified range of uncertainty
and utilized in simulations of the light distributions in order to quantify the uncertainty of the model
output, which, in the present case, is the local light intensity and the non-dimensional volumetric rate
of light absorption according to Eq. (10.1). Because the procedure requires many simulations to obtain
results with statistical evidence, only one-dimensional models are evaluated due to their low computa-
tional costs. In total, 900 base cases were evaluated, whereby a base case is defined by the radiation
characteristics at a certain wavelength (300 levels between 400 nm and 700 nm) and the parameter X 4
(3 levels: 0.02, 0.05 and 0.1 kg m2). 1000 light profiles were simulated for every base case and each
of the one-dimensional models (Lambert’s law, Cornet’s model, 1D RT-LBM).

Figure 10.3 depicts the light distribution at 430 and 550 nm and the respective output uncertainty,
which is indicated by quantiles of the local light intensity. The utilized light propagation model for
this figure is the 1D RT-LBM. It can be seen that the absolute output uncertainty is a function of the
parameter X 4 and scales roughly with the local light intensity. In order to further quantify the output

uncertainty, the interquartile range

IQR = Q75 — Q25 (10.2)
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Figure 10.3.: Uncertainty of light intensity profiles due to uncertain input parameters. The quantiles indicate the
uncertainty of the local light intensity. The base values for the absorption and scattering cross-
sections are listed in chapter 8, table 4. The base value of the anisotropy factor is 0.97 and the ones
of the parameter X 4 are 0.02, 0.05 and 0.1 kg m™, whereby the top set of curves corresponds to
the lowest value. The sampling of random parameter sets was carried out according to table 10.1.
The utilized light propagation model is the 1D RT-LBM.

of the non-dimensional rate of light absorption (see Eq. (10.1)) is calculated for each light propagation
model and base case. Figure 10.4 shows the results of the computation with respect to the single
scattering albedo and X 4. In the case of X 4 = 0.02, the output uncertainty is positively correlated to w,
what means that light absorption is mainly uncertain in the green part of the spectrum. As X 4 increases,
the uncertainty of light absorption becomes increasingly important also in parts of the spectrum where
absorption dominates over scattering. Interestingly, the IQ)R of the light absorption rate is found
in a similar order of magnitude than the difference between light propagation models, what can be
seen by comparing figures 10.2 and 10.4. It should be mentioned that curves similar to figure 10.4
were also obtained for Cornet’s model and Lambert’s law, with IQ R of almost identical magnitudes.
The similarity of the measured uncertainty for different models indicates that the uncertainty of the
scattering-cross section plays a minor role for the overall result in the here considered case of strong
forward scattering, because scattering is not considered by Lambert’s law. In summary, the major result
of the analysis is that the accuracy of predicting light distribution and light absorption is affected in a
similarly by the choice of the light propagation model and by the uncertainty of the input parameters.
To date, radiation characteristics are not measured online, so that additional work in this field can

contribute to a better understanding and control of physical environments in photobioreactors.

10.1.3. Sensitivity analysis

In the previous section it was shown that the prediction of light distribution and light absorption in PBR

is much affected by the uncertainty of the input parameters. However, the analysis did not explain the
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Figure 10.4.: Uncertainty of the averaged volumetric rate of light absorption in terms of the interquartile range
IQR with respect to the scattering albedo w and the surface area-specific biomass concentration
X 4. Computations were carried out by means of the 1D RT-LBM.

contribution of individual parameters to the overall uncertainty, which shall therefore be investigated
now. The importance of a parameter’s uncertainty is high, if the model output is sensitive to changes
of the parameter value. A common way to estimate the sensitivity of a model to variations of its inputs

is Differential Analysis [290], where the partial derivative

Oy,

Skd' = aiej

6o (10.3)
of the k" model output 1, with respect to the j* input 0; is evaluated for a set of input parameters on
a certain level, which define a base state fp. For the present analysis, the model output is ggps nq and
the inputs are given by the parameters X 4, Agps, Ascq and g. In order to compare the effects of the
different inputs, Eq. (10.3) can be scaled by normalization to the values of the respective inputs and

local outputs, thus
_ Odabsina 05

S .
! 80] qabs,nd

(10.4)

Now, the quantity S; measures the percentage change of g,ps nq in response to a percentage change of
f; at a base state fp. In order to estimate S; numerically, the partial derivative in Eq. (10.4) can be

approximated by central differences, which leads to the expression

- Qabs,nd(ej + AHJ) - Qabs,nd(ej - AH]) ej
QAHJ' qabs,nd

S; (10.5)

for the relative sensitivity of g,ps 4 to a variation of ¢;. Similar as in section 10.1.2, S; was evaluated

for 900 base cases to investigate the parameter sensitivity at different wavelengths (Agps, Asca, g) and
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Figure 10.5.: Relative sensitivity of the average rate of light absorption to model input parameters at various
base states. The output sensitivity was calculated by means of Eq. (10.5) and (10.1). The under-
lying simulations of light distribution were performed with the 1D RT-LBM. The input parameter
variation Af; was set to 0.1% of the respective base value in case of Ay, Ascq and X4 and to
an absolute variation of 0.001 for g. Left: Sensitivity at X 4 = 0.02 kg m2. Right: Sensitivity at
X4 =0.10kg m2.

process states (X 4). The base value of the anisotropy factor was kept constant in all simulations at
g =0.97.

Figure 10.5 depicts the relative sensitivity of the rate of light absorption to the model inputs. The
underlying light propagation model is the 1D RT-LBM. It can be seen that g4 4 i more or less
insensitive to variation of the scattering cross-section A, over the complete range of the scattering
albedo. Only at large levels of X 4 and w a slightly negative impact can be observed. This means that
scattering counteracts the absorption of light, which is in agreement to figure 10.2 and the result that
the predicted light absorption is the highest, if the intensity distribution is computed with Lambert’s
law. The sensitivity of ggps nq to a change of Ay, or X 4 is similar to each other. It can be seen from
figure 10.5 that gups nq is positively correlated with these quantities. While at low levels of X 4 the most
sensitive part of the spectrum is the green one (w > 0.85), the picture changes at high levels of X 4,
where qqs ng becomes also sensitive to variation of A,;s or X 4 at lower values of w. Interestingly, the
highest relative sensitivity of the model output is found for the anisotropy factor, which is positively
correlated to gaps,nd, What means that stronger forward scattering enhances the rate of light absorption.
This is a likely result since the RTE converges towards Lambert’s law for perfect forward scattering. It
should be noted that the sensitivity of gpsnd to Aseq is tightly connected to the level of the anisotropy
factor and increases for stronger isotropy. At the same time, the sensitivity of g,ps nq to g decreases.

The results of this section confirm the findings of the previous one that the uncertainty of model
outputs is basically caused by not precisely known absorption characteristics, which include both, the

absorption cross-section and the biomass concentration (see Eq. (3.1)). The picture will change in case
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of organisms scattering light more isotropically, though many algae species are characterized by strong
forward scattering [121, 178, 190, 191]. With regard to the parameter sensitivity of the analytical light
propagation models, similar result as shown in figure 10.5 were also observed for Cornet’s model, while
Lambert’s law is of course insensitive to changes of A, and g. It should be emphasized at this point,
that different results must be expected if the average light intensity is the investigated model output.
However, since the amount of absorbed light determines the rate of photosynthesis, the rate of light
absorption seems to be a more relevant model output to evaluate.

Generally, the prediction error of light propagation models, output uncertainty and parameter sensi-
tivity are rarely addressed in the context of photobioreactor research and just few examples exist for
their study [291]. The results of the present analysis emphasize the need for suitable process monitor-
ing tools for algal pigmentation, which are not readily available to date [292]. The coupling of simple
light transmittance sensors [293] or optical fibers (see section 9.4) with computational tools like neural
networks might be a promising way to improve the prediction of light distribution in future. An addi-
tional benefit of such developments is given by the fact that the radiation characteristics of phototrophic
cells are closely related to the cell physiology and composition. Therefore, these properties might be
accessed with help of optical models and optimization algorithms by fitting the cell composition and

the resulting cellular radiation characteristics to the measured ones [189].

10.2. Technological potential of utilizing the flashing-light effect

10.2.1. Mixing-induced flashing-light effect

One of the major results of chapter 8 was that pneumatic mixing in the investigated bubble column
PBR did not induce the FLE. Recalling that the evaluation of the FLE and its technological potential
are the primary scopes of this work, the question arises whether the obtained result can be generalized
with regard to different conventional PBR types, what shall be discussed in this section.

In order to investigate the interplay of light distribution, hydrodynamics and kinetics in different
PBR, Olivieri et al. [30] developed a Lagrangian model, which is in principle similar to the one used
in chapter 8, but simplified in the sense that the motion of individual microalgae cells was treated as
a random walk rather than being obtained from full CFD simulations. In their model, the dispersion
coefficients were related to the operation parameters of different PBR types, and for the case of bubble
column PBR the frequencies of L/D cycles were found in a similar order of magnitude as in chapter 8.
Tubular PBR are among the most frequently used configurations in microalgae production. Based on
their simulations Olivieri et al. [30] state that turbulent mixing can partially compensate light limita-
tions in tubular reactors by shuttling algae cells between light and dark parts of the reactor, but for this
a Reynolds number of Re > 107 is required. The estimated order of magnitude is essentially similar to

the simulation results of Marshall and Sala [81] for a similar configuration. Accordingly, the required
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conditions for the occurrence of the FLE in tubular reactors seem to be clearly different from the usual
operation points with Re in the order of 10® to 10* (see section 2.2.1), what means that the FLE does
not take place under normal operation conditions.

The characteristics of turbulent eddies on different scales provide further estimates for the relevance
of certain flow conditions to facilitate the FLE in tubular PBR, if one assumes that the eddy lifetime is
a characteristic for the L/D cycling frequency. The characteristic time and length scales of the smallest
eddies in isotropic turbulence can be estimated from the Kolmogorov microscale [294]. With adequate
assumptions for a tubular PBR, one finds the characteristic time scale ¢ in the order of 1073 to 10~*
seconds and the associated length scale [ in the order of 10~° meters, see Appendix C. While mixing
on such time scales is sufficient to induce the FLE, the length scale over which mixing occurs is at least
one order of magnitude smaller than the characteristic length scale of the light intensity distribution,
which is approximately equal to ;! in strongly absorbing media®. Therefore, mixing on the scale of
the smallest eddies cannot contribute to the FLE.

On intermediate scales between the largest and the smallest eddies, the Taylor scale provides an
estimate for the characteristic time and length scales of the turbulent eddies. According to [294],
the Taylor length scale is related to the characteristic length scale of the system Ly and to the one
of the smallest eddies I by I7 = (Lol%)"/? and the corresponding time scale can be computed as
tr = lp/ug, where ug is the average velocity of the flow. Computing these quantities with respect
to Re for a pipe of Dy = 0.05 m shows that I is of similar order than ;! in dense algae cultures
for Re > 10* and also the inverse time scale seems to be sufficient for adequate light/dark shuttling.
Therefore, turbulent mixing on intermediate scales seems to be effective to enhance the productivity of
PBR. However, simulations of Olivieri et al. [30] for similar conditions do not confirm this estimate
on the reactor scale. Even if turbulent eddies of intermediate size create conditions which support the
FLE, the improvement is still restricted to a small part of the pipe around the light/dark border so that
the overall effect must be determined by mixing on the largest scales. Thus, eddies at the Taylor scale
can only induce the FLE in a small fraction of the cell population*, which can hardly cause a significant
productivity gain. In addition, one should consider that the mixing must occur near the reactor walls,
since PBR are usually illuminated externally. It is clear that mixing near walls is affected by the viscous
sublayer, whose thickness §g can be roughly approximated® as 5o ~ 10~2 m, which is in a similar order

of magnitude as z; ! in high density cultures.

3Referring to chapter 8, table 4, one finds that the maximum absorption cross-section of C. reinhardtii is Aqps ~ 430 m?
kg!. According to Eq. (3.1), a biomass concentration of 5 g/L leads to u; ' ~ 5 -107* m.

*A rough estimate for the fraction of unaffected cells is based on the presumption that the decay of the light intensity in
thick cultures is steep and the boundary between light and dark parts of the culture is near the wall of the pipe. If one
assumes that the FLE occurs in a layer of thickness /7 next to the wall and that cells are equally distributed in the liquid,
the fraction of unaffected cells can be estimated from the ratio of the geometrical cross-sections of the thin layer and the
remaining part of the pipe, which gives (Do — Ir)?/D§.

>The underlying assumption is that the time averaged velocity profile in the considered range of Re is approximately given
by u/uo = (2y/Do)*/" and that u(y = Do /2 — do) = 0.99uo. This yields dp = Do/2(1 — 0.99'/7).
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The characteristic time and length scales for the largest eddies are given by the mean flow rate and a
macroscopic characteristic length L, which is the pipe diameter Dy for a tubular PBR [294]. Thus, a

characteristic frequency for turbulent mixing by the largest eddies is given by the expression

U Re

=20 10.
e D()O(D(Q) (10.6)

At high values of the Reynolds number (Re ~ 10*...10%) and Dy < 0.05 m, f; takes values in the order
of 10! to 102 Hz, so that the FLE becomes potentially relevant. As stated in chapter 8, a positive effect
of flashing light on C. reinhardtii starts to occur at flash frequencies of 50 Hz, though frequencies of
at least one order of magnitude are required to realize the full potential of the FLE. Although for other
species lower flash frequencies might be already sufficient [52], it seems that mixing of algae by the
largest eddies is too slow, even at high Re.

It is often mentioned that mechanical stress might become an issue under intensive mixing, what
leads to an increase of the cell mortality [295-297]. Obviously, a further increase of the mean flow rate
in order to reach higher Reynolds numbers is accomplished with higher mechanical stress on individual
cells. An estimate for the shear rate in isotropic turbulence can be obtained by calculating the length
and velocity of the smallest turbulent eddies under the presumption that the size of the cells does not
differ too much from the length scales of the turbulent eddies [298, 299]. Following this approach
with reasonable assumptions for the properties of the culture broth and the reactor dimensions, it can
be calculated that the resulting shear stress on individual cells is in the order of several Pascal, see
Appendix C for details. It is known that the resistance of several species to shear stress becomes
critical at the determined or even lower levels [295-297, 300, 301], although other species should be
able to grow without problems under the estimated conditions [297]. An open question is the impact of
tensile stresses on the physiology of microalgae since there is a lack of literature data about this topic.
However, the discussion so far implies that mechanical stresses in turbulent pipe flow may become
critical at flow rate which are required to counteract light limitation. In line with this statement, Gao
et al. [84] showed in CFD simulations that mechanical stress also counteracts beneficial effects of
pneumatic mixing in airlift photobioreactors above a certain gas superficial velocity.

In summary, it seems unlikely that turbulent mixing induces the FLE in tubular PBR under suitable
operation conditions, which are limited by mechanical cell damage and costs for mixing energy. This
conclusion also accounts for different modified tubular systems with static mixers, which have been
reviewed by Abu-Gosh [56]. As reported there, L/D cycles in different configurations took place over
times in the order of seconds. In a recent study [302] it was shown by means of CFD simulation that
in twisted tubes or tubes with static mixers, L/D cycles with frequencies of 4 Hz can be obtained.
Although it depends on the cultivated species, it seems unlikely that the FLE significantly improves the

photon conversion efficiency under such conditions. Therefore, the results of chapter 8, namely that
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the FLE is not induced by pneumatic mixing, seem also to apply to hydrodynamic mixing in tubular
PBR. However, gains in productivity were observed to a greater or lesser extend in response to higher
mixing intensity [56] so that some kind of effect must take place.

Based on the results of Oliveri et al. [30] an interesting point is discussed by Janssen [303], who
argues that the improvement of PBR productivity under high-light conditions and intensive mixing is
due to a reduced amount of photoinhibition rather than to the induction of the flashing-light effect. More
precisely, the hypothesis states that the rate of photosystem inactivation decreases under flashing light
because light absorption in excess is reduced as a consequence of the dark periods and, thereby, the ratio
of PSU damage and PSU repair is shifted in favor of the latter. Clearly, this mechanism differs from the
flashing-light effect, which is explained by a buffer of reduction equivalents which can be used to bridge
periods of darkness [53]. In order to assess the impact of both effects, simulations of the dynamics
response of photosynthesis to light fluctuations can be carried out. A suitable starting point is the
kinetic model [76], which was utilized in chapter 8, see Eqs. 21 and 22 therein. For a quick simulation,
the model is simplified in the sense that only monochromatic light in the absorption maximum (430
nm) is considered and the effects of mixing on the temporal light exposure are approximated by a
binary pulse function being characterized by the pulse frequency v and the duty cycle 7. Therefore,
the simulation approximates the light exposure of a single cell in a mixed culture and how it reacts
to different light regimes. The three PSU states in the model are initialized at their steady-state under
constant light exposure at a light intensity of Iy = 2000 uE m™s’! so that the effect of L/D cycles
can be evaluated with regard to their to photoinhibition and the FLE. The total simulation time is 3000
seconds for each case under consideration. Note that the flash intensity is equal to Iy and kept constant
at all duty cycles, what is different to the simulations shown in chapter 8.

Terry [45] introduced the degree of light integration (see also section 2.1.2)

P(ly,vp,1r) — e P(Ip)
P(tply) — trP(Ip)

I'(I,vp,mp) = (10.7)

as a measure for the FLE which takes values between 0 and 1. In Eq. (10.7), P is the rate of photo-
synthesis which is related to the time-averaged fraction of activated PSU, vp = (tp + ¢ D)_1 is the
flash frequency and 77 = tp/(tF + tp) is the duty cycle, which relates the flashing time to the total
period of the L/D cycle. Another measure for the FLE can be obtained with the ratio of the fractions of
activated PSU during the dark period and the total L/D cycle, which is

_ (=(tp))
Py = L) (10.8)

where (-) stands for the temporal average and the indexes L and D indicate the light and dark peri-

ods of the light pulse. Similar to I", ¢, varies between 0 and 1, where a value of 1 means that the
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average amount of activated PSU is similar during the dark period and the flash, thus, that the FLE is
fully exploited. Additionally, the fraction of damaged PSUs can be evaluated as a direct measure for
photoinhibition.

Figure 10.6 shows the simulated kinetic response of C. reinhardtii to monochromatic flashing light
with different flash frequencies and duty cycles. From the illustration on the top left it can be seen that
flashing indeed reduces photoinhibition over the whole range of frequencies and duty cycles. Thereby,
the effect is inversely related to the duty cycle, what makes sense because photodamage can only
occur during the flash. An increase of the flash frequency causes a linear decrease of the fraction of
damaged PSU, whereby the slope is a function of the duty cycle and gets steeper for shorter light
periods as indicated by the regression lines. In consequence of both, the number of PSU which can
actively contribute to photosynthesis increases under flashing light. This finding can be seen as an
indication for the validity of Janssen’s hypothesis, although it is not clear yet whether the repaired PSU
contribute to the factions of resting or activated PSU. Only in the latter case, a positive effect of less
photoinhibition on the rate of photosynthesis will be observed.

Turning to the fraction of activated PSU (illustration top right), one finds a positive correlation to the
flash frequency. Only for very low flash frequencies (v < 1 Hz), the simulation predicts a level below
the solution for continuous light, which is in accordance to the observation of low reactor productivities
under low frequency flashing [41, 58, 59]. For low flash frequencies, the observed increase is linear
and the slope of the correlation (indicated by the dashed lines) is closely related to the change of the
damaged PSU fraction (not shown). This means that a constant proportion of repaired PSU can be
found in the time-averaged activated state, what supports Janssen’s argument that flashing light also
indirectly contributes to higher productivity by reducing the amount of damaged PSU. At frequencies
higher than 50 Hz the simulation data deviates increasingly from the linear regression. With regard to
the results of chapter 8, it is likely that this deviation results from the flashing-light effect what will be
substantiated later in this section. Clearly, the contribution of the FLE depends on the duty cycle. For
7r = 0.5 actually no effect can be observed what means that an increase of productivity is entirely a
result of reduced photodamage. If 7 decreases, the FLE becomes more pronounced.

The conclusions having been drawn so far are also supported by the ratio ¢,, of activated PSU
during the light and dark periods, which is depicted on the bottom left of figure 10.6. The quantity
¢z, increases steadily with the flash frequency, which can be explained easily by the fact that activated
PSU need a certain time for the complete relaxation to the resting state after the end of a light flash.
The ratio of this time to the length of dark period becomes larger for higher flash frequencies so that
the relaxation process affects ¢, . Strictly speaking, this effect is similar to the FLE because activated
PSU are present during dark periods and enable the progress of the dark reaction (see 2.1.1). However,

the small values of ¢, at low frequencies show that the reaction rates during the dark period are almost
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Figure 10.6.: Kinetics of photosynthesis under flashing light. The intensity of continuous and flashing light is
Iy = 2000 xE m2s™! for all simulations. The dynamic simulations are evaluated by computing
the time-average of the state variables over the last 10 flashes within the simulated physical time
of 3000 seconds. Symbols denote simulation results and dashed lines indicate regression curves
(see text for details). Top left: time-averaged fraction of damaged PSU. Top right: time-averaged
fraction of activated PSU. Bottom left: time-averaged ratio of activated PSU during dark and light
periods according to Eq. (10.8). Bottom right: Degree of light integration according to Eq. (10.7).

negligible. As long as all activated PSU relax during the dark period, one can expect a linear relation

between ¢, and the flash frequency, what is also confirmed by the simulation data as indicated by

the dashed regression lines, which were computed with data for v < 10 Hz. It can be seen that for

vr > 50 Hz the simulation data starts to deviate from the linear relation, what means that activated

PSU exists during the entire dark period and the FLE becomes increasingly significant for the overall

rate of photosynthesis. A quite good agreement exists between the frequencies at which the activated

PSU fraction and ¢, start to deviate from the linear relations (77 = 0.1: vr ~ 50 Hz, 7p = 0.2:

vr ~ 90 — 100 Hz, 7 = 0.5: completely linear), what substantiates the aforementioned interpretation

of the relationship between flash frequency and the fraction of activated PSU.

With regard to the degree of light integration as defined by Terry [45], one sees that the results

of the analysis are only partially reflected therein. At low flash frequencies the highest degree of
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light integration is predicted for 77 = 0.5, although the simulation results indicate that the FLE is
induced only to a negligible extend under these conditions and that the positive effects of flashing light
can entirely be explained by a reduced amount of damaged PSU. However, at higher frequencies and
shorter duty cycles, I" provides an adequate measure to compare effects of flashing light on the kinetics
of photosynthesis. One should also keep in mind that such integral measures are required to evaluate
experimental studies, where no or only limited information about PSU states and their dynamics are
available.

Generally, the findings of the simulation study support the hypothesis of Janssen and also indicate a
number of conclusions. The kinetic response of cells to flashing light consists of two superimposing
effects, which are (i) an increase of activated PSU that is proportional to the decrease of damaged
PSU and (ii) the actual flashing light effect. While the first effect dominates at low flash frequencies,
both effects take place at higher frequencies, whereby their relative contribution depends on the light
regime. It is likely that the cell species, the absolute light intensity, the light spectrum and gradients of
light intensity additionally impact the extend of both effects on the culture scale, though this was not
evaluated in the present section. An indicator for the strength of both effects can be achieved based on
the regression between activated PSU and the flash frequency at low flash frequencies (see figure 10.6,
top right), which provides a measure for the effect of reduced photoinhibition, as discussed before. An
absolute estimate for this effect can be achieved by comparing the regression curve with the activated

fraction of PSU under continuous light, thus

¢pp = 21,r(VF,TF) — T1,0 (10.9)

where 21 g(vr) stands for the linear regression curve and x; ¢ for the fraction of activated PSU under
continuous light. On the other hand, the difference between the activated fraction under flashing light

and the regression line can be seen as a measure for the FLE.

¢rLe = 21,7 (Vr,TF) — 1,R(VF, TF) (10.10)

where 71 r is the fraction of activated PSU under flashing light. As an example, the result for 7 = 0.1
is depicted in figure 10.7. Under the simulated conditions, the reduction of photoinhibition is the dom-
inating effect for the simulated parameter range. Based on the presented results and the presumption
of a linear decrease of damaged PSU with the flash frequency, it can be calculated that the effect of
reduced photoinhibition reaches its maximum at vy ~ 460 Hz for 7 = 0.1 and remains constant from
thereon. In the present example, a light intensity of I = 2000 xE m™s™! was assumed, which is already
relatively high so that significant photodamage occurs under continuous light, what might overestimate

the effect of reduced photoinhibition. Also, no spectral effects or the presence of light intensity gradi-
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Figure 10.7.: Impact of the flashing-light effect and reduction of photodamage on the amount of activated PSU
under flashing light for 77 = 0.1. The curves were computed with Egs. (10.9) and (10.10) with
data shown in figure 10.6. Further details for the computation of the curves are given in the text.

ents were considered for this simple estimate, but they can significantly affect the overall picture. This
becomes clear if one considers that photodamage is only relevant in regions near the light source due
to the attenuation of light in cell cultures. In contrast, if cells are shuttled between light and dark parts
of the reactor, the FLE would also be induced in cells with lower degree of photodamage. Therefore, a
systematic variation of parameters on the culture scale is required to obtain a general picture. Thereby,
the distinction between two effects which both result from flashing light exposure might also help to
explain scattered experimental data without clear trends [52] and provide a better understanding of
the effects of different light regimes. The approach presented in this section might be a good starting
point to investigate the relative contribution of both effects on productivity enhancement in more future
studies to provide further clarification of the topic. Thereby, a computational difficulty lies in the stiff
nature of the differential algebraic equation system, which results from the flashing light signal and
needs careful selection of the numerical solvers and parameters to avoid erroneous simulations and
data interpretation.

Returning to a technological point of view, the results of this section confirm that hydrodynamic
mixing is not a suitable strategy to induce the FLE in populations of microalgae. It is possible that
experimental results for the relationship of mixing and productivity enhancement were misinterpreted
in the past and that observed effects were attributed erroneously to an induction of the FLE by means
of hydrodynamic mixing. In contrast, the results of this work indicate that mixing in different PBR
types is far too slow to induce the FLE. Therefore, the only possible solution for utilizing the FLE in
order to enhance PBR productivity is the decoupling of light exposure and the flow, which can only
be obtained by the dynamic modulation of artificial illumination sources. This does not necessarily

mean that PBR operation should always occur under artificial light. But it indicates that the photon
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conversion efficiency in PBR is determined by the light intensity gradient under natural light and can

only be improved to a limited extend by reducing photoinhibition.

10.2.2. Decoupling the light regime from hydrodynamics by artificial illumination

The results presented in chapter 8 and the previous section indicate that hydrodynamic mixing is not
suitable to tune the temporal light exposure towards a desired light regime in order to improve the
operation of photobioreactors. Therefore, it seems reasonable to treat hydrodynamics and light supply
separately as well as their respective functions in PBR. Without doubt, mixing of submersed cultures is
important for gas-liquid mass transfer, nutrient supply and the prevention of sedimentation or biofouling
but according to the results of this work, it should not be considered as the key to realize a tailored light
exposure of individual cells.

In comparison to natural light sources, artificial sources provide a higher degree of flexibility and the
opportunity to exactly control the illumination conditions. Agreement exists that light emitting diodes
(LED) are most promising among the common light sources and that they will be the dominant type
of light source in future [57, 304, 305]. They combine several beneficial operation characteristics like
low heat emission and relatively high efficiency [304], but most importantly, LED are characterized
by narrow emission spectra, different peak wavelengths and very fast reaction times, which are all
important properties to design tailored light regimes.

The idea of employing LED for microalgal production is not new. Early applications proved that
microalgae can grow under red light and that even higher cell densities can be reached in comparison
to a full spectrum control [108]. In fact, the physiological response of various microalgae to specific
wavelengths has been investigated in recent years and it was shown that productivity can be tuned by
a proper selection of the emission spectrum by combining different types of LED [306-310]. In these
works it was also observed that the biochemical composition is greatly affected by the provided light
spectrum and that the up- and downregulation of different metabolites like pigments [306, 309] or lipids
[308] can be triggered by exposing algae to light of certain wavelengths. Thereby, it must be taken into
account that the definition of an optimal emission spectrum highly depends on the cultivated species
[306]. Also the photon conversion efficiency can be improved by tuning the light emission spectrum
under high light conditions [50], which was also observed experimentally by de Mooij et al. [311],
who state that "productivity and biomass specific light absorption are inversely correlated". This is not
surprising, because the strong absorption of red or blue light leads to the saturation of the dark reaction
of photosynthesis, while yellow light penetrates more deeply into the culture and the rate of absorption
becomes more homogeneous. With regard to the application of LED to microalgae cultivation, these

examples show that the adaption of the light emission spectrum during the cultivation might enable
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higher productivities and efficiencies as well as new possibilities to trigger the expression of target
molecules.

In addition to the opportunity to change the light emission spectrum, artificial sources provide the
possibility to adapt the emitted overall light intensity dynamically. Thereby, the modulation of the emis-
sion intensity can occur on different time scales. On very short time scales, high frequency pulsation of
light can induce the FLE and enhance the reactor productivity as it was shown in chapter 8. Although
this strategy for improving PBR operation was already suggested by Gordon and Polle in 2007 [50],
continuous light supply is still the standard way of illumination, even on the lab scale. This lack of im-
plementation might be due to the need for signal generators which are able to produce high frequency
flashing light [106] and the related equipment costs. To date, the maximum frequencies which can be
obtained by pulse width modulation range between 150 and 300 Hz [106], what is too low to exploit
the full potential of the FLE, at least for some species. Higher frequencies can be obtained by so-called
overloading at the cost of lower wall-plug efficiencies [106]. However, the utilization of cheap micro-
controllers was shown to be a feasible mean to create high frequency light flashes [27], which seems
promising for future studies. On longer time scales, the modulation of the time-averaged light intensity
might be advantageous. If the biomass concentration increases with time, light penetration into the
culture becomes increasingly limiting for the course of the process. A common way to react to such
a situation is to dilute the culture in order to maintain an optimal operation point (Turbidostat mode).
Alternatively, PBR operation in a Luminostat mode was suggested [312, 313], which is characterized
by the optimization of the source intensity with respect to the energy demand of the biomass. It was
shown that this approach led to faster cell growth, higher final concentrations and improved energy
efficiency [312] but clearly, it is coupled to artificial illumination sources.

Summarizing the aforementioned, light supply by LED sources in principle enables to tune the light
regime dynamically with respect to a certain process state in order to provide optical conditions for
cell growth and the production of desired metabolites. The idea of a dynamic optimization of illumi-
nation conditions was already discussed in chapter 7, see section 4 therein, and seems to be one of the
most promising approaches to enhance the capabilities of artificially illuminated PBR. Ideally, an opti-
mization should address the light quality (e.g. the spectrum) as well as high frequency and long term
modulations of the light intensity. Accompanied with this, several research needs arise. As mentioned
above, cheap and efficient controllers for LED sources must be integrated in PBR control systems.
Moreover, real-time multi-parameter optimization requires fast algorithms and a robust formulation of
the optimization problem. Also, prior to application, the light requirements of different species must
be known so that future research is needed to provide more experimental data to calibrate models like
photosynthetic factory models or metabolic flux models, which can predict the cellular response to a

dynamic light regime. Another unsolved issue is the development of cheap and accurate (soft-)sensors
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for the online monitoring of optical cell properties and pigmentation, which are not readily available.
Usually, process monitoring of algae cultures is based on turbidity measurements at single wavelengths
[292], which alone is definitively not sufficient to obtain information about optical cell properties. The
measurement of pigmentation might be a key issue, since it determines the spatial and spectral light
distribution and mirrors the physiological state of the cell culture. Optical fibers and spectrometers like
the ones being used in section 9.4 can be used to collect data with high spectral resolution and coupled
with equation-based or data driven models to obtain the information of interest. The technological level
of microalgae production in terms of sensing and control is still relatively low and several possibilities
for improvements exist, which altogether might enhance the efficiency of light utilization in photo-
bioreactors. Thereby, internally illuminated PBR [97] can be a suitable complement to artificial light
sources.

Immediately, the question arises how feasible microalgae production by means of artificial illumi-
nation can be beyond the lab scale. While sunlight for outdoor cultivation is freely available, artificial
lightning requires additional electric power. Blanken et al. [314] estimated the electricity costs and
conducted a case study to compare the energetic efficiency of microalgae production under sunlight
and artificial light, whereby the electric power was assumed to be generated via different pathways
(photovoltaics, coal). According to their result, the energetic efficiency, measured as the amount of
primary energy being stored into biomass, is always worse in comparison to the direct use of sunlight
for PBR illumination and the costs for electric energy cause a significant increase of the biomass pro-
duction costs. The results of the analysis were also confirmed in other works [57]. This is somehow
disillusioning but one should consider that (i) illumination with red LED was assumed, which is ineffi-
cient from an energetic point of view [311], (ii) continuous illumination was assumed, thus no benefits
of high frequent light flashing were considered, (iii) technological improvements in photovoltaics and
renewable energies as well as in LED technology may lead to better efficiencies what would improve
the energy balance. Indeed, under flashing light the energy requirement per gramm dry weight was
shown to be significantly reduced (about factor of 5) by means of light integration [27], what changes
the picture drastically. Therefore, a tailored light regime affects additional costs for electricity and
the efficiency of energy utilization, which however, has not yet been demonstrated beyond the lab
scale. The economic reasonableness of applying artificial illumination will also depend on the long
term evolution of electricity costs against the background of climate change. In any case, cultivating
microalgae under artificial illumination seems not to be reasonable to substitute agricultural products
on large scales, thus exploiting them as a source of food protein or biofuels. It is more likely that this
type of cultivation offers opportunities to produce high valuable products under industrial conditions

in optimized and well-controlled physical environments. For these products energy efficiency is less
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important and constraints for the costs can be relaxed due to the higher products value [314]. Further

research on artificially illuminated PBR should therefore focus on these kind of applications.

10.3. Concluding remarks

The objective of this chapter was to discuss the distribution of light in PBR and how it affects the cel-
lular growth kinetics and their prediction. It was shown that the outcome of different light propagation
models is strongly affected by parameter uncertainty, what may result in prediction errors with a similar
order of magnitude as the difference between different light propagation models. The achievement of
full light integration by means of hydrodynamic mixing seems to be unrealistic and even partial light
integration is limited by mechanical damage of cells. Observed correlations between the mixing in-
tensity and gains of PBR productivity might be explained by a reduction of photoinhibition under high
light conditions rather than by the induction of the FLE. Tailoring the light exposure to physiological
requirements seems possible by artificial illumination, if technological improvements in the fields of
sensing and control can be realized under the constraint of low capital and operation costs. In future,
these technologies could enable well-defined photobiotechnological production processes of products

with high value under industrial conditions.
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11. Conclusions and Outlook

The objective of this work was to evaluate the interplay of light distribution, hydrodynamic mixing
and cellular reaction kinetics in photobioreactors with a special focus on the flashing-light effect. For
this purpose, numerical techniques were developed and applied in simulation studies to estimate the
impact of different physical environments in bubble column photobioreactors on the kinetics of mi-
croalgal photosynthesis and cell growth. Therefore, the green microalgae Chlamydomonas reinhardtii
was chosen as a model organism.

The spatio-temporal distribution of light is the key element for efficient photobiotechnological pro-
duction processes. In order to enable a comprehensive examination of the light distribution in pho-
tobioreactors, a new numerical model for three-dimensional light propagation was developed within
the lattice Boltzmann framework. The model takes absorption and three-dimensional scattering into
account and was validated by means of Monte Carlo simulations and experiments. It was shown that
it is capable of simulating light transfer within a broad range of optical properties, although further
research is needed to improve boundary conditions and enable the simulation of light transfer in more
complex geometries. In its recent state, the model is already implemented in the open source lattice
Boltzmann library openLB [315] and will be available in one of the upcoming code releases. By this,
important benefits of lattice Boltzmann methods like efficient parallelization can be utilized in future
studies, which can of course concern also other types of radiation and different applications than radia-
tive transfer in microalgae culture.

Concerning the transport of light in photobioreactors, it was shown that considering the presence
of a gaseous phase in light propagation models is of minor importance for the prediction of cellular
growth. This finding was explained by two reasons, namely that light absorption by the cell culture
is clearly the dominating feature at most wavelengths and consequently, the light intensity is low at
locations where gas bubble are located so that effects of the gas phase on light distribution are weak. In
addition, the consideration of gas bubbles in light propagation models only makes sense if the optical
properties of a cell culture can be precisely determined, which is still not straightforward today so that
predictions of light distributions are uncertain anyway. The results may be different for other sparger
types, much higher gas superficial velocities or smaller bubbles which tend to move towards the reactor
wall due to the action of lift forces. However, the general trend that an increasing biomass concentration
counteracts any beneficial effect of the gas phase on the distribution of light can also be expected in

these cases.
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In accordance with these findings, the presence of the gas phase was not further considered for
the computation of light distributions and additional simulations focused on the effects of pneumatic
mixing on the kinetics of the photosynthetic reactions, in particular on the induction of the flashing-light
effect. For different operation points of a bubble column photobioreactor, it was shown that the shuttling
of algae cell between light and dark zones of the culture is not fast enough to induce the flashing-light
effect in C. reinhardtii. A further discussion of the topic indicated that the flashing-light effect will also
be not induced by hydrodynamic mixing in tubular photobioreactors because shear damage of cells and
the increasing demand for mixing energy limit the reachable light/dark frequencies. This leads to the
conclusion that the productivity of conventional solar-irradiated photobioreactors can not be improved
significantly by the induction of the flashing-light effect. However, additional simulations indicated
that hydrodynamic mixing might contribute to a higher reactor productivity by reducing the degree of
photoinhibition. The quantification of this effect should be part of future work.

In contrast, it was found that the productivity of photobioreactors can be enhanced by means of
pulsed light sources, even on the scale of conventional photobioreactors. Clearly, pulsed illumination
can only be realized by means of artificial light sources and LED appear most promising for this purpose
because they unify several beneficial operation characteristics and offer additional opportunities such as
the adaption of emission spectra and intensity during cultivation processes in order to achieve tailored
light regimes. However, the functionality for high frequency pulsation is not yet a standard feature and
needs further development.

What comes next? How can the cultivation of microalgae look like in future and are the goals
of substituting or complementing fossil and agricultural resources with microalgae biomass realistic
perspectives? Genetic engineering seems to be a major requirement for a successive production of
microalgae and especially for algae-based biofuels, either by engineering the photosynthetic apparatus
[50] or metabolic pathways involved in the biosynthesis of lipids [316, 317]. Concerning the produc-
tion of food or feed, the situation may be more complicated with regard to regulatory constraints and
consumer expectations. Turning back to a process engineering perspective, the results of this work and
recent research imply different scenarios for future production technologies.

The hope that the productivity of solar-irradiated photobioreactors can be significantly increased by
hydrodynamic mixing and the induction of the flashing-light effect seems not to be justified. Therefore,
the current constraints of the availability of solar energy and the efficiency of its utilization will also
determine the cultivation process in future. To date, the production cost of microalgae biomass is still
in the order of several EUR/kg dry biomass [318], so that in comparison to conventional agriculture
microalgae can not be considered as a competitive feedstock for the production of feed and food protein
or even biofuels. If the productivity under sunlight can not be increased significantly, production must

become cheaper. In fact, current trends point towards the installation of simple cultivation systems
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like open ponds in greenhouses or systems made out of plastics [318], which are cheap and require
little maintenance and manpower. Thus, for the production of microalgae under sunlight, one must
orientate on conventional agricultural production systems, where crops are grown with a minimum of
effort and energy. Besides, the added value of the biomass in this scenario should ideally be increased
by means of biorefinery approaches and the gain of multiple products [13]. Also, a production in an
agricultural environment can or should make usage of synergistic effects, like the coupling of algae
production facilities to co-generation units to provide thermal power or to wastewater treatments for
nutrient recovery [14]. Of course, these possibilities might be restricted by the type of products and
related legal regulations. In summary, in a first scenario, microalgae will be produced in low-cost
facilities under sunlight and low to medium efficiency of light utilization in an agricultural environment.

Another scenario is the outdoor production of metabolites like pigments in closed photobioreactors,
e.g. tubular photobioreactors. This scenario has been already realized today in countries where ideal
conditions for microalgae cultivation exists, e.g. high solar irradiation, adequate temperatures and the
possibility for production over the whole year [318]. Such production sites are limited and additionally
must be attractive in terms of labor costs.

A different scenario becomes possible, if artificial illumination sources are employed. The benefits
of these, and especially LED, were discussed earlier. However, the related costs for installation and
energy are still high so that the production might become even more costly in comparison to the com-
mon cultivation under sunlight [314]. Thus, artificially illuminated photobioreactors only make sense
for products with high market values like pharmaceuticals, which in addition must be unique for mi-
croalgae. A possible future scenario could then be the efficient production of microalgae in high-tech
indoor cultivation systems with tailored light regimes under industrial conditions. Due to the limited
available space in factories, emerging concepts like the cultivation of immobilized algae in biofilms
[319] could be part of this scenario since the achievable biomass concentrations are much higher in
comparison to conventional photobioreactors. However, the proof of the concept beyond the lab scale
has not yet been demonstrated. In summary, a third scenario of algae production consists of high-tech
production facilities for the production of metabolites with a high market value, which operate under
well-defined conditions and contain artificial light sources. It is questionable whether such a way of
production would be still sustainable, but it could contribute to replace even less sustainable ways of
production.

The drawn scenarios indicate that there will be no ultimate way to cultivate microalgae. Rather,
the decision of a way of cultivation will depend on location, costs and the desired products [320]. To
promote a breakthrough of microalgae biotechnology, the investigation of new potential products and
their applications is one of the most important tasks for researchers in the near future because each of

the scenarios is more probable to be realized if the added value of the biomass is maximized.
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A. Comparison of time integration schemes for the RT-LBM

The appendix extends the comparison of different time integration schemes in section 9.1.2.

Table A.1.: Simulation results for different time integration schemes in medium 1.

Euler N =553 N = 1763 N =1103 N = 1563 N = 2203
Steps until convergence 674 912 1234 1682 2285

Av. time per step [s] 0.379 1.092 3.091 8.880 24.144
Total time [s] 255.65 995.62 3813.83 14935.56 55168.47
RMSE 0.031 0.034 0.023 0.029 0.025
MAPE 0.073 0.094 0.056 0.087 0.063
Heun N =553 N = 1763 N =1103 N = 1563 N = 2203
Steps until convergence 623 866 1191 1642 2247

Av. time per step [s] 0.583 1.677 4.702 13.474 69.973
Total time [s] 363.05 1452.62 5599.68 22123.53 157229.08
RMSE 0.026 0.031 0.023 0.028 0.025
MAPE 0.074 0.102 0.059 0.092 0.065
Runge-Kutta N =55° N =176° N =1103 N = 1563 N = 2203
Steps until convergence 626 868 1193 1643 2248

Av. time per step [s] 1.005 2.863 8.008 22.824 127.467
Total time [s] 628.84 2485.09 9553.09 37500.39 286545.59
RMSE 0.026 0.031 0.023 0.028 0.025

MAPE 0.073 0.101 0.059 0.092 0.065
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Table A.2.: Simulation results for different time integration schemes in medium 2.

Euler N =553 N = 1763 N =1103 N = 1563 N = 2203
Steps until convergence 193 268 371 515 712

Av. time per step [s] 0.377 1.098 3.078 8.866 22.646
Total time [s] 72.75 294.26 1141.92 4565.86 16123.76
RMSE 0.018 0.023 0.018 0.022 0.019
MAPE 0.260 0.215 0.190 0.205 0.191
Heun N =553 N = 1763 N =1103 N = 1563 N = 2203
Steps until convergence 189 265 368 512 709

Av. time per step [s] 0.584 1.673 4.702 13.457 64.099
Total time [s] 110.29 443.24 1730.39 6890.29 45445.93
RMSE 0.018 0.023 0.019 0.022 0.019
MAPE 0.222 0.260 0.212 0.251 0.215
Runge-Kutta N =553 N = 1763 N =1103 N = 1563 N = 2203
Steps until convergence 190 265 368 512 709

Av. time per step [s] 1.009 2.858 8.014 22.843 120.635
Total time [s] 191.68 757.33 2949.24 11695.44 85530.22
RMSE 0.018 0.023 0.019 0.022 0.019
MAPE 0.210 0.253 0.210 0.250 0.215

Table A.3.: Simulation results for different time integration schemes in medium 3.

Euler N =55° N =76° N =110 N =156 N =2203
Steps until convergence 2142 2580 3260 4250 56011

Av. time per step [s] 0.378 1.093 3.073 8.889 23.015
Total time [s] 809.15 2820.00 10017.71 37779.22 128905.19
RMSE 0.069 0.049 0.029 0.037 0.044
MAPE 0.156 0.120 0.124 0.096 0.122
Heun N =55° N =76° N =110 N =156 N =220°
Steps until convergence 1426 2034 2810 3861 5255

Av. time per step [s] 0.590 1.682 4.696 13.455 71.038
Total time [s] 840.66 3420.90 13195.99 51948.44 373303.22
RMSE 0.032 0.030 0.031 0.039 0.047
MAPE 0.095 0.080 0.103 0.082 0.114
Runge-Kutta N =553 N =763 N =110° N = 1563 N =220°
Steps until convergence 1528 2095 2847 3885 5271

Av. time per step [s] 1.002 2.859 7.992 22.872 130.538
Total time [s] 1531.66 5988.49 22753.44 88856.55 688063.71
RMSE 0.035 0.031 0.031 0.038 0.047

MAPE 0.106 0.085 0.105 0.083 0.114
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Table A.4.: Simulation results for different time integration schemes in medium 4.

Euler N = 553 N =763 N = 110? N = 1563 N = 2203
Steps until convergence 155 205 279 384 530

Av. time per step [s] 0.377 1.093 3.081 8.879 22.169
Total time [s] 58.431 224.017 859.643 3409.472 11749.37
RMSE 0.029 0.026 0.018 0.020 0.017
MAPE 0.893 0.780 0.663 0.501 0414
Heun N = 553 N =763 N = 110? N = 1563 N = 2203
Steps until convergence 137 193 269 376 523

Av. time per step [s] 0.586 1.674 4.712 13.471 63.550
Total time [s] 80.288 323.132 1267.644 5065.260 33236.73
RMSE 0.025 0.025 0.019 0.021 0.018
MAPE 0.790 0.474 0.317 0.323 0.273
Runge-Kutta N = 553 N =763 N =110? N = 1563 N = 2203
Steps until convergence 141 195 270 377 523

Av. time per step [s] 1.006 2.865 8.025 22.867 119.539
Total time [s] 141.791 558.659 2166.671 8620.560 62518.88
RMSE 0.025 0.025 0.019 0.021 0.018

MAPE 0.367 0.336 0.281 0.298 0.265
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B. Additional details and results of the experimental validation of
the RT-LBM

Figure B.1 shows the refractive index of water and polystyrene with respect to the wavelength in the
visible range. The data was used to compute the asymmetry factor (figure B.2) and the scattering coef-
ficients (figure B.3) by means of Mie theory [285]. The scattering coefficient is depicted for the same
particle volume fractions ¢,, as being used in the simulations of the light fields. The detailed compari-
son of simulated and experimentally determined profiles of the light intensity is shown in figures B.4 -
B.7.
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Figure B.1.: Refractive index of water and polystyrene for the visible part of the light spectrum.
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Figure B.2.: Computed asymmetry factors of polystyrene particles of different sizes used in the experiments
with respect to wavelength in the visible part of the light spectrum.
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Figure B.3.: Computed scattering coefficients in polystyrene suspensions with particles of different sizes with
respect to wavelength in the visible part of the light spectrum. ¢, denots for the particle volume
fraction. Left: Suspension with particles of d; = 555 nm. Right: Suspension with particles of
do = 95 nm.
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Figure B.4.: Comparison of simulated (lines) and measured (symbols) profiles of the light intensity at A =
450 nm in polystyrene suspensions. Different symbols encode the particle volume fraction ¢, as
denoted in the legend. Left: Suspension with particles of d; = 555 nm. Right: Suspension with
particles of do = 95 nm.
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Comparison of simulated (lines) and measured (symbols) profiles of the light intensity at A =
560 nm in polystyrene suspensions. Different symbols encode the particle volume fraction ¢, as
denoted in the legend. Left: Suspension with particles of d; = 555 nm. Right: Suspension with
particles of da = 95 nm.
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Figure B.6.: Comparison of simulated (lines) and measured (symbols) profiles of the light intensity at A =

650 nm in polystyrene suspensions. Different symbols encode the particle volume fraction ¢, as
denoted in the legend. Left: Suspension with particles of d; = 555 nm. Right: Suspension with
particles of do = 95 nm.
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Figure B.7.: Comparison of simulated (lines) and measured (symbols) profiles of the light intensity at A =

710 nm in polystyrene suspensions. Different symbols encode the particle volume fraction ¢, as
denoted in the legend. Left: Suspension with particles of d; = 555 nm. Right: Suspension with
particles of da = 95 nm.
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C. Estimation of shear stress on individual cells in turbulent flow

The following estimation of the shear stress acting on algae cells in isotropic turbulence follows the
calculations of Chisti [299]. It is assumed that turbulence is isotropic, if the length scale [ of the
terminal microeddies on the Kolmogorov microscale is much smaller than the length scale of the largest
eddies, which are in the order of the characteristic length of the considered apparatus, thus the pipe
diameter Dy. Therefore, the condition lx /Dy < 1 is a requirement for isotropic turbulence. It is also
assumed that the contribution of the viscous shear to the total shear stress on a cell is dominating so
that the stress induced by turbulent mixing is the major cause of cell damage.

It is further assumed that the local shear rates can be approximated from the length and velocity
scales of terminal microeddies, thus

UK

i = T (C.1)
K

The length scale [ is related to the dissipation rate of the turbulent energy ¢, by

3 1/4
I = (”’) (C.2)

€k

while the eddy velocity ug is computed as ux = i /tx, where the time scale ¢ is given by

i\ 172
tre = (l> (C.3)
€k
The dissipation rate of the turbulent energy is related to the macroscopic, time-average properties of
the flow by

ug dpy
p=— (C4)

pi dz

where the mean velocity of the flow g in a certain pipe can be computed from the Reynolds number

vr Re
= C5
u = p (C.5)
and the pressure gradient from the wall shear stress 7,
d 4
P Mw (C.6)

dx_D70



C. Estimation of shear stress on individual cells in turbulent flow 186

*x10°

7 20
=l
_x __ 15}
e g
(@]
(7] o
< 4f 0
I 3 10t
) =
s 37 U:
2 3
o
[e)) ~
21 »
£ 5¢
G
X 1t
O 1 1 1 1 ] 0 I 1 1 ]
0 2 4 6 8 10 0 2 4 6 8 10
Re [-] x10% Re [-] %10

Figure C.1.: Impact of the Reynolds number Re on the Kolmogorov length scale (left) and the shear stress on
microalgae cells caused by turbulent eddies (right).

which is related to ug by
1
Tw = §Cfplu(2) (C.7)

where the Fanning friction factor is given by
Ct = 0.0792Re™ /4, (C.8)

Since cell concentrations are restricted to a few gram per liter in photobioreactors, the physical
properties of the culture broth are approximately similar to those of water. Typical pipe dimensions of
tubular photobioreactors can be found in the single digit centimeter range. With these assumptions the
local turbulent shear rate can be calculated by means of Egs. (C.1)-(C.8). The shear stress on the cells
can be obtained by

Tp =M (C9)

where 7; is the dynamic viscosity of the fluid. Note that this deviation differs from the usual definition
of turbulent shear stress, which models the diffusion of momentum in turbulent flows by means of a
representative shear rate and the eddy viscosity [294]. In contrast, Eq. (C.9) estimates the viscous shear
stress on particulate cell which results from the motion of the liquid phase [296].

Figure C.1 shows the computed Kolmogorov length scale and the shear stress with respect to the
Reynolds number and the pipe diameter. The liquid properties were assumed with 77; = 0.002 Pas and

pr = 1020 kg m3.
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