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Zusammenfassung

Internet-Zugang unabhangig von Ort und Zeit ist, insbesondere auf Grund von Funknetzen, heute fast
schon Realitdt. Andererseits haben gerade Funknetze einige Eigenschaften, wie beispielsweise ein hohe
Fehlerrate, mit denen die klassischen Internet-Protokolle, vor allem TCP, nicht effizient umgehen kdénnen.
Daher wird derzeit diskutiert, ob Proxy-basierte Ansatze, die mit der Ende-zu-Ende Philosophie des In-
ternets brechen, nicht eine Alternative zu dem klassischen Internet-Zugang sind, bei dem jeder Rechner
einen TCP/IP-Protokollstack und eine IP-Adresse besitzen muf3.

Die 'Remote Socket Architecture (ReSqoAlle im Rahmen dieser Arbeit entwickelt und spezifiziert
wird, realisiert einen Proxy-basierten Ansatz. ReSoA wurde durch die Beobachtung, das fir Applikatio-
nen nicht das verwendete Protokoll entscheidend ist, sondern die Schnittstelle zwischen Applikation und
Protokoll-Stack sowie der erwartete Dienst, motiviert und realisiert eine verteilte Implementierung der
weit verbreiteten BSD-Socket-Schnittstelle.

Fur den Entwurf von ReSoA wurde die Semantik jeder einzelnen Socket-Funktion analysiert und in
ReSoA nachgebildet. Um zu tberprifen, ob ReSoA semantisch &quivalent zur BSD-Socket-Schnittstelle
ist, wurden zum einen Tests mit existierenden Applikationen durchgefuhrt und zum anderen wurde eine
SDL-Spezifikation entwickelt, die es erlaubt, interessante Falle unabhéngig von einer Implementierung
zu untersuchen. Alle Untersuchungen haben ergeben, dalR die Existenz von ReSoA fur Applikationen
transparent ist.

Die Arbeit wird durch eine systematische Leistungsbewertung abgerundet, wobei sowohl Messun-
gen als auch Simulationen zum Einsatz kommen. Gegenstand der Leistungsbewertung ist ein Vergleich
zwischen TCP und ReSoA unter unterschiedlichen Netzwerkeigenschaften wie Bitrate, Fehlermodell und
Verzégerung mit dem Ziel, Faustregeln zu finden, unter welchen Umsténden der Einsatz eines Proxies
besonders lohnend ist. Die Messungen in einer drahtlosen LAN-Umgebung (IEEE 802.11b) haben gezeigt,
dall ReSoA aufgrund seiner auf den Halbduplex-Kanal angepal3ten Protokolle selbst dann einen deutlich
besseren Durchsatz bietet als TCP, wenn das drahtlose Endgerat an einer guten Position in der Funkzelle
steht (Paketverluste treten nicht auf). Dieser Effekt wird an schlechten Positionen noch gesteigert. Die
Simulationen haben gezeigt, da? ReSoA insbesondere dann von Vorteil ist, wenn die Verzégerung im
Zugangshetzwerk grof3 ist, und wenn Verluste im Internet auftreten.
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Abstract

As wireless technology evolves, Internet access at any time, at any place today is close to becoming
reality. Classic Internet protocols like TCP, however, cannot efficiently handle certain properties of wireless
networks like high bit error rates. This is the cause for an ongoing discussion whether or not proxy based
approaches that break the end-to-end philosophy of the Internet are an alternative to the classic Internet
access, where each computer necessitates a TCP/IP protocol stack and an IP address.

The Remote Socket Architecture (ReSoat is developed and specified in the scope of this thesis,
pursues a proxy based approach. ReSoA was motivated by the observation that it is not the underlying
protocol, but rather the interface between application and protocol stack, and the expected service that are
important from the application point of view. ReSo0A is a distributed realization of the widely deployed
BSD socket interface.

Each BSD socket function was analyzed and emulated for the design of ReSoA. To verify that ReSoA is
semantically equivalent to the BSD socket interface, tests with existing applications were performed and an
SDL specification was developed. The SDL specification permits the investigation of ReSoA independent
of an implementation. All investigations confirmed that ReSoA is transparent to applications.

A systematic performance evaluation, incorporating measurements as well as simulations, is performed
as part of this thesis. The goal of this performance evaluation is the comparison of TCP to ReSoA with dif-
ferent network properties like bitrate, error model, and delay, in order to determine rules of thumb that can
help to decide under which circumstances the deployment of a proxy is especially useful. The measure-
ments in a wireless LAN environment (IEEE 802.11b) have shown that ReSoA achieves a performance
gain over TCP even for good positions due to its protocols especially tailored for half-duplex channels (no
packets are lost). This gain increases for bad positions. The simulations showed that ReSoA is especially
beneficial for access networks with long delays, and if packet losses occur in the Internet.
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Chapter 1.

Introduction

1.1. Motivation

One of the design goals of the Internet protocol suite, and especially its transport protocols, has been the
independence of the underlying technology. Looking back at the history of the Internet it has to be admitted
that this design goal has been reached. The Internet protocols, which were designed over 25 years ago, still
provide their communication services on top of technologies that had not even been invented when they
were designed. Although several facets of certain protocols, especially TCP, required improvement, the
core architecture of the Internet is still the same. In [45] the development of the Internet is compared with
constantly renewing individual streets and buildings of a city rather than razing the city and rebuilding it.

Besides the independence of communication technology, the Internet has also shown stability against
changing usage patterns. Starting as a military and scientific network mainly used by a small number of
scientists for applications like file transfer and electronic mail, it has evolved to a major economical factor
during the last decade. Today applications that did not exist when the Internet protocols were designed,
operate on top of the Internet protocol suite. The interest in the Internet has been growing exponentially
due to the exploding popularity of the World Wide Web and the availability of communication equipment.
This equipment not only enables private users and small companies to access the Internet, but especially
allows Internet access everywhere using wireless technologies.

The key to the success story of the Internet is a single network layer protocol, the IP protocol with
its hardware independent addressing format making no assumptions about the underlying communication
technology or service. IP simply provides a connectionless datagram service. Packets are delayed, lost,
or delivered out of order. On top of the network layer, different transport protocols are responsible for
providing the service required by different kinds of applications (see Section 2.1 for details). Until today
two transport protocols were sufficient to support a variety of applications. TCP provides a reliable stream
oriented service and UDP only adds application level demultiplexing to the service offered by IP.

However, despite the flexibility the Internet has proven over the last decades, new extensions (applica-
tions or communication technologies) always challenge its design principles. This is especially the fact
regarding the increased usage of wireless technologies during the past years. Wireless technologies in-
troduce challenges in two respects. First, if only the cable is replaced by radio communication (without
allowing any mobility), the Internet protocols will be confronted with high and time varying error rates,
and often with a reduced throughput compared to tethered networks (see Section 3.2 for details). Second,
wireless technologies allow the user to move while communicating whereas the Internet Protocol (IP) was
designed for fixed hosts.

Hence the introduction of wireless technologies raises two questions: how can mobility be supported
and how will the transport protocols deal with the new communication charactéysTibss thesis deals
with the second question. A discussion of the first question can be found in [71, 70].

The different characteristics of wireless communication technologies should not be a problem because

1There are other important issues that are not further discussed, like security and power efficiency.
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the Internet makes no assumptions about the communication technology. TCP however is designed to
avoid congestion. Congestion control is essential for the stability of the Internet. Packet losses are used
as an indication of an overload situation. Upon a loss TCP has to reduce its sending rate. However in the
case of wireless technologies, packet losses are rather caused by transmission errors than by congestion.
Therefore if a packet is lost due to a transmission error, a fast retransmission without reducing the sending
rate would be the appropriate reaction. Different researchers have shown that TCP’s behavior leads to poor
performance if the communication path includes an error prone channel. Best to our knowledge papers by
DeSimone et al. [55] and by Cares et al. [43] are the first papers which address these issues, both dating
back to 1993 (see Section 3.3 on page 25 for a discussion of these papers).

In [152] we present systematic measurements of TCP with early wireless LAN products (non-compliant
with IEEE 802.11) at different physical positions. These measurements show that TCP has severe perfor-
mance problems over wireless networks. The positions can be classified into there groups. Positions where
communication is nearly impossible, positions with a high throughput variance and positions with good
throughput and low variance. Especially we observed that bad positions exist even close to the base-station.
This means that the performance problems cannot be solved by just installing additional base-stations.

To remedy TCP’s problem over wireless technologies many different solutions have been suggested (see
Section 3 for a discussion). Provocatively speaking, these solutions divide the research community into two
groups. The conservative group suggests solving the problem by carefully adding new functionality to TCP
(e.g. Eifel Algorithm[115]) in addition to using a reliable link layer protocol; the reformers advocate the
deployment of performance enhancing proxies.

At a first glance the conservative approach has the advantage that it is inline with the Internet archi-
tecture but requires a flow differentiation on the link layer. With the deployment of a fully reliable link
layer protocol one of the main features of the Internet is lost. The Internet is able to support all kinds
of applications, since the IP protocol provides the smallest common denominator regarding its service.
Delay sensitive applications (like voice over IP) are supported by the Internet, since IP does not try to
retransmit lost packets (retransmissions translate losses into delay). A fully reliable link layer protocol
could obviously be harmful for these applications. Thus, in order to support different flows the link layer
has to support different protocols and has to be able to assign incoming packets to the appropriate proto-
col. This assignment becomes complicated (or even impossible if IPSec is used) if the differentiation goes
beyond recognizing TCP and UDP packets. A fine grained differentiation requires the analysis of transport
protocol and application level header fields.

The proxy based approaches generally require modifications of the Internet architecture. Instead of
having all functionality implemented in the end systems as recommended by Saltzer et al. in [149], Per-
formance Enhancing Proxies require the implementation of functionality in the network. This is especially
a problem if the Performance Enhancing Proxy (PEP) violates the fate-sharing principle of the Internet.
On the other hand a PEP based approach is very promising since it allows to divide networks with totally
different characteristics into two halves, and to use a tailored protocol in the access network.

Optimized protocols for a certain part of a communication path are especially appealing considering the
increasing heterogeneity of the Internet. Since heterogeneity is increased in different directions regarding
applications, end systems and communication technologies, it has become more difficult to find an efficient
single solution. The optimization goals depend on the field of application. In the case of light weight end
systems an energy efficient solution might be more appropriate.

In [152] we advocate the usage of ReSoA, a performance enhancing proxy based on a split imple-
mentation of the BSD socket interface (see Section 5 for details). Measurements indicate that ReSoA can
even improve performance in situations where other approaches fail. Because the first investigations of
ReSoA were promising and the Internet community admits (see RFC 3135[34]) that a PEP should be used
if it provides significant advantages over an end-to-end solution, we decided to refine our solution and to
investigate for which network properties or traffic patterns the usage of ReSoA is beneficial.
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The usage of a performance enhancing proxy for Internet access raises two major questions. The first
guestion concerns the functional equivalence of the legacy approach and the PEP based approach. Is the
service provided by the PEP functionally equivalent to the service provided by the classical Internet pro-
tocol stack? This not only means that any existing Internet application should be able to run on top of
a PEP without recognizing the difference. It also means that the preconditions that were made when the
application was implemented are still maintained. For instance, when a data request is completed does this
mean that the data was successfully transmitted or only that it was accepted by the transport protocol for
delivery. Thus, the question is whether it is possible to decouple two networks with incompatible (very
different) characteristics by a PEP without changing the communication service expected by the service
users (i.e. the application).

The second question deals with performance benefits, where performance can have different meanings
like throughput, energy efficiency, or protocol overhead. The question is to which extent does ReSoA
improve the performance as a function of different network parameters like error rate or Round Trip Time
(RTT) ?

To investigate these questions, we designed a performance enhancing proxy based on the idea of an
exported interface. Our proxy provides a distributed realization of the widely deployed Berkeley socket
API, called ReSoA. The design of a split socket implementation maintaining the semantics of the socket
interface made it necessary to thoroughly analyze the semantics of the socket interface.

In order to show that our ReSoA approach is functionally equivalent to a local (classic) socket imple-
mentation we used two different approaches. First we performed a prototype implementation of ReSoA for
Linux and ran tests using existing applications which make extensive use of the socket interface (partially
in an unexpected manner), like netscape and ftp, and we used test scenarios written by ourselves, which
test certain aspects of the socket interface (e.g. operation with linger option set). Second we specified Re-
So0A using SDL and compared our system with an SDL specification of the BSD socket interface derived
from the description of the socket interface. However, a formal proof of the semantic equivalence between
the two systems is not given, because the focus of this thesis is on performance issues.

To investigate the performance issue we used the implementation to perform measurements in an
IEEE 802.11b wireless LAN testbed as well as simulations. The purpose of the measurements is twofold.
First, we wanted to investigate the performance of ReSoA in a real environment. Second, we used mea-
surement results to validate our simulation model.

In order to perform simulations we developed a simulation model for ReSoA using the Network Simu-
lator (ns-2 [123, 38]). The simulation model allowed us to compare ReSoA with an end-to-end approach
using a large parameter space. The goal of the simulation was to find rules of thumb for which networks
(or network properties) a proxy like ReSoA should be used. The focus of the performance comparison is
on throughput seen by the application.

1.3. Structure

This thesis deals with wireless Internet access and advocates the usage of a specific kind of proxy namely
ReSoA. The focus of this thesis is on TCP over wireless access. We do not consider the UDP case although
a similar proxy could be used for the User Datagram Protocol (UDP) . This thesis is divided into three parts:
Basics, 'The Remote Socket Architecture’ and 'Performance Evaluation’.

The 'Basic’ part provides fundamentals important to the understanding of the motivation of our ap-
proach as well as its design. The next chapter describes the Internet architecture as well as its Transmis-
sion Control Protocol, because both are needed to understand the difficulties with wireless TCP access.
In Section 3 the problems of wireless Internet access are discussed with a focus on TCP. In Section 3.1
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we introduce the network architecture which is assumed throughout this work. Section 3.2 discusses the
problems which TCP faces over wireless networks. In Section 3.3 we present an overview of current
approaches aiming at TCP’s problems over wireless networks. In Section 4 we provide an overview of
selected network programming issues. In Section 4.1 we introduce the Berkeley socket interface and in
Section 4.2 we present a short introduction to Remote Procedure Calls.

The second part of this thesis deals with the design and specification of ReSoA. In Chapter 5 we in-
troduce the design of our Remote Socket Architecture. Here we describe how the socket interface is split
and discuss the implementation of every socket call in order to demonstrate that the semantics are main-
tained. In Section 6 the specification of ReSoA is presented. Chapter 7 deals with the semantic question.
In Section 7.1 we describe the semantic question in detail. In Section 7.2 we describe the used methods. In
Section 7.3 we use our implementation of ReSoA in order to show that ReSoA provides the same syntax
and semantics as the BSD socket interface. Finally we compare the behavior of an SDL specification of
the socket interface with the behavior of ReSoA, looking at test cases which we identified as crucial during
the design of ReSoA in Section 7.4.

In the third part of this thesis we investigate the performance of ReSoA and provide a comparison with
end-to-end TCP as reference. In Section 8 we describe our methods and define the set-up and config-
urations that are investigated. In Section 9 we show measurement results of ReSoA in a wireless LAN
context. In Chapter 10 we present the results of a systematic performance evaluation based on simulations.
In Chapter 11 we summarize our results.



Chapter 2.
The Internet Architecture and Protocols

This thesis advocates the usage of a new architecture for wireless Internet access, especially if the Trans-
mission Control Protocol is used. In order to understand the design principles behind our architecture,
as well as the problems TCP faces with wireless links, an understanding of the Internet architecture and
protocols, especially the Transmission Control Protocol, is required. This chapter provides the required
background. In Section 2.1 we give a description of the Internet architecture and Section 2.2 describes the
Transmission Control Protocol. At the end of this chapter we discuss the definition of Internet access. Al-
though this definition seems to be obvious at first glance, this section shows that there exist quite different
views.

2.1. Architecture and Principles

The basic Internet architecture is depicted in Figure 2.1. It has evolved to its current form around 1977.
One of the design goals of the Internet was the ability to support applications with quite different service
requirements while operating on top of arbitrary communication technologies. This is achieved by having
a single network layer protocol making no assumptions about the underlying communication technology,
only offering a connectionless, best-effort service to the higher layer protocols. As illustrated in Figure 2.1,
different higher layer protocols are responsible for providing an enhanced service for different types of
applications. Thus from an architectural point of view, the integration of wireless technologies into the
Internet should be straightforward. However, in Chapter 3 we show that although it is indeed possible to
incorporate wireless networks, performance might suffer due to the peculiarities of the wireless link.

RERS

Transport
Layer

Network
Layer

GSM ‘ WLAN

TCl UDP ‘

Internet Protocols

Figure 2.1.: The Internet architecture
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The advantage of having a single network protocol making no assumptions about the underlying net-
work and offering only a minimal service (just forwarding packets) is that the architecture is robust con-
cerning new technologies or applications. On the other hand the multiplexing of all transport protocol
flows into a single flow prevents a flow selective treatment of packets by the deployed communication
technology. Although differentiation was not necessary when the Internet architecture was designed, it has
become important with the increasing heterogeneity of the Internet, regarding both network properties and
applications.

The fundamental structure of the Internet is a packet switching communication facility consisting of
heterogenous networks connected together via routers implementing a store and forward packet forwarding
mechanism[49]. The network layer protocol of the Internet is IP (specified in RFC 791[141]). Its main
tasks are node addressing and packet forwarding. IP provides a connectionless, packet switched, best
effort service. This means that packets can be lost, delivered out of order, duplicated or heavily delayed.
Global connectivity is achieved by introducing a technology independent addressing $cheme

Currently two transport protocols are standardized. TCP[142] offers a reliable connection oriented ser-
vice (see Section 2.2). UDP[140] offers a connectionless datagram getio® only adds demulti-
plexing functionality and a data checksum to the service offered by IP. Both transport protocols use port
numbers (a 16-bit integer value) to demultiplex packets to different applications. Thus an Internet connec-
tion or flow is identified by a quadruple consisting of source and destination IP addresses and source and
destination port numbers.

The design of the Internet protocols has been driven by the belief that end-to-end functions can best be
realized end-to-end protocols[149]. This argument together with the goal of designing a network which is
robust against failures led to an architecture where most of the functionality (e.g. error control or flow con-
trol) and especially all states are implemented in the end system. If state in a network node is unavoidable,
as it is the case for routing, it will have to be self-healing; adaptive procedures or protocols must exist to
derive and maintain the state and to change it if the topology or activity of the network changes.

However, the architecture of the Internet is not final. New demands like the need for accounting or
quality of service aspects might require changes. RFC 1958 states that the principle of constant change is
perhaps the only principle of the Internet that should survive indefinitely[45]. Especially the end-to-end
argument has been under discussion recently[127, 48, 147].

2.2. Transmission Control Protocol

The Transmission Control Protocol (TCP) is the dominant transport protocol of the Internet (up to 90% of
the Internet traffic is based on TCP). It provides a reli3dennection oriented, byte stream service. Its
behavior is defined in RFC 793[142]. Further details about how TCP should operate are givenin RFC 1122,
Section 4.2[36]. Some aspects of TCP were changed over the time and were updated by a number of
RFCs[134, 74,73, 9, 121].

The widespread deployment of TCP started in 1983 when the Department of Defense mandated that all
computers connected to long-haul networks should use TCP/IP. About this time the University of Berkeley
started to integrate their TCP/IP protocol implementation into BSD Unix. In 1988 the Tahoe TCP version
was released. The main difference between TCP Tahoe and TCP Reno is the absence of the Fast Recov-
eryalgorithm. TCP Reno was released in 1990. TCP Reno is still used today, however with a number of
extensions like selective acknowledgments.

IP addresses refer to network interfaces. Every network interface has its own IP address. This works fine in static
environments but introduces many problems in the case of mobility.

2RTP is not considered here because it operates on top of UDP.

3Reliable means that every byte is delivered to the service user exactly once in the correct order.
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Figure 2.2.: TCP state transition diagram

The operation of TCP can be divided into three phases: connection establishment, data transfer, and
connection termination. Figure 2.2 shows the state transition diagram of TCP. Since the data transfer
phase (stateESTABLISHEIDis most important for this thesis we summarize connection establishment
and termination below and discuss the data transfer phase in detail in the next section.

Connection Management

TCP uses a three way handshake to establish a connection. No data transfer is allowed during the connec-
tion establishment phase. The initiator of a connection chooses an initial sequence ruspbeit( a)
and sends &YNsegment to the passive end of the connection which has to be inl$7d&=N-State.
Upon receiving the initial segment, the passive end sen8¥M-ACKksegment which includes its ini-
tial sequence numbegeq_init_b) and the initial sequence number of the initiator incremented by one
(seq_init_a + 1). The initiator considers a connection as established upon reception SivtNeACK
segment. Th&YN-ACksegment is acknowledged with &Cksegment which has the sequence number
seq_init_a + 1 and the acknowledgment numbser_init_b + 1. The callee enters tHeESTABLISHED
State after the third packet is received. After the connection is established TCP provides a bidirectional
channel.

The purpose of the three way handshake and the initial sequence numbers is to prevent that old packets
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from previous connections are accepted by a new connection between the same hosts. Old packets might
arrive after a connection was closed, since the Internet might duplicate and delay packets (see Section 6.2.2
in [155]).

During connection establishment the two TCP instances can negotiate parameters and options to be used
for this connection. Options commonly used are, for examplédjriestamp optiofthe SACK optiorand
the window scale optionThe Maximum Segment Size (MSS) can also be negotiated. The MSS is the
maximum segment size a TCP instance is able to receive and should not be confused with the Maximum
Transfer Unit (MTU) . The MTU is the maximum packet that can be transferred over the path between
two communicating TCP instances without being fragmented.

Two performance problems are inherent to the connection establishment mechanism. First of all, the
three way handshake takes some time to complete. This time mainly depends on the RTT between initiator
and callee. Especially for short transfers, the set-up delay counts. Second, if one of the messages of the
three way handshake gets lost, TCP will need several seconds to detect the failure. The problem is that
at the beginning of a new connection TCP has no idea about the RTT of the path. In order to avoid the
transmission of packets into a congested network, TCP uses a conservative default value to initialize its
retransmission timer. This default value must be large enough to cover the RTT of arbitrary networks in
order to avoid spurious retransmissions of 8¥Nsegment. Currently the default value is three seconds.

This timeout value is doubled for every retransmission by TCP’s backoff algorithm.

For example, if a single message of 1000 bytes has to be transferred over a path with a propagation
delay of 100 ms and the fir&YNsegment is lost, the throughput will BE%4s = 312bytes/s. This
throughout is independent of the available bittate

The termination of a connection can be initiated by both ends. The interesting aspect of TCP’s connec-
tion termination is that each end can only close its sending channel. Thus, terminating a connection means
that no more data is sent but not that no more data is accepted. The termination of a connection is graceful.
Before TCP closes a connection, it reliably transmits all unacknowledged data. In order to terminate a
connection, TCP sends a segment with i -bit set. ThisFIN -segment must be acknowledged by the
peer entity. Similar to the connection establishment, TCP distinguishes beastermandpassiveclose.

The TCP entity which closes its half of the connection first performs the active close. In order to close
both halves of a connection, four packets are required.

Data transfer

As already mentioned, TCP provides a reliable service. To achieve this it uses sequence numbers, re-
transmission timers, flow control, and congestion control. Especially the congestion control algorithm is
crucial for the operation of the Internet. The flow control and congestion control algorithms determine the
achievable throughput.

After a connection is established, both ends are allowed to send data segments (bidirectional channel).
However, the following discussion only describes a single direction. The other direction works identical.
TCP’s data transfer mechanisms are optimized to avoid congestion. Instead of sending at the maximum
rate, TCP carefully tries to estimate the available capacity. The transmission rate is controlled by the rate of
incoming acknowledgments. Therefore TCP’s data transmission is @&sdlatbwledgment Clockedhe
number of bytes TCP is allowed to send without having to wait for an acknowledgment is controlled by
two windows, whereby the smaller one is determinative (see Equation (2.1)Adueetised Windowis
used to implement flow control between the two peers whil&biegestion Windows used to protect the
network from congestion. The Advertised Window is controlled by the receiving side (the receive buffer
size can be set by the application) and the Congestion Window is controlled by the sender. The algorithms
used to control the Congestion Window are discussed below. A connection is said to be either network,

4Assuming that the bitrate is not lower than the throughpuit.

10
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application or receiver limited. In the first case the Congestion Window limits the transmission rate. In the
second case the application data passed to TCP does not reach the available capacity. In the third case the
Advertised Window is not large enough to fill the pipe. This means that a larger Advertised Window would
increase the throughput.

cur_wnd = min(cwnd, advertised_wnd) (2.2

A peculiarity of TCP is the numbering of bytes instead of packets. The sequence number is increased
with every byte sent. This is why TCP is said to provide a byte-stream service. From the application point
of view packet boundaries are not preserved by TCP. The receiving application can read arbitrarily long
chunks of data (if available) independent of the segment or block size used by the sender. From the protocol
point of view the advantage of a byte stream is the possibility to combine multiple small packets into a
single large packet. The drawback of this approach is a waste of sequence numbers. The sequence number
field of TCP is 32 bits wide. This allows to uniquely numi2é? bytes before the sequence number wraps
around. Although this seems to be a large sequence number space, it wraps around rather fast for high
bitrates. Additionally in order to distinguish old packets from new ones the sequence number space must
be at least twice the window size if selective repeat is used (see page 202 of [81] for a counter example).
This is especially a problem for networks with a high bandwidth-delay product, which for example is
the case for satellite networks. A separate RFC 1323[90] deals with problems introduced by so called
fat pipes (LFN, pronounced elephan(t)). An LFN is a network with a large bandwidth-delay product.
RFC 1323 introduces mechanisms to protect TCP against wrapped sequence numbers (PAWS), a Window
scale option, and other mechanisms (SACK and timestamps).

TCP uses cumulative acknowledgments to acknowledge the reception of data. Each acknowledgment
acknowledges all data up to the acknowledgment number. In order to reduce overhead, TCP only acknowl-
edges every second received data segment. This mechanism isdeddlgeld acknowledgmeni® avoid
deadlocks and unnecessary retransmission, an acknowledgment must be sent if a delayed acknowledg-
ment timer expires before a second packet is received. The timeout value of this timer is not standardized
but an upper limit is given. According to RFC 1122[36] an acknowledgment should not be delayed for
more than 500 ms. A typical value found in some implementations is 200 ms. Every acknowledgment in-
forms the sender about the receiver’s receive buffer size (Advertised Window). In the case of bidirectional
communication, acknowledgments as well as window updates can be piggybacked on data segments.

In order to detect losses, TCP protects the transmission of data by a retransmission timer. Whenever
unacknowledged data is outstanding, a single retransmission timer is active. The retransmission timer is
started when a packet is sent and no retransmission timer is currently running. If the retransmission timer
expires, TCP will enter Go-Back-N mode. In this mode all unacknowledged packets are retransmitted
according to TCP’s congestion control mechanisms. If the timed packet is acknowledged and there is sent
but unacknowledged data in the send buffer, then the retransmission timer will be restarted.

To determine a value for the retransmission timer, TCP measures the RTT of a connection. The mea-
surement can be based on two different algorithms. The standard algorithm measures one RTT value per
window. If a data packet is sent and no measurement is currently active, TCP will start a measurement.
The measurement is stopped when the corresponding acknowledgment is received. The corresponding
acknowledgment is any acknowledgment with an acknowledgment number higher than the sequence num-
ber of the timed data packet plus its length. The measurement is only completed if no retransmission has
occurred, to avoid wrong RTT estimates (Karn’s algorithm[98, 99]). This problem is known as TCP’s ac-
knowledgment ambiguity. If a packet is heavily delayed in the network, causing its retransmission, the
TCP sender won't be able to distinguish whether the acknowledgment belongs to the original transmission
or to the retransmission. Therefore it cannot calculate the RTT.

The second mechanism is based on timestamps as described in RFC 1323[90]. To enable this mode,
both entities must negotiate the use of the timestamp option during connection establishment. In this

11
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mode every data packet gets a timestamp when it is sent. The receiver echoes this timestamp with the
corresponding acknowledgmeént/sing this algorithm the sender can calculate the RTT for every received
acknowledgment (even in the case of spurious retransmissions). As a result TCP can adapt faster to network
delay changes. The costs of this approach are TCP option processing and 12 extra bytes of overhead for
every TCP segment. This is especially a problem for slow links and small MTU sizes.

The computation of TCP’s retransmission timer is defined in [88, 36] and further discussed in
RFC 2988[134]. To compute the retransmission timer, TCP calculates the Smoothed Round Trip Time
(SRTT) and the round trip time variation (RTTVAR)The initial value for the Retransmission Timeout
(RTO) is three seconds. After the first RTT measurement is completed and the measured Kaline is
following steps must be applied:(is the timer granularity).

SRTT « R 2.2)
RTTVAR « g (2.3)
RTO < SRTT + max(G, 4+ RTTVAR) (2.4)

When a subsequent RTT measuremihis made, the following calculation is performed.

RTTVAR « (1 —0.25)+ RTTVAR + 0.25 « [SRTT — R/| (2.5)
SRTT « (1—0.125)%SRTT + 0.125 = R’ (2.6)
RTO «— SRTT + max(G, 4« RTTVAR) (2.7)

If the resulting RTO is smaller than one second, it will be rounded up to one second. If a maximum
value for RTO is used, it will have to be at le&stseconds.

Each time the retransmission timer expires the RTO value is doubled. The reasoning behind this backoff
algorithm is the assumption that a loss indicates congestion. Hence, TCP should be conservative with
pushing additional packets into the network, especially because the current RTT cannot be determined
due to Karn’s algorithm. After the retransmission timer has expired several times for the same segment,
TCP gives up and resets the connection. According to RFC 1122, the threshold for giving up should be
configurable by the application and should exceed 100 seconds. After the retransmission timer has expired,
SRTT and RTTVAR may be initialized with the first valid new RTT measurement, since the old values
might be outdated.

As the formulas and figures presented above show, the TCP retransmission timer is very conservative.
A minimum retransmission timeout of 1 second is an eternity to modern high speed networks. The re-
transmission timer can always be expected to be larger than the current RTT. The reasoning behind this
conservative algorithm is twofold. On one hand spurious retransmission should be avoided. Since the In-
ternet makes no guarantees about the delay, it is better to assume a high variance. On the other hand
congestion should be prevented. The assumption here is that the major cause for packet losses is queue
overflows at routers. Thus, if a loss occurs it will be better to give the network some time to recover than to
aggressively retransmit packets. Later we will see to which extent this strategy conflicts with error prone
wireless links.

5The mechanism is a bit more complicate due to delayed acknowledgments and the like. However the given expla-
nation should be sufficient to understand the core mechanisms.

8Jacobson’s algorithm for incorporating the measured RTT variance is especially important on a low-speed link,
where the natural variation of packet sizes causes a large RTT variation. One vendor was able to increase link
utilization on a 9.6 kb/s line from0% to 90% as a result of implementing Jacobson’s variance algorithm.

12
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Since the retransmission timer of TCP has to be conservative, a second mechanisms that is able to react
faster on lost packets was introduced. If TCP receives tthupcate acknowledgmeniswill assume that
a packet is lost. A duplicate acknowledgment is an acknowledgment which is unchanged with respect to
the previously received packet. The receiver generates a duplicate acknowledgment whenever it receives
an unexpected segment which lies within its window. Since the underlying network can reorder packets,
TCP does not react on the first duplicate acknowledgment but on the third. Basically the Fast Retransmi-
talgorithm is a kind of negative acknowledgment. In contrast to Go-back-N mode, which is entered after
a timeout, the reception of three duplicate acknowledgments only triggers the retransmission of a single
packet. The oldest unacknowledged packet is retransmitted. If more than one packet is lost within a win-
dow, TCP will need a timeout to recover. To improve performance, this is changed in new TCP versions
by the SACK option or by TCP NewReno (see below).

Congestion Control

If a new connection is started, TCP will not know the state and capacity of the network path to the desti-
nation host. Since TCP operates on top of an unreliable store and forward service, it is designed to avoid
congestion without support by the network layer. At the beginning of a new connection TCP has to slowly
probe the network to determine the available capacity. Otherwise it might overload the network with an
inappropriately large burst of data.

One of the most important features of TCP crucial for the operability of the whole Internet is its abil-
ity to adapt itself to the capacity of the network. For this purpose the transmission of data segments is
clocked by the reception of acknowledgments. TCP only pushes new data into the network if it receives
an acknowledgment, since an acknowledgment indicates that a packet has left the network. The number
of segments which TCP is allowed to send upon reception of an acknowledgment is controlled by four
algorithms, namelylow Start, Congestion Avoidanc&ast Retransmitindfrecover These four mecha-
nisms are used to control TCP’s Congestion Window. The congestion algorithms were first defined by Van
Jacobson in 1988[88] and were updated later in RFC 2581[9].

To implement the congestion control mechanism, two variables are maintained per connection and for
each direction. The congestion windoswnd represents the maximum amount of data TCP is allowed to
push into the network and the Slow Start Threshgsti{freshattempts to dynamically estimate the correct
window size for a connection. The correct window size maximizes throughout without congesting the
network.

Slow Start is used to probe the network at the beginning of a new connection, after a long idle period,
or after the retransmission timer has expired. This algorithm is used to reach the equilibrium state. TCP
is in Slow Start mode as long a&svnd is less tharssthresh . The initial Congestion Window is set to
on€. This means that at the beginning of a connection TCP is only allowed to push a single packet into
the network. Each time an acknowledgment is receivead is incremented by ofe Thus, after the first
acknowledgment is received TCP is allowed to send two segments.

If the network capacity is reached, packets will be lost due to queue overflow. If the loss is detected by
a timeout, TCP will have to restart the Slow Start phasend will be set to one even if the initial window
is larger than onessthresh  is updated using Equation (2.8). To updatthresh , TCP calculates
theFlightSize . TheFlightSize is the amount of outstanding data in the network. Earlier versions

"RFC 2581[9] allows to set the initial window to 2. RFC 2414[7] suggests to set the initial Congestion Window to
min(4 * MSS, max(2 * MSS, 4380bytes)). However, the status of this RFC is experimental.

8Actually, the time it takes to open to a given windowAdog, W whereR is the RTT and/¥ is the window in
packets. If the receiver sends one acknowledgment for every second segment, this estimate dhingd b&/.
It is generally agreed that during Slow Start it is appropriate to increase the window size by one MSS per acknowl-
edgment, even if the acknowledgment acknowledges more or less than one MSS of data.
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of TCP used the minimum of the current value of the Congestion Window and the Advertised Window
instead of thé-lightSize . However, this is not correct, since it is possible that the transmission rate is
application limited rather than network or receiver limited.

FlightSize

ssthresh = min( ,2 % SMSS) (2.8)

If cwnd reachesssthresh 9, TCP will enter the Congestion Avoidancephase. In this pleasel is
increased by one segment per window. Thus, the exponential increase of the Congestion Window during
the Slow Start phase is slowed down to linear increase. During the Congestion Avoidancephase TCP
carefully tries to reach the capacity of the network. If the capacity is reached, often only a single packet is
lost.

If three duplicate acknowledgments are received, TCP enters Fast Retransmitfollowed by Fast Recov-
ery. Fast Retransmitmeans that the oldest unacknowledged packet is retransmitted. In Fast Recoverymode
ssthresh  is updated using Formula (2.8). Contrary to the Slow Start pbasel is set tossthresh
plus three. The argumentation behind this is that the network is still operable since some packets have
made it through to the receiver. Because three duplicate acknowledgments were received, three new pack-
ets are allowed to be pushed into the network. However, the loss of packets indicates that the network is
operating at its limit, therefore the sending rate has to be reduced. During Fast Recoverythe Congestion
Window is incremented by one for every received acknowledgment. The Fast Recoveryphase ends when a
new acknowledgment is received or when the retransmission timer expires. In the first case the Congestion
Window is set to the Slow Start Thresholdand TCP continues its operation in Congestion Avoidancemode.
In the second case Slow Start is entered. The four modes are illustrated in Figure 2.3. This figure shows
the sending of data segments and the reception of acknowledgments on the left side. The right side shows
the development of the Congestion Window and the Slow Start Threshold. In order to show the mecha-
nisms we configured NS to drop an entire window of packets at around 0.4 seconds and to drop a single
segment at 1.2 seconds. Before the first drop event occurs the Congestion Window develops according to
the Slow Start mechanism. It increases from a single packet up to 16 packets. Since all 16 packets are
lost, the retransmission timer expires and TCP restarts Slow Start. The slow start threshold is set to eight.
When the Congestion Window reaches eight, Congestion Avoidanceis entered. At 1.2 seconds a packet
is lost. This loss is detected by the reception of the third duplicate acknowledgment at 1.38 seconds. The
Congestion Window is halved and then inflated to seven. The Slow Start Thresholdis set to four. Then Fast
Recoveryis started. During Fast Recoverythe Congestion Window is increased by one for every received
acknowledgment. The Congestion Window is set to the Slow Start Thresholdand TCP enters Congestion
Avoidanceif the acknowledgment for the lost packet is received.

Recommended extensions to TCP

This section describes extensions to the TCP standard which are recommended by the Internet Engineering
Task Force (IETF) and are part of most of the current TCP implementations. For each extension we discuss
which problems are mitigated.

SACK[121]

Early versions of TCP implement only a Go-back-N algorithm in the case of packet loss. This was im-
proved later by retransmitting a single packet upon reception of three duplicate acknowledgments. How-
ever, the cumulative acknowledgments of TCP do not explicitly provide information to the sender about

%A TCP implementation can enter the Congestion Avoidancephase eitivendf equalsssthresh ~ or if it is larger
thanssthresh
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the reception of out-of-order segments. The sender has to deduce this information by interpreting dupli-
cate acknowledgments. As this information is incomplete (e.g. how many packets were lost) any solution
must be sub-optim#l. Furthermore Fast Retransmitand Fast Recoverycan only recover from a single lost
segment per window. If multiple packets are lost, TCP will not fill the network and hence the self-clock
mechanism will not be preserved. In this case TCP needs a timeout followed by Slow Start to recover.

In order to combat these problems a Selective Acknowledgment (SACK) option is defined in RFC 2018.
This option allows a TCP receiver to report the reception of non-contiguous blocks of data to the TCP
sender using the option field of the TCP header.

If the receiver receives non-contiguous data, it will send a duplicate acknowledgment including the
SACK option to inform the sender which segments were successfully received. Each block of continuous
data is expressed in the SACK option using the sequence number of the first octet of data in the block and
the sequence number of the octet just beyond the end of the block. In the new SACK option the first block
is required to include the most recently received segment. Additional SACK blocks repeat previously sent
SACK blocks to increase robustness if acknowledgments are lost.

RFC 2883[74] extends RFC 2018 to report the reception of duplicate segments. It does not define the
actions to be taken if an acknowledgment reports reception of a duplicate segment. This extension to the
SACK option allows the TCP sender to infer the order of packets received at the receiver, allowing the
sender to infer whether it has unnecessarily retransmitted a packet. A TCP sender can use this information
for more robust operation in an environment of reordered packets[8], ACK loss, packet replication and/or
early retransmit timeouts.

After a retransmission timeout the TCP sender has to cancel all SACK information, because it is pos-
sible that the data receiver has discarded segments (due to resource limitations) which have already been
acknowledged by a selective acknowledgment. Thus, in the case of a timeout the data sender must retrans-
mit the segment at the left edge of the window whether it was included in a SACK block or not. A segment
is not removed from the send buffer until the left window edge has passed it.

In order to use the selective acknowledgment option both TCP instances have to support it and must
negotiate the usage of SACKs during connection establishment. If one of the two TCP instances does not
support this option it won't be used. In this case TCP NewReno, which is defined in RFC 2582[73], can
be applied to recover from multiple losses per window during Fast Recovery. The NewReno algorithm
modifies Fast Recoveryto retransmit the first unacknowledged packet upon reception of partial acknowl-
edgment. A partial acknowledgment is an acknowledgment which does not acknowledge all data sent
before Fast Recoverymode was entered.

SACK is a method for data recovery while TCP performs Fast Recovery(i.e. after three duplicate ac-
knowledgments). Another issue in this state is to maintain the principle of conservation of packets. TCP
Reno fails to estimate the number of packets in flight during recovery because it can only use the duplicate
acknowledgments to estimate this value. The Forward Acknowledgment (FACK[122]) approach realizes
the idea to decouple the congestion control algorithm from the data recovery algorithms. The FACK algo-
rithm uses the information provided by the SACK option to achieve a more accurate estimate of the packets
in flight. For this estimation it introduces two new variableed_fackwhich is set to the forward-most
data held by the receiver (hence the name FACK) and a counter which counts the number of retransmitted
packets. The forward-most data is the segment with the highest sequence number seen by the receiver. The
number of outstanding packets is simply calculatedvasid = snd_nxt — snd_fack + retrans_data. A
performance comparison presented in [122] shows that the FACK algorithm performs better than SACK
alone if multiple packet losses occur per window. Today FACK is included in many TCP implementations
(e.g. Linux).

10n[65] Fall and Floyd show that without selective acknowledgments TCP implementations are constrained to either
retransmit at most one dropped packet per RTT, or to retransmit packets that might have already been successfully
delivered.
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Figure 2.4.: Limited Transmit example

Further Extensions to TCP

Besides the extensions recommended by the IETF and/or found in most current TCP implementation
there exist a number of suggestions which are either currently under discussion or deal with a specific
improvement.

One of TCP’s problems is that it will hardly be able to recover fast if the Congestion Window is small,
since in this case the Fast Retransmitalgorithm is not triggered. To remedy this problemited Trans-
mit Algorithmdescribed in RFC 3042[5] calls for sending a new data segment in response to each of the
first two duplicate acknowledgments that arrive at the sender. The transmission of these two new seg-
ments increases the probability of receiving three duplicate acknowledgments and hence TCP can recover
from a single lost segment using the Fast Retransmitalgorithm rather than using a costly retransmission
timeout. Limited Transmit can be used both in conjunction with and in the absence of the TCP selective
acknowledgment (SACK) mechanism. The general algorithm is illustrated in Figure 2.4.

After long idle times of an application or if the application does not have sufficient data to send to reach
the current Congestion Window, the Congestion Window might have become invalid. In RFC 2861[82]
an algorithm to validate the current setting is specified. Contrary to RFC 2581 which recommends (the
should form is used) to set the Congestion Window to its initial window after a long idle period, RFC 2861
suggests to decay the Congestion Window. It particularly suggests halving the Congestion Window with
every RTT during which the flow remains inactive. Further it suggests to increase the Congestion Window
only if the send buffer is not empty.

TCP-Reno, despite all improvements (e.g. SACK), implements a reactive approach to congestion con-
trol. The sending rate is increased unless the sender perceives packet loss. In contrast to this, TCP-
Vegas[37, 111] aims at decreasing losses and increasing throughput by anticipating the onset of conges-
tion. It also uses mechanisms like Slow Start and Congestion Avoidancebut differs from Reno in the way
it updates its Congestion Window.

The idea is that with increasing sending size (Congestion Window) the throughput also increases but
not beyond the available bandwidth. Hence TCP-Vegas compares the expected throughput, defined as
Expected = #Pri%T, to the actual throughput. During Slow Start TCP-Vegas allows exponential growth
only every other RTT, so that a valid comparison of the expected and the actual rates can be made. If the
actual rate falls below the expected rate, TCP changes from Slow Start mode to Congestion Avoidance.
During Congestion Avoidancetwo thresholds & () are used to determine whether the Congestion
Window should increase linearly, stay constant or decrease linearly. If the difference between expected
and actual sending rate is less thathe window is increased. If the difference is larger ti¥athe window

is decreased.
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2.2.1. TCP’s User Interface

RFC 793 also functionally characterizes the interface that TCP should provide to the user (application).
However, the described interface is not mandatory. The interface description consists of a set of calls, much
like the operating system calls provided to an application process for manipulating files. For example, there
are calls to open and close connections as well as to send and receive data on established connections.
Although the interface is described using the function call paradigm, the standard does not determine
whether the interface must be synchronous or asynchronous. Later in Section 4.1 we will see how the BSD
socket interface implements this description.

The open -function is used to create a new TCP instance. The caller must specify the local port, the
foreign socket (address of the peer entity), a flag which indicates whether this is an active or passive open,
a timeout and additional parameters that are not important in the scope of this thesis. If the flag indicates
passive mode, the new TCP instance enters the listing mode, waiting for connection requests to arrive. If
the flag is set to active mode, the newly created TCP instance will initiate TCP'’s three way handshake. The
timeout, if present, permits the caller to set a time limit during which all data submitted to TCP should
be delivered. If TCP fails to deliver the data, the connection will be abortedORtENfunction returns a
local connection name that can be used by the caller as a short hand term for all succeeding function calls
related to this connection.

The send -function is used to transmit data. The caller has to specify the local connection hame, the
buffer containing the data and the number of bytes in this buffer. Further it can specify an urgent flag, a
push flag, and a timeout. If the connection has not been openesktidefunction will be considered as
an error. The RFC does not define the semantics ofémel -call, for instance that a call to theend -
function must not return before all data is acknowledged by the peer TCP entity. Instead it discusses
different possible alternatives. For performance reasons the RFC suggests gtdhinction should
return an immediate local acknowledgment, even if the segment sent has not been acknowledged by the
distant TCP entity. We emphasis this semantic point here, since it is important for the design of the remote
TCP interface.

Thereceive -function is used to consume received data. Similar tostre -function the caller has
to specify the local connection name, a buffer and the number of requested bytescdive -function
returns either if the number of requested bytes is available or if a segment with the push flag set is received.

Theclose -function is used to terminate a connection. The meaning of a close is that the caller has no
more data to send but not that the caller is not willing to receive additional data. Furthermore the close
operation is graceful in the sense that outstanding data (data that has been passed to TCP by the application
but has not been sent or acknowledged yet) is reliably transmitted.

Thestatus -function is used to query a local communication endpoint. The caller has to specify the
local connection name as parameter. The return values of this call are values of the connection control
block. However, it is not specified which values should be included in the report. The RFC only makes
some suggestions.

The abort -function is used to abort a connection. In this case all pending sends and receives are
canceled and eeset -segment is sent.

Besides these function calls it is assumed that TCP can deliver signals (messages) asynchronously to
the user. The purpose of such signals is for example, to inform the user about a state change or that new
data has arrived. The RFC does not specify which signals have to be implemented.

2.3. User Datagram Protocol

UDP offers a connectionless unreliable datagram service. Basically it just adds payload checksumming
and application addressing to the functionality of IP.
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2.4. Definition of Internet Access

Although the definition of Internet access seems to be obvious at a first glance, there are different views.
In [167] Wolisz et al. distinguish between three different definitions:

e Sending and receiving IP packets.
e Access to popular services like E-Mail and WWW.
e Access to the service of the Internet protocol stack.

The first definition describes the classical case where the wireless end system includes the entire Inter-
net protocol stack. The second definition considers solutions which allow end systems to access popular
Internet services without using IP. Usually a special network node is used to translate between different
protocols. A well known candidate of this class is the Wireless Application Protocol (YAFRhally the
third definition offers full Internet access without having the Internet protocol stack on the wireless end
system. In our opinion this is the most appealing approach and the idea we pursue with the Remote Socket
Architecture.

Mywww.wapforum.org
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Chapter 3.

TCP over Wireless

In the previous chapter we stressed that the Internet protocols are able to operate on arbitrary technologies.
Hence replacing a cable by wireless technologies should not introduce any problems. On the other hand
following the one size fits all idea requires either an environment that is homogeneous at least to some
extent or compromises regarding performance issues. Since wireless networks have many characteristics
that increase the Internet’s heterogeneity (e.g. high error rate, time-varying nature, disconnectivity,. .. ), it
is questionable whether the Internet protocols, especially TCP, are able to provide the available bitrate to
applications. Thus, the question is not whether the Internet protocols are able to operate over wireless net-
works, but rather what the performance penalty is if they are used. Since TCP is the most complex protocol
of the Internet protocol suite and is especially impaired by the peculiarities of wireless communication,
the discussion in this chapter is limited to TCP.

The goal of this chapter is to explain why TCP might fail in the case of wireless networks and to
summarize the most popular solutions which try to solve the described problems. For this purpose we start
with defining the network architecture which we assume throughout this work. Please note that a different
network architecture might lead to additional problems (e.g. we do not consider network path asymmetry
here, which for example is common for satellite networks). Then we proceed with explaining the effects
that the peculiarities of wireless communication have on TCP’s operation. We end this chapter with a
discussion of different approaches that try to solve the described problems.

3.1. Assumed Wireless Internet Architecture

Throughout this thesis we assume a single wireless cell which is either the first or last hop of the path
between source and destination. The wireless end system is connected to the Internet using an access point
that connects the wired and wireless world. The technology of the wireless access network is arbitrary
(e.g.: Bluetooth, 802.11, GSM, UMTS). The possible technologies differ in parameters like cell size and
bitrate as they have different fields of application. A detailed description of GSM, GPRS, UMTS and IEEE
802.11 can be found in [146, 160, 84] and [129], respectively.

As commonly anticipated, we assume that the access network is composed of different technologies.
For example global connectivity might be provided by 2.5G (e.g. GPRS) or 3G (e.g UMTS) cellular net-
works. Whereas for locations with high bandwidth demands wireless LAN (e.g. IEEE 802.11) or bluetooth
hot-spots will be employed. The motivation behind the usage of different technologies is that different
available technologies have quite different fields of application. Cellular networks like 2.5G and 3G net-
works promise ubiquitous Internet access while wireless LANs and bluetooth promise higher data rates
and allow ad-hoc networking. Since wireless LAN cannot offer ubiquitous Internet access and cellular
systems cannot offer the throughput of wireless LANSs, it can not be expected that a single technology will
replace all others. Ongoing research is working towards architectures that allow roaming between different
technologies without losing the current state (e.g. see [76, 148, 35]). However, this is out of the scope of
this thesis.

21



Chapter 3. TCP over Wireless

Although IEEE 802.11 and Bluetooth enable the establishment of ad-hoc networks, we preclude this
type of networks in this work. Ad-hoc networking introduces many specific problems like routing issues.
Furthermore in the case of ad-hoc networks the wireless path will often span multiple hops, whereas we
assume a single hop. Problems of ad-hoc networking are discussed in [95].

One appealing new feature of wireless networking is mobility. Regarding mobility, layer two and layer
three mobility have to be distinguished. In the case of layer two mobility the wireless end system does
not change its ISP. The handover between different access points is transparent for higher layers. In the
case of layer three mobility the end system moves to a hew (sub)network. This means that the IP address
of the end-system becomes topologically incorrect. Since the focus of this work is on problems that arise
from replacing the cable by radio communication, and since IP does not inherently support mobility, we
preclude layer three mobility from the discussion. Problems that come along with layer three mobility are
a separate topic and are discussed elsewhere (e.g. [27, 171]). Problems that arise from layer two mobility
are included in the discussion because it is transparent to the higher layers but might lead to an abrupt
change of network conditions.

3.2. Problem Description

In this section we explain why TCP might suffer in the case of wireless links. Although the problems
introduced by radio communication affect different aspects like security, energy efficiency, health, and
performance, we focus on performance issues.

TCP provides areliable service on top of the connectionless and unreliable IP service (see chapter 2.1 on
page 7). Thus, TCP must be able to deal with packet loss, duplication, reordering and varying delay. TCP
is also responsible for estimating the capacity of the network in order to avoid a congestion collapse. In
the following we discuss how these requirements conflict with the peculiarities of wireless networks.

3.2.1. Congestion Losses vs. Transmission Losses

The fundamental problem that TCP has with radio links is the increased error probability. In tethered
networks the bit error probability generally is very low (0~%). Thus, in the Internet, packet losses are
caused by queue overflows rather than by transmission errors. This is totally different for wireless systems.
Wireless channels are often error-prone. For example measurements in the 2.4 GHz Industrial Scientific
and Medical band (ISM) showed error rates as bas 462 —3[33, 56, 59].

At the beginning of the Internet it turned out that congestion avoidance is essential for the operability of
the Internet. Hence TCP is designed to avoid congestion. If a TCP sender detects a packet loss either by a
timeout or by receiving three duplicate acknowledgments, it has to follow the Congestion Avoidancerules,
resulting in a reduced sending rate. This is also true if the loss is not caused by queue overflow (congestion)
but by transmission errors. The problem is that TCP cannot determine the reason of a loss and hence has to
assume congestion. Unfortunately both error sources require opposite reactions. In the case of a packet loss
due to congestion TCP must reduce its sending rate, while in the case of a packet loss due to transmission
errors a retransmission should follow. Unfortunately all attempts trying to determine the cause of a loss
without modifying or enhancing the protocol have failed (e.g. see [31, 30]).

The mechanisms that TCP uses to adapt its sending rate depend on the loss indication (timeout or three
duplicate acknowledgments). In the case of a retransmission timeout TCP re-enters Slow Start. This means
that the Congestion Window is reduced to a single segment (even if the connection was started with a larger
initial Congestion Window). If the loss event is detected by reception of three duplicate acknowledgments,
TCP will halve its Congestion Window and enter Fast Recovery.

Independent of the loss event TCP corrects its estimation of the network path capacity by setting the
Slow Start Thresholdto half of the current Congestion Window. For multiple losses or if the first loss
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Figure 3.1.: Effects of losses on TCP performance

occurs at the beginning of a connection, the Slow Start threshold is likely to reach the minimum value
of two segments. In this case TCP has to linearly increase the Congestion Window in order to utilize
the available capacity, even if the current sending rate is significantly smaller than the current network
capacity. The performance penalty mainly depends on the RTT.

The effects of losses are illustrated in Figure 3.1. We simulated the transfer of 1 MByte of data using
TCP Rend. For every simulation run we varied the delay between source and destination as shown on the
x-axis. For each delay we ran three simulations, one without error (curve labfleolt error), one with
a single packet loss (curve labelBdst Retransmitafter a single erfpand one with three packet losses
(labeledSlow Start after errors The y-axis shows the throughput in bytes/second. For Figure 3.1(a) the
errors occurred after TCP had reached the link capacity while for Figure 3.1(b) the errors occurred at the
beginning of the connection. The two figures allow three conclusions. First, even a low error rate reduces
TCP’s performance significantly (we only simulated a single loss event). Second, the performance penalty
depends on the RTT. And third, losses at the beginning of a connection are more harmful because TCP
enters Congestion Avoidancetoo early.

3.2.2. Error Control Mechanisms

The question is whether TCP is able to detect and repair losses efficiently. Losses are detected (assumed)
by either the reception of three duplicate acknowledgments or by a timeout. Since TCP is an end-to-
end protocol, the loss indication always occurs later than the loss event. In the case of three duplicate
acknowledgments the loss indication is delayed by the time which is required to transmit at least three
additional packets to the receiver plus the time the acknowledgments need to reach the data sender. In
the case of a loss indication due to the expiration of the retransmission timer the delay depends on how
accurately the retransmission timer reflects the current RTT. For the setting of the retransmission timer a
trade-off between being too aggressive or too conservative has to be found. In the former case the timer
might expire prematurely leading to spurious retransmissions. In the latter case the performance would

INS and the TCP Reno agent.
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suffer from long idle periods. Since TCP is designed to avoid congestion, it uses a conservative mechanism.
The retransmission timer has (according to RFC 2988) a minimum value of 1 Senmhi$ doubled after

every retransmission. If the real RTT is smaller than the minimum retransmission timer value, it will take
TCP too long to detect a loss event caused by bit errors.

The second question is which packets should be retransmitted after a loss is assumed. If the retrans-
mission timer expires, TCP will perform Go-back-N. This means that all unacknowledged packets are
retransmitted starting with the oldest. Thus, even if the receiver receives out of order packets, those pack-
ets will be retransmitted. This is even true if TCP uses the SACK option. According to RFC 2018, a
TCP sender must discard all SACK information upon a timeout, since selective acknowledgments are only
informational. The receiver might discard packets it has already selectively acknowledged.

In the case of a Fast Retransmit, the TCP sender retransmits the oldest unacknowledged packet. In
earlier versions the Fast Retransmitalgorithm could only correct a single packet loss per window and more
than three packets must have been received by the receiver (which implies that the sender is allowed to and
has sent more than three packets). The former problems are mitigated by the SACK option (RFC 2018) and
New Reno (RFC 2582), and the latter problem is mitigated by the Limited Transmit algorithm (RFC 3042).

If for any reason the retransmission timer expires too early, the packets will be unnecessarily retrans-
mitted. The major problem here is that TCP is unable to detect that the estimated RTT was too short.
Therefore TCP goes through the entire Go-back-N cycle retransmitting every packet already received by
the receiver and must also update its congestion control variables. The effects of spurious retransmission
are shown in [115].

As a result neither the timer triggered retransmissions nor the Fast Retransmitalgorithm are able to
handle high error rates efficiently. This is even true if TCP would be able to determine the cause of a
packet loss and would not reduce the transmission rate upon non congestion-caused losses.

3.2.3. Estimation of the Retransmission Timer

TCP has to estimate the RTT to configure the retransmission timer. If the RTT variance is high, the retrans-
mission timer will be set to a large value, since the RTO calculation includes the RTT variation multiplied
by four (see Equation (2.7)). Thus, in this case TCP needs a long time to detect an error.

On the other hand, if the variance is low, the value of the retransmission timer will be close to the
observed RTT. In this case it can happen that the timer expires spuriously. This can be especially observed
if TCP operates on top of a link with a varying bit rate like GPRS (see e.g. [151, 170, 79, 86, 46]) or if
long (with respect to the RTT) error bursts occur.

If TCP does not use the timestamp option it will only measure a single RTT per window. This measure-
ment will not be completed if errors occur. Thus, in the case of an error prone link, TCP must live without
an up to date estimation of the RTT.

TCP has no information about the RTT for the first packet of a connection. Hence, it must use a default
value, which is currently three seconds. If this packet is lost, it takes much longer than required to recover.
This is especially harmful if only a small amount of data should be transferred.

If the bit rate is low, leading to a high impact of the packet generation time on the RTT, a series of short
packets will reduce the mean RTT. If the next long packet is sent, the retransmission timer might be too
small leading to an unnecessary timeout.

3.2.4. Protocol Overhead

The ratio between payload and total amount of data sent becomes more important with decreasing bitrate
or in the case of wireless devices. This ratio is negatively influenced by the protocol header size and the

2RFC 2988 uses the should form. This means that TCP implementations can choose a smaller minimum value.
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Figure 3.2.: Classification of solutions

number and size of control frames (e.g. acknowledgments), as well as the MTU size. TCP and IP each
have a protocol header of at least 20 bytes. Since most protocol stacks support TCP Timestamp and SACK
option today, the TCP header is usually between 32 bytes and 60 bytésTonig, the overhead per TCP
segment is around 52 bytes (neglecting the overhead of lower layer protocols). Furthermore TCP sends
an acknowledgment for at least every second packet. If the timestamp option is enabled, the size of an
acknowledgment is 52 bytes (without SACK blocks).

3.3. Solutions - State of the Art

Many papers by different research groups deal with the problems of wireless Internet access. Best to our
knowledge papers by DeSimone et al. [55] and bydlas et al. [43] are the first papers that address
such issues, both dating back to 1993. DeSimone et al. investigate the performance of reliable transport
protocols over wireless LANs. We discuss this paper in more detail in Section 3.ZdreSzet al. deal

with mobility implications on reliable end-to-end connections. They use the Fast Recoverymechanism of
TCP to shorten the delay after a mobile end system has changed the base-station. Altogether we found
over 120 references in conference proceedings and journals and the number of publications concerning
this topic still increases. The discussion of the various approaches is structured according to the ideas
behind an approach and not in chronological order.

The main reason for performance degradation is TCP’s inability to distinguish congestion losses from
transmission errors and to deal with high error rates. Hence most research groups have contributed so-
lutions for these problems. Most solutions only consider data transfer from a fixed host (i.e. server) to
a wireless host (i.e. client). This is motivated by the observation that most data flows downstream (e.g.
WWW traffic)*. Thus, the following discussion mainly deals with approaches that combat the aforemen-
tioned problem. Solutions for other problems mentioned in Section 3.2 are summarized in Section 3.3.3.

Figure 3.3 shows the classification scheme for the various approaches. This classification is used in the
following discussion. The classification is represented as a tree in which the nodes provide information

3The maximum option size is 40 bytes. The size of the SACK option depends on the number of SACK blocks. An
SACK option that specifies blocks has a size &fx n + 2.

“New network applications (e.g. Peer-to-Peer networks) have invalidated this assumption. However, when most of
the discussed approaches were designed this assumption was justified.
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on where modifications are required and the leaves present examples of each class. At the top level we
separate solutions that are based on a PEP from those that are not. Hence the root of our classification
tree is the question whether an approach requires support from a network node or not. The right sub-tree
of Figure 3.3 shows solutions that are not based on PEPs. Such solutions are generally in line with the
current Internet philosophy. The left sub-tree represents solutions that require a modification of the end-
to-end principle of the Internet. The outer right path represents the classical Internet protocol stack as it
is found in todays end systems. The outer left path represents solutions that require modifications at both
end systems and within the network. Solutions that require modifications at fixed hosts (standard Internet
hosts) have the drawback that they require changes on all existing TCP implementations and installations.
In contrast to this, solutions that require modifications at the wireless end system are more feasible, since
this affects a smaller number of hosts and does not affect legacy hosts.

A different classification scheme is to put all solutions that hide the peculiarities of the wireless link
from the sender into one class and all solutions that try to inform TCP about the cause of a packet loss into
a second group. This classification puts solutions that are in line with the Internet design principle and PEP
based approaches in the same group (e.g. LLP and split connection approaches, both hide the peculiarities
of the wireless link). Therefore we decided to use this classification only as a first coarse categorization.
For each resulting group we used the scheme shown in Figure 3.3.

3.3.1. Solution Based on Hiding Link Characteristics
End-to-End solutions

This section describes the right sub-tree of Figure 3.3 (i.e. all solutions that are not based on a performance
enhancing proxy).

Link Layer Protocols

We start the discussion about the usage of link layer protocols to remedy TCP’s problems over wireless
links with general aspects. At the end of this section we present AIRMAIL and TULIP as examples. Link
layer protocols can be considered as the most obvious approach to mitigate the effects of high error rates
on TCP performance because they fit naturally into the layered structure of network protocols, and because
they deal with the error situation where it occurs. They have a much shorter control cycle than transport
layer protocols and hence they can react on errors much more efficiently than TCP. In order to reduce
the error rate, link layer protocols either use Forward Error Correction (FEC) schemes, Automatic Repeat
Request (ARQ) schemes or combine both approaches (e.g. [26, 110]). FEC schemes can be used to correct
a certain number of errors. The advantage of FEC is that it introduces an overhead that is independent
of the instantaneous error-rate. Thus, the link layer protocol does not add to the RTT variance observed
by the TCP sender. On the other hand the same overhead is incurred independent of the channel state,
which wastes bandwidth during good channel states. In [60] Eckhardt et al. show how adaptive schemes
can reduce the overhead. Since FEC is mostly deployed at the physical layer in mobile communication
systems, we do not further discuss it here.

Link level ARQ schemes retransmit a packet on the local link if a loss is detected (e.g. negative acknowl-
edgment, timeout). The advantage of link layer retransmissions in contrast to end-to-end retransmissions
is that the link-layer can react faster to errors than the transport layer. It is easier to estimate the local round
trip time if only a single link is involved. The link-layer receiver can also use negative acknowledgments
to report losses upon reception of an out-of-order packet, because packets are not reordered on a single
link. Further on the retransmission cost only occurs on the local link where the packet was lost and not
on the end-to-end path. The latter is especially important if the packet has already traversed the bottleneck
link. Another advantage of local error control compared to end-to-end error control is that the local entity
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might be able to estimate the current channel state and hence is able to use more sophisticated mechanisms
to handle bad channel states (e.qg. [28]).

Unlike FEC, ARQ only produces overhead if a packet is retransmitted. This saves bandwidth during
error free periods, but packet losses are translated into delay. Thus, in contrast to FEC schemes, ARQ
schemes increase the delay variance seen by the TCP sender. Furthermore local error control mechanisms
can potentially lead to three different adverse interactions with TCP’s error control mechanism. First, the
two reliable protocols on different layers set their retransmission timers independently, which might lead
to redundant retransmissions. Second, if the link layer protocol does not preserve the packet order, a fast
retransmission might be triggered due to duplicate acknowledgments. Third, a higher mean RTT and an
increased variance might lead to a long and conservative retransmission timeout at the transport layer. This
means that it takes longer for the transport protocol to react to congestion based losses.

Besides these interactions between TCP and link layer protocols, link layer protocols introduce two
additional shortcomings. The first problem is called head of line blocking. If a reliable link layer protocol
tries to deliver a packet in a bad channel state, all other packets (possibly destined for other receivers) are
gueued until this packet has been successfully delivered. Since the quality of the wireless channel depends
on the location of the receiver, it is possible that some receivers are reachable while others are not. Thus, it
is possible that packets destined for a different receiver or even shorter packets to the same receiver could
be transmitted successfully. While the sender tries to deliver a packet over the bad channel, bandwidth
and energy are wasted and the outgoing queue can overflow. One possible solution is link state dependent
scheduling as described by Bhagwat et al.[28].

The second problem is that not all applications would benefit from a reliable link layer service. In the
case of delay sensitive data (e.g. voice over IP) a packet loss is often more acceptable than additional delay
due to excessive retransmissions. Unfortunately, the link layer cannot distinguish between TCP and UDP
packets without looking into the IP header. A further differentiation (e.g. guessing the kind of application)
is even more complicated. The IETF's PILC working group has summarized recommendations for the
design of subnetworks in RFC 3150[126], RFC 3155[52], and RFC 3366[64].

One of the first papers that deals with the effects of combining error recovery on the transport layer
and the link layer is [55]. The authors investigate the performance of reliable transport protocols over
wireless LANs. They show that performance and efficiency (goodput over throughput) critically depend
on the transport level retransmission timer. If the timeout value is too high, the system will suffer from
poor performance, as errors are detected late. If the value is too small, the system will suffer from poor
performance since too many unnecessary retransmissions waste scarce resources. They conclude that a
link layer protocol should only be used if the error rate exceeds a certain threshold.

Since then different researchers have shown that spurious retransmissions are not really an issue. In [20]
it is shown that interference is unlikely if the RTO granularity is large and the time required for link level
retransmissions is small compared to TCP’s RTO. As discussed in Section 2.2 TCP’s minimum RTO value
is twice the timer granularity and should be at least 1 second. For a 2 Mbit/s wireless LAN, an RTO value of
1 second will allow more than 150 retransmissions if the packet length is 1500 bytes, neglecting the access
delay. In [113] it is pointed out that the timeout value for a segment is often larger than the RTO value.
The retransmission timer is restarted if a new acknowledgment is received that does not acknowledge all
outstanding packets. Therefore the next packets get an additional RTO before the timer goes off.

One example for a link layer protocol designed for wireless networlkdRIMAIL[11]. Although its
design is not directly related to TCP, it has some interesting features that differentiate it from classical
link layer protocols. AIRMAIL is asymmetric to reduce the processing load at the mobile host. Relia-
bility is achieved by a combination of ARQ and FEC. Furthermore it supports handovers by transferring
AIRMAIL-state from one access point to the next access point.

Another link layer protocol explicitly designed to improve TCP over wireless linkdJkIP[132, 131].

TULIP is tailored for half-duplex radio links. Its timers rely on the maximum propagation delay over the
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link rather than performing a RTT estimate of the channel delay. It does not provide a reliable service for
TCP acknowledgments. The reasoning behind this is that subsequent cumulative acknowledgments super-
sede the information of the lost one. Although this is true regarding error control, lost acknowledgments
negatively effect the transmission rate of the TCP sender. Packets are delivered in order. To achieve the
reliable service, a continuous ARQ approach is used. The receiver sends a bit-vector with every acknowl-
edgment informing the sender about missing packets.

IETF's Performance Implications of Link Characteristics (PILC) working group summarized the re-
search results about link layer ARQ in RFC 3366[64]. This RFC states that a single TCP connection
would benefit from persistent ARQ. However, if many flows share the same link, the additional delay
might be an issue, and ARQ protocols with a reduced persistence might be preferable. Furthermore, the
RFC points out that effects such as increased delays are cumulative. If flow classification is impossible,
then persistent ARQ should not be used.

TCP add ons

Although link layer protocols are able to hide an error-prone link from a TCP sender, they are generally
unable to guarantee in-order delivery of TCP segments. Since TCP repeats the last acknowledgment upon
reception of an out of order segment, a large number of out of order segments can lead to three duplicate
acknowledgments which in turn trigger the sender to enter Fast Retransmission Mode. Unfortunately the
resulting retransmissions and reduction of the Congestion Window are spurious, since no packet was lost.
In order to overcome this behavior, Vaidya et al. suggest the introduction of a delayed duplicate acknowl-
edgment mechanism in [125, 159]. In this approach a TCP receiver delays the third and all later duplicate
acknowledgments for an intervél This interval gives the link layer protocol time to retransmit the missing
packets. If the timer expires before all missing packets have been received, all duplicate acknowledgments
will be sent in a burst. The drawback of this scheme is that the third duplicate acknowledgment is also de-
layed if losses are caused by congestion. Thus, the TCP sender does not recognize congestion based losses
until the delayed dupack interval is over. This can lead to performance degradation. This approach is also
unable to hide delay spikes from the TCP sender (e.g. long outage periods, reduction of bitrate). Thus, it
is possible that TCP’s retransmission timer expires, leading to spurious retransmissions. The authors also
admit that the determination of the intervais an open question.

The Eifel algorithm addresses the problems of spurious retransmissions[115] although the author of
this paper considers this a rare event. The idea is that a link layer protocol is sufficient to deal with the
peculiarities of the wireless link. Negative interactions between TCP’s error control mechanism and the
link layer protocol occur only during outages that are longer than the current RTO setting. In this case TCP
spuriously times out and retransmits all unacknowledged packets. This leads to performing Slow Start as
well as a Go-Back-N retransmission of all unacknowledged packets. To prevent this, the author suggests
eliminating the acknowledgment ambiguity (the TCP sender cannot distinguish between an acknowledg-
ment for the original packet and an acknowledgment for a retransmitted packet) by either the timestamp
option or by introducing a flag. If the sender receives an acknowledgment that was triggered by the original
packet during Slow Start, it will know that the retransmission was spurious. In this case the TCP sender
restores the state it had prior to the timeout and continues with normal operation.

TCP-Probingby Tsaoussidis and Badr is another approach based on TCP options[157]. The goal of the
authors is not only to improve performance but also to be more energy efficient. To achieve this goal, TCP-
Probing will not enter Slow Start or Fast Recoveryif communication problems are detected. Instead a probe
cycle is entered during which only probe packets are sent. The probe mode is abandoned after the sender
was able to perform two successive RTT measurements. If the two RTT measurements are between the best
RTT seen so far and the last RTT (before the probe cycle was started), immediate recovery will be applied.
Otherwise the sender enters Slow Start regardless whether a timeout or three duplicate acknowledgments
triggered the probe cycle.
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Figure 3.3.: Results of example simulation showing effects of a spurious timeout on the behavior
of the TCP sender. The simulated scenario is a file transfer between two directly
connected hosts. As file size we have chosen 30 KB arbitrarily. During the transfer
we simulated an outage period. The figure shows that no TCP segment is lost (every
segment sent is received by the receiver) and that, in spite of this, the TCP sender
enters retransmit mode performing Go-Back-N.

In [100] Keshav and Morgan propose a new retransmission strategy Gihege Method to Aid
Retransmissions (SMARTIMART combines features of Go-Back-N and selective retransmission. In
SMART every acknowledgment carries two numbers: a cumulative acknowledgment and the sequence
number of the packet that triggered the transmission of the acknowledgment. Thus, the sender can de-
duce which packets were lost. Contrary to TCP, SMART follows an aggressive retransmission policy. This
means that any out of order delivery is interpreted as a loss indication and hence followed by retransmis-
sions. If the retransmission itself is lost, SMART will retransmit two copies of the missing packet after one
RTT.

Proxy based solutions

This section summarizes approaches that require support by a network node in order to hide the peculiari-
ties of the wireless network.

Protocol Booster

According to RFC 3135, protocol boosters are a special sub class of PEPs. RFC 3135 defines a protocol
booster as a PEP variant that is transparent to the end systems and that neither modifies the syntax nor
the semantics of the end-to-end protocol (e.g. TCP). A general description of protocol boosters as well as
some examples can be found in [69].

A well known example of a protocol booster is tBroopapproach[21, 22]. It implements a TCP aware
link layer protocol. The motivation behind Snoop is the observation that link layer protocols introduce
additional overhead (e.g. protocol header) and often lead to out of order delivery of TCP segments. Since
out of order segments can trigger Fast Recoveryat the sender (as already mentioned) they can impair to

29



Chapter 3. TCP over Wireless

TCP’s performance. Snoop mitigates these two problems by reusing TCP’s header format and messages,
and by filtering duplicate acknowledgments if the missing packet was lost on the wireless hop.

Snoop does not require any modifications of the end syStantsonly requires a soft-state at the access
point. The heart of the Snoop approach is an agent that is placed at the access point. The operation of this
agent depends on the traffic flow direction. For traffic from the Internet to a wireless terminal the Snoop
agent looks at the TCP header and stores all segments for later recovery. If an acknowledgment flows
back to the TCP sender, the Snoop-agent will clear its cache. If it receives a duplicate acknowledgment
for a packet that is stored in its cache, it will discard the duplicate acknowledgment and retransmit the
missing packet locally. After the first retransmission a retransmission timer is started. All further duplicate
acknowledgments for this packet are discarded as long as the missing packet is in the cache. If a duplicate
acknowledgment is received for a packet that is not cached, the duplicate acknowledgment will simply be
forwarded to the TCP sender.

Obviously the caching approach is not helpful for the upstream direction. The Snoop proposal has two
different mechanisms to improve data transfer from the wireless end system into the Internet. Either a
negative acknowledgment approach (based on SACK) or an ELN scheme is used. In both cases the access
point is responsible for examining the traffic flow from the wireless end system in order to detect gaps in
the flow. Packets that are lost on the wireless link are noted in a list. If the ELN approach is used and a
duplicate acknowledgment indicates a loss of a segment that is on the list, the Snoop agent will set an ELN
bit in the TCP header. If the TCP instance at the wireless host receives such an acknowledgment, it will
retransmit the packet without performing any congestion control mechanism. The advantage of this is that
only a soft-state is required at the access point. The disadvantage is that the mobile host needs an entire
RTT to react to packet loss on the local wireless link. If the negative acknowledgment scheme is used, the
Snoop agent at the access point sends an SACK if it detects a gap in the traffic flow. Although the access
point inserts a TCP segment (namely an SACK) into a connection between two end systems, this does not
violate the end-to-end semantics, since SACKS are only advisory (see Section 2.2).

The major drawback of Snoop is the layer violation. The link layer protocol has to be able to interpret
and generate TCP segments. Furthermore Snoop is unable to shield the TCP sender completely from the
peculiarities of the wireless link. Thus, the TCP sender sees a higher and more variable RTT which might
lead to spurious retransmissions. Snoop is also unable to support data transfer from the wireless host
without modifications of the wireless end system.

TheWTCPapproach by Ratman et al. performs local recovery similar to the Snoop approach [144, 145].
Like Snoop, WTCP maintains TCP’s end-to-end semantics, since acknowledgments are sent by the TCP
receiver. The difference between Snoop and WTCP is that WTCP uses a more aggressive retransmission
strategy and that it hides the delay introduced by the local recovery from the TCP sender. WTCP hides
the delay variation as well as the delay introduced by the wireless network from the TCP sender. Thus,
the RTT estimation of the TCP sender does not include the wireless link. The advantage of this scheme is
that the TCP sender can react faster to congestion caused losses. The drawback is that the TCP sender is
more susceptible to spurious retransmissions since the delay and variance of the last hop are not included
in the RTO calculation, although present in the network path. WTCP requires that both TCP sender and
TCP receiver support the TCP timestamp option. An agent at the base-station modifies the timestamps in
a way that the delay introduced by the wireless network is not included. As most approaches, WTCP only
deals with the data path from the fixed host to the wireless host.

5This is only true for downstream communication. For upstream the wireless end system must support an Explicit
Loss Notification (ELN) -bit or the TCP SACK extension.
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Figure 3.4.: The principle of transport protocol splitting

Split Connection approaches

A split connection approach is an approach that splits the end-to-end path into at least two parts. According
to the OSI reference model, the cut can be made at any layer above the network layer. However, in general
the transport layer is used to split a connection.

The idea of splitting the end-to-end path to improve the quality of wireless Internet access was first
mentioned in [12]. In this paper the authors discuss how wireless networks benefit from a split at different
layers. They argue that mobility must be made explicit to as many protocol layers as needed. At the trans-
port layer the splitis useful to hide the error-prone link from the sender and by keeping the end-to-end RTT
small. At the session layer the switching point should be used to perform tasks like service look-up and
registration after a handover on behalf of the wireless client. A split at the presentation layer could be used
to encrypt data in the case of an untrusted territory. And finally at the application layer, optimized versions
of the application level protocol could be used. Later the Indirect TCP (I-TCP) approach was invented by
the same group[13, 14]. Figure 3.4 shows the general concept behind split connection approaches.

The advantage of Indirect transport protocols are:

1. Separation of protocol mechanisms like flow control, congestion control and error control of two
networks with vastly different characteristics.

2. A separate transport protocol for the access link can be tailored to the peculiarities of that link.
This can include specific notifications like disconnection or registration with a new base-station, or
freezing timers during outage periods.

3. Different classes of reliability can be supported. For example a semi-reliable service for applica-
tions that would use an unreliable protocol over the Internet, but would suffer from the error-prone
wireless link.

4. Local Recovery of errors results in faster recovery as it is the case with link layer approaches.

5. Backward compatibility with the existing wired network protocols. Thus, the protocol stack at un-
related fixed hosts does not need to be modified.

6. Allow the access point to manage most of the communication overhead for a mobile host.

The major drawback of indirect approaches is that they change the end-to-end principle of the Internet.
It is possible that the data receiver receives an acknowledgment before the corresponding data packet has
reached its final destination. Furthermore they require maintaining a hard-state at the intermediate station.
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Thus, split connection approaches are more susceptible to system failure (violate the fate-sharing principle
of the Internet) and introduce additional processing and resource overhead that can lead to scalability
problems if a high number of connections are active. For mobility they might require the transfer of the
hard-state from access point to access point while a host is moving. Furthermore they either do not work
in conjunction with IP security or must be part of a trusted entity.

In I-TCP a connection between two communicating applications is established by two independent
TCP connections — one over the wireless medium and one over the fixed network. A special network
node calledMobile Support Router (MSR)elays data between these two connections. If a wireless end
systems changes its current cell, the MSR will also be changed. For the fixed host the existence of a second
connection is completely transparent. The transport protocol connection between the wireless terminal and
the MSR is established by a tuned TCP variant. This variant resets the congestion related parameters of
both endpoints of the wireless link upon a handover.

In [169] Yavatkar et al. pursue the same idea of two independent transport protocol connections. How-
ever, contrary to I-TCP they compare two different transport protocols for the connection between MSR
and wireless terminal. On one hand they use MTCP, a TCP variant like I-TCP, and on the other hand they
use a selective repeat protocol tailored for the wireless link. The authors show that both approaches out-
perform an end-to-end TCP connection. They also show that it is worth investing in the design of a new
tailored protocol since their selective repeat protocol performs better than the TCP variant.

Haas introduces a split connection approach caebile-TCH80]. The difference to I-TCP is that he
uses a tailored transport protocol over the wireless link that is based on the assumption that the protocol be-
tween MSR (called Mobile Gateway) and wireless terminal only covers a single hop. Similar to AIRMAIL,
this protocol is asymmetric, trying to reduce processing load of the wireless end system. Mobile-TCP uses
smaller headers over the wireless hop and has no congestion control mechanisms. Error control is different
for both directions. Go-Back-N is used for retransmissions from the MSR to the wireless end systems
because this simplifies the processing at the end-system. Selective repeat is used for the opposite direction.
The usage of Go-Back-N is justified by the observation that the single hop network cannot buffer many
packets and that if packets are lost, the probability will be high that multiple packets are lost in a burst.
Retransmissions are directly triggered if an out-of-order packet is received. The wireless end system does
not use timers for error control. All timers are located at the MSR. The MSR has two timers on behalf of
a wireless terminal. The first timer is responsible for protecting negative acknowledgments. Whenever the
MSR receives an out-of-order packet, it sends a negative acknowledgment and starts the timer. If it does
not receive the missing packet during this timer interval, it will retransmit the negative acknowledgment
and restart the timer. The second timer is a persistence timer. If the MSR has not received data from a
wireless end system during this interval, it will poll the end system. The flow control between the end
systems is simply achieved by an ON/OFF scheme. If the amount of data in the receive buffer exceeds a
certain threshold, the end system is stopped. If the amount of data falls below a low threshold the wireless
terminal is restarted. The flow control in the opposite direction is performed by the MSR. The wireless
end system sends information about its receive buffer with every packet using only two bits. The MSR
estimates the available buffer space using its knowledge of the link characteristics and the amount of data
it has sent during the last RTT.

Another difference between I-TCP and Mobile-TCP is that the Mobile-TCP maintains TCP’s end-to-
end semantics. This is achieved by delaying acknowledgments until the data packets have in fact been
received and acknowledged by the wireless end system. However, this feature eliminates the decoupling
of the two worlds, which is one of the major advantages of split connection approaches.

In [162] a Mobile-End Transport Protocol (METH)ased on the split connection idea is suggested.
Similar to the previous solutions it is based on a simple protocol that reduces the protocol overhead (e.g.
smaller headers). METP is tuned to operate on top of 802.11 wireless LANs. After a packet is transmitted,
it waits for the reception of an immediate acknowledgment before the next packet is transmitted. METP
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will only retransmit a packet if the MAC fails to deliver it. In addition, a coarse-grained acknowledgment
scheme is supported to implement flow control. Furthermore METP does not only support TCP but also
UDP.

M-TCP by Brown et al. is another split connection approach that maintains TCP’s end-to-end
semantics[42]. Brown follows the idea of a three level hierarchy where multiple cells (base-stations) are
managed by a supervisor host[41]. M-TCP does not operate at the base-station (called Mobile Support
Station), but at the supervisor host. Thus, the number of required context transfers will be significantly
reduced if the mobile switches cells. Besides M-TCP the architecture also supports UDP[40]. The idea
behind M-TCP is not to overcome the problem of high error rates (which is not an issue in the opinion of
the authors of the paper) but to deal with frequent and possibly long periods of disconnection. In M-TCP,
acknowledgments are sent by the mobile host. The supervisor host forwards the acknowledgment, but re-
duces the acknowledgment number by one. This allows the supervisor host to put the TCP sender into
persist mode by acknowledging the final byte and advertising a zero window size during disconnection
period$. After the mobile host is reconnected, a duplicate acknowledgment is used to increase the Adver-
tised Window. M-TCP requires modifications at the supervisor host and at the mobile end system. Another
feature of M-TCP is data compression if the bandwidth of the wireless link is not sufficient for handling
the data. This approach has several drawbacks: The TCP sender might need to re-segment its packets,
complicating the processing. TCP sender and receiver have a different view of the TCP state (the sender
receives acknowledgments that the receiver has never sent), and the RTT estimation of the TCP sender in-
cludes the disconnect times of the wireless links, which can lead to long idle periods after congestion based
losses. Furthermore shrinking the window leads to the retransmission of all packets that are moved out of
the window. This creates three problems. First, bandwidth is wasted, second, TCP sends these packets in a
burst that might overwhelm a router in the path to the mobile host, and finally the network condition might
change during the disconnected time. Therefore Slow Start would be the appropriate behavior. Besides
this, the supervisor host must decide when to shrink the window. The window shrink messages should not
be sent too often since this would lead to unnecessary retransmissions if the window is re-opened. The
shrink message also must not be sent too late since this would result in retransmissions followed by Slow
Start. The transmission of a shrink message is triggered by a timer bound to the RTO estimate of the TCP
sender. Since the supervisor hot does not know this estimate it uses its own RTT estimate. This approach
has two shortcomings. It assumes that the network path is symmetrical for both directions and that data
flows in both directions.

In[101, 4, 102] Kojo et al. describe a new architecture for connecting mobile end systems to the Internet
via GSM calledMobile Office Workstations using GSM Links (Mowg\flowgli follows the split connec-
tion approach and replaces the client-server paradigm by a client-mediator-server paradigm. In Mowgli
the mediator is called Mobile Connection Host. In contrary to the split connection approaches discussed
so far, Mowgli does not split the transport protocol. It is a socket level solution in which the MCH is a
socket level gateway. It introduces a new communication architecture that includes all protocol layers.
TheMowgli Sockets the core of the architecture. A Mowgli Socket extends the classical Berkeley socket
interface. All function calls to the interface are encapsulated at the mobile node and are transferred to the
MCH where they are executed. Since Mowgli Sockets are compatible with Berkeley sockets, all legacy
applications can operate on top of Mowgli without modifications. Unfortunately no details are given how
the different socket calls are implemented. Details are only given focaheect -call. In contrast to
the sockettonnect -call, data can be transferred before the connection is established in order to hide
the delay of the GSM link. New services introduced by the Mowgli Socket for example are priorities and
automatic recovery from unexpected link-level disconnections. Each Mowgli Socket is implemented by
an agent-proxy pair. The agent is located at the end system and the proxy is located at the MCH. A master
agent intercepts all BSD-socket calls and forwards them to a master proxy at the MCH. Then either a

SRFC 1122 requires that window shrinking is accompanied by a new acknowledgment.

33



Chapter 3. TCP over Wireless

generic agent-proxy pair (for legacy applications) or an application specific agent-proxy pair is created.
This pair is mainly responsible for data relaying. The service can be arbitrarily extended for application
specific agent-proxy pairs, e.g. to provide data compression. Or it can be customized for specific appli-
cations (e.g. see [109] for wireless web browsing in Mowgli). The MCH dynamically allocates a virtual
network interface for each mobile node connected to it and assigns the IP address of the mobile to this
interface.

Agent and proxy use the service of tMowgli data channel service (MDC$) communicate with
each other. The MDCS is a transport service tailored for GSM transparently replacing standard TCP/IP
protocols in the access network. The MDCS is the Mowgli component responsible for the performance of
the architecture. The major design goal of MDCS is the support of different parallel flows over the slow
wireless (GSM) link and to hide temporary disconnections. Therefore it provides priority based multiplex-
ing of data over the wireless link. In order to hide link breaks Mowgli supports automatic and transparent
reconnection. If the link level connection breaks and is reestablished later, the mobile node will be able to
decide whether to reestablish the old session (including old IP address) or a new session. In the first case,
synchronization packets must be sent for all open channels to inform the peer about the last acknowledged
byte and so on. Furthermore a number of flags allows the application to fine tune its usage of the wireless
link (e.g. time until disconnect).

The MDCP implements the service of the MDCS. It supports two types of packets: control packets and
data packets, whereas the control packets have a higher priority than data packets. In order to save the
scarce wireless bandwidth, MDCP makes economical use of control information. It has a small header
size and minimizes the number of acknowledgments. It can operate in two modes. In default mode the
MDCP expects a reliable service. In this mode it makes no attempt to detect or correct lost frames. In the
second mode, called error monitoring mode, the MDCP provides a reliable channel, however assuming
that the underlying protocols only provide a moderate error rate. A third mode called window recovery
mode based on selective acknowledgment is also mentioned but not further discussed. For both modes
acknowledgments are only used as permits to implement a credit based flow control. Permits are rarely
sent, hence they always open the window by several packets.

3.3.2. Solutions Based on Determining the Loss Cause

If TCP knew the cause of a packet loss, it could react accordingly (e.g. not reduce the Congestion Window
in the case of non congestion based losses). In order to inform the transport protocol (here: TCP) about the
state of the network, explicit notifications could be introduced into the network or link layer.

Generally, explicit notification schemes vary in what to signal (e.g. congestion or loss), who sends
the notification, how to know if a notification should be sent and how the sender should react upon a
notification. Most schemes based on explicit notification have to be supported by the network in order to
detect the cause of a loss. One example of an approach not based on a PEP is TCP-Hack (see below).
Almost all schemes require the sender to be modified since it must be able to react properly upon the
notification. One approach that does not require a modification of the TCP sender is to manipulate the
Advertised Window field of the TCP header when a packet passes a router. This approach is for example
used by M-TCP discussed above and by Freeze-TCP discussed below. For some schemes it is necessary
to modify the TCP receiver.

End-to-End solutions

The idea behin@ CP-HACK:is to enable the TCP sender to distinguish between congestion and corruption
caused losses[23]. To achieve this, two new TCP options are introduced. The first option is used to include
a checksum that is calculated over the TCP header and the IP pseudo header contained in the TCP header.
If the TCP receiver receives a data segment with an invalid checksum but correct header checksum (in the
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option field) it is possible to determine the correct TCP connection and a negative acknowledgment can
be sent to the sender, indicating that the corresponding packet is lost due to corruption. The second option
is used to implement a negative acknowledgment. A TCP segment with this option set is interpreted by
the TCP sender as a negative acknowledgment. This option includes the sequence number of the packet
that triggered the transmission of the negative acknowledgment. If the TCP sender receives a negative ac-
knowledgment, it will retransmit the missing packet without further processing the acknowledgment (e.qg.
entering Slow Start). This proposal requires modification of TCP sender and receiver. To avoid this, the
authors propose use of TCP-tunnels over error prone networks to make the use of TCP-HACK transparent
to the communicating end systems. Furthermore they assume that corrupted packets are delivered to the
receiving TCP instance and are not discarded by the hardware as it normally is the case. Last but not least
the negative acknowledgment must reach the TCP sender, which might be not the case (e.g. bad channel
state, congestion losses).

The Freeze-TCPRapproach by Goff et al. is a pro-active solution[78]. The idea behind Freeze-TCP is
to signal an impending disconnection to the TCP sender. The authors assume that a wireless terminal
can monitor the signal strength and predict periods of disconnection (especially handoffs). To signal the
disconnection to the data sender, Freeze-TCP utilizes TCP’s possibility to shrink the Advertised Window
to zero, although this behavior is discouraged by RFC 1122[36]. If a TCP sender receives an Advertised
Window of zero, it should freeze all retransmit timers and should enter a persist mode. In this mode the
TCP sender sends probe packets until the window opens up again. Since the probe interval is exponentially
increased until it reaches one minute, the TCP receiver sends three duplicate acknowledgments when the
disconnection period is over, as proposed in [43]. Since the retransmission timers are frozen, the congestion
mechanisms of TCP are not triggered during disconnection. Thus, in Freeze-TCP the TCP sender can
continue to send with the old state after a disconnect period. The advantage of this scheme is that it is in
fact a real end-to-end solution requiring modifications only at the wireless end system. For handovers with
a long disconnection time (compared to TCP RTT) an improved performance can be expected compared
to standard TCP. One drawback of this scheme is that, depending on the environment, Slow Start would be
the correct TCP reaction to a handoff, since the network properties might have changed. A second problem
is that the client has to be able to forecast the outage period. Furthermore Freeze-TCP only considers the
data path to the wireless station.

Biaz and Vaidya investigate whether heuristics could be used to guess the cause of a packet loss. In
[31] they used simple statistics on RTT and throughput as loss predictors. The predictors are based on
congestion avoidance techniques found in TCP-Vegas[37], introduced by Wang et al.[163] and Jain[93]
respectively. Whenever these algorithms would suggest to reduce the Congestion Window, the loss predic-
tor deduces that the next loss is congestion based. A simulation based study has shown that these predictors
do not perform well.

In [30] Biaz and Vaidya investigate schemes that let the receiver decide on the cause of a loss. They
consider a fixed host sending data to a wireless host. In addition they assume that only the last hop is the
bottleneck and error-prone. Thus, packets are queued at the access point and are sent back to back on the
wireless link. The back to back characteristic is the key for the heuristic. If the inter-packet gap is larger
than the transmission time of a packet, a wireless loss is deduced. If the inter-packet gap is small but the
packets are not in order, a congestion based loss is deduced. Via simulation the authors show that this
simple heuristic leads to results that are nearly identical to an ideal TCP sender, that (artificially) knows
the loss cause. This is especially true if the loss rate is small. Unfortunately this scheme is not feasible for
a shared medium or if different flows share the same outgoing queue.

Although TCP-Westwood[120] does not really try to determine the loss cause, it is discussed here be-
cause it implicitly makes assumptions about the loss cause. It only requires modifications of the TCP sender
and is similar to TCP-Vegas, based on a new algorithm to compute the Congestion Window. It continuously
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measures the bitrate used by a connection at the TCP-sender via monitoring the rate of returning acknowl-
edgments. A low-pass filter is used to average sampled measurements. If the sender assumes a loss, this es-
timate is used to calculate the new values of the Slow Start Thresholdand the Congestion Window without
changing the fundamental Congestion Window dynamics during Slow Start and Congestion Avoidance.
The slow start threshold is not set to half of the Congestion Window @W If the

loss is detected by the reception of three duplicate acknowledgments, then the Congestion Window is set
to min(cwnd, ssthresh). If the loss is detected by a timeout, then the Congestion Window is set to 1. Since

the estimation of the sending rate is not sensitive to random loss (if the loss rate is not too high), the Con-
gestion Window and the Slow Start Thresholdare not necessarily decreased for losses due to transmission
errors.

Proxy Based Solutions
Explicit Notification

Two fundamentally different types of explicit notification schemes exist. Either the occurrence of con-
gestion is signaled or a packet loss caused by transmission errors is indicated. The first is not related to
wireless Internet access, but a mechanism to improve congestion control in the Internet. Exudiait,
Congestion Notification (ECNY2, 143] is deployed in the Internet. Hence it could be assumed that ECN

is sufficient to determine the cause of a packet loss. If a TCP sender detects a loss and has not received a
congestion notification, it is able to conclude that the loss was caused by bit errors. Unfortunately this con-
clusion is wrong since the congestion natification might have been lost as well. Furthermore not all routers
support ECN. Thus, ECN does not help to improve wireless Internet access but explicit loss notifications
are needed.

In contrast to ECN, which is implemented at the network layer and the transport layer, some of the ex-
plicit loss notification schemes are placed at the link layer. Approaches that are based on an explicit loss no-
tification areELN [17], Partial Acknowledgment[29EXxplicit Transport Error Naotification (ETEN)[105]
andExplicit Bad State Notification[16]

ELN complements the Snoop approach (see Section 3.3.1). It is used to improve the performance of data
transfers originated at the wireless host. The Snoop agent maintains a list of missing packets of the flow
from the wireless host to the fixed host by inspecting TCP header fields. If duplicate acknowledgments sent
by the fixed host traverse this agent and the missing packet is included in the list, the agent sets an ELN-bit
in the TCP header. Upon reception of a duplicate acknowledgment with the ELN-bit the TCP instance at
the wireless host retransmits the missing packet without reducing the congestion control variables.

The Partial Acknowledgment approach by Biaz et al. [29] tries to improve the performance for the
downstream direction by introducingpartial acknowledgmerdis a TCP option. A partial acknowledg-
ment is sent by a base-station and carries information about which packets have reached the base-station
and which packets are missing (i.e. lost due to congestion). The reception of a partial acknowledgment
is treated by the TCP sender as an explicit notification, but not as a regular TCP acknowledgment that
would advance the window. The partial acknowledgment informs the TCP sender that the access point has
taken over the responsibility to deliver the acknowledged packets. Upon the reception of a partial acknowl-
edgment the TCP sender increases the retransmission timeout in order to avoid spurious timeouts. If the
channel state is bad, the packets are buffered at the base station and are locally retransmitted. This scheme
requires modifications at the base-station and at the TCP sender.

Bakshi et al. propose a similar approach in [16]. They suggest resetting the TCP retransmission timer
when the wireless channel is in a bad state. For this purpose the base-station has to send an explicit bad
state notification to the TCP sender if it was unable to deliver a packet to the wireless end system after a
certain number of retransmissions. The proposed scheme works together with a reliable link layer protocol
and avoids unnecessary retransmissions by delaying the retransmission timeout at the sender.
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In [105] Krishnan et al. investigate the general performance gain due to Explicit Transport Error Notifi-
cation (ETEN) schemes. Contrary to the ELN approach discussed above, lost packets are not detected by
gaps in the sequence number space, but by the reception of corrupted packets. The authors assume that the
lower layers deliver corrupted packets and that it is possible to recover sufficient information to determine
the connection a packet belongs to. Since this assumption is very unlikely to hold, the authors introduce
cumulative ETEN (CETEN). In CETEN cumulative error rates over various flows are observed instead
of the separate packets. The observed error rate is signaled to the sender, which heuristically guesses the
reason for lost packets. The authors looked at three different notification schemes, namely an optimal ap-
proach (called Oracle-ETEN), a backward ETEN scheme and a Forward ETEN scheme. Oracle-ETEN
assumes every loss to be detected and instantaneously reported to the TCP sender. In Backward ETEN the
router directly sends the notification to the TCP sender. In Forward ETEN the loss information is conveyed
to the TCP receiver, which sends the information to the TCP sender. The presented simulation results show
that the Oracle TCP goodput is up to seven times higher than the TCP Reno throughput in the case of a
single, uncongested link. As long as the error rate is not prevalent, the Backward ETEN scheme achieves
nearly the same performance. With increasing error rate the gain by Backward ETEN diminishes, since
the notification packets also are lost. If congestion based losses are included in the simulation, the perfor-
mance gain will be insignificant. The cumulative schemes did not reach the performance of the per packet
schemes, but are more attractive to implement.

In [164] Wenging et al. suggest replacing the SNOOP agent (see Section 3.3.1) with an ELN-ACK
agent. The goal of this approach is to improve the performance of the data path between a fixed host and
a wireless host. The scheme requires modifications to the TCP receiver, the TCP sender, and the access
point. The agent that is located at the access point maintains a list of packets that were lost in the Internet.
The TCP receiver sends an ELN-ACK that contains information about the newest missing segment. If the
access point sees the last missing packet, it assumes that it was lost on the wireless link due to bit errors
and therefore clear the ELN bit of the ELN-ACK. If the TCP sender receives an ELN-ACK with a cleared
ELN bit, it retransmits the corresponding packet without taking congestion control actions.

SYNDROMBhy Chen et al. uses explicit loss notification sent by the destination TCP instance[47].

To determine whether a packet was lost in the wired network or the wireless network, the authors use
the following approach: The base-station counts all packets per flow that it forwards to the wireless end
system. The counter is attached to every segment. The TCP instance at the wireless end system uses the
sequence number, the counter, and a set of lemmas to determine the cause of a packet loss, if any. If it
detects a loss caused by corruption it sends an explicit loss notification to the TCP sender. This scheme
requires modifications at both TCP sides, albeit backward compatibility is achieved at the base-station.

Cobb et al. [50] propose that the last hop router (e.g. access point) sends a special acknowledgment
whenever it receives a TCP segment destined for a wireless host. The meaning of this acknowledgment is
that the segment has reached the end of the wired (error-free) network but not its final destination. If the
TCP sender does not receive a standard TCP acknowledgment for a packet, it deduces that the packet was
lost due to corruption. The same mechanism is applied if the wireless end system sends data, but this time
the first router sends the special acknowledgment. If the sender does not receive this acknowledgment, it
assumes a corruption loss and retransmits the packet.

3.3.3. Further Approaches

Ludwig et al. investigate the performance of TCP over GSM in various papers[112, 116, 113, 114]. In[112]
they investigate whether the fixed frame size chosen for RLP is optimal and how much performance could
be gained by applying an adaptive frame length scheme. To perform this investigation, the authors have
collected over 500 minutes of block erasure traces. The collected traces reflect three scenarios, namely
stationary with good receiver signal strength, stationary with bad receiver signal strength and mobile. The
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obtained results show that the performance can be increased by up to 25% if the frame size is increased.

In [16] Bakshi et al. show that the packet size has effects on the end-to-end throughput. They point
out that wireless networks often have a smaller packet size than wired networks. In this case either the
smallest MTU is used for the entire end-to-end path, or the link layer protocol must fragment packets. In
the first case the overhead is increased, while in the second case a drop of a single fragment requires the
retransmission of the complete packet. The authors present a performance evaluation that shows that the
throughput can be improved by 30% if the optimal packet size is chosen.

In [150] Samaraweera and Fairhurst point out that TCP has no appropriate mechanism to retransmit
already retransmitted packets. Second and subsequent retransmissions of the same packet are usually trig-
gered by a timeout, whereas the value of the retransmission timeout increases exponentially. The authors
therefore suggest thiRetransmission Packet Loss Detectigorithm. The algorithm records a timestamp
for each packet sent during Fast Recovery. If a packet with a newer timestamp is acknowledged by a se-
lective acknowledgment three times the algorithm deduces that the other packets were lost and retransmits
them.

In [57] Dutta et al. propose a proxy based architecture for networks with variable bandwidth. The au-
thors show via simulation that TCP is not able to handle oscillating bandwidth appropriately and suggest
employing a proxy at the edge router to the TCP-unfriendly network. This router is responsible for gen-
erating prematureacknowledgments if the rate of TCP is slower than the available bandwidth and to
delay acknowledgments if the sending rate is slower than the available bandwidth. A simulation based
performance comparison shows that the proxy improves the performance.

MSOCKSby Maltz et al. is an architecture for Transport Layer Mobility[118]. The idea behind this
architecture is to hide the movement of the wireless end system from the corresponding host and to allow
the wireless end systems to use an arbitrary network interface. The authors anticipate that mobile end
system have multiple network interfaces in order to make use of overlay networks. Especially, it should
be possible to change the interface for active connections, for example for handoffs either between cells
of the same technology or different technologies. To achieve this, the authors use a proxy that must be
implemented at a top level router of the access network. The connection between the wireless end system
and the corresponding host is split into two connections. A special module located at the same machine as
the proxy splices the two TCP connections together so that the end-to-end semantics are maintained. This
module is called CP-Splicer TCP splicing has been developed by the authors to improve the performance
of application layer proxies[119]. Normally application layer proxies split a single connection into two
connections. This requires the data to be processed twice by the transport protocol at the proxy machine
and the data to be copied from kernel to user space and back. To overcome this performance penalty, the
authors suggest splicing the two connections together within the kernel. As a result, the communicating
end systems see a single connection and no transport protocol processing is required at the proxy. Since
the transport protocol messages are exchanged end-to-end, the semantics of the transport protocol are
preserved. In order to splice two connections together, the splicing module must modify the headers of
incoming TCP segments.

The protocol used for the communication between the wireless end system and the proxy is based on the
SOCKS protocol which is defined by RFC 1928[108]. MSOCKS extends SOCKS only by a connection
identifier and a reconnect message. A module at the wireless client intercepts socket calls to TCP and
replaces the socket calls by MSOCKS calls. Since the intention of MSOCKS is not to improve performance
but to enable mobility, the authors provide no performance comparison with other approaches. However,
they show via experiments that the overhead due to the proxy and the splicing technique is small enough
to serve a high number of end systems as long as bit rates of only several megabits are used.

SOCKS provides a framework that allows application level protocols to transparently and securely

"An acknowledgment sent by the proxy before the data has reached the receiver.
8We discuss SOCKS here, although it was not designed to overcome the problems introduced by wireless networks.
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traverse a firewall. Firewalls are systems that effectively isolate the internal network structure of an orga-
nization from an exterior network. To use SOCKS, a client must establish a TCP connection to a SOCKS
server. After the authentication is completed it must send a relay request, including the destination ad-
dress of the server the client wants to connect to. The SOCKS server can either accept or deny the relay
request. If it accepts it, it establishes the TCP connection to the server on behalf of the client and send a
reply message to the client. Usually the creation of the TCP connection to the SOCKS server and the relay
request are hidden from the application by a shim-library. This library interceptotiveect -call from

the application and replaces it bycannect -call to the SOCKS server followed by relay request.

Another approach to improve the performance of TCP over slow (wireless) links is to reduce the pro-
tocol overhead by applying header compression[89, 53, 3#ader compression is motivated by the
observation that most fields of the TCP/IP header are static and that the dynamic fields can be coded as
the difference to the previous headdelta encodinyy Utilizing this knowledge, the TCP header can be
reduced down to three to six bytes. The problem of delta encoding is that the compression state stored at
the decompresser changes with every header. Thus, in error prone environments it is very likely that the
compressor and decompressor have inconsistent states due to packet loss. In this case the TCP checksum
algorithm detects the bad decompressed packet and drops it (in the case of a packet with a wrong check-
sum no acknowledgment is sent). Later, if the TCP sender retransmits the packet, the compressor detects
the retransmission (by peeking into TCP segments) and resynchronizes the decompressor by sending a
full TCP header. To remedy this performance penalty, Degermark et al. proposed two algorithms[53]. The
twice algorithmassumes that the states are inconsistent due to a single packet loss and that all packets
are full sized. Therefore it applies the delta twice and tests whether the TCP checksum is now correct. If
thetwice algorithmfails, a full header request is sent to the compressor. However, Degermark proposes to
only use this algorithm for the acknowledgment stream.

3.3.4. Discussion and Comparison

As the discussion in the previous sections show, many different kinds of solutions exist to overcome TCP's
performance problems with error prone links. All of these solutions are able to improve TCP’s perfor-
mance. On the other hand many of these solutions require changes to the existing TCP/IP protocol suite,
which makes them unfeasible for broad deployment. In addition, most solutions only deal with the down-
stream direction.

All solutions that optimize TCP performance over error prone links with the costs of TCP’s congestion
control mechanisms will hardly survive. Solutions that require modifications to all Internet hosts pose
the difficulty to change all existing TCP implementations and to update all installations. Modifications of
existing TCP implementations are only feasible if they can be done incrementally and if they are backwards
compatible with legacy implementations. TCP-Eifel is one candidate that might be deployed.

Recent investigations show that a reliable link layer protocol is in most cases sufficient to overcome
TCP'’s performance problems. Hence, the current trend is to use a reliable link layer protocol, possibly in
addition with the Eifel algorithm. Unfortunately the deployment of reliable link layer protocols requires the
possibility of distinguishing flows at the link layer. This is necessary since not all applications benefit from
a reliable link layer. Currently flow classification is impossible without analyzing higher layer protocol
headers or even the payload. This introduces a layer violation and eliminates the advantage that link layer
protocols can be used in conjunction with IPSec. Furthermore link layer protocols can only hide an error-
prone link from the TCP instances. In the case of long outage periods (longer than the current RTO setting)
or in the case of an oscillating bitrate, link layer protocols are unable to hide the peculiarities of the wireless
network from the TCP sender.

It is however on the idea similar to our approach introduced in Section 5.
9[53] also discusses UDP and IPv6 header compression.
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Proxy based solutions offer the highest flexibility. They are in general able to support both data flow
directions and can hide the wireless link completely from TCP. Furthermore most proxy based solutions do
not require a modification to the TCP implementation at the distant (corresponding) host. Unfortunately
these benefits come along with the costs that PEPs are in conflict with the end-to-end principle of the
Internet. Hence, a careful investigation whether the performance gain outweighs the loss of the end-to-end
principle is required. Even if the performance gain by a proxy is convincing, not all users will like the idea
of using a PEP for all applications. Therefore it is necessary that a user can decide whether a PEP should
be used or not.

From the existing PEP approaches those that terminate the TCP connection at the proxy in our opinion
are the most promising. All other proxies have the drawback that they either only support the downstream
direction, that they require modifications of the TCP sender (at the distant host), or that they are not able
to shield the distant host from the peculiarities of the wireless network under all circumstances.

Current PEP approaches that terminate TCP connections within the network lack a clear description
how this effects the semantics seen by the application. Most approaches split the end-to-end connection
into two halves and admit that this breaks TCP’s end-to-end semantics without regarding the meaning of a
TCP acknowledgment or the semantics seen by the application. (M)SOCKs and Mowgli follow a different
approach. Here the split is made at the interface level. Function calls to the socket interface are intercepted
and transferred to the device where the TCP connection is terminated. However, (M)SOCKS is concerned
with security and mobility issues and does not deal with performance issues. Mowgli concentrates on
improving the performance of Internet access over GSM rather than dealing with the exact semantics of
the different socket calls.

We believe that the interface between the application and the protocol stack is what matters. If the syntax
and the semantics of the interface are maintained, most applications will accept that the TCP acknowledg-
ments are no longer exchanged between the end systems at which the applications are located. This is even
proposed by the TCP RFC. On page two RFC 703 says: 'The TCP specification describes an interface
to the higher level protocols which appears to be implementable even for the front-end case, as long as
a suitable host-to-front end protocol is implemented’. Therefore in Chapter 5 we introduce our Remote
Socket Architecture, which is based on a careful analysis on the semantics of the Berkeley socket inter-
face. The design of ReSoA is driven by the semantics of the socket interface and not by the requirements
of a specific technology as it is the case with the Mowgli approach.
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Selected Network Programming Issues

4.1. BSD Socket Interface

This chapter provides details about the socket interface that are required to understand the design of our
ReSo0A approach presented in Chapter 5. It is not a tutorial about socket programming (details about
network programming can be found in [154]). Since the semantics of the socket interface are a key issue
in the design of ReSoA, we focus on semantic issues in this section. For this reason every socket call is
discussed separately concentrating on its semantics.

Sockets provide an addressing and protocol independent interface to the services of the protocol stack
and offer a logical connection to applications for connectionless protocols. A socket corresponds to an
SAP in the ISO/OSI terminology. It represents one end of a communication path and holds or points to
the information associated with this connection. This information includes the protocol to use, state infor-
mation for the protocol including source and destination addresses, queues of arriving connections, data
buffers, and option flags. Networking connections represented by sockets are accessed like files through a
descriptor that normally is a small integer. The networking and filesystem facilities are integrated in Unix
systems. Therefore the classical I/O system calls sucbaas andwrite can be used. An abstract view
at the different components of a socket as well as its interfaces is shown in Figure 4.1. This figure omits
many details. Basically the socket interface is nothing else than a translator that maps protocol independent
function calls to protocol specific service primitives. This mapping is created whenever a socket is created.
Some state is required for a proper communication with the attached protocol. For example, the socket
object decides when a service primitive of the protocol can be called. Although Figure 4.1 shows a send
and receive buffer, the buffers are usually shared by the attached protocol (see the discussion of sending
and receiving data for further details).

Table 4.1 shows some information associated with each socket. However, not all attributes are presented.
We omit, for example, control structures that are used to queue incomplete connections, connections ready
to be accepted, and the relation of sockets derived from a socket that is prepared to accept new connections.
These details are discussed later when we deal with socket calls that are related to connection management.

The type attribute of a socket specifies the communication semantics to be supported by the socket
and its associated protocol. The tyf@®CK_STREAMNd SOCK_DGRAMare especially of interest
regarding the Internet protocol suite. For each type only a single protocol is currently available within the
Internet protocol family currently. TCP[142] is the protocol for ®®CK_STREAllass and UDP[140]
is the protocol of thesOCK_DGRABass. The discussion in this thesis focuses orSOEK _STREAM
class because it deals with TCP over wireless networks.

Theoptionattribute summarizes a collection of flags that describe the behavior of a socket. The differ-
ent options are summarized in Table 4.4. We discuss the option together with the function calls whenever
an option is relevant. Thinger field describes the time in clock ticks that a socket waits for data to be
successfully delivered if the connection is closed. This field is important for the semantics of the socket in-
terface and is therefore discussed in more detail in Section 4.1.2. The atsta@igiepresents the internal
state and additional characteristics of the socket. The possible states are summarized in Table 4.2.
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Name Description
type Type of socket e.g. SOCK_STREAM, SOCK_DGRA
option Some configuration possibilities, see table 4.4
linger time to linger while closing
state internal state, see table 4.2
pcb protocol control block
timeo connection timeout
error error affecting connection
send_buffer Buffer for outgoing data
rcv_buffer Buffer for incoming data

Table 4.1.: Information associated with a socket
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SS _ASYNC Socket should send asynchronous notification of I/0O events
SS_NBIO Socket operation should not block the process

SS_CANTRCVMORE | Socket cannot receive more information from peer
SS_CANTSENDMORE | Socket cannot send more data

SS ISCONFIRMING | Socket is negotiating a connection request

SS_ISCONNECTED | Socket is connected to a foreign socket
SS_ISCONNECTING | Socket is connecting to a foreign socket

SS_ISDISCONNECTING Socket is disconnecting from peer

SS_NOFDREF Socket is not associated with a descriptor
SS_PRIV Socket was created by a process with superuser privilgeges
SS_RCVATMARK process has consumed all data received before the most re-

cent out-of-band data was received.

Table 4.2.: Internal socket states

Generally the state of a socket changes implicitly either during the execution of a function call or
driven by signals received from the attached protocol. However, the §$&e8SYNCand SS_NBIO
can be explicitly set by the user. TI&S_NBIO flag alters the socket mode from blocking (default) to
non-blocking behavior. In blocking mode a process is blocked if required resources are not available. For
example, if the process tries to read data and no data is available the process is blocked. Similarly if the
process tries to send data, the kernel will block the process until buffer space becomes available. If the
socket behavior is changed to non-blocking mode, a process will not be blocked but instead the error code
EWOULDBLOGKreturned.

The ASYNCflag enables the kernel to se®dGIO signals to the process whenever the status of the
socket changes due to one of the following reasons:

e A connection request was completed,

e adisconnect request was initiated,

e adisconnect request was completed,

e half of a connection was shut down,

e data arrived at a socket,

o data was sent from a socket (i.e. the output buffer has free space), or

e an asynchronous error occurred at a TCP or UDP socket.

Thepcbfield points to a protocol specific structure. This structure typically contains internal information
about the state of the attached protocol. For TCP this is for example the next expected acknowledgment
or the next packet to be sent. The timeout figlthég can be used to specify a number of ticks during
which a request (e.g. connection set-up) has to be completederigrefield holds the error code of the
last occurred error until it can be reported to a process as the return value of the next system call that
references the socket at which the error occurred. Each socket uses two buffers, one for incoming and one
for outgoing data. The usage and management of these two buffers is described in Section 4.1.2, where we
deal with the exchange of data.
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Client Socket TCP TCP Socket Server
tcp_listen listen
return return
connect tcp connect syn accept
syn/ack
return return Eonnectio
ack ending?
write tcp_write connection return
read
Space?
return return Data?
data
data return

Further Write Calls Data and ACK Further Read Calls

Exchange

close tcp—close

read

return

eof

close

Figure 4.2.: Example communication scenario using the socket interface
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4.1.1. Example Scenario

Single calls as well as call sequences (i.e. allowed call sequences) are important for discussing the socket
interface. Therefore we start our discussion with a simple sample scenario, showing a typical client server
communication. This scenario is used throughout this thesis to illustrate certain semantic issues. The sce-
nario is illustrated in Figure 4.2.

The figure has three vertical time axes on each side, representing from left to right client application,
socket object, TCP entity, and server TCP entity, socket object, and server application. The horizontal
arrows between application, socket object, and TCP entities represent function calls. The arrows between
the two TCP entities represent packet exchange. A labeled rhombus represents a condition. For example,
thetcp_write  -function will only return if buffer space is available. The same symbols are used for all
interaction charts shown throughout this thesis.

In the figure we omitted the creation of a new socket on both sides as well dsnthecall used
to set the local address of the communication endpoint. The first action is putting the server side TCP
instance into listening mode. This prepares the TCP engine for accepting incoming connection requests
(this is called passive open). Thisten -function only changes the state of the local socket object and
attached protocol. Thus, no TCP messages are exchanged. When the cdlbtenthe -function returns,
the application knows that TCP is ready to accept incoming TCP connectiongcthpt -call blocks
until a connection indication is received, indicating that the three way handshake is complete.

The client (on the left side of the figure) opens the connection usingaiheect -call, performing an
active open. As shown in the figure, the application is blocked until the connection is established. If TCP
is unable to establish the connection, an error is returned.

After the connect -call or theaccept -call has returned, the applications are allowed to pass data
and to read data from the socket. In our example the client sends data to the server. After the client
application has passed all data to the local protocol entity it closes the socket. After TCP has delivered
all data successfully to the server it closes the connection. The server application closes its half of the
connection after it has read all data.

4.1.2. Socket Function Calls

The function calls of the socket interface are summarized in Table 4.3. For each call purpose, pre-
conditions (e.g. in which state the socket object has to be), post conditions (e.g. state change, protocol
actions), and possible error conditions are given. As shown in the table, the system calls can be grouped
into eight categories. The categories setup and administration can be summarized as management. The
categories server, client, and termination as connection control, and input and output as data transfer.

For the following discussion we assume that the socket operates in blocking mode if not stated other-
wise. We assume that none of the socket options like linger or async are set unless stated otherwise.

Management

The management group summarizes all socket functions that are used to create, release and configure
sockets.

Thesocket -function creates a new socket and associates it with the protocol specified by the param-
eters. The function allocates a new descriptor that identifies the created socket for future system calls and
returns either this descriptor or a negative value indicating an error to the calling procesackbe -
function implements a part of thapen -function regarding TCP’s user interface (see Section 2.2.1). The
descriptor corresponds to the local connection identifier, mentioned in the Chapter 2.2.1 describing TCP’s
user interface.
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tion

re-

| Category | Name | Function
socket Create unnamed socket within specified communical
Setup domain.
bind Assign a local address to a socket.
Server listen Prepare a socket to accept incoming connections.
accept Wait for and accept a connection.
Client connect | Establish a new connection.
read Receive data into a single buffer.
readv Receive data into multiple buffers.
Input recv Receive data specifying options.
recvfrom | Receive data and address of sender.
recvmsg | Receive data into multiple buffers, control information,
ceive address of sender; specify receive options.
write Send data from a single buffer
writev Send data from multiple buffers
Output send Send data specifying options
sendto Send data to specified address
sendmsg | Send data from multiple buffers and control information
a specified address; specify send options
11O select Wait for 1/0 conditions
shutdown | Terminate connection in on or both directions
Termination close Terminate connection and release socket
fentl Modify 1/0 semantics
ioctl Miscellaneous socket operations
setsockopt | Set socket or protocol options
Administration| Getsockopt | get socket or protocol options
getsockname Get local address assigned to socket
getpeername Get foreign address of assigned socket
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Name

| Description

SO_ACCEPTCONN Socket accepts incoming connections

SO_BROADCAST

Socket can send broadcast messages

SO_SNDBUF

Send buffer high water mark

SO_RCVBUF

Receive buffer high water mark

SO_SNDLOWAT

Send buffer low water mark

SO_RCVLOWAT

Receive buffer low water mark

SO_SNDTIMEO

Send timeout

SO_RCVTIMEO

Receive timeout

SO_DEBUG

Record debugging option for this socket

SO_REUSEADDR

Socket can reuse a local address

SO_REUSEPORT

Socket can reuse a local port

SO_KEEPALIVE

Protocol probes idle connections

SO_DONTROUTE

Bypass routing tables

SO_BROADCAST

Socket allows broadcast messages

SO_USELOOPBAC

ceives its own routing messages

KRouting domain sockets only; sending process

SO_OOBINLINE

Protocol queues out-of-band data inline

SO_LINGER Socket lingers on close
SO_ERROR Get error status and cleagetsockopt  only
SO_TYPE Get socket typegetsockopt  only
other ENOPROTOOR#&turned

=

e-

Table 4.4.: Socket options

After the socket control structures are initialized, the socket layer requests the creation of a new local
communication endpoint from the associated communication protocol. It is the protocol’s task to create and
initialize its private control structures (e.g. TCP must create a hew protocol control blockgotket -
function fails if either sufficient resources are unavailable or the specified parameters are invalid. However,
asocket -call requesting an Internet socket of ty®CK_STREANTCP) should hardly ever fail. The
initial state of a socket is the stattNCONNECTED

Thebind -call assigns a local address to a socket. In our case this is an IP-address and a port-number.
This function is usually used by servers listening to a well known address. If a process uses a socket before
a local address was bound to the socket, the system implicitly assigns an address to the socket. Since
addressing is a protocol specific function, the binding of addresses is performed by the associated protocol
and not by the socket itself. THend -call fails if the specified address is already in use. A socket must
be in theunconnected state to allow the bind operation. After the socket is bound to an address, it is
not possible to change the assigned address.

Three different calls are available for the modification of the socket behavior, néondly |, ioctl
andsetsockopt . The functionfcntl  is used to change the behavior from blocking (default) to non-
blocking and to enable asynchronous I/O events. Table 4.4 lists the available socket options.

Theioctl  -function is used for implementation specific configurations. To avoid such implementation
specific functions, Posix defines new wrapper functions to replace ioctls (see Posix P1003.1g[87]). In BSD
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systems, ioctls can be used to query whether the read-pointer currently points at out-of-band data to get or
set the process group that recei®&10 signals for the specified socket. Other ioctl calls can be used for
interface related functions (e.g. to get a list of available network interfaces, to play with Address Resolution
Protocol (ARP) ). Due to its implementation specific behavioiidied  -function is not further discussed

here.

Connection Management

Thelisten andaccept system calls are used for the passive side of a connectionlisibe -call

notifies a protocol that a process is prepared to accept incoming connections at the specified socket. For
this purpose the socket should already be bound to an address and must b NCORINECTESate.
Thelisten -call is only possible for sockets that are associated with a connection-oriented protocol. For
TCP thelisten  -function triggers a state change of TCP’s state machine frorCH@SEBState to the
LISTEN-State (see Figure 2.2 on page 9). TCP does not accept any incoming connection requests until
the corresponding protocol entity is in théSTEN-State. If TCP receives a connection requést ¢
segment) when not in tHdSTEN -State, it replies with a reset segment.

Thelisten -call has a single parameter that controls the behavior of the attached protocol when new
connection requests are received. This parameter specifies the limit of connections that can be queued at
the socket, waiting to be accepted by an application. Generally a TCP instance at the server side (passive
open) has two queues for incoming connections. The first queue is for connections that have not completed
the three way handshake yet. A new connection is enqueued in this queue when theymisggment is
received. The second queue is for connections that have completed the three way handshake. A connection
is moved from the first queue to the second queue after the acknowledgment segment from the client (third
packet of three way handshake) was received. The specified limit usually concerns the second queue,
since otherwise denial of service attacks are easily possible. If the number of queued connections reaches
the limit, the server ignores incoming acknowledgment (third packet) from the client. Thus, the server
retransmits itSYNsegment according to the normal retransmission behavior of TCP. Usually a full queue
of established connections should only be a transient state. Therefore the acknowledgment is ignored
instead of sending a reset packet.

If the socket is in any other state th&6_UNCONNECTEDwill not be necessary to call tHisten -
function. After thelisten -function has returned, the attached protocol accepts and handles incoming
connection requests. The handling of incoming connection requests is independent of the socket interface,
as long as the pending connection limit is not reached.

After callinglisten , a process can wait for incoming connections by callingabeept -call. The
accept -function is only allowed if the socket is in tHdSTEN -State, otherwise an error is returned. If
a new connection is established (i.e. three way handshake of TCP has completed), a new socket is created
andaccept returns a descriptor for this new socket. The original socket remains unconnected and ready
to receive additional connections. The exact behavior (e.g. when the call returns) depends on the attached
protocol. For TCP, the socket layer is notified if a connection has been established. For other protocols the
process might be woken-up as soon as a connection request is received. The newly created socket inherits
the configuration of the parent socket. The socket state of the new socket iISSIEONNECTED

Contrary to the previous two system calls, tanect -function is used by the active end of a new
connection (the side that initiates the set-up of a new connection). Figure 4.3 illustrates the message ex-
change between application, socket layer, and protocol entities. A call twtireect -function is only
valid if the socket is in th&S_UNCONNECTERate.

The socket state is changed38_ISCONNECTINGand the calling process is put to sleep unless the
socket is operating in non-blocking mode. After the three way handshake is complete, the calling process
is waked up again and the socket state is chang8&tdSCONNECTEDf the socket is operating in non-
blocking mode, theonnect -call returns without waiting for the three way handshake to complete. In this
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Figure 4.4.shutdown -call

case the return codeEldINPROGRESSf a connection request is already pending at a non-blocking socket
(the connect -function already was calledgALREADYis returned. If a socket is already connected,
EISCONNiIs returned.connect must not be called for a socket that is already configured to accept
incoming connectiorls

If a socket is not bound to a local address beforectirnect -call is used, a local address is automat-
ically assigned to the socket. The connect call can fail if the specified destination address is not valid or if
the attached TCP entity is unable to fulfill the connection request within a certain time.

The shutdown -call is used to close the write-half, read-half, or both halves of a connection without
releasing the socket. If the read-half is closed, any data the process has not read yet and any data that
arrives after theshutdown -call will be discarded. In this case TCP sendR8i-segment to its peer. If
the write half is closed, the socket will not accept any further write calls, but it is still possible to read data.
Since the close operation of TCP is graceful, TCP continues delivering all data in its send-buffer before it
informs its peer about the end of the data stream.

1The state machine of TCP allows this. In this case the TCP state is changeld 868N to SYN_SENTHowever,
the socket interface does not support this.
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Figure 4.5.close -call

The shutdown -function does not close a socket or free the resources allocated by the socket. It only
affects the associated protocol and buffers.

By using theshutdown -function an application can make sure that all data has reached the destination
application. How this can be achieved is illustrated in Figure 4.4. The figure shows a typical client server
scenario where the server sends data to the client. In the figure the server is located on the left side and
the client is located on the right side. After the server has passed all of its data to the socket (associated
with TCP), it calls theshutdown -function, closing the write-half to inform the other end that it has no
more data to send. The local TCP instance queues the close request until all packets are acknowledged, but
the call to theshutdown -function returns immediately. Next the server usesrédas -function to wait
for incoming data. If the client application has read all data (a call taghd -function returns EOF), it
closes the socket. If the TCP instance at the server receivél$ ®egment, the server (which is blocked
waiting for data to read) is woken-up and ttead -call will return with an appropriate message. Since
the client has closed the socket, the server can be sure that all data was consumed. If the client closes the
socket before it has read all data, RBT-segment is sent. In this case ttead -function fails with an
appropriate error message.

The close -function is called to shut a connection (both halves) down (if not already done) and to
release the socket. After ttibose -function has returned, the application is no longer associated with
the (transport) protocol end-point attached to this socket. All unconsumed data is silently discarded (TCP
sends alRST-segment to its peer) and all connections that might be pending at this socket are aborted. If
the receive buffer of a connection is empty (no reset packet is sent upon a close), TCP continues delivering
all data in its send buffer. The data structures are not released until the protocol connection is also closed.
Since the application has lost the association with the socket, it cannot be informed about the success
or failure of data delivery. Normally a call to thdose -function returns immediately. However, this
behavior can be altered by using t8®_LINGERoption. If this option is set, thelose -function must
wait for disconnect to complete or until a timer expires. In the first case the application is blocked until the
peer TCP entity has acknowledged &l -segment. Although this guarantees that all data has reached the
destination, there is no information from the receiving application (e.g. how many bytes were consumed).
In the second case an error is returned to the calling application. A nonblocking socket never waits for a
disconnect to complete.
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Figure 4.6.write -call

Data Transfer

The role of the two buffers associated with each socket as well as the interaction with the attached protocol
is important for the transmission and reception of data. Each socket has a send and a receive buffer asso-
ciated with it as well as some attributes (control structures) to manage these buffers. Although it is the job
of the protocol to access the buffers and fill them, the management is performed in a shared fashion. The
attributes associated with each buffer are its total size (high water mark), the current state (e.g.: number of
bytes buffered) and a low water mark (explained later). The main task of the socket object, besides buffer
management, is to decide when a calling application should be blocked. The socket layer is responsible
for blocking a process, if the buffer space is insufficient to hold the datavwaita -call, or if aread

-function is used and there is not enough data available while the socket is operating in blocking mode. If
the socket is operating in non-blocking mode, appropriate error codes will be returned.

Sending Data

As can be seen in Table 4.3 there are four different system calls available for sending data. We refer to
this group collectively as therite system call. Three of these calls are just simpler interfaces to the most
general requessendmsg.

The data passed via the socket interface using the write call is not stored in the send buffer by the socket
object but is forwarded to the attached protocol. It is the protocol’s responsibility and decision to store and
remove the data from the send buffer. However, it is the sockets decision to forward the write request to
the protocol layer. For this decision the attribuibégh water markandlow water markare used.

In the case of TCP the send buffer holds unacknowledged and untransmitted data. The socket layer will
not pass data to the attached protocol if the remaining space of the write buffer is insufficient (e.g. the new
amount of data would reach the high water mark). The socket layer is able to pass the data to the protocol
in smaller chunks, if the associated protocol operates on streams (as TCP does). Before any data is passed
to the protocol, the amount of send buffer space must exceed the low water mark. The calling application
is blocked until all data has been passed to the protocol. After the write call has returned with a positive
return value, the calling application can be sure that the amount of data indicated by the return value has
been accepted by TCP to be transmitted. If the return value is equal to the data lengttvifehecall,
all data was accepted for delivery. The application is not informed about the final success of delivery. It
relies on TCP which has the responsibility to reliably deliver the data upon accepting the data. However,
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Application  Socket TCP TCP

L read read_data ‘

No interaction required!

Figure 4.7.read call

there are some possibilities for the client to get information about the state of the transmission. It can use
the shutdown procedure as described in Section 4.1.2. It can also use the linger option sccthaethe
call does not return before all data was acknowledged by the peer TCP instance, or a timer has expired.
Some operating interfaces support special ioctl commands, with which an application can query the state
of the send buffer. In the case of Linux the commam@COUTan be used. Therite -function does
not necessarily trigger any interaction between the two TCP peer entities.

In blocking mode the calling application is blocked until sufficient memory is available to store the data.
If the socket is set to non-blocking mode, thdte -call returnsEWOULDBLOUGUKthere is not enough
space.

Receiving Data

As for sending data, there are four system calls available for receiving data. We collectively refer to these
calls asread system calls. Any data received by a transport protocol is stored in the receive buffer of the
associated protocol if space permits.

A process can either consume the data or it can retrieve it without consuming it. For the latter, the
process must set thdSG_PEEHKlag. However, if the MSG_PEEK option is used, only the first chunk of
data is returned. Thus succeeding read calls return the same data.

If TCP receives a valid data segment, it stores the data in the receive buffer of the corresponding socket
and informs the socket interface that new data is available. The Advertised Window of TCP is coupled
with the receive buffer space. Thus, if new data is stored in the receive buffer, the Advertised Window is
reduced and if the application consumes data, the Advertised Window is increased.

The application must explictly call one of the read functions to consume data. The application must
specify a memory region where to copy the data and the amount of data it wants to consume. All read
functions return the number of delivered bytes or an error code. If all data was read and the connection is
closed by the remote host, a call to tiead -function returns EOF (End of File).

As indicated by Figure 4.7, the functions of the read family do not necessarily trigger protocol inter-
actions. Actions upon the reception of data, like the sending of acknowledgments, are part of protocol
processing, not of the socket layer. There are no mechanisms supported that inform the sending side up to
which byte/packet the receiving side has consumed data.

Although consuming bytes does not directly trigger any protocol actions, it increases the available buffer
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space for more data. Thus, TCP will inform its peer about this fact. However, this can happen at any time
(e.g. piggybacked with the next data message).

The semantics of theead -call depend on the mode of the socket and the associated protocol. In non-
blocking mode theead -call returns immediately, even if no data is available. If the socket is operating
in blocking mode, the process is blocked if one of the following conditions is true:

e There is no data in the receive buffer.

e There is not enough data to satisfy the entire read\a8G_DONTWAG#Ts not set, the amount of
available data is below the low water mark and more data can be added.

o MSG_WAITALLS set.

If case a stream oriented protocol like TCP is attached to the sockegatiefunction can deliver any
available amount of data but never more than requested.

The socket layer provides two alternatives to handle Out-of-Band (OoB) data. OoB data is either stored
outside of the socket receive buffer or, if the socket op@ OOBINLINEIs set, the protocol places
the data inline. In the first case a process must specify thé/f&@ OOB receive out-of-band data. The
interesting point here is that TCP does not really support OoB data. Although TCP supports the concept
of urgent data, the urgent data is sent in-line. Only the notification that there is urgent data is sent to the
receiving TCP instance immediately (even if the window is closed). Only a single byte can be sent as
urgent data. If the receiving TCP instance receives a TCP segment with the urgent flag set, it informs
the corresponding application. If the urgent byte is received, it is either stored in a separate buffer or in
the socket receive buffer, depending on the setting ofSf®e OOBINLINE option. In the first case the
receiving application can read the urgent byte out-of-band usingi8@_OOBag on aread -call.

Socket I/O

Theselect -call can be used if an application wants to perform different functions on the same socket
(e.g. wait for available data to read and wait until space becomes available to send) or if the application
needs the ability to perform 1/O on multiple sockets simultaneously. Using non-blocking sockets is not an
appropriate solution since this wastes resources by continuously polling all sockets.

A program can specify a list of descriptors to check for pending I/O withstect -function. The
calling application is suspended until one of the descriptors in the list becomes ready to perform 1/O or a
timer expires. Theelect -function returns an indication of which descriptors are ready. Furthermore the
application can specify a time limit. If no event is available within the specified timer interval, an error is
returned.

4.1.3. Signals

Socket calls belong to the group of slow system calls and can be interrupted by signals. In this case an
error is returned and the application is responsible for calling the last function again, if necessary. The
connect -call cannot be restarted since the connection establishment is already in progress.

4.1.4. Failure Scenarios

Besides the operation of the socket interface it is essential to understand what happens if something goes
wrong. The following error cases can be distinguished. Normally if the associated protocol detects an error
(e.g. connection reset by peer), an appropriate error code is stored in the socket control block. The error
message is passed to the application the next time it uses this socket.

2TheMSG_DONTWAIfTag specifies non-blocking behavior for a single operation.
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e End system crashes:

Either of the two end systems of a TCP connection might crash. For the discussion we assume a
client server communication where the client crashes. The discussion for a server crash is similar.

Two possibilities exist after a crash. Either the client comes up again before the server detects the
crash or not. In the first case, the TCP instance at the client sends reset packets if it receives any
segments since it has neither any open connections nor any communication endpoints ready to
accept new connections. It is TCP’s responsibility to guarantee that no packets from the previous

life cycle are accepted after a new connection is established.

If the client does not come up again, the server will not detect the failure until either the retrans-
mission threshold is exceeded or a destination unreachable ICMP packet is sent by a router. After
detection of the failure the server closes the connection and reports an error to the application. If the
server has no more data to send and the keep-alive option is not enabled, the crash is never detected.
For the following discussion we assume that the client is not restarted. The discussion is identical
for both cases.

After a crash all data stored in the socket buffers and the socket state is lost. The peer entity does not
know the state of the connection (e.g. which amount of data has been consumed by the application).
This especially means that even data that has already been acknowledged by TCP can be lost. A
crash cannot be signaled to the remote side. Thus, the peer entity has to detect the crash by itself.
From the remote application (server) point of view, different cases must be distinguished. If the
connection is idle (send buffer is empty), the application will not detect the crash (even if it would
be blocked by aead -call). Since every dead connection wastes resources, most servers enable the
keep-alive option. If this option is enabled, the failure will be detected after about twohtiuhe

server has data to send, the failure stays undetected as long as the send-buffer is not full, because
the local protocol entity can accept data for delivery. The local protocol entity will recognize the
failure of the peer system if either its retransmission limit is reached, a reset packet is received, or
if an ICMP message is received. In this case the error is signaled to the application using the return
value of the next socket call. If the socket is operating in asynchronous mode, the failure is signaled
to the application without waiting for the next function call.

In the worst case scenario the application does not detect the failure at all. This can happen if the
application closes the socket before the remote host crashes, sirdegbe-call returns imme-
diately without blocking until all data is sent. In this case the application wrongly assumes that all
data was successfully delivered to the peer. To prevent thisIM@BER option must be set. If the

linger option is set, thelose -call is blocked until all data is acknowledged by the peer or a timer
expires. In the latter case an error is returned to the application.

o Application is killed/crashed/terminated.

The difference between a machine crash and an application crash (abrupt termination) is that the
system including the socket and the protocol entities stays alive. Usually operating systems han-
dle this case like a call to thelose -function. This means that all socket objects and associated
communication end-points are gracefully closed. For applications with a receive buffer that is not
empty, arRST-segment is sent. Unfortunately the application cannot distinguish between a crashed
application and a application that has closed a connection by itself.

e Router (intermediate host) crashes.

If an intermediate host crashes, this is not critical for TCP connections as long as the intermediate
host is not a single point of failure or comes up fast again. If an alternative path exists, IP simply

3TCP sends a keep-alive packet every two hours. If a keep-alive packet is not acknowledged, it will be retransmitted
10 times, with an inter packet gap of 75 seconds.
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Figure 4.8.: General RPC call

reroutes the traffic.

If the crashed router is the only alternative and does not come up again, the end system is unable to
distinguish this failure from the crash of an end system, as previously discussed.

4.2. Remote Procedure Calls

Remote Procedure Calls are a comfortable mechanisms to invoke an operation on a remote machine, as
they appear like local function calls to the calling application. Figure 4.8 shows the components of an
Remote Procedure Call (RPC) system and their interactions for a simple call. Basically RPCs introduce
the idea of client-server computing to function calls. At the local machine (client) an RPC is realized
as a stub procedure which marshals the parameters to be passed to the remote machine into a machine
independent format and then sends the parameters and a request identifying the operation to be invoked to
the remote machine. The operation is performed and the results are returned to the local stub procedure,
which passes the results to the calling program. The RPC-Runtime module is responsible for providing the
expected communication service. The expected service itself depends on the implemented call semantics
as discussed below. As with local function calls the calling application of the client is blocked until either

a return value is received or an exception is generated by the RPC-Runtime environment.

The illustrated RPC model only describes one possible model with a dormant server and only one
of the two processes (client and server) being active at any time. Generally the idea of RPCs makes no
restriction on the concurrency model implemented. For example, an implementation may choose to have
asynchronous remote procedure calls so that the client can do useful work while waiting for the reply from
the server. Although the basic idea behind RPCs is simple, there exists some design options that must be
specified when an RPC system is defined. One early reference describing the design of an RPC system
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by Birell and Nelson can be found in 1984[32]. The design options are summarized below and are shortly
discussed in the following sections:

e Call semantics,

stateful server vs. stateless server,
e server lifetime,

concurrency model, and

e RPC-Runtime environment.

Although RPCs are meant to be syntactically and semantically equivalent to classical function calls, it
is nearly impossible to achieve the same semantics. The difficulties in providing the same semantics are
mainly based on system failures, either of client or server, or due to a communication failure.

For local function calls all states are simply lost if the system crashes. This is different for remote func-
tion calls. If the client crashes, the server state will survive and vice versa. Furthermore the communication
network between client and server might be halted. In the case of a failure, an RPC system cannot nec-
essarily guarantee how often a procedure call has been executed. On the other hand different applications
can tolerate relaxed call semantics. The call semantics of an RPC system determine how often the remote
procedure may be executed under fault conditions. The following call semantics are possible:

e Possible or May-be call semantics.

These are the weakest semantics and only adequate for applications that do not really need the result
of a function call (e.g. cyclic query of non-critical sensor). The motivation behind these semantics

is preventing the caller from waiting indefinitely long for a response from the callee. To achieve
this, the caller uses a timeout mechanism. If the timer expires, the caller continues its operation.

e Last-one call semantics

In this case the RPC-Runtime environment is responsible for retransmitting the request if no re-
sponse is received within a certain time. Thus, the call of the remote procedure by the caller, the
execution of the procedure by the callee and the return of the result to the caller are eventually
repeated until the result of the procedure execution is received by the caller. In the case of retrans-
missions the results of the last call should be returned to the caller.

The difficulty in achieving last-one semantics is caused by orphan calls. An orphan call is a call
whose parent (Caller) has expired due to a node crash. Orphans need to be terminated before re-
peating a request to achieve last-one semantics. Unfortunately this is difficult.

o At-least-once semantics

Contrary to the previous call semantics these semantics only guarantee that the call is executed one
or more times but does not specify which results are returned to the caller.

e Exactly once semantics

These are the strongest and most desirable semantics. They eliminate the possibility that a procedure
is executed more than once no matter how many times a call was retransmitted.

An RPC server can either be stateful or stateless. It can be dormant awaiting requests or created upon
request. They can be further classified by the time duration they exist into instance-per-call, instance-per-
transaction/session or persistent servers.

From a programmer’s point of view, stateful servers are more convenient because they relieve the client
from the task of keeping track of state information. Furthermore they are generally more efficient than
stateless servers. On the other hand stateless servers have a distinct advantage over stateful servers in
the event of a failure. The client of a stateful server must be designed to detect server crashes in order
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to perform the required error handling activities. On the other hand a client might survive a crash of a
stateless server without problems. If the stateless server comes up again fast enough, the client is able to
continue its operation without any error handling. This is true if either no request was outstanding when
the server crashed or if the operations are idempotent. In the first case rollback operations are required. The
drawback of a stateless server is that the state has to be piggybacked in every request, if state is required.

Instance-per-call servers are created by the RPC runtime when a new message arrives and are deleted
after the call was executed. They are not commonly used because they are inherently stateless and the
creation and deletion is expensive in terms of time. In order to preserve the state between two succeeding
calls, the state must be maintained by the client and appended to every request message.

Instance-per-session servers exist for the entire session during which a client and a server interact.
With this method, there normally is a server manager for each type of service. All service managers are
registered with a binding agent. If a client contacts the binding agent, the specified type of service is
needed and the binding agent returns the server manager address of the desired type to the client. The
client then contacts the concerned server manager, requesting the creation of a server. The server manager
then spawns a new server and passes its address back to the client. The server is destroyed when the client
informs the server manager of the corresponding type that it no longer needs the server.

Persistent servers generally remain in existence indefinitely and can be shared by clients. Each server
independently exports its service by registering itself with a binding agent. A client communicates with
a binding agent to obtain the address of a specific server. Persistent servers may also be used to improve
the overall performance and reliability of the system. Therefore several persistent servers that provide the
same type of service may be installed on different machines.

The service provided by the RPC-Runtime environment depends on the call semantics of the RPC sys-
tem. If for example a distributed system can accept May-be Call semantics, the RPC-Runtime environment
only needs to simply forward request and response messages once. If stronger semantics are required, the
RPC-Runtime environment has to retransmit messages, reorder messages, and filter duplicates.

Another important difference between local and remote procedure calls is the response time and the
performance of a system. RPCs have inherently longer response times than local function calls due to the
communication delay. Furthermore the response time will vary heavily if the communication medium is
unreliable or congested. From the caller (user) point of view this means that even if an RPC has the same
results and side effects as the corresponding local function call, and even if the RPC system guarantees
exactly-once semantics, the behavior of the RPC system will be different. In the worst case the caller
interrupts the function call because it no longer expects the function to return successfully. In addition
to that the client is unable to distinguish a long duration call from a communication failure or a server
crash. To handle this issue, probe packets are required in order to periodically test whether the server is
still working on a specified request.

The performance of an RPC system suffers mainly from the fact that succeeding RPCs are sequen-
tially called, as shown in Figure 4.8. The client is blocked until it receives the response to the pending
call. Especially in the case of a high bandwidth delay product this leads to a high performance penalty.
Asynchronous RPCs can solve this problem. A summary of asynchronous RPCs can be found in[10].

Further points that must be considered if an RPC system is implemented, but are not important for the
scope of this thesis, are summarized below:

1. different data representation on client and server machine,
binding (how a caller determines the location and identity of the callee),
the semantics of address-containing arguments (call by reference),

passing compound variables or lists, and

o & LN

access to global variables.
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The client server relationship considered so far is not appropriate for all distributed systems. Some
distributed systems rather require a peer-to-peer paradigm. RPC systems that realize a peer-to-peer rela-
tionship are calle€Callback RPCIn a callback RPC system the RPC server is allowed to call functions at
the RPC client (e.g. to request user input) while working on a request from the client.
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The Remote Socket Architecture
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Chapter 5.

Preconsiderations for Designing ReSoA

In Section 3 we pointed out several reasons why TCP is not always suited if radio technologies are used as
access network. Furthermore, if an end system is used in different environments, these different environ-
ments might require different configurations of the protocol stack (e.g. socket buffer sizes). One the other
hand it is a matter of fact that Internet access is not dispensable and that the replacement of TCP is not an
option since its congestion control mechanism is crucial for the operability of the Internet.

As discussed in Chapter 3.3, one class of solutions are PEPs. Unfortunately most PEPs have the draw-
back that they either violate TCP’s end-to-end semantics or that they are unable to hide the peculiarities of
the access network completely. In addition most approaches only deal with TCP and neglect UDP.

In this chapter we introduce our Remote Socket Architecture (ReSoA), which belongs to the class of
PEPs. ReSoA is motivated by the observation that it is not the protocol but the Application Programming
Interface (API) what matters. Applications are designed for a specific kind of interface and communica-
tion service but are independent of the implementation of the interface, and the protocol which delivers the
service. In Section 4.2 we showed how RPCs are used to introduce the concept of client-server computing
to function calls. Following this idea, it should be possible to have a special computer (e.g.: edge-router,
access point) and grant all end systems access to its TCP/IP protocol stack by carefully designing a dis-
tributed implementation of the interface to the TCP/IP protocol stack. In ReSoA, function calls to the BSD
socket interface are not executed at the local end system but in an RPC-like fashion at a ReSoA-server.
To achieve this, the socket interface at the local end system as well as the TCP/IP protocol stack are re-
placed by the ReSoA modules. These modules intercept function calls to the socket interfemekde
read , write , getsockname , encapsulate them into ReSoA packets and deliver the ReSoA packet to
a ReSoA-server, where the function calls are executed.

The idea of a remote interface to TCP is already considered by the TCP RFC 793. For example, on
page 2 RFC 793 states: “The TCP specification describes an interface to the higher level protocols which
appears to be implementable even for the front-end case, as long as a suitable host-to-front end protocol
is implemented.” and on page 8 it states “The mechanisms of TCP do not preclude implementation of
the TCP in a front-end processor. However, in such an implementation, a host-to-front-end protocol must
provide the functionality to support the type of TCP-user interface described in this document.”[142].

The idea of providing a distributed implementation of an interface is not limited to the socket interface.

It can be applied to an arbitrary interface. The BSD socket interface was chosen since it is widely deployed.
However, for any interface the semantics of the interface must be carefully investigated in order to provide
a functionally equivalent distributed implementation. For the BSD socket interface this is investigated in
Chapter 6. Since our interest concentrates on the Internet domain, the export of the socket interface only
deals with sockets belonging to the Internet family, focusing on TCP.

ReSoA’s main field of application is wireless Internet access. In a wireless environment ReSoA can
be used to overcome the performance problems of the Internet transport protocols over error prone links,
or to implement new power saving schemes. Since the end-system is relieved from the TCP/IP protocol
stack, a protocol tailored for the current environment and optimization goal can be used. However there
are additional appealing features that make ReSoA interesting not only for wireless Internet access but
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also for the general case. Additional advantages are:

e Internet access is provided even if an end-system (e.g. small sized) or the access network do not

support IP.

e The end-system does not need its own globally valid IP address to communicate with an Internet

5.1.

host because it does not have a private TCP/IP stack. Thus, ReSoA can replace Network Address
Translation (NAT), which is not in every case transparent to the application, and it can hide a local
network behind a single access point (firewall-like behavior)[63].

Design Goals

The realization of ReSoA should meet the following design goals. The goals are listed in order of impor-
tance although a strict ordering is not always possible.

1.

62

Transparency: An application that operates on top of ReSoA instead of a local implementation

of the BSD socket interface should not recognize any difference. Neither the local nor the remote
application (on the distant host) should be aware of the existence of ReSoA. Any application that is
based on the Berkeley socket interface should be able to operate on top of ReSoA without any mod-
ification or recompilation. This especially means that there should not be any difference regarding
syntax or semantics of the interface. Please note that this demand for transparency does not imply
the user to be unaware that he is using ReSoA as required by the PEP RFC[34].

. Interoperability: An end-system supporting only ReSoA (IP-free) should be able to communicate

with every host supporting the TCP/IP protocol suite. This especially means that every ReSoA
end-system can use every service offered by any Internet server or provide services to other hosts.

. IP free operation: Access to the services of the Internet should also be possible if the end system

or the access network do not support IP protocols.

Performance: Improvement of the throughput seen by an application using the service of TCP.
This point targets the problem that TCP’s mechanisms are in some aspects not suited for links with
specific characteristics. Thus, we want to improve the utilization of the available link capacity, or
in other words, aim at minimizing the time a link is idle although there is data to be transmitted and
the link quality is good. There are situations where the performance cannot be improved. In these
cases ReSoA should perform comparable to TCP.

Response TimeThe response time of the exported interface should not be significantly increased
compared to a local implementation. Normally RPC based function calls have a higher response
time because the response time includes the time needed to transfer function calls and their return
value over a network. As applications might protect socket calls with a timer, a longer response
time cannot be tolerated for ReSoA. Higher response times can also lead to a reduced performance,
especially in the case of small transfer sizes.

Overhead: The number of bytes sent over the access network should not be higher than the number
of bytes for a local socket implementation.

Technology independenceReSoA should be able to operate over a wide range of different tech-
nologies.

. TCP configuration: The configuration of the used TCP installation should be tailored to the back-

bone characteristics. This means that the user should not be responsible for configuring TCP if he
uses his laptop in a different environment.



5.2. TCP Semantics versus Socket Semantics
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Figure 5.1.: Two possible semantics of a send request

Only the first three design goals are of general importance for the design of a distributed implementation
of an interface. Design goal number four determines the optimization goal. Our focus is on performance
issues. Besides performance, alternative optimization goals are possible, for example minimizing the com-
plexity of the end systems or energy efficiency. The fifth design goal is related to performance issues and
required to support transparency. The remaining design goals are nice to have but can adversely effect
the optimization goal. For example, an aggressive retransmission strategy generally comes along with an
increased overhead.

5.2. TCP Semantics versus Socket Semantics

The main advantage of PEPs compared to end-to-end approaches is that they can decouple two networks
with different characteristics. Unfortunately, this main advantage also is the most frequently used argument
against PEPs, since decoupling breaks TCP’s end-to-end semantics. In order to understand why ReSoA
can be used instead of a local TCP connection end-point while maintaining the semantics seen by an
application, it is important to understand the difference between the semantics offered by TCP and the
semantics seen by an application. The latter is a combination of the service of the transport protocol and
the interface used to access this service.

With ReSoA we argue that not the protocol semantics are what matters but the interface semantics. The
interface semantics determine what the communicating applications know about the state of their service
requests. For example, what does the return of a data send request mean. Does this mean that the data
was transmitted to the peer transport protocol entity, that the data was consumed by the peer application,
or only that the data was accepted by the local transport protocol entity for delivery. To illustrate this,
Figure 5.1 shows two possible semantics of a data-send-request. On the left side the data-send-request
returns after the data was read by the peer application, while on the right side the data-send-request returns
immediately after the data was stored in the local send buffer. Clearly in the case of an exported interface
both cases must be treated differently.

In the case of TCP and the socket interface (the semantics of the different socket calls were discussed
in Chapter 4.1) the semantics seen by the application correspond to a reliable data pipe. After the pipe is
established, the sending application pushes data into the pipe, while the receiving application reads data
from the pipe. The operation of the two applications is decoupled (asynchronously) by the sizes of the send
and receive buffers. The sending application is not explicitly informed whether the transfer was successful,
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or up to which byte the receiving application has consumed the available data. TCP acknowledgments only
confirm the reception of data at the other end of the pipe but do not provide any information about whether
the data was read by the receiving application or not.

The end-to-end semantics of TCP do not guarantee to a sending application that its data was read by the
distant application. It is possible that a host crashes just after TCP has acknowledged all data including the
FIN byte, but before the application has read the data. In this case the sending application would wrongly
assume that the communication was successful, as long as it does not implement appropriate application
level protocol mechanisms.

Even if we consider the worst case that the Remote Socket Server (RSS) crashes before all data that
already was acknowledged by the TCP instance is delivered to the Remote Socket Client, this will not break
the semantics seen by the application. The same is true for a local implementation of the socket interface,
albeit with a lower probability. To improve the stability of the system, approaches of fault tolerant systems
could be applied. However, this is out of the scope of this thesis.

The semantics of the socket interface depend on the configuration of a socket object (e.g. blocking mode
vs. non-blocking). To preserve the semantics, every function call must be carefully investigated regarding
its local effects as well as its effects on the interaction between the peer entities. The split implementation
is semantically equivalertb a local socket interface if the interaction sequence between the application
and the socket interface is not altered. This is discussed in more detail in Chapter 7 where we compare the
semantics of ReSoA to the semantics of the BSD socket interface.

5.3. Architectural Considerations

In this section we develop the core architecture according to the design goals discussed in Section 5.1.
Figure 5.2 provides a general overview about the components of the Remote Socket Architecture and their
interfaces to other system components. As can be seen from the figure, the TCP/IP protocol stack and
parts of the socket interface are removed from the end system and are replaced by the ReSoA modules.
Basically ReSoA can be viewed as a client located at the end system and a server that is located at a
network node (e.g. access point). These two modules together implement the functionality of the socket
interface. The client intercepts the socket calls, encapsulates them and transmits them to the server. The
server decapsulates the socket calls, executes them on behalf of the client and sends the result back to the
client. The main task of the client and the server is to maintain the semantics of the socket interface. In the
following we discuss the different design decisions that led to this architecture.

5.3.1. Alternatives for the Cut

The idea of ReSoA is to export the service to the Internet protocol stack by splitting the socket interface.
There are different possibilities for this cut. The decision which functionality is implemented at the ReSoA-
client and which at the ReSoA-server depends on the design goals. For example, if the major design goal
was to reduce complexity, the cut might be at a different position than in the case where the major design
goal is to improve performance. Our design goal is to improve performance, where performance mainly
means throughput seen by the application.

Basically there are three alternatives for splitting the socket interface. Splitting is possible either at the
top (library level or just after the call has entered the kernel), inbetween (splitting the socket object itself),
or at the bottom (when the socket function calls have been translated to protocol dependent function calls)
of the socket layer.

The most obvious place would be at the top. At this point the socket calls could be intercepted and
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Figure 5.2.: Basic components of ReSoA

transmitted to the ReSoA-server following a synchronous RPC-based approach. In this approach the im-
plementation of the socket interface at the end system would be replaced by a wrapper module that trans-
lates each socket call to a RPC call. The entire functionality of the socket interface would be implemented
at the RPC-server. Thus, each time an application uses a function of the socket interface, it is blocked until
the socket call is transferred to the ReSoA-server and the corresponding reply is received. Although such
an implementation would relieve the client from complexity, it has many shortcomings.

First of all every request would have to be transmitted to the ReSoA-server which then decides whether
the call is allowed in the current socket state. If the call is not allowed, an error message must be returned.
Second, if only a single request can be outstanding at any time, the system will be forced to a send-and-wait
behavior which is known to offer poor performance for links or networks with a high bandwidth-delay-
product. Third, the response time of the system would depend on the underlying communication system
and the current channel state. Anyway the response time would be longer than for a local implementation
of the socket interface, which violates our requirements.

A split at the bottom is difficult since the socket layer and the protocol layer share common data struc-
tures like send and receive buffers. A split at this position would require the duplication of the data struc-
tures. This would automatically lead to a split in the middle of the socket layer.

To overcome the shortcomings discussed above, our approach follows the third alternative and splits
the socket interface somewhere inbetween. This approach requires that some of the socket interface con-
trol structures are not only implemented at the ReSoA-server but also at the ReSoA-client. This permits
the ReSoA-client to deal with some socket calls locally and thus, reduce the response time and increase
the throughput. A detailed description of the duplicated functionality is given in Section 6.1.1 and Sec-
tion 6.1.2.

5.3.2. Layering

To implement the functionality of the socket interface, the ReSoA-client and ReSoA-server must commu-
nicate with each other. The required functionality can be divided into two layers. First, a protocol for the
exchange of messages between ReSoA-client and ReSoA-server is required. This protocol is principally
independent of the underlying network characteristics. Second, the export of the socket interface requires
a reliable communication service. An efficient realization depends on the peculiarities of the underlying
communication technology, the service already offered by the protocol stack of the access network, and
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the optimization goal (e.g., throughput vs. energy consumption).

Therefore we decided to use a two layered architecture on top of the protocol stack of the access net-
work. The protocol of the upper layer is called Export Protocol. The Export Protocol (EP) is a simple
connectionless request-response protocol. The protocols of the lower layer are called Last Hop Protocols.
The service provided by an Last Hop Protocol (LHP) depends on the socket type and application and may
be adapted to the properties of the applied technology. In the case of a TCP socket, an LHP must provide a
fully reliable service. In the case of a UDP socket, an LHP may provide a semi-reliable service. In the lat-
ter case the LHP may behave application specific. Since the LHP depends on the technology, we decided
to exclude the protocol specification of an LHP from the ReSoA specification. ReSoA only defines the
service which it expects from an LHP as well as the interface an LHP has to provide. Thus, it is possible
to use the same implementation of ReSoA-client, ReSoA-server, and EP on top of different LHPs.

5.3.3. Interface to TCP

The socket layer is closely intertwined with the attached transport protocol. For example, if an applica-
tion reads data from the receive buffer, TCP will have more space available to store new data and might
advertise a larger window to its peer. In the case of a split socket interface the interaction between the
socket layer and the transport layer is more complicated. For example, TCP increases its Advertised Win-
dow whenever data is read from the receive buffer. In the case of ReSoA data is read from the receive
buffer when the RSS forwards the data to the ReSoA-client. In order to maintain the socket semantics,
this forwarding must not lead to an increase of the Advertised Window. In Section 6.3 we discuss which
additional functionality is required to maintain the socket semantics.

5.3.4. Addressing

In the Internet world addressing at the application layer refers to the identification of transport protocol
communication end-points (also called sockets). An application uses an integer descriptor to pass requests
to a specific socket, and the network uses a quadruple consisting of the source and destination IP addresses
and the source and destination port to find the correct transport protocol entity.

If ReSOA is used, two additional addressing problems need to be solved. On one hand an association
of the two parts of a socket that are located at the ReSoA-server and the ReSoA-client respectively, has to
be established. On the other hand the source address to be used for the transport protocol entity has to be
determined. We refer to the first Ascess Network Addressiagd to the second dsternet Addressing

Access Network Addressing

In our basic approach ReSoA-client and ReSoA-server are located within the same local network (broad-
cast domain). Therefore communication between both instances does not require any multi-hop capable
addressing scheme such as Internet Protocol (IP) addressing.

Access Network Addressing defines how the two parts that implement a socket are glued together.
According to the two layers of ReSoA, the addressing is performed in two steps. On the lower layer the
LHP is responsible to address the machines that run ReSoA. On the upper layer the Export Protocol (EP)
is responsible for delivering incoming packets to the correct socket object.

An LHP has to provide a communication channel between the ReSoA-client and ReSoA-server. The
channel is created when ReSoA is started (see Section 5.4 on page 69). To establish a communication
channel between two ReSoA nodes the LHP can chose an arbitrary addressing format as long as unique
addresses are provided. Usually the LHP will use the addressing format of the underlying technology for
this purpose. For instance, if ReSoA is deployed in an 802.x local network, 802.x addresses can be used. If
the ReSoA domain contains different technologies, technology independent address formats can be used
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(for instance, E.164). If the provided address format of the underlying technology is not sufficient to pro-
vide communication channels between ReSoA nodes, the LHP will have to add the missing functionality

In order to map incoming messages to the correct socket object, a ReSoA-client assigns an integer iden-
tifier (calledrsocklD) to each created socket. This identifier is included in every EP message. The problem
with this scheme is that the same identifier can be assigned to a socket on different ReSoA-clients. Thus,
for the ReSoA-server the rsockID is not sufficient to map incoming packets to the correct socket. To over-
come this problem, the EP must know the LHP connection on which the packet was received. Since the
LHP provides a connection-oriented service, ReSoA-client and ReSoA-server maintain a connection iden-
tifier for each created LHP connection. This connection identifier is included in every indication from an
LHP instance to the EP. The connection identifier together with the rsocklID allows for uniquely addressing
socket objects. It can be compared to the TCP/IP world where port numbers are not sufficient to identify
a communication end-point. Instead the transport protocols use the IP address in addition to the port num-
bers. The difference here is that IP is connectionless and hence the entire source and destination addresses
must be used, while the LHP utilizes the addressing format of the underlying technology and only uses a
connection identifier for multiplexirfg

The addressing formats of both levels are independent of each other. The EP uses the channel provided
by the LHPs without knowing how this channel is established. This is possible in spite of the fact that
the ReSoA-client and server must establish the LHP connection, which means that the ReSoA-client must
know the address of the ReSoA-server's machine. This is achieved by looking at the address simply as a
byte stream. The ReSoA-client must be configured with this byte stream (either manually or by some kind
of look-up service), but will not interpret it.

IP Addressing

Due to the split of the socket interface and the movement of the TCP/IP protocol stack to a network node,
ReSo0A has the ability to support different alternatives for the IP address assignment to ReSoA-clients. An
assignment scheme describes how the ReSoA-server maps globally valid IP addresses to its clients. The
following alternatives exist:

e 1-1 mode:The ReSoA-server provides a globally valid IP address for every ReSoA-client. It must
be able to send and receive packets with this IP address. To implement this, the ReSoA-server can
either use a pool of IP addresses, obtain an new IP address when a new client registers, or the
ReSoA-client can pass its IP addressthe ReSoA-server during the registration process with the
ReSoA-server.

e n-1 mode:The ReSoA-server has a single globally valid IP address that is used for all registered end
systems. This is the most natural approach, since one possible ReSoA model is that all applications
on all end systems are just processes that utilize the same interface (protocol stack) and IP addresses
are assigned to interfaces and not to hosts. In this mode ReSoA replaces the need for Network
Address Translation (NAT) devices.

e n-m mode This is a combination of the previous two modes. The ReSoA-server has a set of IP ad-

dresses per interface. It is possible that some clients (e.g. those providing a service) have a separate
IP address, while others share a common IP address.

The address mapping mode does not necessarily determine how the ReSoA-server obtains its IP ad-
dresses. In 1-to-1 mode it is possible for a client to register its IP address with the ReSoA-server or for the

'For example, in the case of a broadcast only the addressing scheme.

2All the usual constraints, e.g., lifetime of the identifier are easier to solve since an LHP operates in a local environ-
ment.

3This can be complicated if the end system also has a TCP/IP protocol stack that uses the same address.
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ReSoA-server to use the Dynamic Host Configuration Protocol (DHCP) on behalf of the ReSoA-client to
get a new IP address every time a new client is registemaa-to-1 mode the ReSoA-server can either use
a fixed set of IP addresses or can also use DHCP, again on behalf of the client using its Medium Access
Control (MAC) address.

ReSoA does not define which alternative should be used. Every approach listed above is possible. The
selection of a specific scheme is the responsibility of the ReSoA-server provider. The used addressing
scheme must be negotiated during the registration process (see Chapter 6.4 on page 96).

5.3.5. ReSoA-server Position

The ReSoA-server can be located anywhere in the network. However, we assume that the server is lo-
cated close to the ReSoA-client at the border between different networks. Our architecture assumes that
the server is placed between the access network and the Internet and not anywhere within the Internet.
Although from the semantic point of view it seems to be possible to place the ReSoA-server deeper in the
network, this would require a different design, at least regarding the LHP. We assume that ReSoA operates
in a homogeneous environment.

According to the idea that an exported interface can be used to decouple networks with different (incom-
patible) characteristics, it is thinkable that the ReSoA-server also uses an exported interface of a second
ReSoA-server and so on, building a chain of servers. We do not allow such an approach in our architecture
and assume that there is a single client server relation. However, it is possible that both end systems use
ReSoA to communicate with each other.

5.3.6. Co-existence with a Parallel Local TCP/IP Protocol Stack

Principally the purpose of ReSoA is to replace the local TCP/IP protocol suite. On the other hand the PEP
RFC recommends that the usage of a proxy should be decided on an per application level[34]. Therefore
ReSo0A supports the parallel operation with a classical TCP/IP protocol stack. We call thisDmabe
Protocol Stack Modelf an end system only supports ReSoA, we call the operation rifodle ReSoA

Mode

In pure ReSoA mode interception of socket calls is not a problem, since every socket call must be
forwarded to the ReSoA-server. This is not the case for the dual protocol stack mode. Here for every
socket interface call it must be decided whether the addressed socket belongs to a split socket or to a local
one. Since we require ReSoA to be transparent to an application, a modification of an application (e.g. use
of a different socket family for ReSoA) is not an option. However, this rather is an implementation issue
we won't further discuss here.

A second problem of the dual protocol stack mode is the usage of IP addresses. If the ReSoA-client
uses the n-1 mode, an application will see different IP addresses depending on whether ReSoA or the
local socket interface is used. Thus, from an application point of view this configuration looks like an end
system with two interfaces.

If the ReSoA-client uses the 1-to-1 mode and registers its own globally valid IP address with the ReSoA-
server, then two different network interfaces would use the same IP address. This not only means that the
ReSoA-server must intercept every packet with this destination address and determine the communication
end-point of this packet, but also that two different hosts would answer the same ARP requests. Since this
is not possible, the ReSoA-server must not assign a client’s IP address to one of its interfaces and must

“To be able to register multiple addresses from a single DHCP server the ReSoA-server has to use the client's MAC
address in the DHCP request; otherwise a standards-compliant DHCP server will not assign several IP addresses
in the same subnet to the same MAC address.
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send and intercept IP packets with a non-local IP address. This is implementation specific and therefore
not discussed hete

5.4. Operation Example

The purpose of this chapter is to provide a better understanding of the operation of ReSoA. Therefore we
go through the setup process of a ReSoA system and continue with an example session of a File Transfer
Protocol (FTP) connection.

For this discussion we assume that ReSoA uses the n-to-1 mode (using only a single globally valid IP
address for all registered clients) and operates in dual protocol stack mode.

First the ReSoA-client and server must be configured. The ReSoA-server and client must know which
LHPs are used for TCP and UDP sockets. LHPs are specified by a provider identifier and a protocol
number.

Next the ReSoA-server must be started. It prepares the local LHP instances to accept incoming connec-
tions and now waits for ReSoA-clients to register.

After initialization the RSS is ready to accept registration requests from a ReSoA-client. The Internet
protocol stack at the ReSoA-server behaves in exactly the same way as it would if it were located at
any end system and no socket was opened. The behavior of the ReSoA-server is passive until a ReSoA-
client requests the creation of a new socket object. The functionality of this socket object corresponds to
the functionality of a normal BSD socket object with three exceptions. First, it is triggered by incoming
EP packets from a ReSoA-client and not directly by function calls from the application. Second, it must
influence the protocol behavior of the associated protocol to some extent in order to maintain the semantics
of the interface (see Section 6.3). And third, it must deal with error conditions that can not occur with the
standard implementation (see Section 6.5). According to RPC-terminology, a ReSoA-server is a dormant
and stateful server.

A ReSoA-client must be configured with the LHP address of the ReSoA-server. The binding mechanism
(how a ReSoA-client finds a ReSoA-server and obtains the ReSoA-server’'s address) is not part of the
architecture. We simply assume that the address is known (e.g. manually configured). The addressing
format also depends on the used technology and is not part of ReSoA. The ReSoA-client is configured
with a binary representation of the ReSoA-server address. This binary representation of the ReSoA-server
address is passed to the local LHP instance in order to create a connection to the LHP instance at the RSS.
For example, in an 802.x environment a ReSoA-client gets 6 bytes as the LHP address representing the
MAC address of the ReSoA-server. The initial step when a ReSoA-client starts is to establish an LHP
connection with the ReSoA-server and to regfsteself at the server. The registration process concludes
with providing the source address used for future connections via this ReSoA-server. This can be compared
to configuring a local interface with an IP address. After the registration is completed, an application can
access the TCP/IP protocol stack at the ReSoA-server without recognizing any difference from a local
TCP/IP implementation.

For the further discussion let us consider an FTP session as shown in Figure 5.3 on page 71. In this
session the FTP client runs at the ReSoA end system and wants to download a file from an FTP server in
the Internet. The FTP client operates in active mode. This means that the FTP server establishes the data
connection between FTP client and FTP server. Hence, the FTP client must send its IP address to the FTP
server and has to offer a listening TCP endpoint.

Since ReSoA does not change the API between the application and the protocol stack, the application
first has to create a new socket using sleeket -function call. For performance reasons this call is not

50One possibility to implement this is to use the Linux netfilter framework.
The registration process is out of the scope of this thesis and therefore will not be further discussed.
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forwarded to the ReSoA-server immediately but delayed until the socket is used for the fifstTirae
ReSoA-client creates the local part of the socket object, assignsoaklD to it, and returns control
back to the application.

Next the application initiates the establishment of the transport protocol connection using the
connect -call. From the state of the socket the ReSoA-client sees that the corresponding part of the socket
at the ReSoA-server has not been created yet. Therefore it sends a request message to the server (using
the previously opened LHP connection) that includesstheket -function call as well as theonnect -
function call. This request message includesrdoeklD as explained in Section 5.3.4 on page 66. The
calling application is blocked until the ReSoA-server sends the corresponding return value. The response
of the ReSoA-server not only contains the result ofdbenect -call but also the port number of the local
connection endpoint. This accelerates the fetching of address information gestagkname ).

Based on the LHP connection the ReSoA-server knows which ReSoA-client the request belongs to.
It creates the corresponding socket part and assignssteklD and the LHP connection identifier
of the LHP connection to the socket object. Then it executectimmect -function call. The local IP
address of the ReSoA-server is used as source address for the TCP connection. Thus, every application—
independent of the end system it is running on—uses the IP address of the server for its connections. If
the TCP connection is established, the ReSoA-server sends a response message to the ReSoA-client. This
response message again includessloekID

Next the application sends a request to the FTP-server. Since the request must contain the source IP
address of the TCP connection, the application first has to determine its IP address and port number. The
application must query the socket using the functietsockname . Since the socket is associated with
the address assigned by the ReSoA-server, this call returns the globally valid address pair (IP address and
port) actually used by the connectfon

When thegetsockname -function call returns, the application encapsulates the results in its requests
and asks the socket to deliver the data. The ReSoA-client forwards the request to the ReSoA-server and
immediately returns control to the application (if the socket send buffer is large enough) without waiting
for a response from the ReSoA-server.

In order to improve performance and to keep response times close to the response time of a local TCP/IP
implementation, ReSoA is not based on a classical synchronous RPC mechanism. Instead the behavior of
the socket stub depends on the socket call. Whenever possible the ReSoA-client deals with the user request
locally and returns the control back to the calling application before it transfers the request to the ReSoA-
server.

If the TCP instance at the ReSoA-server receives data (from the Internet), it uses the quadruple (IP
addresses and ports) to map the data to a socket as usual using a callback. The socket is provided with
information about the fact that it is part of a split socket object, the corresponding client (which LHP con-
nection to use) and the socket identifissacklD ). Thus, the data can be forwarded to the corresponding
client without waiting for an explicitead data request. The notification includes the socket identifier
used by the ReSoA-client to map the received data to the correct socket receive buffer.

5.5. Differences to other Solutions

ReSo0A belongs to the class of PEPs. Hence, it shares the advantages of PEPs. However, the distinct dif-
ference between ReSoA and most other PEPs is that we do not split the TCP connection and then use a

"To limit the probability that the ReSoA-server has insufficient resources for the already allocated socket, each
ReSoA-client is only allowed to have a certain number of parallel open sockets.

8Normally we would have to create a second socket, export it and put it into listening mode for the data connection
of an FTP transfer. We left this out of the message sequence chart in Fig 5.3 on the next page for better readability.
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Figure 5.3.: Example message exchange resulting from an application using a ReSoA-client and
a ReSoA-server configuration to access the Internet

kind of splicer or trick to maintain TCP’s semantics. Instead we carefully designed a distributed imple-
mentation of the interface to the TCP/IP protocol stack. Our approach distinguishes between TCP and
interface semantics. We discussed the meaning of a TCP acknowledgment and how different interface se-
mantics effect the service seen by the application. ReSoA inherently supports a proxy based approach for
the entire TCP/IP protocol stack, although we focus on TCP. The separation between the export function-
ality and provision of the communication service allows ReSo0A to operate over a vast number of different
technologies using optimized protocols. This is especially achieved by only including the specification of
the required service and the interface to the LHP in ReSoA but not the LHP itself. This approach permits
the use of flow specific LHPs without classification of IP packets. Theoretically it is possible to attach a
different LHP to every socket.

Although the idea of a distributed socket interface implementation was already followed by the Mowgli
and SOCKS approach, there are important differences. SOCKS is designed for security purposes and hence
not comparable to the ReSoA approach. Mowgli focuses on the design of an efficient protocol stack for
wireless Internet access using Global System for Mobility (GSM) . Although the authors mention that
Mowgli could be used on top of arbitrary technologies, they do not believe that Mowgli is required in
different scenarios (e.g. in the case of wireless LANS). The protocols are tuned for GSM despite Mowgli’s
two layered architecture in which the lower layer provides the communication service. However, in order
to deal with the peculiarities of GSM, they also include specific optimizations in the upper layer. For
example, the application is allowed to transmit data before the TCP connection is established.

Mowgli’'s support of the BSD socket interface is only included for compatibility reasons to support
all legacy applications. The goal of Mowgli is rather to provide a new, more sophisticated interface for
Mowgli (or GSM) aware applications than to maintain the semantics. Especially Mowgli does not include
the special treatment of the TGN -segment or th&INGER socket option as ReSoA does.
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The Internet addressing modes provided by ReSoA are also different. With Mowgli each end system
has its own IP address. ReSoA also supports a configuration where ReSoA-clients share one IP address.
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As described in the previous chapter, ReSoA comprises two layers. The upper layer is responsible for the
export of the socket interface, while the lower layer provides the appropriate communication service. This
chapter specifies the components of the socket export layer as well as the interface and the expected lower
layer communication service. The protocols of the lower layer are not part of ReSoA and therefore not
described here.

Until we present the interface, we simply consider the lower layer as a reliable (semi-reliable for UDP)
data pipe into which we can push packets on one end and remove packets at the other end. The specification
of the interface between the two layers is given in Appendix C.1.

6.1. Splitting the Socket Interface

In Section 4.1.2 we discussed the socket interface. Basically the socket interface is a wrapper that not
only translates protocol independent function calls to protocol specific calls, but also maintains a state (a
communication endpoint) for every created socket. This state is modified by function calls and protocol
messages.

Following the idea of RPCs, we use the client-server paradigm to implement a split implementation of
the socket interface. Thus the socket interface is realized by a dReStqA-client (RSEyvhich runs at the
end system, a serveRéSoA-server (RSSyhich is located somewhere in the access network (e.g. access
point or edge-router), and thexport Protocol (EP)used for the communication between ReSoA-client
and ReSoA-server. In this chapter we specify these three components. Figure 6.1 depicts the socket split
in an abstract way.

6.1.1. ReSoA-client

The ReSoA-client is located at the end system. It replaces the local implementation of the socket interface.
From the application point of view the ReSoA-client looks exactly like the classical socket interface.
Syntactical transparency is achieved by offering the same interface as the BSD socket interface does.
All details of the socket export are hidden from the application by the ReSoA-client. According to RPC
terminology the ReSoA-client implements a socket stub.

Internally the ReSoA-client is responsible for the communication with the ReSoA-server. However, as
discussed in Section 5.3.1 due to performance issues it is not possible to simply forward socket calls to
the ReSoA-server and to implement the entire socket functionality solely at the ReSoA-server. Instead, the
ReSoA-client has to implement parts of the socket interface behavior by itself. It is responsible for testing
whether a socket call is allowed in the current socket state, whether the application should be blocked and
so on. Details are given in Section 6.2 where we discuss the implementation of the different socket calls.
The main difference between the ReSoA-client and a local socket object is that the ReSoA-client does not
translate socket function calls to service primitives of the attached protocol. Instead it transfers these calls
to the ReSoA-server after it has performed a few tests.
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Figure 6.1.: Splitting the socket interface

In order to implement the local part of the split socket object, the ReSoA-client must maintain a global
management state and a state for every created socket. The global state contains information about the
address of the ReSoA-server, general state information about the association with a ReSoA-server, a list of
all created sockets, the default lower layer connections to be used for the communication with the ReSoA-
server (one reliable and one semi-reliable), and a watchdog timer. The timer is used to test whether the
ReSoA-server still exists in the case that there has been no communication between the ReSoA-server and
the ReSoA-client for some time. The settings for this timer are conservative for two reasons. First, this
timer is only of interest if all applications are idle. Second, we expect the underlying layer to inform us if
the connection to the ReSoA-server was lost.

The socket state contains all attributes that also exist for a local socket implementation (e.g. see Fig-
ure 6.2 and Figure 6.3). This means for example, that the ReSoA-client has a send and receive buffer
for every socket as well as a socket state. How these attributes are maintained and synchronized with the
corresponding state of the ReSoA-server is discussed in Section 6.2. The socket state is extended by the
following information:

e Reliable LHP connection The lower layer can support different communication services. This
identifier refers to the reliable connection. This connection must be used for all TCP and UDP socket
messages, except for socket calls used for reading and sending data. This identifier is initialized with
the default connection of the global state.

e Application-specific connection UDP socket application data is transferred using a semi-reliable
connection. If the application is aware of ReSoA, it can register its own LHP and set this identifier
accordingly.

¢ Remote Socket Identifier To build a per socket association between the state of the ReSoA-client
and the ReSoA-server.

e Remote Send SpaceThe available buffer space of the ReSoA-server for application data.

The motivation behind including connection identifiers in the per socket state is that this allows for using
different lower layer connections for different sockets. This is especially important for UDP sockets, since
in this case some socket calls must be delivered reliable to the ReSoA-server while socket calls including
application data may get lost. In the current ReSoA version we only support two LHP connections. One for
reliable data transfer and one that provides a semi-reliable service. The dynamic integration of additional
protocols would require management functionality which is out of the scope of this thesis.
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Figure 6.4.: High level flow chart of the ReSoA-client.

Figure 6.4 shows a high level flow chart of ReSoA’s client’'s operation. The initial state of a ReSoA-
clientisNOT_CONNECTEWhenever a ReSoA-client is instantiated, it must be configured with the LHP
address of a ReSoA-server and the LHPs to use. The ReSoA-client initiates the establishment of the two
LHP connections. Then it tries to register itself with the ReSoA-server using the reliable LHP connection.
As soon as the ReSoA-client is in tREGISTEREDstate, it is ready to accept input from applications
and from the ReSoA-server. This is further discussed when we deal with socket calls in Section 6.2.

The ReSoA-client may not be terminated before all sockets were properly closed and the ReSoA-client
has released its registration from the ReSoA-server.

6.1.2. ReSoA-server

The ReSoA-server is located at a network host, normally either at an access point or an edge router. It is
persistent and must maintain a state for every registered ReSoA-client as well as for every open socket.
The ReSoA-server must be instantiated before any ReSoA-client is started.

As with a local socket interface implementation the ReSoA-server implements the communication with
the attached transport protocol. Thus, it translates protocol independent function calls to protocol specific
service primitives. The interface to the attached protocol is implementation specific and therefore not
discussed in this thesis.

In addition to the normal socket communication the ReSoA-server is responsible for the registration of
new ReSoA-clients (see Section 6.4) and controling the behavior of the attached TCP instance. The latter
is required to maintain the semantics of the socket interface. This is further discussed in Sections 6.2 and
6.3.

For every registered ReSoA-client the ReSoA-server must maintain a list of open sockets, a list of LHPs
used for communication, and a watchdog timer to test whether an idle ReSoA-client is still alive. Similar
to the keep-alive timer of TCP the setting of this timer can be conservative (e.g. test every hour).

Just as the ReSoA-client the ReSoA-server must keep a state for every created socket. The state cor-
responds to the state of the ReSoA-client. Thus, for every created socket the ReSoA-server maintains
all attributes that can be found in a local implementation of the socket interface, as well as the addi-
tional attributes described in the ReSoA-client section (Section 6.1.1). The only difference is that the
attributeRemote Send Space is replaced by an attribufRemote Receive Space . This attribute
describes the amount of buffer space available at the ReSoA-client for application data.
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The difference between a ReSoA-server and a classical RPC server is that in addition to events from the
ReSoA-client, triggering inputs from the attached transport protocol entities are also handled. Furthermore
ReSoA does not follow the strict paradigm of function calls. As shown in Section 6.2 there are requests that
the ReSoA-server does not respond to. The ReSoA-server sends asynchronous indications to the ReSoA-
client including received data or information about state changes.

Whenever a new ReSoA-server is created, it must at first set the used LHPs to listen mode so that they
can accept new connections. After that the ReSoA-server is idle until a ReSoA-client registers. Whenever
the ReSoA-server receives a message belonging to a socket, it first must test whether the client is registered
and whether the socket exists. The requested function will only be executed if both tests succeed. If the
client is not registered, the request is discarded silently. If the socket identifier is not valid or the requested
function is not allowed, the ReSoA-server returns an error code. This is discussed in Section 6.5.

The detailed operation of the ReSoA-server is described in Section 6.2 where the implementation of the
socket calls is specified.

6.1.3. Export Protocol

The EP is used for the communication between ReSoA-client and ReSoA-server respectively. It provides
a connectionless, timer protected service that either has request-response or request-only semantics as
described below. The EP is considered as a part of ReSoA-client and ReSoA-server. Hence we do not
specify an upper interface to the EP. The lower interface is described in Section C.1.

The operational behavior of the EP is relatively simple since it operates on top of a reliable (semi-
reliable) communication channel. For example, it does not include protocol mechanisms such as error
control. It fully relies on the lower layer. The EP is mainly responsible for the encapsulation and coding
(marshaling) of the socket calls and responses, as well as for the exchange of control-information and for
demultiplexing. For the demultiplexing process a remote socket identifier is used that is assigned to each
socket when it is created (see Section 6.2.1). Whenever the EP instance at the ReSoA-server receives a
request message with an unknown remote socket identifier, this message must either request the creation
of a new socket or it is invalid. The EP supports the following services:

¢ REQUEST-RESPONSEService: This service is used by the ReSoA-client whenever it wants to
transmit a socket call requiring a response from the ReSoA-serverbjady. socket call). To
transmit a request the EP uses an EP-PDU with the type field REQIUJESTAfter the execution
of the call at the ReSoA-server is complete the ReSoA-server responds with an EP-PDU with the
type field set ttRESPONSE

Although a request message must be acknowledged by the ReSoA-server with a response message,
it must not be stored in a retransmission buffer since the lower layer is responsible for retrans-
missions. The EP never retransmits a message. However, the ReSoA-client must be able to detect
whether a response message is missing in order to avoid deadlocks

The EP only permits a single outstanding request per socket (remote socket identifier). Whenever
a ReSoA-client requests the transmission of a request message, the EP tests whether a request is
already outstanding for this socket. If not, the remote socket identifier is stored in a table, a timer

is started, and the request is sent to the ReSoA-server. Thus, the request-response service can be
compared to some kind of acknowledged datagram service. The difficulty here is that the ReSoA-
server does not immediately acknowledge the request upon reception. It does this only after it
has processed the request in order to keep the network traffic low. Thus, determining a setting for
the timer is a rather difficult task as the ReSoA-client cannot know how much time the ReSoA-
server needs to complete a request. To overcome this problem the EP instance at the ReSoA-client

1The ReSoA-server might crash after it has received the request.
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uses a very conservative timeout value which is at least a multiple of the RTT between the two
communicating EP instances. If this timer expires before a response is received the EP first tests the
state of the LHP and whether it is good. Then it sends a control mesREGEI(EST PENDINGo

the ReSoA-server. Upon reception of this control message the ReSoA-server checks whether it still
has a pending request for this socket. If the LHP reports communication problems, or if a control
message is sent, the timer is restarted. If the ReSoA-server does not reply with a control message
indicating that it is still working on the request, the ReSoA-client gives up after it has reset the timer

a certain number of times. This error situation is discussed in Section 6.5.

Whenever the EP at ReSoA-server receives a request, it uses the remote socket identifier to execute
the request at the correct socket. After the execution of the request is complete an appropriate
response message is returned.

o CALL/STATUS -Service: The call/status service is used for socket calls for which the client does
not expect a response (e.gwaite -function call) and to inform the ReSoA-server about state
changes of a socket (e.g. available buffer space).

If the ReSoA-client uses this service the EP simply encapsulates the data into an appropriate frame
and passes the frame to the LHP. In this case there is no need for a timer since the ReSoA-client
does not expect a response message. If the LHP is unable to deliver the frame it informs the calling
EP instance. Basically there are two situations where the LHP can send a negative response. First,
the outgoing queue of the LHP can be full. In this case the LHP will inform the EP when it is
ready to accept further requests. Second, the LHP was unable to deliver a frame after a number
of retransmission attempts. The latter is an error situation and the ReSoA-client must inform the
application while the first is only a temporary situation.

e UPDATE-Service: The update service is the ReSoA-server equivalent to the ReSoA-client
call/status service. It is used by the ReSoA-server to inform the ReSoA-client about asynchronous
events concerning a certain socket, like the reception of data. It is used to update the state of the
corresponding socket (e.g. to pass the data to the receive buffer). As it is the case with call/status
messages, the EP does not proteataiate Protocol Data Unit (PDU) with a timer. It fully relies
on the operation of the LHP.

e CONTROL -Service: The control-service is used by the ReSoA-client and the ReSoA-server to
exchange control messages that are not directly related to socket functions. Examples for control
messages are registration messages and queries about the server state. Table 6.1 lists the different
control messages. All control messages sent by the ReSoA-client are protected by a timer if they
require a reply.

6.2. Implementation of Socket Calls in ReSoA

This section describes the implementation of all socket calls shown in Table 4.3 on page 46. We point
out where we break the TCP end-to-end semantics and how, despite this fact, the socket semantics can be
maintained. The discussion shows that the close call is the most crucial call.

6.2.1. Creation of a New Socket

The socket -call is described in Section 4.1.2. Whenever an application requests the creation of a new
socket it uses theocket -function and specifies: socket family, socket type, and protocol as function
parameters. In our case the socket family is alwalysINET since we only deal with Internet protocols

here. After the system has created the socket it returns a descriptor to the application. This descriptor is
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Name Code Reply Description

REGISTRATION_REQ 0x01 X To register with a server
REGISTRATION_RES 0x01 - Answer from the server
DEREGISTRATION_REQ 0x02 X To de-register with a server

DEREGISTRATION_RES 0x02 - Answer from the server
STILL_ALIVE 0x03 X Testing whether the other end is still there.
This message must be answered with a

STILL_ALIVE message.
REQ_PENDING 0x05 X Testing whether the server is still working on

arequest
REQ _PENDING_RES 0x05 - Answer from server
ERROR 0x08 - General error message.

Table 6.1.: Export Protocol control packets

used to address the socket for all later socket calls by the application. The application is blocked until the
socket is created.

As described in Section 6.1 we need state information about each ReSoA-client and ReSoA-server
socket to realize a socket in ReSoA. A first approach to realize this was to create the ReSoA-client instance
first and then pass the function call to the ReSoA-server using the request-response service of the EP. The
ReSoA-server then creates its instance of the socket as well as the protocol communication endpoint
specified in the socket function call by the user. After the communication endpoint is created the ReSoA-
server returns the return code to the ReSoA-client, which in turn passes the return code to the application.

With this socket -call implementation the application would be blocked until the request and the re-
sponse have been transmitted over the communication network. The response timsawktte -call
would depend on the environment, the current channel state, and the used technology. Due to the com-
munication costs the response time would be higher than for a local socket interface. This unpredictable
response time violates the design goal to keep the response time of ReSoA close to the response time of
a local interface and is therefore inappropriate. This approach reduces the throughput especially for short
connections since the total time increases.

A second approach is to return the control to the application after the ReSoA-client has created the local
part of the socket. Here it is the responsibility of the ReSoA-client to test whether the parameters of the
call are valid (e.g. whether the specified address family and protocol exist and are supported by ReSoA).
The control is returned to the application at once after the local part of the socket is created or, in the
case of invalid parameters, an appropriate error message is returned to the application. The corresponding
instance of the ReSoA-server socket is then created in the background using the request-response service
of the export protocol.

However, the second alternative still requires the exchange of two messages, while a local implemen-
tation of the socket interface does not generate network traffic. A further improvement of the second
alternative is the delay of the creation of the socket instance at the ReSoA-server until the socket is used
for the first time. This improvement avoids the two additional messages.

The advantage of the second and third approach is that the response time of ReSoA is comparable to the
response time of a local socket interface implementation, since no messages need to be transferred over
the wireless link and no second computer is involved in the socket creation. The third alternative saves two
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messages

The drawback of the second and third approach is that we additionally acknowledge the creation of a
new communication endpoint before it actually has been created. The creation of a socket has two aspects.
First, the parameters are checked whether the requested protocol family and protocol are supported. Sec-
ond, the required resources are allocated. While the second and third approach can perform the first step
they can only assume that the required resources are available for the ReSoA-server. Thus, it is possible
that the ReSoA-server fails to create the socket, although the creation has already been acknowledged to
the application. However, this should rarely occur since the creation of an end-point does not require many
resources and nowadays memory is not a scarce resource.

We assume that the ReSoA-server has sufficient resources to create the requested sockets. To control
the number of simultaneously open sockets per ReSoA-client the ReSoA-client is configured with an open
socket limit. This limit can either be set manually (default limit) or during the registration process. With
this assumption we decided to follow the third approach.

When the ReSoA-client receives the request to create a new socket from an application, it tests the call
parameters and whether the number of open sockets exceeds the socket limit. If both tests are passed it
creates a new local socket instance, assigns a remote socket identifier to it, and returns a socket descriptor
to the application. If one of these tests fails an appropriate error code is returned.

The corresponding socket instance at the ReSoA-server is created if the application uses the socket the
first time. If the application plays the active part this usually isdtienect -call. In this case the EP-PDU
must include two socket calls.

When the ReSoA-server receives the request to create a new socket it creates the socket object instance
as well as the communication endpoints. If this fails it returns an error to the ReSoA-client. After the
communication endpoint was created the next socket function included in the same request is executed.
The response message is sent after the execution of this additional socket function is complete.

6.2.2. Configuration of a Socket

As explained in Section 4.1.2, a socket can operate in different modes and has attributes which define its
behavior. If a socket is implemented in a split fashion it must be determined whether an option effects both
socket parts or only one of them. If a socket option effects both parts or only the ReSoA-server the func-
tion call must be forwarded to the ReSoA-server. Whether the request-response service or the call service
of the EP can be used depends on the socket option. In the following we discuss the different socket op-
tions/configurations whereby we define whether messages must be exchanged between the ReSoA-client
and ReSoA-server, and which service of the EP should be used. The different options are summarized in
table 4.4 on page 47.

Socket optionsjoctls  or fentls  (which are not described here) are simply forwarded to the
ReSoA-server using the request-response service of the EP. The calling application at the ReSoA-client is
blocked until the corresponding response message is received.

SO_KEEPALIVE

The SO_KEEPALIVEoption is only valid for sockets of typ8OCK_STREAMt enables the sending of
keep alive packets by the attached protocol for long idle periods. Although it can be used by a client and a
server it is mostly used by servers to detect and remove connections with lost clients.

If the keep-alive option is set at a socket controlled by ReSoA, the request to enable this feature is
simply forwarded to the ReSoA-server where it is passed to the attached TCP instance. The call service of
the EP is used for this purpose. The keep-alive functionality is implemented between the TCP instance at

2Two messages do not sound a lot, but if an application opens many connections, it adds up.

80



6.2. Implementation of Socket Calls in ReS0A

the ReSoA-server and the TCP instance at the corresponding host. Different from a local Internet protocol
stack the wireless link is not involved in the exchange of keep-alive messages. Thus, messages are saved
and the wireless terminal can sleep (if no other connection is active). This is not really an issue because
keep-alive messages are exchanged every 2 hours. Of course the ReSoA-server has to assure that its clients
still exists.

If the keep alive functionality is enabled at the corresponding host (which does not know that the other
end uses ReSoA), the application at the corresponding host (normally a server) wants to make sure that it
does not allocate resources for clients that are not longer reachable. Thus, it is interested in whether the
application at the wireless terminal is still running. It is not interested in whether there still are any TCP
instances answering keep-alive requésts

There are different possibilities to achieve these semantics with ReSoA. The first option is to modify
the TCP implementation at the ReSoA-server so that it forwards keep-alive packets to the ReSoA-server
instead of answering them. The ReSoA-server can then test whether the corresponding application (socket)
at the ReSoA-client is still alive, and trigger TCP to answer the keep-alive packet. This approach has the
drawback that TCP needs to be changed and that the wireless link is involved in the communication without
being included in the RTT estimation of the sending TCP.

In a different approach TCP at the ReSoA-server answers the keep-alive packets as if there were non
ReSoOA. It is the responsibility of ReSoA to kill or close the corresponding TCP endpoints if a client
application at the ReSoA-client or the ReSoA-client itself vanishes. If the application is closed the ReSoA-
client informs the ReSoA-server about the state change. If the ReSoA-client crashes, the LHP will inform
the ReSoA-server (see also Section 6.5). Thus, in any case the TCP instance at the ReSoA-server will only
answer TCP keep-alive segments if the client application still exists. Therefore ReSoA uses the second
approach. Please note that due to the communication delay over the wireless link it is possible that a keep-
alive is answered, although the client is already dead. However, this is not critical for two reasons. First,
keep-alive packets are only used to free unused resources and the resource can also be freed two hours later.
Second, even with a local Internet protocol stack it is possible that the client crashes just after a keep-alive
request was answered. From the corresponding host point of view the two cases are not distinguishable.

SO_LINGER

This socket option is discussed in the context ofdlose socket call in chapter 6.2.3.

SO_SNDBUF and SO_RCVBUF

These socket options are discussed in the context of the read and write calls in Section 6.2.4. The socket
optionsSO_RCVLOWAANdSO_SNDLOWAdre discussed in this section as well.

SS_ASYNC

Only the ReSoA-client needs to know that a socket is set to asynchronous mode, since the design of the
socket export ensures that the ReSoA-client is automatically informed about all state changes.

SS _NBIO

This socket option sets a socket to non-blocking mode. Since this effects nearly every socket call, it is
discussed in the context of the different socket functions.

3According to the end-to-end argument this functionality should be implemented by the applications. However, since
such an option exists, we must deal with it in ReSoA.
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6.2.3. Connection Management
bind -function

As discussed in Section 4.1.2 on page 45 inel -call is used to assign a local address to a socket. Since
addressing is a protocol issue, thied -function has to be passed to the attached protocol which decides
whether the requested address is valid and available.

For the realization of thbind -call in ReSoA this means that it must be implemented using the request-
response service of the EP. The calling application is blocked until the ReSoA-client has received the
response message. Although this behavior maintains the socket interface semantics it introduces the prob-
lem of a possibly long and unpredictable delay. As already mentioned before, the execution of a request-
response pair includes the communication delay, which in turn depends on the channel state and capabili-
ties of the used technology.

The alternative approach where the ReSoA-client decides whether the requested local address is valid is
not an option. Although we only deal with Internet addresses here, the ReSoA-client could decide whether
an address is syntactically correct. However it cannot decide whether an address is available. If multiple
ReSoA-clients share a single Internet address it would be possible that applications on different hosts
would bind a socket to the same port. This conflict must be prevented. Otherwise we would have to cancel
already bound sockets later, as the conflicts are recognized. This would clearly violate the socket interface
semantics. A local implementation of thand -call would only be possible if the ReSoA-server provides
a separate IP address for every client (1-to-1 mode). Since the realization of socket calls in ReSoA should
be independent of the configuration of ReSoA such a configuration cannot be assumed.

Thus, in the case of theind -call we have to weigh response time against socket semantics. However,
the problem of increased response time can be relativized by two arguments. First, we can expect appli-
cations using ReSoA to implement the client-role, which means that they actively initiate the connection
establishment. Often the active side of a connection uses an address assigned by the system instead of us-
ing thebind -function. This happens when tlkennect -function is executed. Secondband -call will
normally be followed by aonnect -call, or by alisten -call followed by anaccept -call. Both the
connect -call and theaccept -call need some time to complete and the user cannot distinguish which
call causes the delay.

Active Open -connect -function

At the beginning of the discussion we assumed that the socket operates in blocking mode. At the end of the
section we consider non-blocking mode. In Section 4.1.2, describing the semantics of the socket interface,
we showed that aonnect -function call returns if either TCP was able to establish the connection, or
after atimeout has occurred. In the first case a positive status is returned while in the second case a negative
status is returned.

Two possible implementations of tleennect -call in ReSoA are shown in Figures 6.5 and 6.6. The
difference between these two approaches is that in the first approach the ReSoA-server acknowledges the
reception of the request message and later the ReSoA-client acknowledges the response message from the
ReSoA-server. In the second approach the ReSoA-client and ReSoA-server rely on the reliable service of
the LHP. Thus, instead of four messages only two messages, namely the request message and the response
message are exchanged. The advantage of the first approach is that it is easier to estimate the time during
which a response should be received. However, we decided to minimize the number of packets exchanged
over the air interface and therefore chose to follow the second approach.

By comparing the interaction diagrams for ttennect -call of a local socket implementation and of
ReSo0A we can see that the semantics ofttirenect -call are maintained (compare Figure 4.3 on page 49
and Figure 6.6). In the case of ReSoA, the application calledimect -function as it would do if the
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Figure 6.5.: ReSoAonnect -call version 1
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Figure 6.6.: ReSoA&onnect -call version 2
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protocol stack were located at the local system. After calling connect the application is blocked until the
TCP connection is established. Tbennect -call is transferred to the ReSoA-server which passes it to
the associated protocol. Then the ReSoA-server waits for the protocol to confirm that the connection was
established. The result of the confirmation is passed to the ReSoA-client which then returns control to the
calling application.

The difference to a local TCP/IP stack is that the three way handshake of TCP is only performed
between the ReSoA-server and the corresponding host. Since the local end system is not involved in the
TCP connection establishment (after sending the request), it is possible that the ReSoA-client crashes after
the ReSoA-server has sent the init8®YNsegment. In this case the ReSoA-server establishes the TCP
connection on behalf of a crashed client. Later, when the ReSoA-server notices that the client has crashed,
it must send a reset segment for this connection. Nevertheless the socket semantics are preserved. The
three way handshake is performed independent of the service user after it was initiated by the application.
The socket interface ensures that the call tocibrenect  -function does not return a positive status before
the connection is established. This is also true for the exported interface.

Next, let us consider the response time (the time the application is blocked). In the standard case the
local host sends &YNsegment which must travel over the wireless link and the Internet. The application is
blocked until the correspondirgly N-ACKksegment is received. For ReSoA, request and response packets
are exchanged over the wireless link (access network) instead of the two TCP packets. Thus, the response
time should be identical or less if the initi@ly Nsegment is lost.

If the socket is operating in non-blocking mode the ReSoA-client returns the control to the application
after it has sent the request message. Until the connection is established the ReSoA-client answers all
further function calls to this socket as a local implementation would do.

Passive Open listen  -function

There are two alternative approaches to implemerligten  -call in ReSoA. Either the request-response
service of the EP or the call-service can be used. The latter is possible since the ReSoA-client has all
information available to decide locally whether this call is allowed (e.g. it knows the current state of the
socket). The first approach has the advantage that the application can be sure that the attached protocol is
in the LISTEN-State when the socket function returns, but has an increased response time compared to
a local socket interface implementation. The second approach has the advantage that the response time is
identical to the local socket interface, but includes the possibility that, due to communication problems,
the application wrongly assumes that the TCP instance is ihI®€EN -state. Another advantage of the
second approach is that we only need to transfer a single message instead of two messages.

We decided to follow the second approach. If tleen -call could be transferred to the ReSoA-
server, there is no reason why it should fail. If the LHP is unable to deliver the listen invocation to the
server due to channel impairment, neither would any host be able to establish a TCP connection with this
wireless terminal. Hence it is not important whether the local TCP implementation would already be ready
to accept connectiofis

It is not possible to delay a call to thisten  -function as we did with theocket -function since this
causes TCP to reject incoming connection requests.

“There is a difference in what the peer TCP sees in the case of a link outage on the last hop. In the case of a local
TCP implementatiors YNsegments would be either dropped or buffered at the access point. The peer TCP would
not recognize the link outage unless it reaches the maximum number of retransmissions. In the case of ReSoA,
TCP might send reset segments because TCP runs on the ReSoA-server and might have not received the listen
command yet. There are several possible workarounds for this problem. One possibility would be to change TCP
at the ReSoA-server to not immediately send a reset segment, but to query the ReSoA-server. The ReSoA-server
could then test whether the last hop is available. Since we expect this case to be rare, it is ignored.
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Passive Open accept -function

The connection establishment of TCP operates independent of interactions with the user/application.
Whenever a new connection is ready to be accepted (TCP’s three way handshake is complete), it is queued,
unless the number of queued connections exceed the limit specified ligtéme -call parameter. If

ReSoA is used, the TCP instance that established the TCP connection runs on the ReSoA-server and
the application which uses the connection runs on the wireless terminal. The complicated aspect of the
accept -call is that a new socket (communication end-point) is created whenever TCP receives a new
SYNpacket. Since the TCP instance does not run on the end system in the case of ReSoA and the ReSoA-
client is responsible for the assignment of remote socket identifiers, the creation of a new socket object
initiated by the ReSoA-server does not fit into the addressing concept. A decision has to be made whether
new but not yet accepted connections should be passed to the ReSoA-client immediately or only after the
application has called theccept -function.

First, let us assume that all pending connections are only queued at the ReSoA-server. In this case a new
socket half is created for each new TCP connection. This socket object is linked with the socket which is
in LISTEN-State as it would be the case of a local socket implementation. However, the additional fields
(like the remote socket identifier) are left empty. Whenever the application calkctept -function,
the function call is transmitted to the ReSoA-server using the request-response service of the EP. The
application is blocked until the response message is received. The ReSoA-client sends a new remote socket
identifier together with the request message. The ReSoA-server takes the first unaccepted socket from the
list, assigns the remote socket identifier to this socket, and sends the information about this socket (e.g.
destination address and port) to the ReSoA-client.

Unfortunately this approach has some shortcomings. First, the ReSoA-client sends the accept message
to the ReSoA-server, not knowing whether there are any connections pending. Thus, it cannot determine
when a response message will be received (servers can be idle for a long time). Therefore we would loose
time compared to a local socket interface. In the case of a local interface the TCP connection would be
pending at the end-system. Thus, afteraheept -call the application could start at once consuming and
sending data. In the case of ReSo0A, the accept message and its response must first be transmitted over the
access network. In the worst case the wireless link would be error-free if a TCP connection is established
(thus it would be possible to deliver the information to the end-system), but interrupted (for some time)
when the application calls theccept -function. Thus, this scheme might delay work although it could
be started immediately.

To avoid the first problem, the ReSoA-server could send a notification message to the ReSoA-client if
it has a new pending connection (but without including information about the connection). The ReSoA-
client would only send the accept message if there is at least one pending connection. Otherwise the
ReSoA-client would wait locally until such a notification is received. However, this does not help with the
second problem.

In order to overcome the second problem, connections should be reported to the ReSoA-client at once
after the three way handshake is complete. As mentioned above this introduces an addressing conflict.
The remote socket identifier is assigned by the client. Therefore the ReSoA-server cannot know which
identifier to use for the new socket half. One possible solution would be that the ReSoA-server first sends
a notification informing the ReSoA-client that there is a new connection available. The client then sends
a remote socket identifier to the ReSoA-server which in turn sends the information about the new socket
to the ReSoA-client. However, the ReSoA-server cannot remove the socket from the queue of pending
connections since this would violate the number of pending connections specified wittehe -call.

Instead, the ReSoA-client must send an additional message to the ReSoA-server whenever an application
has accepted one of the pending connections usingdbept -call. Thus, we would need four export
protocol messages to implement tmxept -call.

In order to reduce the number of necessary messages we extend the addressing scheme for this case.
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If a new TCP connection is established the ReSoA-server sends a notification message to the ReSoA-
client. This message carries all information about the new socket. To identify the corresponding socket part
the ReSoA-server uses the remote socket identifier of the originating socket plus an incarnation number
which is incremented for each new connection. If the ReSoA-client receives such a notification it creates

a new local socket half and assigns a new remote socket identifier to it. Whenever the application calls
theaccept -function, the pending socket is immediately returned to the application and the ReSoA-client
sends an update message to the ReSoA-server. This message informs the ReSoA-server about the fact
that a pending connection has been consumed and returns the new remote socket identifier. Thus, the
accept -call is implemented using just two messages without introducing additional delay (compared to

a local socket interface).

With this design of theaccept -call, the handling of non-blocking sockets or sockets operating in
asynchronous mode is implicit. The ReSoA-client knows whether there are connections pending and can
therefore immediately decide whether a call todlseept -function should return with which status (new
connection or error). It also is able to notify an application about the reception of a new connection.

Connection Termination

close -function

For the design of thelose -call we have to consider four cases. Either the ReSoA-client or the corre-
sponding host call thelose -function first. In both cases the linger option may be set or not.

Let us start with the case where the application at the ReSoA-client calidage -function and the
linger option is not set. This means that the execution ofcdlbee -function does not depend on the
state of the two communicating TCP instances. It returns immediately after it has performed the local
(protocol dependent) actiohsSince theclose -function will succeed if the socket descriptor is valid, it
is not necessary to block the application until the close request is forwarded to the client. As with a local
implementation of the socket interface, tlese -function returns immediately in ReSoA.

The effects of thelose -function depend on the state of the socket buffers. Ifdbse -function is
called while the receive buffer is not empty, the local TCP instance sends a reset segment inskébid of a
segment. Unsent or unacknowledged data is discarded. If the receive buffer is empty while the send buffer
is not, all data is transmitted before the connection is closed. If both buffers are emgtiNtleegment
will be sentimmediately. For ReSoA this means that the state change of the socket must be signaled to the
ReSoA-server immediately, even if there is data in the send buffer of the ReSoA-client that has not been
forwarded to the ReSoA-server yet. It is necessary to inform the ReSoA-server about the state change
since the TCP instance must send a reset segment if additional data is received. On the other hand, it is not
possible to set the corresponding socket at the ReSoA-server @LB8EState since this would mean
that no further data from the ReSoA-client would be accepted. To overcome this problem a new socket
state is introduced which we calLOSE_DATAPENDINGVhen a socket object at the ReSoA-server is
in this state, no more data will be accepted, and the TCP instance is triggered to send a reset segment if
new data packets are received.

The socket object at the ReSoA-client is released if the receive buffer is not empty or if both buffers
are empty. In this case no further messages regarding this socket are expected from the ReSoA-server.
If the receive buffer is empty but the send buffer is not, the ReSoA-client has to inform the ReSoA-
server when the last data message was forwarded. For this purpose the ReSoA-client sends a second close
message with the the state field setGbOSE After this message is sent the resources related to this
socket are freed. If the ReSoA-server receives data from the corresponding host while the socket is in the
CLOSE_DATAPENDINGtate it triggers the transmission of a TCP reset packet (as the protocol stack

*Theclose -function is normally implemented via theutdown andrelease -function.
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would do, if the state were closed). After this it sends an update message to the ReSoA-client indicating
that the socket state has changed to @€ SEState. If the socket is in thELOSEState no further
messages related to this socket are exchanged.

From the application point of view the socket is released whenlts® -function has returned. Thus,
if the application tries to use the socket descriptor after calling close, it is the responsibility of the ReSoA-
client to return the appropriate error code indicating that the used socket descriptor is invalid.

If the linger option is set, the call to tfdose -function must not return before all data is acknowledged
by the TCP instance at the corresponding host or the linger timer has expired. Basically the operation is
identical to the previous case. The only difference is that now the socket part at the ReSoA-client is not
released before either the linger timer expires or the ReSoA-server has informed the ReSoA-client that
all data has been acknowledged. To implement this, the socket at the ReSoA-client is set to a state called
CLOSE_LINGERThe ReSoA-server sends a close update message to the ReSoA-client when all data has
been acknowledged.

The linger timer is started by the ReSoA-client as soon as the application catib#se -function.

Only the ReSoA-client has a linger timer. If the linger timer at the ReSoA-client expires before it receives
the notification that all data has been acknowledged by the destination host, it returns an error message to
the application and sends an update message to the ReSoA-server indicating the expiration of the linger
timer. Furthermore, all data remaining in the send buffer is discarded as it is the case for a local protocol
stack.

With this implementation of thelose -function it is possible that all data has been acknowledged by
the peer TCP instance but the ReSoA-server was unable to deliver the notification to the ReSoA-client
during the linger interval. In this case the ReSoA-client returns an error to the application although all data
was successfully delivered. However, under such network conditions the linger timer would also expire
in the case of a local implementation of the Internet protocol stack. In this scenario TCP would either
be unable to send its data over the wireless link or the access point would not be able to forward the
acknowledgments. The difference is that TCP would not have received all acknowledgments, but from
the calling application point of view this does not matter. The implementation dfltse -function is
summarized in Figure 6.7.

Now let us consider a scenario were the corresponding host invokektee -function. The problem
here is that the ReSoA-server cannot know whether the corresponding host has set the linger option or not.
Thus, it must always assume that it is set.

If the linger -option is set, aclose -call will not return until either all data (including thEIN -
segment) is acknowledged by the peer, or a local timer expires. If the return value is positive the calling
application can be sure that all of its data is (at least) stored in the receive buffer of the destination host.
If the timer expires before all data was acknowledged a negative value is returned. To maintain these
semantics ReSoA has to prevent thatdlose -call performed at the corresponding host returns before all
data has reached the ReSoA-client, although the TCP instance at the ReSoA-server normally acknowledges
all data segments before they are received by the ReSoA-client. This is achieved by a modification to the
operation of TCP’s behavior (see also Section 6.3). The TCP protocol machine is modified to delay the
acknowledgment for th€IN -segment until the ReSoA-server allows it. The ReSoA-server triggers the
transmission of the final acknowledgment if it is sure that all data has been received by the ReSoA-client.
Section 6.3 gives more information about the modifications to the TCP protocol state machine. Since
the close -call at the corresponding host does not return before all data includinglthesegment is
acknowledged, ReSoA preserves the semantics.

If TCP receives a segment with t@N -flag set it informs the corresponding ReSoA-server module
about this event. The ReSoA-server delivers all received data to the ReSoA-client and then sends a close-
notification to the ReSoA-client. If the ReSoA-client receives the close-notification it can be sure that it
has received all data since it operates on top of a reliable service. After the reception of this notification
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Figure 6.9.close -call ReSoA - corresponding host

it sends a status packet to the ReSoA-server acknowledging the reception of all data. If the ReSoA-server
receives this packet it triggers the transmission of the TCP acknowledgment packet. The corresponding

socket objects at the ReSoA-client and ReSoA-server are released after the local application has called the
close -function.

shutdown -function

Theshutdown -function permits to close a connection without releasing the allocated resources. Itis pos-
sible to select whether only the send, the receive, or both parts should be closed. Basisallydben -

function behaves like to thedose -function. The linger option is also valid for tlehiutdown -function.

Since the ReSoA-server cannot distinguish whether an application at the corresponding host has called
close orshutdown (in both cases as TCHN -segment is received) we only have to consider the case
that the application at the ReSoA-client usesghetdown -function.

Basically the realization of thehutdown -call is identical to the realization of thdose -call. The
only difference is that different commands are used whereas the commands depend on the usage of the
shutdown -call and that the resources are not freed.

A possible usage of thehutdown -function is to test whether all data has been read by the destination
application as shown in Section 4.1.2. In this chapter we show that ReSoA does preserve these semantics.
For this discussion we consider two scenarios. First, we look at the case in which the corresponding host
sends data to the ReSoA-client, and then we look at the reverse direction.

Let us start with the case where the application at the corresponding host (called server) sends data to
the ReSoA-client. After the server has passed all of its data to the socket it cadlsutg®wn -function
informing the peer that it has no more data to send. Aftesthedown -function call has returned it calls
theread -function, waiting for data from the client application.

The TCP instance at the ReSoA-server acknowledges the data and passes it to the ReSoA-client. The
application at the ReSoA-client reads data until it reaches the end of file marker, indicating that it has
consumed every byte up to ti#@N -flag. If the client application has no own data to send it releases
the socket using thelose -function. This triggers TCP to send a FIN packet. Since the application at
the remote host is blocked waiting for data, it will be woken up after receiving the FIN packet. To the
application this indicates that all data must have been consumed, since otherwise the application at the
other end would not have closed the connection. If the connection is closed before all data has been
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read (e.g. the client crashes), the TCP instance at the ReSoA-server will send a reset packet. Since the
TCP instance at the ReSoA-server will not acknowledgeRite-segment until all data has reached the
ReSoA-client, this is possible as long as it would be the case with a local TCP/IP protocol stack. Thus, the
semantics of thehutdown -call are not changed by ReSoA.

Now let us consider the case where the application at the ReSoA-client is the data source and the
corresponding host is the data sink. After the application has sent all of its data it cadlsutidewn -
function to close its half of the connection followed by a call to thad -function. All data is reliably
delivered to the server. After the server has consumed all data it caltdabe -function. If the TCP
instance receives thEIN -packet it notifies the ReSoA-client which in turn wakes the application up,
signaling that the connection was successfully closed. As for the TCP case the application can be sure
that all data has been consumed by the destination application. If the application at the corresponding host
closes the connection before it has read all data a reset segment is sent. Since the application is blocked by
aread -call it will be informed about the abrupt termination of the connection.
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6.2.4. Data Exchange

write calls

As discussed in Section 4.1 on page 41,whée functions operate asynchronous to the protocol op-
eration. Awrite -call does not necessarily trigger an immediate interaction between the TCP instances.
It will return if the data fits into the local send-buffer. This means thatwhiée -functions return be-
fore the data is sent to the peer or even acknowledged by the peer. If the data does not fit into the send
buffer, a blocking socket blocks the function call and a non-blocking socket returns a negative value
(-EWOULDBLOQKThe application is not explicitly informed about success or failure of delivery. It
optimistically assumes that everything functions properly as suggested by the interface description of
RFC 793.

Because of the specific semantics of irite  calls the design of an exported interface looks straight
forward at first glance. The first design option is shown in Figure 6.12. In this approach the ReSoA-client
simply forwards the write request to the ReSoA-server. If TCP can store the data in its send-buffer the
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ReSoA-server informs the ReSoA-client and wiréte  -call returns.

Unfortunately, this strategy might lead to an increased response time seen by the application and hence
would reduce performance. The response time increases sinegithe -call and the response are sent
over the wireless link and therefore depend on the network properties as well as the current channel state.
If the application protects arite -call with a timer it might assume that the write function has failed.

The performance can be reduced, since this strategy leads to a Send-and-Wait like behavior on the channel
between ReSoA-client and ReSoA-server. This results in poor performance for large RTT values.

Due to these drawbacks we decided to use a different approach. We equipped both ReSoA-client and
ReSoA-server with a send-buffer for each created socket. The send-buffer at the ReSoA-client has the size
requested by the application (the same size it would have in the case of a local socket implementation).
The send-buffer of the ReSoA-server can have an arbitrar§. Sibe ReSoA-client not only manages its
local send-buffer but also the send-buffer of the ReSoA-server.

For eachwrite -call the ReSoA-client checks whether the data fits into the send-buffer of the ReSoA-
server. If the ReSoA-server has sufficient resources the request is sent to the ReSoA-server using the call
service of the EP. If the ReSoA-server has insufficient resources the ReSoA-client stores the data in its
local send-buffer and returns the control to the application. In this caserttee -call is delivered later
to the ReSoA-server, probably together with succeedlirite -calls’. If the local send-buffer is also
full the calling application is blocked until space becomes available. With this approacitea -call
returns as soon as the data was accepted by the ReSoA-client. Thus, the transmission of data (seen by the
application) is decoupled from the transmission of data as it is the case if TCP is located at the end system.
Another advantage of this approach is that the size of the send-buffer at the ReSoA-server can be used for
flow-control between the two socket halves and to regulate the resource usage at the ReSoA-server.

In order to manage the send-buffer of the ReSoA-server, the ReSoA-client has to know the size of
the ReSoA-server's send-buffer and has to maintain a counter reflecting the current state of the ReSoA-
server's send-buffer (per socket). Whenever data is forwarded to the ReSoA-server the counter is increased
by the number of bytes of tharite -request. The counter is decreased if the corresponding TCP in-
stance at the ReSoA-server receives a new acknowledgment. Upon reception of a new acknowledgment
the ReSoA-server informs the ReSoA-client about the amount of data removed from its send-buffer using
theupdate -message of the EP. All socket options related to the send-buffer only effect the attributes on
the ReSoA-client and do not need to be sent to the ReSoA-server.

With this design we took advantage of the local semantics ofattiee -call. For the application,
which relies on the reliable transport system, it is not important which reliable protocol is responsible. If
the ReSoA-client is unable to deliver the data to the ReSoA-server neither is TCP.

Application at Corresponding Host Sends Data

If the application at the corresponding host sends data, ReSoA introduces the problem that the segments
are acknowledged by a TCP instance at the ReSoA-server and not by a TCP instance at the end system.
However, as pointed out in the previous sectionwhiée -call of the socket interface is not coupled with

the message exchange of TCP; it only makes sure that TCP has accepted the data for delivery, which is
also true for ReSoA. As can be seen when comparing the interaction diagramsjtéhe-call returns

in both cases before the data is sent to the receiving host. Thus, with or without ReSoA the application
can falsely assume that its data has been read by the remote application. The TCP acknowledgment only
means that data has reached the peer TCP instance but says nothing about whether the data was read
by the application. As pointed out by Saltzer et al. in their paper about end-to-end arguments in system

81t must be large enough to fill the pipe between the two TCP instances, otherwise TCP’s performance might suffer.
"This is only possible for TCP sockets since TCP establishes a byte stream between two applications. For UDP
sockets the message boundaries must be preserved.
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design[149], end-to-end reliability can only be implemented by the application or even the users. Even
with a local implementation of the protocol stack it is possible that the machine crashes after having
acknowledged some data but before the data was consumed by the application. By delaying the final
acknowledgment (see Section 6.2.3) ReS0A guarantees that it can send a reset packet if an application
closes a connection without consuming all data.

Reading Data

Generally theread functions only have local semantics. Packets are not necessarily exchanged if an
application consumes data. As shown in Figure 4.7 on page 52, the acknowledgment belonging to a data
segment is sent when the data is received (or a bit later, due to the delayed ack timer) and not when the
data is consumed.

For the design of theead functions at least two alternatives exist. Either the ReSoA-server stores all
received data until the client calls one of tiead functions, or it forwards the received data immediately
to the ReSoA-client without waiting for an explicit read request. In the first case the ReSoA-server will not
pass more data to the ReSoA-client than requested or available. In order to keep the response time of the
system comparable to a local socket interface and to use the wireless link as early aswesilaleided
to follow the second approach. Every received packet is delivered to the ReSoA-client as early as possible
using the update service of EP. Due to flow control (see below) it is possible that data is not immediately
forwarded to the ReSoA-client upon reception.

One difficulty with this approach is the management of TCP’s Advertised Window at the ReSoA-server.

If data is consumed from the receive-buffer, which is the case when data is passed to the ReSoA-client,
TCP increases its Advertised Window. However, in the case of ReSoA the data is just transferred from the
ReSoA-server's receive-buffer to the ReSoA-client’s receive-buffer and is not consumed by the application.
Hence, the Advertised Window must not be increased.

To solve this problem the interaction between the socket layer and TCP needs to be modified. If data is
received by the TCP instance of the ReSoA-server it is stored in the receive-buffer of the associated socket
object of the ReSoA-server as it would be stored in the receive-buffer of a socket in the case of a local
socket implementation. If flow control allows the ReSoA-server reads data from the receive-buffer and
sends it to the ReSoA-client without modifying the byte count of the receive-buffer (hides the consumption
of data from TCP. If the application at the ReSoA-client reads data the ReSoA-client sends an update
packet to the ReSoA-server indicating how much data was%teafier reception of such an update packet
the ReSoA-server informs the local TCP instance that receive-buffer space is available.

Similar to thewrite -calls we need one receive-buffer per socket at the ReSoA-server and the ReSoA-
client. The receive-buffer at the ReSoA-server has to have the size requested by the application. Thus, all
the socket options related to the receive-buffer are passed to the ReSoA-server using the request-response
service of the EP. The receive-buffer at the ReSoA-client can have an arbitrary size. The size of the ReSoA-
client’s receive buffer can be used to control the flow of data between ReSoA-client and ReSoA-server.

6.2.5. select -function

An application can specify a list of descriptors (sockets) withslect -function to check for pending
events. Theselect -function can wait for data to arrive, write-buffer space to become available (write
would not block), and exceptions. Furthermore it supports a timeout mechanism.

8Due to the nature of wireless communication it might be the case that the channel is in good state (communication
is possible) while data is received but not while the ReSoA-client request the data.

®How this can be achieved depends on the implementation of TCP.

1T his information can be piggybacked.
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To implement theselect -function in ReSoA, two options are available. Téslect -function can
either be implemented at the ReSoA-server or at the ReSoA-client. In the first casdettte -function,
including the lists of descriptors, must be forwarded to the ReSoA-server. The ReSoA-server has to inform
the ReSoA-client whenever one of the specified events occurs. In the second case the ReSoA-client must
be informed about all state changes.

ReSoA implements the second approach. Sélect -function is only executed at the ReSoA-client
and not forwarded to the ReSoA-server. A transfer ofgakect -function to the ReSoA-server is not
necessary because the ReSoA-client is automatically informed about all state changes required to imple-
ment this function. As described in Section 6.2.4, the ReSoA-server immediately transfers data received
from the Internet to the ReSoA-client. Thus, the ReSoA-client knows whetreada-function call will
block. The same is true for new connections, as described iadbept -call section (Section 6.2.3).
Furthermore the ReSoA-client knows how much write buffer space is available for every socket. Any
exception is passed to the ReSoA-client immediately. The other approach wheselgbe -function
is passed to the ReSoA-server would have had the drawback that an additional delay is introduced. The
implementation of the timeout is complicated since the ReSoA-server cannot know how long it took the
select message to reach it.

6.2.6. Host and Service Information

Two types of functions must be differentiated. The first group deals with name and address resolution of
Internet hosts and addresses, while the second group deals with querying a specific socket.

The first group of function calls can be simply forwarded to the ReSoA-server where they are executed.
This means that a ReSoA-client does not need to know a Domain Name System (DNS) or the correct
Network Information Service (NIS) bindings.

For the second group again two options exist. Function callgitsockname andgetpeername
can be forwarded to the ReSoA-server using a request PDU. The ReSoA-server replies with the result, or
the function calls can be implemented locally. For a local implementation the ReSoA-client has to know the
Internet addressing quadruple. Since this quadruple is sent to the ReSoA-client with the response message
of the connect request (see Section 6.2.3), all information is available to answer the function calls locally.
Therefore we decided to use the local implementation.

6.3. Interaction between ReSoA-server and TCP Protocol Machine

In the last section we pointed out that it is necessary to modify the behavior of the TCP instance at the
ReSoA-server in order to maintain the socket semantics. In this section we discuss the required modifica-
tions and argue why they are transparent to the peer TCP entity.

The behavior of TCP was modified at three points. The first two points concern TCP’s behavior if a
FIN -segment is received. The last point deals with the management of the Advertised Window. Figure 2.2
shows the TCP state diagram and Figure 6.16 and Figure 6.17 show the required modifications. Two
additional states are necessary and TCP’s behavior iE$TABLISHED State has to be changed. The
changes in th&ESTABLISHED State concern the flow control as discussed in Section 6.2.4. Since these
modifications depend on the interface between the socket object and the TCP (protocol) implementation we
cannot present further details here. Modifications in this direction do not modify TCP’s behavior since TCP
is expected to increase the Advertised Window whenever an application reads data. This solely depends
on the application.

Figure 6.16 shows the necessary modifications for the case whéike-aegment is received while TCP
is in theESTABLISHEDState. In this case the TCP entity at the ReSoA-server should not send an ac-
knowledgment immediately as it would normally do. Instead it should delay the acknowledgment until all
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Figure 6.16.: Modification number 1 to TCP state transistion diagram

data from the correspondent host was successfully sent to the ReSoA-client. This modification is required
to support the INGER option at the distant TCP entity as described in Section 6.2.3. If the ReSoA-server
sends the acknowledgment for tRéN -segment immediately, the application at the corresponding host
could wrongly assume that the data has reached the other end.UMNIBEER option is not used at the
distant TCP entity it is not necessary to delay the acknowledgment. This is because the application as-
sumes the successful delivery of all data, even if it is lost somewhere in the Internet. Unfortunately the
ReSoA-server cannot determine whether the application at the far end udd8I@ER option or not.
Therefore it always has to assume that this option is set and hence delays the final acknowledgment.

If the communication over the wireless link is slow (e.g. due to its error prone nature) the TCP entity at
the far end will time out and repeat tRéN -segment. This is not really a problem becausdiiNe-segment
or the corresponding acknowledgment could have gotten lost on its path between the communicating TCP
entities. Thus, the other end cannot distinguish between a delayed final acknowledgment and a loss or a
delay in the Internet. Due to this ambiguity this modification does not change the behavior of TCP observed
by its peer entity.

The second modification effects the active connection termination as illustrated in Figure 6.17. The
reasoning is the same as for the first case HiMi-segment is received the corresponding acknowledgment
should not be sent before all data has been sent to the ReSoA-client.

6.4. System Initialization and (De)-Registration

Looking at a local implementation of the socket interface, the kernel (e.g. Linux operating system) is ready
to create new sockets of a specific type after the corresponding socket family has been registered with the
kernel. Normally AF_INET sockets are built in.

If the local socket interface is replaced by ReSoA, ReSoA-client and ReSoA-server must be configured.
Both need to know which LHPs are used for TCP and UDP sockets. According to our LHP interface
specification (see Appendix C.1) LHPs are specified by a provider identifier and a protocol number.

Next, the ReSoA-server must be started. It prepares the local LHP instances to accept incoming con-
nections and then awaits ReSoA-clients to register. In RPC terminology the ReSoA-server implements a
dormant server. According to the LHP interface specification an LHP informs a ReSoA-server about the
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reception of a new connection request but does not accept the request before allowed by the ReSoA-server.

The ReSoA-client additionally needs the LHP address of the ReSoA-server. When a ReSoA-client is
started the initial step is to establish the LHP connections with the ReSoA-server and to register itself at
the ReSoA-server. After the registration is completed an application can access the TCP/IP protocol stack
at the ReSoA-server without recognizing any difference to a local TCP/IP implementation with respect to
the behavior of the socket interface.

The first EP message sent to the ReSoA-server is a registration message. This message is sent using a
control PDU. In the current version the registration message only contains two fields which specify the
Internet addressing mode and the ReSoA version installed at the ReSoA-client. The registration procedure
has to be extended by security mechanisms in a later version. If the ReSoA-server receives a registration
message it tests whether it has sufficient resources and whether it supports the selected addressing mode. If
one of the tests fails it sends a control message indicating the error reason. If all tests succeed the ReSoA-
server adds the ReSoA-client to its list of registered clients and sends a control message indicating the
successful registration. The response message contains the IP address used for this ReSoA-client and the
maximum number of sockets the client may have open at any time.

If the ReSoA-server has insufficient resources available it can inform the ReSoA-client about an alter-
native ReSoA-server in the negative reply.

If a ReSoA-client wants to finish its session with a ReSoA-server it should de-register with the ReSoA-
server. The deregistration can be either graceful or abrupt. A graceful deregistration is only possible after
all sockets of the client have been closed at the end system and the ReSoA-server. If the ReSoA-client
tries to de-register from a server while there are open sockets, an error message is returned and the de-
registration fails. An abrupt de-registration is always possible. In this case all resources at the ReSoA-client
and ReSoA-server are released and a reset packet is sent to all open TCP connections.

6.5. Error Conditions

Due to the split implementation of the socket interface error situations can occur that are impossible with
a local implementation. These error conditions are discussed in the following paragraphs.
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6.5.1. Invalid Messages

We assume that the EP entities at the ReSoA-client and ReSoA-server work correctly. Nevertheless, invalid
messages are possible if a ReSoA-client is not registered with the ReSoA-server, an invalid remote socket
identifier is used (e.qg. after a crash of ReSoA-server or ReSoA-client), or if a malicious attacker is involved.
All messages from an unregistered ReSoA-client are simply discarded by the ReSoA-server. A ReSoA-
client discards all messages that are not originated by the ReSoA-server. If the ReSoA-server or ReSoA-
client receive a message with an invalid remote socket identifier they send a control message with the error
type set tdNVALID_RSOCK_ID.

6.5.2. Insufficient Resources

With ReSoA a new socket at the ReSoA-server is created if the socket is used for the first time and not
when the socket function is called (see Section 6.2.1 on page 78). Thus itis possible that the ReSoA-server
is unable to create a socket, which however is assumed to exist by the application. In this case the ReSoA-
server must reply with a control message with the type control field $8RRORNd the error reason set

to ENOBUFS

6.5.3. Protection of Request Messages

As mentioned in Section 6.1.3, the ReSoA-client protects each request with a timer. If there are com-
munication problems, or if the ReSoA-server takes longer to complete a request than expected by the
ReSoA-client, this timer will strike. In this case the ReSoA-client cannot repeat the request, since the EP
has no mechanism to detect duplicates. On the other hand simply dropping the request and reporting an
error to the calling application would be too pessimistic. Instead the ReSoA-client asks the local LHP
instance whether it has observed any communication problems (e.g. current number of timeouts, retrans-
missions). If the LHP reports communication problems the timer is restarted. If the communication link

is good the EP entity at the ReSoA-client sends a control message to the ReSoA-server testing whether
the ReSoA-server is still working on a request for the specified socket. The ReSoA-server must answer
this query immediately. If the ReSoA-client receives the reply message it increases the timeout value and
restarts the timer. If the timer has expired several times (currently 16), the ReSoA-client assumes serious
problems and disconnects from the ReSoA-server. In this case it must release all sockets.

6.5.4. Link Failure

If the link between the ReSoA-client and the ReSoA-server is not available, no packets will be exchanged
between ReSoA-client and ReSoA-server. If TCP would be located at the wireless end system, all packets
would be either dropped at the access point or queued at a reliable link layer protocol. Nevertheless, the
peer TCP instance would neither receive any data packets nor any acknowledgments. After some time
the TCP instances at the peer and at the local host (whoever has unacknowledged data) would time-out
and start retransmitting all unacknowledged data. After a number of timeouts the application would be
informed about the connection failure and the connection would be closed. If the link-outage is only
temporary the application will only recognize the link outage by means of a reduced throughput.

If ReSOA is used, this is different. Because TCP is located before the intercepted link, the TCP entity
will continue to send (or retransmit) packets according to its policy, as long as unsent or unacknowledged
data is available. All incoming packets are acknowledged. The peer TCP instance is not stopped until the
corresponding receive buffer at the ReSoA-server is full. The receiver buffer fills up, since the ReSoA-
server is not able to deliver the data to the ReSoA-client. If the link outage is only temporary the reliable
LHP guarantees that the data is delivered to the ReSoA-client as soon as the wireless link is available again.
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Any messages queued will be delivered, and the states at ReSoA-client and ReSoA-server, respectively,
will catch up.

If the link outage is too long (with respect to the LHP retransmission count or internal timer), the LHP
will have to signal the abrupt termination of the LHP connection to the service user (either ReSoA-client
or ReSoA-server) using theHP_DISCONNECT _INBervice primitive. If the ReSoA-server receives this
signal it must close all sockets and associated TCP connections. Two different possibilities exists for the
termination of the TCP connection. First, the ReSoA-server can trigger TCP to send reset segments on
all open connections. Second the ReSoA-server can only trigger those TCP connections to send a reset
segment which have a full receive buffer. All other TCP connections are set to a mode in which they
discard all subsequent packets. Thus the peer TCP recognizes the link failure as in the normal case due
to expiration of the retransmission threshold. Currently we follow the first approach since this is easier to
realize.

The problem here is that the ReSoA-server might have data which was acknowledged to the remote host
but cannot be delivered to the receiving end system. Although this cannot happen if the TCP/IP protocol
stack is located at the end system this does not violate the semantics expected by the application. As
already pointed out, the TCP acknowledgment means that the data was received by the peer entity but not
that it was read by the application. Hence it is possible that an end system or the receiving application
crashes after the local TCP instance has acknowledged but before the application has read it. Furthermore
ReSoA does not acknowledge the final TCP segment before all data was successfully passed to the ReSoA-
client. This allows ReSoA to inform the remote end system about the abrupt termination of a connection.
Thus, with ReSoA a link failure corresponds to a crash of an application in the case of a local socket
implementation.

If the ReSoA-client receives tHeHP_DISCONNECT _INevent it sets the error attribute of all open
sockets to the connection reset by peer error code. A socket object is released after the next socket call by
an application. Upon this call the stored error code is returned. Thus, for the ReSoA-client a permanent
link outage looks like a local TCP connection that has reached its retransmission limit or received a reset
segment from the peer.

Normally both ReSoA-client and ReSoA-server should gdtldR_DISCONNECT _INDBsignal in the
case of a link outage, but not necessarily simultaneously. Hence both remove their state independently
from each other. If only one of the two entities receiveslthl®_ DISCONNECT _INDthe states are not
longer synchronized and not resynchronizeable. Since the LHP is connection oriented, this error will be
detected by the LHP when it sends packets on a connection that was already closed by the peer LHP
instance. In this case the LHP notifies the service user usingHRe DISCONNECT _INGignal.

6.5.5. Crash of ReSoA-client

If a ReSoA-client crashes this does not directly effect its open sockets at the ReSoA-server. The ReSoA-
server is left, holding state information that is no longer valid but cannot easily be withdrawn. Thus, TCP
at the ReSoA-server continues sending, receiving, and especially acknowledging data until it has sent all
data and received either all data or its receive buffer is full. This behavior is different from the classical
end-to-end case in which all open sockets die with the host (fate-sharing principle). To synchronize the
state of the ReSoA-server it must be informed about the crash.

If the ReSoA-client does not come up again, the LHP instance at the ReSoA-server will detect the
lost connection and inform the ReSoA-server with théP_DISCONNECT _INDsignal. Thus, for the
ReSoA-server a ReSoA-client crash cannot be distinguished from a permanent link outage. Therefore the
discussion in Section 6.5.4 is also valid for this case.

If the ReSoA-client comes up again before the LHP at the ReSoA-server has detected the crash, the
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ReSoA-client will try to register with the ReSoA-server (using a new LHP connection). Since the ReSoA-
client is still registered, the registration process will fail. The ReSoA-server interprets this registration
attempt, as that the ReSoA-client has lost its state and therefore closes all sockets belonging to this client
The ReSoA-client cannot register again before all sockets and attached protocol entities have been closed
and all allocated resources have been freed.

6.5.6. Client Application is Killed/Crashes

Normally a crash of an application using ReSoA is not a problem. As with a local implementation of the
socket interface, the systems ensures that all sockets are closed. The close requests are simply forwarded
to the ReSoA-server.

The difference to the standard case is that it might take some time until the close requests are passed
to the ReSoA-server. During this time the TCP entity at the ReSoA-server will still acknowledge data.
However, this does not violate the semantics, since this just means that the crash virtually happens some
time later and in any case the remote side does not know up to which byte the receiving application has
read the received data.

6.5.7. Crash of ReSoA-server

In the case of an end-to-end approach a crash of an intermediate host has no effects as long as the host
comes up again fast enough or an alternative route exists. In the case of ReSoA this is different, since with
a crash of the ReSoA-server all TCP states are lost. However, this does not effect the semantics. From the
remote user point of view this crash is identical to a crash of the end system it is communicating with.

To the local application this looks different. It can still pass data to the local send buffer and receive
data as long as there is data available. It will not detect the problem until the LHP signals the failure to the
ReSoA-client, or close or shutdown are called. In the first case the problems are signaled to the application
with the next function call. In the second case the application is blocked until the error is detected.

6.6. Service of the LHP

ReSoA-client and ReSoA-server must be tightly coupled with the virtual links established by the lower
layer, since they must be informed whether the LHP is unable to deliver a message, or if the link is
unavailable. Therefore the LHP provides a connection oriented service. Besides an LHP, which provides a
reliable service, subsequent optional LHPs might provide application specific services. In the case of UDP
sockets a semi-reliable LHP can be used for send and receive socket calls.

The termination of a connection can either be graceful or abrupt. In the first case an LHP must ensure
that both the local send and receive queues are empty before the communication endpoint is released. In
the case of an abrupt connection termination the LHP must discard all queued messages.

The core functionality of the LHP is the reliable transport of messages between ReSoA-client and
ReSoA-server as well as addressing. Reliability here means that every message passed to the LHP is
delivered exactly once in the correct order to the service user at the peer node. The LHP is responsible
for the detection of transmission errors. All messages delivered to the receiving service user should be
error free (at least with a high probability). It is the responsibility of the LHP provider to choose protocol
mechanisms for error control, flow control and so forth that are appropriate to offer this service in an
efficient manner. The design of the LHP has a high impact on the performance of the whole system.

HSecurity mechanisms are required so that no malicious host can register under a false name.
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Communication Subsystem

Figure 6.18.: One to one relation between LSM and CS instances

An LHP must preserve messages boundaries and must be able to accept messages of a length of up to
65600 byte¥. An LHP must support segmentation and reassembly in the case the deployed technology is
not able to carry messages of such length.

The service user needs to protect some of the messages by timers to avoid deadlocks but is unable
to measure the RTT between the ReSoA-client and ReSoA-server due to little bidirectional data traffic.
Therefore an LHP is responsible for estimating the RTT of LHP-SDUs. The measured value must be
delivered to the service user on request.

It is the LHP’s task to signal if the peer(s) are no longer available/reachable. If the LHP detects an
interruption in the connectivity of a certain length it has to inform the service user. Thus, the LHP must
implement some kind of keep-alive functionality.

Finally, the LHP has to inform the service user about any kind of errors like that it was unable to deliver
a message or that the peer entity has reset a connection.

12The size of data chunks passed via the socket interface is limited by the length parameter of the socket interface.
This parameter allows for passing data chunks of ul'tdytes. However, most protocols limit this size to 65535
bytes. Therefore we decided to support only the latter size. Since the LHP-PDU must carry the data of the socket
call as well as the header of the Export Protocol, the maximum size of a LHP-SDU must be larger than 65535.
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Chapter 7.

Testing the Semantics of ReSoA against the
BSD Socket Interface

7.1. Goal Definition

ReSo0A is designed as a distributed realization of the Berkeley socket interface for sockets that belong to
the Internet protocol family. In order to show that ReSoA is indeed a realization of the socket interface,
three requirements need to be fulfilled:

1. The syntax of the socket APl must not be changed.
2. ReSoA must be semantically equivalent to the BSD socket interface.

3. ReSoA must be operationally equivalent to the BSD socket interface.

Semantic equivalence means that ReSoA should respond to input signals exactly as a local implementa-
tion of the socket interface would do. If the application uses a certain socket function call, the responses of
ReSoA must be identical to the response of the classic intérfRoethermore, after a call tosocket -
function has returned, the socket and the attached protocol should be in the same state as a local socket
interface would be. For example, when ttennect -call has returned with a positive status, TCP has to
be in the established state.

This should not only be true for valid input messages but also for invalid (e.g. not expected) mes-
sages. Since semantic issues neglect the time component important for real systems, we added the third
requirement. Operational equivalence means that the response time of ReSoA has to be comparable to the
response time of the socket interface.

The third point is difficult to show and is best investigated using implementations of both systems
(ReSoA vs. local socket interface). Remote procedure calls generally have a longer response time than an
equivalent local function call due to the communication delay. This is especially true for wireless channels.

In this case the response time depends on the current channel condition. In order to meet the third design
goal, the ReSoA-client is designed in a way that most socket calls are handled locally and processed in the
background.

The first property is met by design. The ReSoA application level interface is the socket interface, hence
the syntax is not changed. This can easily be shown by running typical network applications on top of
ReSoA. All applications that we tested were able to use ReSoA without any modification or recompilation.
Among others we tested Netscape, Lynx, FTP, and Netperf. These tests are further discussed in Section 7.3.

The focus of this chapter is on the second point, namely the semantic equivalence. We show that ReSoA
can be used instead of a local BSD socket object. Neither the local application nor the application at the
far end can recognize that ReSoA is used instead of a local socket. Every call to the socket API has exactly

This is not true for every socket function. For example, in the case of TCP an@atle-function the amount of
data returned depends on the available amount. This can be different for ReSoA and a local socket object.
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the same semantics in ReSoA as for a local implementation. Thus, any application designed for the BSD
socket interface can be executed on top of ReSoA without any change

7.2. Methods

We decided to use two different approaches to show that ReSoA is semantically equivalent to the BSD
socket interface. First we ran various tests with our ReSoA implementation using either existing network
software likeNetscape andFTP, or self written test programs in order to focus on specific characteristics

of the socket interface (like the buffer management).

Second, we developed an SDL specification of ReSoA and the BSD socket interface. A formal specifi-
cation has two advantages. It a clearly describes ReSoA and we can use the validation support of modern
SDL software packages like SDT[1] to compare ReSoA against the BSD socket interface. Also we can
show that ReSoA generally maintains the semantics instead of comparing it to one specific socket im-
plementation for one specific operating system. A shortcoming of this approach is that there is no SDL
specification of the BSD socket interface. Therefore both systems were specified by ourselves. In order
to perform tests a TCP specification is also required. This inflates the state space. As for the BSD socket
interface no official formal TCP specification is available.

7.3. Testing the Equivalence Based on an Implementation

If existing applications are able to run on top of ReSoA without any modification, this would be a first
indication that we have met our design goals. Especially since most of the popular applications, for instance
Netscape, use the socket interface in a more complex way than indicated by our example scenario in
Figure 4.2 on page 44. However, showing that an application runs on top of ReSoA is not sufficient to
show that ReSoA really operates in the expected way. In order to gain a deeper understanding of the
behavior of the local socket interface and ReSoA the different function calls and their return values have
to be observed and compared.

Linux provides thestrace command functionality to observe system calls called by an application
during runtime. Therefore it is possible to use any existing application for this test without modifying the
source code or to extend the kernel to monitor system calls. This especially allows the observation of the
behavior of applications for which the source code is not available.

All of our tests indicate that we have met our design goal. As an example we shetpexf  extract
using a local socket implementation and ReSoA in Appendix E. The entire trace file is too long and would
hide the interesting details. However, the test can easily be reproduced.

7.4. Analyzing the Equivalence Using a Formal Specification
7.4.1. Idea

The basic idea to investigate equivalence is to perform a test where ReSoA, seen as a black box, should
respond to input signals exactly as the socket interface would do. Generally we would say that the two
realizations of an interface aegjuivalentif they generate the same sequence of output symbols when
offered the same sequence of input symbols.

The general approach is illustrated in Figure 7.1. This figure shows the reference system with a local
socket implementation on the left side, and the system under test with ReSoA replacing the local socket

2How ReSoA can be used instead of a local socket if both are available is an implementation issue.
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. OsT: Set of output messages from socket to TCP |

Figure 7.1.: Systems under study

implementation on the right side. In both cases the medium layer is of interest. In both cases it is surrounded
by an application and the TCP protocol, which produce the input events and consume the output events of
the layer being tested. The application is identical for both systems. The TCP instance is slightly modified
in the ReSo0A case, since ReSoA requires additional functionality (e.g. delaying the final acknowledgment).
Therefore we use an intermediate step, as detailed below, to compare the two systems. In this intermediate
step we show that the TCP modifications do not alter the behavior of our reference system.

Our approach to show the semantic equivalence is similaondormance testingA conformance test
is used to verify that the external behavior of a given protocol implementation is equivalent to its formal
specification (e.g. see [85]). The difference is that we neither have a reference specification nor an imple-
mentation. Instead of comparing an implementation against its formal specification, we intend to compare
two systems using System Description Language (SDL) specifications.

As with conformance testing, our approach is to trigger the system under test with input events and
observe and compare the output with that of the reference system. At first glance one possible approach to
test the two specifications for semantic equivalence would be the following conformance testing algorithm:

1. For all possible combinations of statand input signaj, perform the following three steps.
a) Use areset message to bring ReSoA to its initial state and then use a set message to transfer
it to statesi.

b) Apply input signal;j. Verify that any output received, including the null output, matches the
output required by the socket interface.

¢) Use a status message to interrogate the ReSoA specification about its final state. Verify that
this final state matches that of the socket interface.

Unfortunately this approach has two problems. First of all, the system under study has a high (infinite)
number of states and input signals. Every variable allocation (e.g. number of bytes in the send buffer) is
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a separate state, and every parameter modification of a function call is a different input signal. Second,
the socket interface does not necessarily require that the output triggered by an input is deterministic. For
example, if theead -call is used on a socket attached to a stream protocol (like TCP), the socket interface
returns any amount of data between its low water mark and the amount of data demanded by the function
call. Thus, if an output message generated by ReSoA is not identical to the output message of the BSD
socket interface, this does not necessarily mean that ReSoA does not fulfill to the requirements.

Instead of running exhaustive tests we decided to select an interesting scenario based on our knowledge
about the socket interface and to compare the behavior of the two systems for this test under different
conditions. The first approach was to compare the Message Sequence Charts of the two systems which
were expected to be identical. ReSoA should be equivalent to the local socket interface. Unfortunately,
Message Sequence Charts alone are not sufficient for this purpose, as discussed in the following subsection.

Why MSCs do not work

We already pointed out that the number of bytes returned bretik -function can be different for ReSoA

and the classic socket interface. The reason for this is that ReSoA and TCP use different mechanisms to
convey the data over the wireless link. Basically ReSoA is designed to be faster than TC&ad heall

returns the number of available bytes unless there is more data available than requested. Since ReSoA can
be faster than TCP it is possible that more data is available which is returned upon this call. In this case
a MSC verification fails, since the parameters of the read-signal differ. However, this is not a violation of
the socket semantics for a stream-oriented protocol like TCP.

As shown in Figure 7.1, the system under test exchanges signals with the application and TCP. To permit
the use of automated MSC validation the order of signals must not be changed. For example, when the
application uses therite -function, two events are triggered. The write request is passed to TCP and the
application is informed about the success or failure of the call. If the classic socket interface is used, the
order of events is as described above. The status oftite -call depends on whether TCP (the reliable
protocol) has accepted the data or not. In the case of ReSoA the statuswitéhe-function is signaled
to the application before the send request is passed to TCP. For performance reasons the write function
has to return if the data fits into the send buffer of the local port of the distributed socket object. Later the
reliable LHP makes sure that the data is passed to the TCP entity at the ReSoA-server. Thus, in the ReSoA
case the order of these two signals is inverted, preventing the use of an automated MSC validation. This
problem is illustrated in Figure 7.2.

However, this difference does not violate the socket semantics because the semantiasitd theall
are that the data was accepted for transmission and not that it was sent or received by the peer. Data is
accepted for transmission if it fits into the send-buffer, and this is exactly what ReSoA does.

The last two problems let a validation test fail although the semantics are not violated. However, the
reverse case is also possible. An MSC can be verified but the semantics are violated. This happens for
instance if the corresponding host useslthger  option. In this case thelose -function should not
return until all data has reached the client machine. To achieve this behavior, ReSoA requires a modified
TCP entity which delays the acknowledgment of Bl -segment until all data was passed to the ReSoA-
client.

Let us now consider the following test: We collect an MSC trace using a client-server scenario using
BSD sockets and tHinger  option turned on at the server. Then we try to validate our ReSoA specifica-
tion against this Message Sequence Chart (MSC) . For the validation we use the unmodified TCP behavior
which does not delay the acknowledgment for i -segment. Thus, we would expect the validation to
fail. The TCP entity acknowledges tiN -packet immediately, so that tltdose -function at the server
returns before all data has reached the client machine. Surprisingly, this validation tests succeeds. The
reason is that we can only use block level traces because of the differences between both systems. ReSoA
is designed to use more than one process, while the socket interface is modeled by a single process. The
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Figure 7.2.: MSC violation due to inverse signal order

drawback of a block level trace is that the details of ReSoA are hidden. As indicated by Figure 7.1 ReSoA
is viewed as a single module and not as communicating processes. With this level of abstraction it is not
possible to distinguish whether the ReSoA-client or the ReSoA-server has received the data. Thus, the val-
idation succeeds because all data was received by ReSoA. To test this scenario we need to know whether
all data was received by the ReSoA-client.

Despite these shortcomings we use MSCs and automated MSC validation as a first test, and especially
for manual comparison of the two systems. However, further mechanisms are needed to overcome the
shortcomings described above.

Alternative Validation Tests

As automated MSC tests fail (manual comparison is possible), another method for automated validation
tests is required. This method should not only allow the observation and comparison of signals at the edges
of the black box, but also looking into the model and observing its state. Below we discuss four possible
candidates. These approaches have in common that we try to observe some a-priori defined behavior. This
means for example that we want to know when a specific variable exceeds a threshold or when a specific
state is reached. The occurrence of such an event is signaled using different mechanisms.

Explicit Signals

The first idea is to define special signals that are sent to the SDL environment whenever certain conditions
are met. For example, the distant host could send a signal to the environment afteséhefunction has
returned, and the ReSoA-client could send a signal to the environment after it has received all data (end
of file marker). To test whether the semantics oflihger  option are preserved we must test whether
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the signal sent by the ReSoA-client is received by the environment before it is received by the distant
host. Since this approach is based on signals, it is possible to use it in combination with automated MSC
validation. The levels of the MSC validation are the signals to the environment. Two different possibilities
exist for the generation of MSCs. First, the reference system could be instrumented with the same signals.
This would allow to generate the MSC automatically. Second, it is possible to specify the MSCs that should
be produced by ReSoA manually.

User Defined Rules

User defined rules are one mechanism supported by the Validator of the SDT tool. A user defined rule
provides the possibility to define predicates that describe properties of one particular system state. A rule
is checked while the Validator walks through the state space. If a rule is satisfied, a report is generated.
The used version of SDT only permits a single rule at a time. If multiple rules are needed they must be
composed using boolean operators. One possible user defined rule that tests whether the linger semantics
are maintained is the following:

define-rule sitype(signal(server:1))=close_ret AND
LSM:1->rcv_no_more=true

This rule generates a report whenever the server consumes the close_signal and the variable
rcv_no_moreof the ReSoA-client process is true. This is the fact if the ReSoA-client has received a close
request from the ReSoA-server. In other words, no report is generateaibiee -function returns before
the ReSoA-client has received all data including fihd -segment.

Assertions

The second mechanism supported by the SDT tool is an assertion. The SDT Validator allows a user to
define criteria for runtime errors. An assertion is a test which is performed at runtime, for example to
verify that the value of a specific variable is within the expected range. As well as user defined rules,
assertions are checked during state space exploration. If an assertion is true, then the Validator generates
a report. The advantage of assertions opposed to using user defined rules is, that assertions are computed
much more efficiently by the Validator than user defined rules.

Observer Processes

The purpose of an observer process is to make it possible to check more complex requirements on the
SDL system than can be expressed using MSCs. The basic idea is to use SDL processes, which are called
observer processes, to describe the requirements to be tested, and then include these processes in the SDL
system.

To be useful the observer process must be able to inspect the SDL system without interfering with it
and also to generate reports about the success or failure of whatever they are checking.

If observer processes are used the Validator executes the system in two steps. First, one transition of the
SDL system without the observer process is executed, then all observer processes execute a transition and
check the new system state. Observers can make use of the assertion mechanisms to generate reports. In
order to be able to test the state and variables of other SDL processes the SDT package includes a special
abstract data type, namely the access abstract data type.
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Selection of Method

User defined rules provide the highest flexibility since they are defined at runtime after the SDL specifica-
tion is completed. Therefore the test conditions can easily be modified without changing the SDL-system.
On the other hand they are slow and complex since only a single user defined rule is allowed. Assertions
are only tested at specific task symbols where they are included in the SDL-specification. Thus, we must
carefully investigate whether all relevant locations are equipped with the correct assertions. Furthermore,
it is difficult to check for a specific condition in multiple processes simultaneously. Explicit signals also
have the problem that the SDL-system must be modified at locations that are considered interesting. Ob-
server processes overcome these drawbacks but also slow the system down, since the number of transitions
is increased. On the other hand, observer processes allow to observe the execution of the whole system
similar as for user defined rules. The advantage is that different invariants can be observed by different
observer processes.

We decided to use observer processes, although we had started with user defined rules.

7.4.2. Invariants

This section defines invariants for different scenarios. These invariants are expressed and integrated into
the SDL-system using observer processes. Before we test an invariant with the ReSoA system, we will
show that they hold for the specification of the socket interface.

We define that the semantics are met if the following rules hold:

e No input exceptonnect is accepted until the socket is in tt®ONNECTEDState.

e A write -call only returns with a positive status if all data was accepted by the socket.

e There should never be more data in the socket send buffer than the high water mark allows.
e Theread -function should return as much data as possible, but never more than requested.

e There should never be more outstanding data (unacknowledged data) than the socket receive buffer
of the peer entity allows.

e The difference between the number of bytes sent by the sender and the number of bytes read by the
other application is never larger than the size of the send buffer at the sender plus the receive buffer
at the receiver.

e A close -call should not return until all data has been received by the destination host if the
LINGER option is set

e After the socket is closed no additional messages are accepted.
o Invalid input signals trigger appropriate responses.

In the case of ReSoA the socket send and receive buffers are duplicated at the ReSoA-client and ReSoA-
server. This duplication must not lead to a buffer size larger than configured by the user. For example, if
data is transferred from the ReSoA-server to the ReSoA-client, it is removed from TCP’s receive buffer.
Without special precautions this would increase the Advertised Window, allowing the peer side to send
more data. However, since the application has not yet read any data, the amount of outstanding data could
be higher than allowed by the user. Especially the last rule is of importance, since with ReSoA, TCP
acknowledgments are sent before data is passed to the end system.

7.4.3. SDL Specification Design

We decided to separate different layers (application, socket object or ReSoA, and the TCP service) into
separate SDL blocks. Each block can consist of an arbitrary number of SDL processes or SDL sub-blocks.
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Figure 7.3.: Modelling a function call

This approach was chosen not only because SDL-systems usually have a hierarchical structure, but rather
because this permits an easy replacement of a single block by a different one. Especially we intented to
replace the socket block by the ReSoA block.

A different approach would have been to specify the entire system using procedures. This would have
the advantage that the function call paradigm of the socket interface is inherently included in our model.
Unfortunately this would not lead to a clear structure as our approach does. It would also have been more
complicated to observe the behavior, because SDL is based on finite state machines and not on procedure
calls.

The usage of multiple SDL processes introduces the problem that we must model the function call
model of the socket interface. SDL only supports the exchange of signals between two processes. The
exchange of signals is asynchronous in contrast to the synchronous behavior of function calls.

Figure 7.3 shows the concept we used to model function calls. The figure shows two processes. The
modeled scenario is an application which calls to@nect -function of the socket interface. The ap-
plication is modeled by proces4, and the socket object is modeled by proc&ssEvery function call
corresponds to a signal which has the same name as the function call (here: connect). Afterprasess
sent the signal it changes to té@it_For_ConnecState, since function calls are synchronous. In this state
processA expects to receive thmnnect_resignal, which models the return from a function call. A return
from a function call is modeled as a signal with the same name as the function plus the suffix “_ret”. Other
signals are either not expected and lead to a system error (e.g. signals indicating a return from any other
function) or must be handled later. The latter case is possible, for example, if the process still has signals
pending in its input queue or if it receives signals from different processes. If an invalid signal is received,
an error code is sent to the environment usingBher-signal and the analysis is stopped.

The modeling of a function always looks like shown in procBs®Vhen a signal indicating a function
call is received, the called process performs some tasks followed by sending the corresponding return
signal. If the return signal is omitted the system freezes.
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Figure 7.4.: BSD socket system

7.4.4. Test Cases

We decided to test a complete communication scenario. We chose a typical client server application. In a
scenario like this the usage of ReSoA must be transparent to the application that uses ReSo0A, as well as to
the application at the other end that uses the classical BSD socket interface. The reference model is shown
in Figure 7.4. Besides looking at the failure free case we also look at system failures like crashes or long
outage periods of the wireless link. For all tests we assume the socket interface to be operating in blocking
mode and that no UNIX signals likelGTERMare used.

7.4.5. The Reference System

Figure 7.4 shows the SDL-system of the reference system. It is composed of five blocks. Two of these
blocks specify the client and the server application, respectively. The next two blocks describe the socket
interface. The socket block is identical for both sides of the reference system. The lowest (fifth) block
specifies the TCP service. We decided to only specify the TCP service and not the protocol behavior, since
a complete specification would enlarge the state space, disabling reasonable usage of the Validator, and
would also require a separate validation of the specified protocol behavior.

Communication Scenario

In our communication scenario the client initiates the connection establishment phase. After the connection
is established it sends a request and starts to wait for data. After the server has transmitted all data it closes
the connection. Finally, after the client has read the last byte it also closes the connection.

Both, client and server use the socket interface to access the service of the underlying protocol stack.
Later the socket interface at the client side is replaced by the ReSoA specification without any modification
to client or server.

The client operates as follows. It is started after an initial start-up delay. We assume that the socket is
already created and that the local port is automatically assigned by the system. The first function call of the
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socket interface used by the client is tamnect -call. The destination IP address and the destination port
are specified as parameters. Like all function calls of the socket interfac®timect -call is modeled
as an SDL signal passed from the client process to a socket process. After sending the signal the client is
blocked waiting for the return value of tlktennect -call. The return of a function call again is modeled by
SDL signals. In the case of a negative return value the client sends a signal to the environment and exits.
In the case of a positive return value the client sends a request usingithe -function and changes
the state tdRequestSent . In this state the client again waits for the return of the function call. If the
return value is different from the length of the request, a signal is sent to the environment and the client
is terminated. Otherwise the client starts reading data. Between succeeding read calls the client processes
data. This is modeled by a timer. The total number of received bytes is calculated. If oneeddhealls
returns with zero bytes the client closes the connection usingltise -function. If a read call returns
with a negative value the client sends a signal to the environment and exits.

After theclose -call has returned a signal is sent to the environment indicating either success or failure.
Success is indicated by a positive parameter showing the number of received bytes.

The client supports several configuration parameters. It is possible to set the socket send and receive
buffer sizes, the size of the request message, and the time interval between sucrsadliffgnction
calls.

The server sets thHelNGER option, since this is the most interesting scenario. It then usesirige
function to assign a local address to the socket and callsstiea  function. If these calls succeed, it
waits for incoming connections using thecept -function. After a new connection is received (accept
returns) it reads the request and starts sending the response. Again a timer is used to control the time
between succeedingrite -function calls. After the server has sent its data it closes the connection.
Whenever the socket layer returns an error message, a signal is sent to the environment and the server
exits. If theclose -call succeeds the server reports the success to the environment.

The server can be configured with the amount of data it sends as response and the length of the idle
time between successivgite -function calls. It is also possible to set the socket send and receive buffer
sizes.

Specification of TCP

As shown in Figure 7.1, the socket interface receives input from the application as well as from the attached
protocol, in this case TCP. Since the behavior of a socket object depends on the attached protocol, it is
necessary to specify the protocol at least to some extent as well. In our case it was sufficient to specify the
service provided by TCP.

Our TCP model implements the state machine as defined in RFC793[142]. Each TCP instance is mod-
eled by a separate TCP process. The two TCP processes use a medium process to communicate with each
other. The medium process does nothing else than forward messages that are modeled by SDL signals be-
tween the two TCP processes. The medium is reliable (no messages are dropped, corrupted, or re-ordered)
since TCP provides a reliable service.

The only configurable option is the receive buffer size, which is used by TCP as its Advertised Window.
The send buffer is managed by the socket module. The socket module is responsible for not passing more
data to TCP than the send buffer allows. A request to send tiggawrite  signal) only informs the
TCP instance about the amount of new data to be added to the send buffer. No real data is exchanged. The
TCP process transfers all unsent data to the peer TCP process up to the Advertised Window of the peer
with one signal. The receiving TCP instance acknowledges the data immediately. If an acknowledgment
signal is received TCP informs the socket process that it can free the corresponding amount of space in its
send-buffer.

Contrary to the send buffer, the receive buffer is managed by the TCP process. Each time TCP receives
new data it updates the receive buffer and signals this to the socket process. Since no real data is exchanged,
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Figure 7.5.: BSD socket specification: Replacement of TCP by TCP*

the socket process is only informed about the amount of data received. The socket process informs TCP
that the application has read data and TCP increases the receive buffer. If the receive buffer was zero an
explicit window update message is sent.

Upon a connection request either from the application (active open) or from the network (passive open)
our TCP model either handles the request or rejects it. Non-determinism is modeled by signals from the
environment which either indicate that the whole machine has crashed or that the local application has
crashed.

Specification of Socket Interface

The SDL-specification of the socket interface models a blocking socket that has already been created. The
specification supports the send and receive low and high water marks, as well as the linger option. The send
and receive buffer are managed in a shared fashion with the TCP process as explained in section 7.4.5.

From TCP to TCP*

As pointed out at the beginning of this chapter, it is necessary to change the interface between the socket
and TCP in order to support ReSoA. Two required modifications are necessary. The socket layer (ReSoA)
has to control the increase of TCP’s Advertised Window and to decide wherithg@acket should be
acknowledged.

The first modification does not require any modification of our SDL specification. The Advertised Win-
dow is increased whenever data is removed from the receive buffer, which is the case when the application
consumes data. To model this behavior the TCP model includes a sigdale read _queue . The
same signal is used in the case of ReSoA. The Remote Socket Module (RSM) module passes this signal to
the TCP instance when it is informed that the application has read data by the corresponding Local Socket
Module (LSM) module.
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Figure 7.6.: ReSoA SDL system

The second modification requires some changes to the SDL specification. A new signal must be intro-
duced. If TCP at the RSS has receivdeld -segment (a signal indicating the termination of a connection)
it must not send an acknowledgment for this packet. Later, after the RSM has successfully delivered all
packets to the corresponding Remote Socket Client (RSC) , the RSM triggers the transmission of the final
acknowledgment. We named the modified TCP block TCP*.

To validate the usage of TCP* it must also be integrated into the reference system. This requires some
modifications to the socket process. If the TCP process informs the socket that a connection was closed by
the peer, the socket process immediately requests the TCP process to ddht-Hegment. The resulting
reference system is illustrated in Figure 7.5.

7.4.6. System under Test

The system under test is identical to the system described so far, with the difference that the socket block
at the client side is replaced by the ReSoA block.

ReSoA model

ReSo0A is modeled by three new processes. Two of these processes model the LSM and RSM respectively.
The third process models the service and interface of the LHP. The LSM and RSM processes use the
service of the LHP to communicate with each other. Only the LHP service is modeled because ReSoA
only specifies the service. The specification of LSM and RSM are similar to the specification of the socket
module since both modules basically follow the same extended state machine. The Export Protocol is an
internal part of the LSM and RSM processes.
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7.4.7. Validation Results

We used the simulator of the SDT-tool to execute the SDL-specification of the reference system (local BSD
Socket interface) and the system under test (ReSoA). The simulator not only permits the execution an entire
SDL-system, but also to step through a system on different levels (e.g. process, transition). During the
simulation of an SDL system it is possible to observe variables, states of different processes, input queues,
and so on. It is also possible to set breakpoints to interrupt the execution if a specific state is reached,
or upon signal exchange between source and destination process. Basically the SDT-simulator provides
the functionality of a programming debugger. It is also possible to send signals from the environment to
the SDL-specification. This feature was used to investigate error situations like a ReSoA-server crash. The
execution of the system can either be watched by means of a graphical editor or by generating MSC-traces.
The latter is especially interesting for a first comparison of the two systems.

Before running the automated tests based on our observer processes controlling the invariants defined
in Section 7.4.2, we performed extensive tests using the features of the simulator. We primarily generated
block level, as well as process level MSC-traces. The process level traces were used to observe the behavior
of our system. The block level MSC-traces were used to manually compare the reference system with the
system under test. The discovery that MSC traces cannot be used for automated tests (see Section 7.4.1) is
one result of these tests. In fact we started with automated MSC validation. We used the reference system
to generate MSCs for different scenarios and then used the SDT-Validator to test our ReSoA specifica-
tion against these generated MSCs. Since some of these validation tests failed, we thoroughly analyzed
these MSCs and finally came to the conclusion that MSC validation is not a supported option. The manual
comparison of the MSCs generated for the reference system and the system under test showed that both
systems are identical at the block level. A second good example for the potential of these tests is a con-
figuration where the ReSoA system uses TCP instead of TCP*. The major difference between TCP and
TCP* is that TCP* delays the acknowledgment for the last packet while TCP does not (see Section 7.4.5).
If ReSoA uses TCP, tests with théNGER option fail. In this case the final acknowledgment is sent to the
server before the client has received all data. An example block level MSC is shown in Appendix B.

Following the manual tests we ran automated tests using the SDL-Validator and our observer processes.
The observer processes send a signal to the environment whenever one of the invariants (see Section 7.4.2)
fails. Hence we generated MSCs that show the flow of such an error signal to the environment and tested
the reference system as well as the system under test against these MSCs. A test is successful if the
MSC tests fails, since this means that the error signal was not generated by the observer process. For all
performed tests our invariants held.

Although the ReSoA specification passed all tests the validity is limited. First of all, both the reference
system as well as the system under test were specified by ourselves. Second, it was impossible to apply the
algorithm described in Section 7.4.1 due to the large state space of our system. Unfortunately, automatic
MSC validation is not possible. Therefore we could only investigate some interesting cases like the usage
of the LINGER-option by means of manual MSC comparison. The observer process could only be used
to observe the high level behavior of our system. However, the combination of thorough discussion and
design of the socket calls in ReSoA (as discussed in Section 6.2), the tests with our ReSoA implementation,
and the tests performed with our formal ReSoA specification show that ReSoA can be used to replace a
local socket implementation without violating the socket interface semantics.
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Chapter 8.

Performance Evaluation Preconsiderations

In this part of the thesis we compare the performance of ReSoA against TCP. See Section 8.1 for the
discussion why TCP was chosen as reference. The goal of the performance evaluation is twofold. First we
need to verify our claim that ReSoA is able to generally provide a better performance than TCP. Second we
want to determine some rules of thumb under which conditions the usage of ReSoA is in fact beneficial.
The performance evaluation is organized in three chapters. In this chapter the performance evaluation
environment is defined. We start with the discussion about an appropriate reference. Then we define the
metric used to compare both approaches and introduce the scenario under study. Next we identify the
parameters of interest as well as interesting values. Finally we discuss whether simulation or measurements
should be used for the performance evaluation. The next two chapters present the results of the performance
evaluation. In Chapter 9 we present measurement results and in Chapter 10 we discuss performance results
obtained by simulation.

8.1. Selection of a Reference

Performance figures of ReSoA like normalized throughput (achieved throughput over bit-rate) alone are
not of much interest. The question is rather how ReSoA’s performance compares to other approaches.
Possible candidates for such a comparison were discussed in Section 3.3 on page 25. A comparison of
ReSoA against all of these approaches is beyond the scope of this thesis. Instead a distinguished approach
was selected.

We decided to use TCP as reference. Since TCP is unable to deal with the peculiarities of wireless
networks we used a reliable link layer protocol to hide the error characteristics of the radio link from TCP.
The reasoning behind choosing TCP as reference is threefold. First, different research results advocate
the use of TCP in combination with a persistent reliable link layer protocol over error prone links (e.g.
[116, 60, 61]). Second, RFC 3135, which deals with PEPs, recommends that a PEP should only be used
if it provides a significant improvement over an end-to-end approach. Thus, to justify the deployment
of ReSoA we need a corresponding performance comparison. Third, since other solutions are normally
compared to TCP, we can indirectly compare ReSoA to other approaches.

8.2. Performance Metric

We are interested in the performance perceived by the user for typical communication scenarios found in
the Internet today. This means that we are rather interested in the download time of a block of data (e.qg.
WWW page) than in the steady state throughput.

The predominant application of the Internet is WWW][156, 104]. As many other applications, WWW
belongs to the class of client-server applications. A client opens a TCP connection to a server and then
sends a request. The server replies with the requested data. The request normally has a smaller number of
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Figure 8.1.: Communication scenario and definition of the metric used for the performance eval-
uation

bytes than the response. Thus, the major flow of data is the one from server to client. This is also true for
other applications like file transfer (ftp) or remote login.

Figure 8.2 shows a typical client-server communication scenario including the evaluation points. Many
other performance evaluations neglect connection establishment and the request transmission, considering
only the bulk data flow from server to client. Our scenario considers the transmission of the request from
client to server, as well as the time required for connection establishment. We decided to include these
factors, since we expect the overhead to play a significant role, especially for short response sizes. In
addition to that, if we did not consider an entire session one could argue that ReSoA is more efficient
for the data download but has a higher overhead during the connection establishment due to the exported
interface. The performance metric is the throughput seen by the client (application), resulting in identical
evaluation points for ReSoA and the end-to-end case (TCP). The throughput is defined as the total number
of application level bytes transfered, divided by the total time as described in equation (8.1). The time
required to close the connection is not included in the throughput definition (and therefore also not shown
in the figure), since itis not visible to the client application. The client only has to know when the response
is complete and this is usually indicated by the last data segriaé\itiit is set).

Besides assessing the application level throughput we also collected the entire network traffic at the
wireless end system, both access point interfaces, and the fixed host (server). This makes it possible to
investigate the resource utilization of TCP and ReSoA on the wireless link, and to investigate how the
TCP sender on the fixed host behaves (e.g., any retransmissions).

8.3. Investigated Scenario

We decided to use a single base scenario for our performance evaluation and to only vary parameters of
this scenario. The scenario under study is a client which downloads data from a server. The clientis located
at a wireless host, while the server is located anywhere in the Internet. The communication between client
and server is degraded by bit errors on the wireless link and background traffic on its path through the
Internet. An abstraction of the basic performance evaluation environment is shown in Figure 8.2(a). The
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Figure 8.2.: Basic performance evaluation set-up and protocol stacks of the two systems under
study.

illustrated set-up used for all experiments consists of two end systems and a single access router. The client
is connected to a wireless network (left side of Figure 8.2(a)) and the server is connected to the Internet.
The access router connects the wireless network and the Internet.

Figure 8.2(b) shows the protocol stacks of the three different components for the reference configura-
tion. Figure 8.2(c) depicts the protocol stacks for the ReSoA configuration. As can be seen from the figures,
the server protocol stack is identical for both approaches. Further on both approaches have in common that
they use a reliable link layer protocol for the communication between client and access router (if not stated
otherwise). In the reference scenario the client also has a TCP/IP stack and the access router only supports
the IP protocol. For ReSoA the TCP/IP stack is located at the access router and the ReSoA protocols are
used for the communication between client and access router.
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8.3.1. Application

In Section 8.2 we decided to use a client-server application for our performance investigations. However,
instead of using an existing application (liftp or netperf ) we decided to implement our own simple
client-server-application where the client sends a request to the server and the server replies with the
amount of data requested. The size of the request and the size of the response are parameters of the client
application. The advantages of our test application over existing applications are that we can set the exact
size of the request and the response and that we can calculate the application level throughput as defined
by equation (8.1). For the latter the client records the time when it initiated the connection establishment
(connect -function of the socket interface) and the time when the response is complete (when it has read
the amount of data requested).

8.4. Measurement vs. Simulation

We decided to use both measurements as well as simulations for the performance evaluation. Measure-
ments are used to show the achievable throughput in a real environment (see Section 9) and to validate our
simulation model. However for the systematic performance evaluation we decided to use simulation for
several (classical) reasons:

o Measurements make it difficult to investigate a larger parameter space.
¢ Inthe case of measurements not all parameters of an experiment can be controlled (e.qg.: error rate).

e Measurements are difficult to reproduce, as the results are influenced by non-observable side-
effects.

¢ In the case of measurements the obtained performance results not only depend on the concepts
but rather on the implementation expertise and time. The TCP/IP implementation in most current
operating systems is quite sophisticated. They are tuned for the operating system and hardware
architecture. A new protocol implementation, such as ReSoA, will incur a performance penalty due
to a sub-optimal implementation.

8.5. Experiment Design

The next step before we can start with the performance comparison is to specify the different experiments

in more detail. This means that various parameters of our configuration under study need to be identified

and we have to determine which of these parameters should have a constant setting over all experiments
and which ones should be varied. The latter are referred to as factors (see [94], chap. 2.2, page 24). Next the
settings for the parameters and levels of the factors need to be determined. Finally we have to decide which
configurations should be investigated by simulation and which ones by measurements. We do not describe
how the performance evaluation is conducted as the method is different for simulation and measurements.

8.5.1. Parameters

Figure 8.2(a) provides an overview of the different components of our set-up. Each of these components
can be configured using different parameters.
The client-server application has two parameters: request size and response size.

LIn fact, we repeated our measurements with different computers at the same positions and observed different results.
However, the results differ in the absolute numbers, but the difference between TCP and ReSoA was comparable
to the results presented in Chapter 9.
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TCP has many facets which influence the performance of a system. First, we have to determine whether
TCP-Reno, TCP-NewReno, or TCP-SACK should be used. Even more TCP versions exist as discussed in
Section 3.3. Those are not considered here since they are not widely deployed. Second, different options
like the timestamp option can be enabled. Third, different parameters like the maximum segment size, the
initial Congestion Window, send/receive buffer size, or timer granularity can be configured.

The ReSoA modules only allow to set the size of the send and receive buffer of ReSoA-client and
ReSoA-server. The usage of send and receive buffers in ReSoA is discussed in Section 6.2.4. Similar to
TCP’s buffers, the send buffer determines the maximum number of unacknowledged bytes and the receive
buffer determines the maximum number of bytes the ReSoA-client can receive before the application has
to consume data.

The IP layer allows to configure the size of the outgoing queue. This determines the maximum number
of packets that can be stored at a router waiting for service before packets are dropped.

The reliable link layer protocol allows to set the size of the ARQ window and the maximum number
of retransmissions. The networks (wireless access network and Internet) have the following parameters:
bitrate, propagation delay, MTU-size, error model, and background traffic.

8.5.2. Selection of Factors

Unfortunately, our performance evaluation scenario has numerous parameters and possible settings. There-
fore we have to answer three questions:

1. What are the parameters and what are the factors?
2. Which values should be used for the parameters?

3. Which levels should be used for the factors?

In order to answer the first question we use2f*dactorial test and an analytical approach. Both are
discussed in the following sections. The values of the parameters and levels of the factors are determined
in Section 8.5.3.

2k Factorial Tests

A standard approach to determine important parameters for experiments with a large number of factors is
a 2" factorial test (see [107, 94] for a detailed description). In this test two different levels are assigned
to each factor. Then a simulation (experiment) is conducted for each possible combination. Altogether
2% runs are required For each run the response is recorded. Then the effect of the different factors and
combination of factors is measured by the proportion of the total variation in the response that is explained
by this factor. The total variation @um of Squares Total (SS¥)defined as follows:

SST =3 (3: — 9)? 82)
=1

We applied the* factorial test to our scenario using the parameter settings as shown in Table 8.1. The
2% factorial test was performed via simulation. The question we try to answer is which of the parameters
have a high impact on the performance difference between ReSoA and the end-to-end case. Hence, the
input for the2* factorial test is not the result of a single simulation but the difference of two simulations.

For each possible configuration we performed a simulation for the reference case and for the ReSoA case.
Then the difference of the achieved throughput was calculated.

2In the case of stochastic inpuR&r test should be used instead.
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Parameter x1 X2 Impact H Parameter x1 X2 Impact
ErrorModel None Background T. None
QueueSize;; 60 ConnectMode 0
RequestSize 100 Bytes PacketSize 100 1000 3.54%
WindowsSize 10 60 2.67%|| AccessLinkSpeed 9.6kb 11Mb  6.09%
Internet Speed 2Mb  100Mb  0.73% FileSize 104 10 0.87%
AccessLinkDelay 1ms 200ms 0.21%) InternetDelay 10ms 200ms 3.34%

Table 8.1.: Parameter and result?ffactorial test

As can be seen from Table 8.1, a configuration without packet drops in the wireless network and without
background traffic was investigated. The result of 2Hefactorial test is shown in the column labeled
'Impact’ of Table 8.1. Table 8.1 omits factor combinations. These have an impact in the range around 1%.
However, due to the high number of factors, it is difficult to determine the key factors. We repeated the
2 factorial test with different factors and levels but could not find a trend. All perforfethctorial
tests showed that all factors have a small impact on the performance. They also indicate that there is a high
dependency between the factors. This high dependency probably is the reason why we could not determine
particularly important factors. In the next section we use an analytical approach in order to gain a deeper
understanding about the role of the different factors.

Analytical Approach

The performance of TCP is relatively well understood. Padhye et al. have developed Formula (8.3) [130]
to describe TCP’s steady state throughput.

. Wmaa: 1
B(p) ~ min RTT
RTT /22 + T, min(1, 31/ 22)p(1 + 32p?)

This formula shows that the TCP throughput depends on TCP’s Advertised Window, RTT, and error
rate. The latter in turn depends on the propagation delay, queuing delay as well as the bitrate. Although,
this formula indicates which parameters influence TCP’s performance, it cannot directly be applied to our
scenario. In Section 8.2 we decided to investigate the performance for different file sizes. If small files are
transferred the steady state often is not reached. Therefore in the following we investigate the Slow Start
phase in more detail and develop equations for this case.

In order to find equations for the throughput during the Slow Start phase for both the ReSoA case and
the end-to-end case we start with an example communication scenario as illustrated in Figure 8.3(a) and
Figure 8.3(b). These two figures show a typical time chart for the packet exchange between the involved
instances for TCP and ReSo0A, respectively. In this example ReSoA performs better than TCP as can be
seen from the figures. At the end of the time chart the wireless host has received seven packets with ReSoA
and only five packets with TCP. The reason why ReSoA performs better than TCP can be derived from
these figures. In the end-to-end case (Figure 8.3(a)) TCP is unable to fully utilize the bottleneck link due
to its Slow Start mechanism. If ReSo0A is used the TCP sender sees a shorter RTT and hence opens its
window faster. In the case of ReSoA the bottleneck link is completely utilized after the second packet was
received by the access point.

(8.3)
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For the analysis we assume that there is no background traffic, no queue overflow, and no packet drops
occur due to bit errors. We also omitted the LLP for the sake of simplicity and we only consider the data
transfer from the fixed host to the wireless host.

We assume that a file of siZd = N x L bytes is transferred, wherd is the file size in bytesy is
the number of packets arfdis the payload of each TCP segmédiit.is the Advertised Windows; is the
propagation delay of the link between the fixed host and the roBteis its bitrate. The corresponding
parameters of the second link arg and B, respectively. The time TCP needs to transfer the file is
calculated as shown in Equation (8.4).

Trep(N) =

|logy N|RTT + (N — 2082 N 4 1)Gy + Gy + 7o + 14
TTCP(Qb) + (N - Qb)GQ
|logy N|RTT + (N —2lee2 Nl 4 )Gy + Go + 71 + 72
Trop(2°) + (N —2°)Gy

if By < By AN < 2°,
if By < By AN > 2°,
if By > By AN <20,
if By > By AN > 2b,

where
b := [logy Wer],

TT
Wegs = min(W, F{ —‘),

G;

RIT :=G1+ Ga+ A1 + As + 2(11 + ),
_ PacketLength * 8 A — ACKLen * 8
(2 BZ ’ (2 Bl .

(8.4)

Without bit errors or packet drops due to queue overflow the achievable throughput should be close to
the bottleneck bit rate. However, due to TCP’s Slow Start algorithm it takes some time until TCP can fully
utilize the bottleneck link. This time, in turn, depends on the bandwidth-delay product of the network.

If ReSoA is used the time to transmit the file is computed as shown in Equation (8.5). The main differ-
ence compared to equation (8.4) is that now Slow Start only sees the first link, while ReSoA is used over
the second link. Thus, the RTT seen by the TCP sender is smaller. The performance over the second link
depends on the LHP. In the calculation we consider the optimal case where a packet can be transmitted to
the ReSoA-client as soon as it arrives at the ReSoA-server.

llogy N|RTT; + (N — 2U02N) 4 1)Gy + Gy + 12 + 71
Tresoa (2°) + (N — 29)Go
[logy NJRTT; + (N — 2llog2 NJ G +Go+ 11+
Treson (2°) + (N — 29G4

if By < B AN < 2¢
if By < By AN > 2°¢,
if By > By AN <2°,
if By > By AN > 2b,

Tresoa(N) =

where
RTT1 = G1 + A1 + 27‘1,
Weg := min(W, {RTTl w ),
G1

b := [logaWes],
RIT,
Gy

¢ := [logs
(8.5)
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Our analysis makes a clear statement about when the usage of ReSoA is beneficial. It especially shows
that ReSoA can be beneficial even if no packet loss occurs. ReSoA should (at least) be used for large
access network delays and small response sizes. On the other hand this statement is based on deterministic
assumptions and neglects all effects of real networks. This raises the question whether these findings still
hold if packets are dropped due to transmission errors or congestion, or for long outage periods.

In order to take the effects of real networks into account we decided to use measurements in order to
investigate ReSoA’s performance under real conditions, and simulations to study the effects of isolated
network characteristics.

8.5.3. Determination of Experiments

In order to take the effects of real networks into account we decided to perform measurements using
IEEE 802.11b as access network.

According to our analysis, in this set-up ReSoA does not promise a performance gain. Wireless LANs
have a small propagation delay and hence the achieved RTT difference between TCP and ReSoA is small.
However, the assumptions we have made for our analysis are not valid here. First, the error rate is not zero.
Although an almost error-free link can be accomplished by a large number of MAC level retransmissions,
the residual error rate should not be neglected. There are bad reception positions where an error free link
cannot be guaranteed. Additionally, for end-to-end TCP the number of MAC-level retransmission often
must be set to a small number because not all applications benefit from a reliable link layer protocol
(e.g. delay sensitive application). Third, 802.11 only provides a half-duplex channel, whereas our analysis
assumes a full duplex channel.

In order to limit the number of uncontrollable side-effects, we decided to investigate a set-up where a
wireless end system communicates with a server within the same local area network. The server is attached
to the access point using a cross-connect cable. The detailed measurement set-up is described in Section 9.

8.5.4. Determination of Simulations

The goal of the simulations is to understand the effects of isolated network properties or combinations of
specific properties on the performance of ReSoA. Therefore we decided to investigate the following four
cases via simulation:

1. Packet loss in the access network (due to transmission errors).

2. Internet background traffic, leading to variable delay and packet drops.
3. Combination of the previous two effects.
4

. Outage period on the last (wireless) hop.

We want to show that the results of the analysis are valid even for specific network conditions. We
especially assume that the performance gain due to ReSoA will increase if these network characteristics
are taken into account. Therefore we chose bitrate and latency of the access network and the Internet as
factors. Additionally the network property under study (e.g. error-rate) was chosen as factor. In Table 8.2
the parameter defaults used for all simulations are summarized. The factor levels depend on the four
investigated cases and are discussed below.

Simulation 1: Packet Loss in the Access Network (due to Transmission Errors)

Table 8.3 summarizes the factors and levels of our first simulation. The bitrates for the wireless network
were chosen to represent GSM, UMTS and wireless LAN speeds. The Internet speed (the bitrate of the
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Parameter Setting
Request Size 100 Bytes
Maximum Segment Size (MSS) 1448 Bytes
TCP's Advertised Window Function of Bandwidth-Delay-Product
TCP timestamp option Enabled
Other TCP options Disabled
Internet bottleneck queue 60 packets
All other queues Infinite
LLP retries 255
LLP ARQ window 32 packets

Table 8.2.: Parameters used for all simulations

Factor Setting
Response Size 1 KByte - 1 MByte
Wireless Network Internet
9600Pit 2Mbits
Bitrate Kkbits 45 Mbits , S
384=7,117> 0.5, 1, 2 times wireless network speed
Latency 1ms - 250ms 10ms-100ms
ErrorRate 0% - 60% 0%
Background Traffic none 0% -100%

Table 8.3.: Factors and their levels used for simulation scenarios one, two, and three

slowest link of the path between server and access point) is chosen as a function of the wireless network
speed. Three different cases can be distinguished. The Internet bitrate is either lower, identical, or higher
than the bitrate of the access network. However, not all possible combinations of wireless network and
Internet bitrate are worth considering. If the bitrate of the wireless link is 9600 bit/s (GSM case) we only
consider the case where the Internet offers a higher bitrate than the wireless network.

For the propagation delay of both networks we decided to use arbitrary values (not derived from a
specific technology) in order to show the dependence of performance gain on the RTT.

We used two different error models to simulate packet drops on the wireless link (see Section 10.2.4).
The mean error rate is varied from 1% to 60%. The results of these simulations are discussed in Sec-
tion 10.3.1.

Simulation 2: Internet Background Traffic, leading to Delay Variation and Packet Drops

The second simulation uses the same factor levels as the first simulation. The only differences are that the
packet drop rate of the wireless link is set to zero and that background traffic is introduced. The load caused
by background traffic is set to values from 10% to 100% of the Internet capacity(see Section 10.2.5). The
results of these simulations are discussed in Section 10.3.2.
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Factor Setting
Response Size 5000, 50000, 500000 Bytes
Wireless Network Internet
Bitrate 384kbits 2 Mbits/s
Latency 50ms - 200ms 10ms - 100ms
Error Rate none
Background Traffic none
Outage-Period length 0.01s,...,5s none
Outage-Period start Start, middle and end of response none

Table 8.4.: Factors and their levels used for simulation scenario four

Simulation 3: Combination of Packet Loss in the Access Network and Internet
Background Traffic

Since the third simulation is a combination of the previous two simulations, we again used the factor levels
shown in Table 8.3. The results of these simulations are discussed in Section 10.3.3.

Simulation 4: Outage Period on the last (wireless) Hop

Table 8.4 summarizes the factors and levels used for simulation number four. Here we investigated the
effects of (long) outage periods on the performance of ReSoA and TCP. In order to reduce the number
of simulations we decided to only investigate a single wireless network bitrate and to reduce the number
of response sizes. Since we expect outage periods to be more likely in cellular systems than in wireless
LANSs, we selected the UMTS-case where the wireless network offers a bitrate of 384 kbit/s. Packet error
rate and background traffic are set to zero. The length of an outage period is varied from 0.01s up to 5s.
The effects of an outage period as a function of the start point of an outage were also investigated. The
start of an outage is set to coincide with the beginning of the response, in the middle of the response, or
near the end of the response. The results of these simulations are discussed in Section 10.3.4.
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Chapter 9.

Performance Measurements

This chapter presents a comparison of TCP (our reference system) and ReSoA in a wireless LAN
IEEE 802.11b environment using measurements. We investigated ReSoA under real conditions and show
that the deployment of ReSoA can also be beneficial for access networks with a low latency. We start with
the definition of the measurement set-up. Then we describe our measurement methods and finally present
the measurement results.

9.1. Set-up

In Section 8.3 we defined that we use the same basic set-up for all performance investigations. This basic
set-up is illustrated in Figure 8.2(a). Figure 9.1 describes a real world scenario corresponding to Fig-
ure 8.2(a).

According to our basic set-up, the measurement setup consists of three nodes as shown in Figure 9.1: a
wireless end system, an access point operating either as router or ReSoA-server, and a fixed host. The ac-
cess point and the fixed host are connected by a 100 Mbit/s Ethernet using a crossconnect cable. Wireless
host and access point communicate over an 802.11b WLAN. The wireless host and the access point are
equipped with PCMCIA ZoomAir cards (Model 4100, Rev. 7C5). The wireless LAN is configured to use
automatic rate adaption and the number of MAC level retransmissions was set b @&stated other-
wise. All three computers use Linux 2.4.18 as operating system. The access point uses the HostAP[117]
software to implement a software 802.11b access point.

We chose this simple set-up for the measurements because simulation is used to investigate the effects of
various parameters on the performance of ReSoA. Especially, we did not use any emulators to investigate
specific delay, error, or background traffic patterns. The Internet box of our basic set-up is realized by a
single cross connect cable. This means that we neglect effects of background traffic (e.g. no congestion)
in this experiment and investigate the performance assuming a rather small RTT.

The application used for the measurements corresponds to the application described in Section 8.3.1.
We used a fixed request size of 100 bytes and varied the response size for the experiments.

9.2. Methods

We performed measurements for different response sizes ranging from approximately one kilobyte up to
100 kilobytes. The sequence shown in Equation (9.1) defines the investigated response sizes. We investi-
gated the performance for 70 different response sizes. As step size we chose 1448 bytes, since 1448 is the
maximum transfer unit and we only wanted to send full size packets.

(Tn)ne{l,...,70} = 1448n. (9.1)

IMaximum number currently supported.
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Figure 9.1.: Setup used for the measurements

Measurements in the wireless context are complicated due to the time varying nature of the wireless
channel. Measurements in an 802.11b environment are even more complicated due to the fact that the
license-free ISM-band is used. Although we can control the channel allocation of our own wireless net-
work, and hence are able to use a dedicated channel for our measurements, we cannot control applications
using the same frequency in the vicinity. During all measurements we ensured that neither the wireless
LAN channel used for the measurements nor the adjacent channels were used by other wireless LAN
users.

In order to achieve a fair comparison between ReSoA and the reference system they have to be in-
vestigated under comparable conditions. Since network conditions may vary with time and are not fully
controllable, we spread the repetitions for a single measurement point in time. Additionally we organized
the sequence of measurements in such a way that a measurement of the reference system is always paired
with a ReSoA measurement using identical parameter settings. The resulting sequence of measurements
is defined by the series shown in Equation (9.2). In this equdfign means a TCP measurement using
response siz¢u, ), R(,,) means a ReSoA measurement using responsesizeand(E;) is a random
gap between 1 and 10 seconds between two measurements with different response sizes. The random
gap E; was introduced in order to prevent cyclic effects. The idea of using random gaps is taken from
RFC2330[135] which deals with Internet measurements. However, RFC2330 advocates the use of expo-
nential distributed gaps in order to avoid predictability of the next measurements.

M = (ThaRT‘mEla“- aﬂ‘707R7‘707E70)' (92)

After having defined our measurement series we decided where to place the wireless end system. The
position of the wireless end system is an important parameter of our experiment as it influences the channel
quality. However, in order to limit the number of measurements we decided to only use two different
positions instead of performing a time consuming systematic measurement. The two positions were chosen
in such a way that one position, naméeod-Position provided a high channel quality and the other
position, namedad-Position provided a low channel quality resulting in a high error rate or low bit-rate,
respectively. In [152] we used a similar classification of positions.

In order to find appropriate positions we observed the inter-packet gap between adjacent packets of
a constant packet rate UDP flow. In the case of a good channel quality (no packets are lost) the inter-
packet gap between successive packets should be nearly equidistant (some variation is introduced by the
stochastic MAC). On the other hand, if the channel quality is poor the inter-packet gap will vary due to
packet losses and automatic adjustment of the transmissidh lriece the variation of the inter-packet
gap seems to be an appropriate metric to measure the quality of a position. We did not use the packet loss
rate observed at the receiver as metric for to two reasons. First, this metric would neglect the adaption of
the bitrate by the MAC which is the first indication of a bad channel state. Second, this would require the

2\We did not use a fixed bitrate because bitrate adjustment is one of the features used to handle poor channel state.
Therefore we decided to keep it enabled for our measurements.
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9.3. Performance Results at ‘Good-Position
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Figure 9.2.: Rating of Good- and Bad-Position using the inter-packet gap of a UDP flow

implementation of a traffic generator that guarantees that no packets are lost in the sending end system due
to buffer overflow.

In order to find appropriate positions we ran a number of test measurements using UDP. UDP was
chosen because it allows sending a constant packet stream without retransmitting packets or waiting for
timeouts. Thenetperf -tool[96] was used as applicationetperf  was configured to transmit UDP
packets with a payload of 1448 bytes continuously. The traffic source was located at the access point while
the data sink was located at the wireless host. The network traffic at the wireless end system was collected
with the tcpdump-todl Figure 9.2 shows the distribution of the inter-packet gap for our two positions.
The Good-Position is close to the access point. The Bad-Position is at the edge of the coverage area of our
access point.

The measurement seridg was repeated at least 50 times at each position. For Bacind R,, we
calculated the mean throughput, the median, and the width of the 99% confidence interval. The median was
included in the evaluation since we observed strong outliers in some experiments which (as we assume)
were caused by lost interrupts at our router. In addition, we counted the total number of bytes sent over the
wireless link for each measurement point.

The entire measurement set was repeated several times on different days (weeks) in order to confirm
that we did not measure a sporadic situation.

9.3. Performance Results at 'Good-Position’

Figure 9.3 shows the measurement results obtained at the Good-Position. The figure shows three curves.
Two for the ReSoA case and one for the reference case. The configurations for the two ReSoA curves differ
in the packet size used for the wireless network. For the upper curve the maximum packet size allowed by
IEEE 802.11b was used, while the lower ReSoA curve was obtained with the packet size set to 1500 bytes.
TCP cannot utilize the full packet size allowed by IEEE 802.11 because this would require fragmentation

3We did not measure the inter-packet gap at the application layer because in this case it would include scheduling
delay.
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and the fixed host being able to discover the larger MTU size. Fragmentation would be required since
the server (fixed host) is connected to the access point via Ethernet, which has a maximum frame size
of 1500 bytes. Since fragmentation is usually disabled in the Internet, we only used 1500 byte packets
for TCP. The configuration used for the TCP measurements and the lower ReSoA curve are identical.
The same amount of payload per packet is used for both approaches, although ReSoA would be able to
encapsulate more data bytes into a 1500 byte frame than TCP (due to smaller header sizes). We decided to
use the same payload size for both approaches because we wanted to investigate the benefits from using
ReSoA instead of TCP. We did not want to investigate the positive effects of a few additional bytes per
packet.

800

ReSoA with large MTU
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Figure 9.3.: ReSoA versus TCP at the Good-Position. The figure shows the median throughput
achieved for different response sizes. The errorbars show the range between the lower
and upper quartiles.

As can be seen in Figure 9.3, ReSoA clearly outperforms TCP even if ReSoA uses the same packet size
as TCP. The performance of TCP and ReSoA is identical only in the case of very small respofis@sizes
soon as the response size becomes larger than 5 KBytes, ReSoA offers the higher throughput. For instance,
in the case of a response size of 50 Kbytes the throughput achieved with ReSoA (small MTU) is about 25%
higher than the throughput achieved with TCP. A comparable performance improvement can be observed
for all response sizes larger than 30 Kbytes. Furthermore, not only the median throughput achieved with
ReSo0A is higher than the median throughput of TCP, but also the quartiles show a genuine performance
improvement due to ReSoA. Even when we compare the first quartile (25%-quantile) of ReSoA with the
third quartile (75%-quantile) of TCP, ReSoA shows a better performance. The 99% confidence intervals
for all response sizes are narrow for both ReSoA and end-to-end TCP. For every measurement point the
width of the confidence interval is below 30 KBytes/s. The confidence intervals for TCP and ReSoA do

“We believe that this is due to implementation issues. We expect that a more optimized ReSoA implementation would
outperform TCP even for small response sizes. However, we cannot prove this yet.
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not overlap for any response size larger than 5 KByte, showing that ReSoA is statistically significantly
better than TCP.

The usage of the full IEEE 802.11 frame size is a good example for how ReSo0A is able to exploit
technology-specific features. In this case the achieved performance is additionally increased. With our
50 KByte response size example the larger MTU size increases the ReSoA throughput by 9%. Compared
to TCP the throughput is increased by nearly 37%. A similar performance improvement can be found
for all response sizes larger than 40 KBytes. However, two points attract attention. First, in the case of
response sizes below 30 KBytes larger MTUs do not improve the performance of ReSoA. Second, the first
quartile for different response sizes is nearly identical to the performance achieved with small MTUs. We
believe that the first aspect is due to our ReSoA implementation while the second aspect could partially
be caused by the wireless channel, since retransmissions of larger frames are more expensive. Our ReSoA
implementation currently suffers from the fact that it tries to send full sized packets. A small packet is only
sent when the connection is terminated. Since we are only interested in showing the potential of larger
MTUs, we did not try to further optimize our ReSoA implementation in this aspect. However, a possible
approach would be to send small packets if the network driver signals that it is idle.

In order to understand the performance results we analyzed the packet flow between the Internet-server
(fixed host) and the access point, as well as the packet flow between the access point and the wireless
host. The first was taken into consideration since we need to know whether the TCP sender has retrans-
mitted any segment. The latter was analyzed to compare the overhead introduced by ReSoA and the ref-
erence case. For the sake of simplicity, the following discussion concentrates on the same MTU size for
TCP and ReSoA. For the analysis of TCP’s packet flow we usetciiteace -tool by Shawn Oster-
mann http://www.tcptrace.org/ while we implemented our own scripts to analyze the ReSoA packet flow.

The analysis of the trace files did not show a single TCP retransmission (as it could be expected at
the Good-Position). Thus, TCP retransmissions are not the reason for the performance improvement by
ReSoA. ReSoA’s performance gain is the result of a better utilization of the wireless channel as can be
seen from Figure 9.4. It shows the mean overhead in percent over the response size. For all response sizes
ReSo0A transfers less bytes over the wireless network than TCP. For response sizes larger than 10 KBytes
ReSoA is able to reduce the network traffic by around 6%.

There are two reasons for this. First, ReSoA has a smaller protocol overhead than TCP. Second, ReSoA
is able to exploit the knowledge that it is operating on top of a half-duplex network with random access
providing a nearly reliable service. Based on this knowledge, the LHP is optimized to send acknowledg-
ments seldom. This not only saves wireless resources because less data is transmitted, but might even
reduce the collision rate, since competing traffic in the upstream direction is reduced. Although it would
be possible to reduce the header size of TCP using header compression, the second optimization (reduced
number of acknowledgments) is not possible for TCP, as it needs the acknowledgments for its ACK Clock.

9.4. Performance Results at 'Bad-Position’

Figure 9.5 shows the performance results obtained at the Bad-Position. Again ReSoA outperforms the
reference (end-to-end TCP) in the case of response sizes larger than 10 KBytes. For response sizes smaller
than 10 KBytes the confidence intervals are overlapping. Hence, statistically both approaches show an
identical throughout. If we compare the upper quartile, ReSoA provides the better performance in most
cases even for response sizes smaller than 10 KBytes.

If we compare the measurements results of ReSoA at the Good- and the Bad-Position we see that
ReSo0A nearly achieves identical throughput over response size at both positions. There is no response size
where the throughput at the Bad-Position is more than 60 KBytes lower than at the Good-Position. This
is different For TCP. TCP only achieves about 60% of the Good-Position throughput at the Bad-Position.
Thus, the performance gain by ReSoA is higher at the Bad-Position. For instance for a 50 KByte response
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Figure 9.4.: ReSoA vs. TCP at the Good-Position. The figure shows the mean overhead of ReSoA
and TCP as a function of the response size.

size ReSo0A achieves nearly twice the throughput of TCP.

We also performed measurements with larger MTUs at the Bad-Position. However, the results were
rather disappointing. Although some measurement points exist where the performance was improved, at
other measurement points the performance of ReSoA was reduced. We observed a much more varying
throughput for large MTUs at the Bad-Position. Since large MTUs improve the throughput at a good po-
sition, but might reduce the throughput at a bad position, they should not be used as default configuration.
Unfortunately the wireless end system does not know a priori whether it is located at a good or at bad
position and it is also possible that a position changes from good to bad and vice versa. One possible
remedy would be an LHP that is able to adapt its current MTU size to the channel state. However, we did
not further investigate this issue.

To interpret the results (for the presented case) we analyzed the network traffic at the three nodes of
our measurement set-up as we did for the Good-Position. The first assumption is that TCP retransmissions
(albeit spurious) are the cause for the bad performance of TCP. Hence we analyzed the network traffic
trace file of the wireless end system and of the fixed host in order to count the number of retransmissions
as a function of the response size.

The analysis showed that only a small fraction of the file transfers suffered from TCP retransmissions.
At the Bad-Positions we performed 160 measurements for each response size. There was no response size
where we observed more than ten experiments with retransmissions. In most cases only two or three file
transfers suffered from retransmissions. Additionally whenever retransmissions occurred only one or two
packets were retransmitted. Therefore TCP retransmissions are not the reason for TCP’s bad performance.
The 802.11 MAC level mechanisms (retransmission and rate adaption) are able to hide the bad channel
from the TCP sender. Neither packets are lost nor does the TCP retransmission timer expire spuriously.

Next we considered the mean RTT as a function of the response size at the Good- and the Bad-Position.
Figure 9.6 shows that the mean RTT develops differently at the Good- and at the Bad-Position. At the
Good-Position the RTT increases with increasing response size. This is caused by queuing at the access
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Figure 9.5.: Measurement results for ReSoA versus end-to-end TCP at the Bad-Position. The fig-
ure shows the median throughput achieved for different response sizes. The errorbars
show the range between the lower and upper quatrtiles.

point, since the TCP sender has not reached steady state yet. This effect cannot be observed at the Bad-
Position. At the Bad-Position the mean RTT increases fast for small response sizes and stays constant for
response sizes larger than 30 KBytes. Also the mean RTT at the Bad-Position is larger than the mean RTT
at the Good-Position. The higher RTT at the Bad-Position indicates that the performance is reduced either
by MAC-level retransmissions or by automatic adaption (reduction) of the bit-rate of 802.11.

We assume that only a few packets are buffered in the outgoing queue of the access point waiting for
transmission to the wireless host. If packets had queued-up at the access point the RTT would increase
with increasing response size as it is the case for the Good-Position. One interpretation of this observation
is that the server is not allowed to transmit packets at full speed due to a slow incoming Acknowledgment
Clock (e.g. acknowledgments are delayed on the wireless link due to MAC-level retransmissions and a low
bitrate). Apart from this it is also possible that the wireless channel is idle during good channel state. If the
channel state is bad, the acknowledgments of the TCP instance at the wireless end-system are queued by
the local MAC for transmission. If the channel state changes from bad to good it takes some time until the
acknowledgments are received by the TCP instance at the fixed host. If no packets are queued at the access
point the wireless link will be idle until the first acknowledgment triggers a transmission of a data segment
at the server. For ReSoA this is different, since ReSoA decouples the communication on the backbone
(Ethernet) from the communication over the access network (wireless LAN) by the size of the receive
buffer. In order to obtain a deeper understanding and to investigate this assumption we analyzed the trace
files on the connection level.

For the analysis we investigated many trace files in detail. Since it is not possible to discuss the analysis
of multiple trace files, we only present the analysis of a single connection as example. However, all ana-
lyzed connections lead to the same conclusion. In order to verify that the TCP instance at the server is not
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Figure 9.6.: Mean RTT and standard deviation at Good- and Bad-Position for end-to-end TCP.

allowed to send at full speed we looked at the number of outstahtiytgs. This provides us with an ap-
proximation of the Congestion Window, the development of the RTT, and the packet arrival and departure
time at the three nodes of our measurement set-up.

Figure 9.7 shows the number of outstanding bytes for our example connection and for a connection
with the same response size at the Good-Position. The latter is included in the figure to show how the
number of outstanding bytes should develop. In the case of the Good-Position the number of outstanding
bytes increases exponentially, since TCP opens the Congestion Window exponentially during Slow Start.
In the case of the Bad-Position the number of outstanding bytes does not increase between 0.02 and 0.07
seconds, indicating communication problems on the wireless channel.

Figure 9.8 shows the RTT samples for these two connections. This figure again shows that the RTT at
the Bad-Position is larger than the RTT at the Good-Position.

In order to substantiate the observation that TCP is unable to fully utilize the wireless channel during
good channel states we show time sequence plots of the data (response) transfer phase in Figure 9.9.
Figure 9.9(a) shows data packets leaving the fixed host and acknowledgments reaching the fixed host.
Figure 9.9(b) shows the data flow at the two interfaces of the access point. It shows the point of time at
which data packets arrive at the access point and when they are forwarded to the wireless client, as well
as the flow of acknowledgments in the reverse direction. Finally, Figure 9.9(c) shows the points of time of
arriving data packets and transmitted acknowledgments at the wireless end system. Since the clocks at the
three machines are not synchronized we do not show data from different hosts in the same graph. For all
figures we used the timestamp of the initBfNsegment as reference point.

Figure 9.9(b), which shows the packet flow at the access point, is best suited to explain the reason
for TCP’s poor performance. It shows when TCP data segments are sent form the access point to the

SOutstanding: Number of bytes sent but not acknowledged yet. Assuming that the sender always has data to send,
the number of outstanding bytes is equal to the Congestion Window.
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Figure 9.7.: Outstanding data at Good- and Bad-Position for end-to-end TCP

wireless end system and when the corresponding acknowledgments are received by the access point. This
figure shows that the acknowledgments are often delayed, which in turns leads to idle periods of the data
stream. An example for the delaying of acknowledgments can already be found at the beginning of the
connection. The access point tries to deliver three packets to the wireless end-system. Figure 9.9(c) shows
that these three packets are received in a single burst, but Figure 9.9(b) shows that the corresponding
acknowledgments are not received in a burst. The third acknowledgment is delayed longer than the other
two acknowledgments.

9.5. Summary

The measurements show that wireless Internet access using IEEE 802.11b can benefit from the deployment
of ReSoA. The performance gain depends on the channel quality (position of wireless end system). At good
positions ReSoA improves the performance by about 25%. This improvement could be further improved
by using the full packet size allowed by IEEE 802.11. For bad positions ReSoA is able to nearly double
the throughput for larger response sizes. Larger MTU's did not lead to a performance improvement at
the bad position. Hence, an adaptive link layer protocol would be an interesting candidate for further
investigations.

The main reasons for the performance improvement are that ReSoA can exploit the knowledge that it
is operating on top of a half-duplex channel, and on the other hand the decoupling of the two hops of
our network. Since ReSoA has information about the service of the underlying network it can reduce the
number of acknowledgments in the upstream direction, leaving more capacity for the transmission of data
packets in the downstream direction. The decoupling is especially important at the bad position. Here the
decoupling guarantees that the access point has data to send when the channel changes from a bad state to
a good state.
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Figure 9.8.: RTT over time at Good- and Bad-Position for end-to-end TCP
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Figure 9.9.: Data and acknowledgment flow from fixed host to wireless host.
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Chapter 10.

Performance Simulation

In contrast to the previous chapter, which deals with the performance of ReSoA in a wireless LAN context
using measurements, this chapter investigates the performance of ReSoA for a larger parameter space as
described in Section 8.5.

We selected the Network Simulator (NS) [124, 39, 66] as simulation tool. This decision is based on the
widespread usage of NS for Internet protocol performance evaluation, especially TCP. Many TCP related
performance evaluations are based on NS (e.g. [15, 19, 18, 65]).

Although NS already supports many different protocols it was necessary to extend the package by our
own protocols. We used standard modules whenever possible, but had to add support for ReSoA and a
reliable link layer protocol. These extensions can be downloaded from http://www-tkn.ee.tu-berlin.de.

10.1. Methods

In simulations all parameters are controllable. Hence, the methods used to perform the simulations are
different from the methods used to run the measurements. The simulation methods are described in the
following sections.

10.1.1. Running Simulations

Pawlikowski et al. found that many simulation based studies in the field of communication protocols
neglect the stochastic nature of simulations[133]. In the same paper the authors give advice on how a
thorough simulation study should be performed.

Our simulation experiment belongs to the class of terminating simulations. The simulated time only de-
pends on the file size we actually investigate (we terminate the simulation if the file could not be delivered
within a certain interval). Thus, it is very unlikely that a single run reaches a steady state. Since we are
interested in the throughput as a function of the file size, we do not need to remove the transient phase. The
simulation output of a single run is the throughput seen by the client as discussed in Section 8.2. In order to
obtain meaningful results we repeated every simulation with a different seed for the random number gen-
erator. The number of repetitions depends on the variance of the simulation response as well as the number
of unique and good seeds provided by NS. For each factor allocation we calculated the 95% confidence
level and tried to limit the confidence interval #2% of the mean by repeating each experiment as nec-
essary. The minimum number of repetitions was set to 30 and the maximum number of repetitions was set
to 63, since NS provides 63 predefined seeds. Each of these seeds guarantees 33 million non-overlapping
random numbers which should be sufficient for our short file transfers. Unfortunately these seeds are not
available via the NS interface language. Therefore we had to add the required support by ourselves. The
random number generator used was the standard random number generator of the NS simulator.

The start of the file transfer of the observed connection does not coincide with the simulation start. We
delayed the start of the file transfer in order to avoid sending our data into an empty network. The initial
state of the error model was randomly chosen using the ratio of the sojourn times of the two states.
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Figure 10.1.: Paired comparison of two approaches

Simulation Output

The result of each simulation is the achieved throughput as defined in Section 8.2. Since we are interested
in the performance gain due to ReSoA, and our simulations have a one-to-one correspondence, we used the
method of paired observations as illustrated in Figure 10.1(see [94], Section 13.4.1). Instead of showing
only the throughput achieved with either TCP or ReSoA we also show the ratio of ReSoA to TCP as well
as the 95% confidence interval. The confidence intervals are included in all plots as error bars. ReSoA is
statistically significant better than TCP if the lower bound of the confidence interval is larger than one. If
the upper bound is smaller than one, TCP is better. If the confidence interval includes one, the systems are
not significantly different.

10.2. Simulation Model Design

In Chapter 8 we discuss the scenario under investigation including the type of application and the evalu-
ation points. In this section we describe how the different components are modeled and which additional
parameters are introduced by the modeling process.

10.2.1. TCP/IP Simulation Model

TCP is one of the central components of our investigations and must therefore be modeled in detail. The
modeling of TCP is difficult because of the wide range of parameters, environments, and implementations
available. In [6] hints about how to select a TCP model are given. In the following we discuss requirements
on our TCP model.

A TCP connection can be divided into the three phases: connection establishment, data transfer, and
connection termination (see Chapter 2.2). As discussed in Section 8.2, our model has to include connection
establishment and the data transfer phase. Connection termination is not required since it has no effect on
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Figure 10.2.: Effects of TCP’s Advertised Window on throughput

the throughput as defined in Equation (8.1)

The data transfer model must include all the mechanisms of a standard TCP implementation as described
in Section 2.2. It has to support bidirectional traffic because our source model (see section 8.2) generates
traffic in both directions.

Different research work has shown that TCP performance depends on many parameters like the initial
window, Advertised Window, MSS and so forth. In our simulations the throughput is network limited as
long as the network capacity does not exceed the size of TCP’s window field (we do not use the win-
dow scale option). Contrary to sender limited, network limited means that TCP’s Advertised Window is
large enough to fill the pige Furthermore we assume full size Ethernet frames resulting in an MSS of
1448 bytes. This is a typical packet size for burst transfers. The initial window of TCP is set to one MSS.
The different parameters are summarized in Table 10.1 on the next page.

The IP protocol is simply used to route packets through the network. The routes are static. Therefore

there is no routing overhead. The IP protocol does not support any additional mechanisms like fragmenta-
tion.

10.2.2. ReSoA Simulation Model

Like TCP, ReSoA is a core component and is therefore modeled in detail. Unfortunately NS does not
support the socket interface, but uses a much simpler interface between the application modules and the
protocol modules. Thus, it is not possible to realize a one to one mapping of the ReSoA specification to the
simulation model in NS. Therefore a certain degree of abstraction is needed. This is not a problem since

For instance, when a user sees the requested web page he is satisfied and does not care how long it takes TCP to
close the connection.

2\We could assume that the Advertised Window should always be set to its maximum value to obtain the highest
performance results. However, if the Advertised Window is larger than the network capacity, packets will be
gueued and dropped which can reduce performance. The congestion control mechanisms of TCP need some time
to reach steady state. This is illustrated in Figure 10.2. Hints for automatic buffer tuning are given in [153].
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Parameter Setting Comment

Advertised Window RTT x Bitrate We assume that throughput is network limited.

MSS 1448 bytes Burst transfers usually use large packets

Timestamp option

Initial window 1 packet Slow Start is started with a single segment.

TCP ticks 100ms Granularity of RTT estimation and calculation of re-

transmission timeout value

Table 10.1.: TCP model parameters

the purpose of the simulation is not to verify the semantics of ReSoA but to investigate its performance.
The goal of the modeling is to include the behavior of the Export Protocol (EP) which is essential for the
performance evaluation.

The NS interface between application and protocol neither has an explicit create-connection-end-point
function (like the socket call) nor a function to open a connection either actively or passively. Most appli-
cations do not use consecutive, separate write calls to pass data to a protocol. Instead they tell the protocol
how much data to transfer with a single function call. It is the protocols task to divide the data into packets
according to its maximum packet size. From ReSoA's point of view this means that no socket send-buffer
exists. Normally ReSoA uses the socket buffers for flow control purposes. Messages containing applica-
tion data are only delivered if the socket buffer is not full. Therefore our ReSoA implementation for NS
needs to support the socket buffer concept.

In NS a new connection is opened when an application passes data to the corresponding TCP agent for
the first time. The passive side must be configured during simulation set-up.

The mapping of the NS interface to ReSoA is discussed in the following two sections, dealing with
active connection establishment and data transfer. We do not discuss the passive connection establishment
as it is not used in our simulatiohsTo integrate ReSoA into NS two new agents narRe®oAClient
andReSoAServer and the EP were added. The ReSoA model does not include the registration process.
We assume that the client is already registered with a ReSoA-server.

Active Connection Establishment

The active connection establishment functionality is part ofReSoAClient . When the application
passes the data to the ReSoA-client for the first timeRb80AClient initiates the connection estab-
lishment process. The implementation supports three different modes.

In default mode the data is bufferednd the client sends a connection establishment request to the
ReSoA-server. When the ReSoA-server receives this request it triggers the local TCP instance to create
the TCP connection. After the TCP connection is established the ReSoA-server responds to the request
and the ReSoA-client starts to pass the application data to the ReSoA-server.

The second mode assumes that the connection establishment will be successful after the request has
reached the ReSoA-server. Thus, the ReSoA-server responds to the connection set-up request immedi-
ately without waiting for the TCP connection establishment to complete. After receiving this response the
ReSoA-client starts sending data to the ReSoA-server. The data is buffered at the ReSoA-server until the

30f course, our implementation supports passive connection establishment as well.
“The simulation model does not transport real data. Only a counter is incremented.
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TCP connection has been successfully established.

The third mode is even more optimistic. In this mode the ReSoA-client immediately starts transmitting
data to the ReSoA-server without waiting for any response messages.

The EP, which is used to exchange messages between the ReSoA-client and ReSoA-server, is imple-
mented in detail using exactly the same messages and behavior as described in Section 6.1.3.

Data Transmission

As mentioned above the client side application requests the transmission of large data chunks with a single
function call (it is even possible to request infinite transfer). It would be an unrealistic approach if the
ReSoA-client would pass such a function call to the ReSoA-server using a single EP-SDU. This would
lead to an underestimation of the overhead introduced by ReSoA. To implement the behavior of ReSoA
the ReSoA-client has a parameter which determines the size of a write request per EP-PDU. Thus, the
application request is split into multiple EP packets, each (virtually) carrying the maximum or less data
bytes until all data is delivered. In our simulation we set the payload size of an EP packet to the payload
size of a TCP segment.

The ReSoA-client supports a send buffer and guarantees that the ReSoA-server never has more data
outstanding (for the peer TCP to acknowledge) than its send buffer allows. Data is removed from the send
buffer whenever the ReSoA-server receives a TCP acknowledgment. Control messages are used to inform
the ReSoA-client about the buffer update. The size of the buffer is a parameter of the simulation model.

Data Reception

When the application at the remote host (located anywhere in the Internet) sends data to our ReSoA-client,
the data is received and processed by the TCP entity at the ReSoA-server. This especially means that the
ReSoA-server sends an acknowledgment for the received data before the data is delivered to the ReSoA-
client. Corresponding to the ReSoA specification the data is passed to the ReSoA-client without waiting for
an explicit request. Again, we used a maximum packet size to avoid huge packets (to simulate the overhead
due to ReSoA). Furthermore a receive buffer is introduced to implement the flow control behavior of
ReSoA. Upon reception of data the ReSoA-client immediately passes the data to the application (as every
TCP agent does) and sends a receive buffer update message to the ReSoA-server

Although the received data is immediately acknowledged by TCP and forwarded to the ReSoA-client,
TCP’s Advertised Window must not be increased before the application at the ReSoA-client has consumed
the data. Thus, the end-to-end flow control between the two applications via the send and receive socket
buffers is preserved. Unfortunately, the NS TCP models do not support an Advertised Window mechanism.
Every TCP agent has a fixed window. The window is decreased each time a segment is sent, and the
window is increased when the corresponding acknowledgment is received. Such an approach is not feasible
for ReSoA since it assumes that the received data is consumed at once after reception. This assumption is
not true for ReSoA since the data still has to be delivered to the wireless host.

To implement a suitable model for the Advertised Window it was necessary to derive a new class from
the FUllTCP class. For the sake of simplicity this class explicitly sends packets for window updates instead
of piggybacking the updates on TCP acknowledgments. A window update packet is sent whenever the
ReSoA-server receives an update receive buffer message from the ReSoA-client. Each update packet has

5Sending a receive buffer update for every data notification introduces unnecessary overhead. Normally these updates
should be sent following a more sophisticated strategy. In the case of our simulation environment the large number
of update messages is not a concern since we have a full duplex link and there is no data flow in the reverse
direction.
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Parameter Setting Comment

Send Buffer 60000 bytes Size of the socket send buffer

Receive Buffer Same size as TCP’s Advertised Window

Packet Size 1448 bytes  Maximum number of payload bytes

Connectmode O Default mode: Data packets are not transmitted before TCP con-

nection is complete.

Table 10.2.: Parameters of the ReSoA model.

40 bytes (TCP header + IP headeBxcept for the usage of a real Advertised Window the behavior of the
new class is identical to the base class.

Table 10.2 list the parameter of the ReSoA model.

10.2.3. LLP Simulation Model

As can be seen from Figure 8.2(b) and Figure 8.2(c), both approaches utilize a reliable link layer protocol.
Reliability here means that every link layer packet is delivered to the service user exactly once and in
the correct order. In both cases the LLP should therefore provide a persistent retransmission mechanism
and in-sequence delivery of packets. The Link Layer Protocol (LLP) can be expected to have a significant
impact on the observed performance. In order to conduct a fair comparison between ReSoA and TCP the
link layer protocol of both approaches must offer a comparable performance gain. We could not find any
argument against using the same LLP for end-to-end TCP and ReSoA. Therefore we decided to use the
same protocol for both approaches.

The simulated LLP only implements the data transfer phase, although a connection oriented service
is assumed. The connection establishment was neglected since we assume that an LLP connection is not
established per TCP connection but per session (e.g. when the wireless end systems registers itself with an
access point/ReSoA-server). Hence the LLP connection is already established when the first TCP/ReSoA
packet is received.

We decided to use a link layer protocol that belongs to the class of continuous ARQ protocols. We chose
a continuous ARQ protocol since it offers a higher efficiency than an idle ARQ protocol (e.g. Alternating
Bit Protocol) for a bandwidth-delay product larger than the packet size. The retransmission strategy follows
a hybrid approach. If the sender knows which packets have reached the receiver it uses selective repeat
to retransmit packets. Otherwise Go-Back-N is used. Selective Repeat is used whenever possible as it is
generally more efficient than Go-Back-N. Go-Back-N is used as a fallback, since in this case we assume
that all packets of a window were lost. An alternative approach would have been to send short probe packets
until the sender receives a control packet from the receiver containing information about the state of the
receiver. We did not follow this approach because it requires at least one additional RTT to retransmit
packets. Our LLP only enters Go-Back-N mode if either all packets or all acknowledgments were lost.

If all packets are lost they have to be retransmitted in any case. Hence we use Go-Back-N only if all
acknowledgments are lost, and this is rather an unlikely case.

8In a real environment a more sophisticated algorithm should be used to reduce overhead. For our simulation envi-
ronment the additional overhead is not a problem, since the reverse direction provides sufficient bandwidth.
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Parameter  Setting Comment

Packet size 1500 bytes Maximum payload per packet. If the service user request delivery
of a larger packet, the packet is fragmented.

Window size 32 packets The window allows for utilizing the link

Header Size 20 bytes Overhead per packet

Table 10.3.: Link Layer Protocol parameters

The sender detects packet losses either by the reception of a negative acknowledgment or when a re-
transmission timer expires. The receiver sends an acknowledgment for every in-sequence packet
knowledgments are cumulative, tolerating a few lost acknowledgments. If the receiver gets an out of order
packet it sends a negative acknowledgment. Each negative acknowledgment informs the sender about the
entire state of the receive buffer. It includes information about the last in-sequence packet as well as in-
formation about which packets were received out of order. For the latter we use a bit mask. This approach
allows the sender to use selective repeat even if a few negative acknowledgments are lost.

We use a single retransmission timer for all outstanding data. This retransmission timer is restarted when
a new packet is sent. The idea is that the retransmission timer should only expire if we cannot get infor-
mation about the receiver’s state. Since the transmission of each new packet opens the possibility that the
sender either receives an acknowledgment or a negative acknowledgment, the timer can be restarted. If the
retransmission timer expires we enter Go-Back-N mode. The retransmission timer value is determined by
exploiting information about the bitrate and propagation delay of the link and not by RTT measurements.
The retransmission timer is set to expire shortly after the next acknowledgment is expected. This allows
us to react fast to packet losses. The retransmission timer value is doubled for the first four consecutive
expirations of the retransmission timer. It is reset after a valid acknowledgment was received.

Flow control is realized using a window based approach. Permits are included in every acknowledgment
and therefore sent after the reception of every packet. Since every in-sequence packet is immediately
passed to the service user, transmission of acknowledgments and permits coincide. The maximum window
size is limited to 32 since the bit field is only 32 bits wide.

The LLP segments packets exceeding the maximum packet size. The LLP introduces a fixed overhead
because of its header. The header size is a parameter of the model. The parameters of the LLP are summa-
rized in Table 10.3. The integration of our LLP into NS is described in Appendix D.1.1.

10.2.4. Wireless Network Simulation Model

In our scenario the client uses a wireless network to access the Internet. In order to reduce the complexity
of our simulation model and with the intention of formulating general statements about the performance of
ReSo0A, we decided not to model a specific wireless network (e.g. GSM). Instead we used an abstraction
which only includes the parameters of interest. The wireless network abstraction is shown in Figure 10.3.
Our wireless network is described by its bitrate, propagation delay, and error rate and distribution. Other
parameters like delay variations and congestion losses due to a stochastic access protocol and cross traffic
are neglected. The basic model is one queuing network per direction. This queuing network consists of a
single server with a queue and a server farm. The single server models the bitrate. Its service time only

A possible extension is to use piggybacking and to only send acknowledgments after a certain number of packets
were received or a timer has expired. We did not include these extensions since we have a full-duplex link, and
there is no traffic in the reverse direction.
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Figure 10.3.: Abstraction of the wireless network

depends on the packet size. The server farm models the transmission delay. The queuing network is fed by
the client application or the access router, respectively. A packet can be dropped after it has left the server
farm according to our error modelThe wireless network model is implemented using the bidirectional
link object of NS.

Either uniform distributed errors, or a two state model with a good and a bad state are used as error
model. As the error model is a crucial aspect of the simulation study, we discuss it in more detail in the
following chapter. Details about the implementation of the error models are given in Appendix D.1.

Error Model

Radio channels have a higher error rate than wired networks and especially a non-stationary behavior. For
instance, measurements in the 2.4 GHz ISM band showed error rates ashad a5 —3[33, 56, 59].

Techniques for modeling channel conditions play an essential role in protocol performance evaluation.
Selecting an appropriate error model is a difficult part of simulating a wireless link. Many researchers
have dealt with this question and found different formulas. Generally we can distinguish between radio
propagation modeling using a stochastic process to model bit or packet errors, or to use a trace based error
model.

Radio propagation modeling offers the highest level of detail. It accounts for parameters like propaga-
tion distance, statistical approximation of shadowing, signal attenuation by large obstacles, line-of-sight
communication, indirect communication, antenna geometries, and ray tracing, to name a few.

In [83] it is stated that detailed models are especially useful for indoor environments because of the
strongly varying radio propagation. However, the authors admit that accurate models become very expen-
sive computationally and require much more detail about the environment than is typically available.

The usage of a stochastic process to model the error characteristics of a wireless link requires a lower
level of detail. The main difficulty is to find an appropriate stochastic distribution.

Due to the non-stationary behavior of a radio channel 11D random variates are generally not appropriate
to model the channel behavior. A simple and often used model is the Gilbert-Elliot model[62, 77, 161]. It
models the radio channel as a two state Markov Chain as illustrated in Figure 10.2.4. The two states are
namedGoodandBad, respectively. Each state has a bit error probability, whereas the bit error rate of the
bad state is much higher than the bit error rate of the good state. For each state independent bit errors are
assumed. The bit error rates as well as the state transition probabilities depend on physical parameters such

8A possible extension of the model is to introduce delay variations by using a random variable for the service time
of the single server.
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Figure 10.4.: Gilbert Elliot error model

as the frequency and coding scheme, as well as the environment. Normally either geometrically sojourn
times or exponentially distributed sojourn times are assumed. A Gilbert-Elliot model, for example, is used
in the following papers regarding the performance of TCP over lossy links [172, 3, 2, 106].

In [161] the authors develop a more general model and derive parameters for it regarding physical
channel characteristics. They consider the special case of biphase shift keying (BPSK) coding over a
Rayleigh fading chann&l The authors assume that the time variations in the received Signal to Noise
Ratio (SNR) are a result of mobility (Doppler effect). Based on these assumptions the authors construct
a homogeneous discrete Time Markov Chain where the transitions can occur only following a channel
symbol. The states correspond to different channel qualities modeled by a specific bit error rate for each
state. The bit-error rates are derived from the received SNR. The model was validated against a ray-tracing
based simulation for a given set of parameters. No advice is given for the determination of the number of
states.

One of the shortcomings of models based on Markov processes is that they require error statistics to
remain constant over time, whereas many radio channels experience time varying effects. To model this
behavior Konrad et al. in [103] propose a Markov-based Trace Analysis algorithm for the design of channel
models. The approach is to divide a non-stationary trace into stationary sub-traces.

A different approach is to use either trace-driven simulations or to derive models and their parame-
terization from measurements. This approach is for example pursued in [128] and in [165]. In [128] the
wireless channel is modeled using a two state Markov-chain and the accuracy of this model is compared
against measurements and an empirical model. The paper states that the Markovian model's accuracy
is limited, since neither the error nor the error-free distributions are geometric. In [165] detailed detailed
measurements in an industrial environment are presented and different error models are derived from these
measurements.

For our purposes uniformly distributed errors and a two state error model are sufficient. The justification
for selecting these two models is on one hand that we are interested in the residual error rate seen by the
data link layer and not the channel error rate. For instance, in the case of wireless LANs, the MAC level
retransmissions are able to hide most of the packet losses from the higher layer protocols. On the other
hand we do not investigate a specific technology but aim to derive general statements about the influence
of different parameters on the performance gain due to ReSoA. Since more complex models (e.g. radio
propagation models) or their parameterization generally depend on a specific technology they were no
option. Furthermore the more complex a model the harder the derivation of parameters. To find good
parameter settings, measurements must be carried out, leading to a parameter set valid for one specific
environment.

With the selection of uniformly distributed errors and a two state error model we investigate two inter-
esting scenarios. One shows the impact of sporadic packet loss on performance of end-to-end TCP and
ReSoA while the other shows the influence of burst errors on the performance.

A Rayleigh fading process is used to model a scenario in which the transmitter and receiver only move with a
moderate speed and there exists a high number of signal paths between transmitter and receiver with approximately
the same signal strength.
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10.2.5. Internet Simulation Model

In Figure 8.2(a), which shows our basic performance evaluation setup, we pictured the Internet as a single
link. If the Internet is modeled as a bidirectional link with fixed bitrate and propagation delay, important
parameters such as delay variations (which can lead to a high TCP retransmission timeout value) and
packet drops due to congestion are neglected. On the other hand such a simple model can be used in order
to limit the number of parameters. For instance, if the influence of packets drops in the wireless network
is to be studied as an isolated effect, such a model would be appropriate.

An intuitive example illustrates that a bidirectional link is not a sufficient Internet model for our simu-
lation goal for all scenarios. In the case of multiple packet losses within a single window it is likely that
TCP detects these losses by a timeout event. If the delay variation of the Internet is high, TCP’s retransmis-
sion timer value will also be high since the RTT variation is used to calculate this value (see Section 2.2,
Equation (2.7)). Hence, the time until these losses are detected is also high, leading to a long idle period
and low throughput. In [158] it is shown that the influence of background traffic on TCP performance in a
wireless Internet access context is significant. Thus, our Internet model should include delay variation and
packet drops.

Basically the following questions should be considered modeling the Internet:

e Topology: How are networks and computers connected?

o Traffic Generation: What does a typical traffic mixture of the Internet look like?

e Stability: How often do link failures occur or how often is a route through the network changed?
e Future: How will the Internet develop?

Finding an answer to each of these questions is a challenging task and might even be impossible. The
difficulties of Internet traffic modeling have been addressed by quite a number of researchers (e.g. [97, 68,
67, 166, 75, 139, 138, 24)).

The main reason for the complexity of the problem lies in the heterogeneity of the Internet. As pointed
out in section 2.1, the Internet connects different sub-networks. Each of these sub-networks as well as
the links connecting these networks can have quite different properties regarding bitrate, delay, or error
probability. The routers have different queue sizes and can use different queuing disciplines to queue
packets. The different sub-networks are engineered by various companies, some of which are not willing
to provide information about the topology. Even if the topology was known, the paths taken by packets
can change. Paxson has shown that routes through the Internet can change on time scales of seconds to
days[137].

The heterogeneity argument is not only valid for the topology but also for the Internet’s traffic mixture.
Many different applications contribute to the Internet traffic. The generated traffic not only depends on the
application but rather on the user running it. The characteristics of the generated traffic flow is additionally
altered by different versions of the same protocol, interactions between different protocols, as well as
different network characteristics. The traffic mixture is completed by periodically generated traffic such as
routing updates.

Last but not least, even if we would know the topology of the Internet as well as the traffic mixture as it
is today, this information would soon become invalid because of the dynamic nature of the Hternet

In spite of this heterogeneity, the Internet has some invariants as pointed out by Paxson and Floyd[139].
An invariant is defined as a facet of the Internet behavior that has been empirically shown to hold for a
very wide range of environments. The following list shows some of the invariants:

Current statistics about the Internet traffic can be found at http://www.internettrafficreport.com and
http:www.mids.org/weather.
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Figure 10.5.: Abstraction of Internet model

e Longer-term correlations in packet arrivals seen in aggregated Internet traffic are well described
in terms of self-similar (fractal) processes. Unfortunately accurate synthesis of self-similar traffic
remains an open problem, especially to determine when exactly an individual packet arrives.

e Network user sessions can be modeled by a Poisson process[138].

e The sizes or duration of connections can be modeled by a log-normal distribution instead of an
empirical one. However, due to the high variability of connection characteristics, the fit was not
good in many cases for both models[136].

o When determining distributions associated with the network activity expect to find heavy tails.

Background Traffic Model

As it is impossible to simulate the Internet, we decided to concentrate on different isolated effects like
delay variations and losses caused by congestion. For our comparison it is rather important to control these
effects than having an accurate model of the Internet. Another advantage of a simpler model is a reduced
simulation time.

The basic abstraction used for our Internet model is shown in figure 10.5. It is similar to the wireless
network model. The only difference is that the loss model is replaced by a background traffic process and
that we use limited queues. We assume that only one link (called the bottleneck link) causes significant
gueuing delays, the delays caused by the other links being constant.

To model the background traffic different approaches are possible. One solution that appears at first
hand is to use traces of real traffic to model the traffic injection. This approach oversees that the dominant
protocol (TCP) of the Internet uses an adaptive congestion control mechanism. This means that any trace
reflects the conditions of the network at the time the trace was collected. It is therefore impossible to alter
some of the parameters (e.g. link speed or router queue size) since the traces cannot adapt to these changes
and are hence invalid. The failure of using traces to model the Internet for example is shown in [97].

A possible alternative is to collect application level traces instead of packet level traces. Application
level traces describe the traffic produced by the applications instead of traffic shaped by various proto-
cols, links, and routers. Although the network characteristics have an influence on the user behavior, this
influence is much smaller than the effects of traffic shaping. Application level behavior is investigated in
[51, 136, 25]. In addition, topology generators can be used (e.g. [44]).

Another simple approach is to use an error model to discard packets. Although this approach can be used
to get a first understanding about the effects of losses in the Internet, it is not appropriate as it neglects the
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delay variation.

Although the modeling of user behavior and traffic generated by an application seems to be a promising
approach we decided to use a simpler model. Our aim is to investigate the effects of different levels of
backbone traffic on the performance gain achieved by ReSoA. Hence, for us it is more important to control
these parameters than to model user behavior.

Our approach to model the Internet is shown in Figure 10.5. The background traffic is generated by a
number of TCP sources that are all connected to the bottleneck router. According to the invariants discussed
above, each background source has a Poisson distributed session interarrival time and the length of each
session is determined by a log-normal distribution. The parameters of the distributions as well as the
number of sources are model parameters. These parameters determine the degree of congestion at the
bottleneck link.

10.2.6. Validation

The more complex a simulation model becomes, the harder it is to determine whether the model is an
accurate representation of the actual system being studied. Since our model needs to include many com-
ponents in detail, our model is already quite complex. To verify that our model works as we intend, we
followed the guidelines given in [107, 94].

The validation process consists of the steps debugging, tracing, and thorough analysis of the trace files.
In addition we compare or simulation model to our analytical model as well as our measurements. For
the former we ran simulations based on the same assumptions as used for our analytical approach in
Section 8.5.2. Furthermore the implementation of the ReSoA model is equipped with assertions which
were enabled for all simulations. If an assertion test fails the simulation is terminated and an error is
reported.

Tracing was performed on two levels. On a detailed level, trace points are inserted into the code to
observe the behavior of ourimplementation. This level of tracing was especially important for the software
modules we implemented. On a less detailed level of tracing we used the NS facilities to observe the packet
flow through the network. The NS link object collects information about the exact time a packet is queued,
dequeued, and when it leaves a link. This data was used to check the overall system behavior.

Comparison of Simulation Results and Analytical Results

If the simulation scenario contains neither random processes nor packet drops it is possible to calculate the
arrival time of each packet at the end systems as well as the achievable throughput. For such a configuration
the simulation results should be identical to the analytical results.

In Section 8.5.2 we develop formulas to calculate the achievable throughput. Since these formulas
only include the data transmission from the server to the client, they cannot be used directly to compare
simulation results with analytical results. Therefore we add the connection set-up time and the request
transmission to these formulas in Equation (10.2) for the end-to-end case, and Equation (10.3) for ReSoA.
Using these formulas we implemented scripts which calculate the throughput as a function of various
parameters. These scripts allow us to compare analytical results with simulation results for a wide range of
parameters. Besides looking at the final result (namely the throughput) we also calculated the arrival time
of each packet at the client, and automatically compare the calculated arrival times with the trace data of
the simulation log file. All performed tests have succeeded.
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Figure 10.6.: Comparison of analytical results and simulation results. The set-up consists of a
two hop network. The client and the router (ReSoA-server) are connected by a full-
duplex link with 384Kb and 100ms latency one way. The server is connected to the
router (ReSoA-server) by a second full-duplex link with 100Mb and 25ms latency
one way. No packets were lost. We show the simulation results and analytical results
in different figures since the curves are congruent.

TTCPConnEstab_ - 2(AAVVireless + AInternet) + 2(7—Wireless + 7—Internet)

{2Aw + GReqy + GReq, + A1+ 7w + 71 if Bw < Br
TTCPreq =

Aw + 241 + GRqu + 7w + 71 else (10.2)

TTOtalTCP = TTCPConnEstab. + TTCPReq + Trep (N)

R tS1 Res Si
Throughput = equestSize + ResponseSize

TTotachp

TReSoAconnEstab, - GReSoAfreq + 2AI + GReSoAires + Q(TW + 7-I)
T‘ReSoARCq = GReSoA_inv + GRqu + AI +Tw + 71
Trotalneson = TReSoAcomnsaian. T TReSoAReq T TResoA (V) (10.3)

Throughput = RequestSize + ResponseSize

TTotalResoA

Figure 10.6 shows the simulated and calculated throughput for TCP and ReSoA for a single parameter
setting as example for the performed tests. Since the curves of simulation and analysis are congruent we
use two figures to show both curves. Figure 10.6(a) shows the simulation results and Figure 10.6(b) shows
the analytical results.

155



Chapter 10. Performance Simulation

1200 ‘ 1200 ‘ ——
gfr" B —
1100
1000 |3 {
1000 f
900 ¢

800

800

600

700

400

Throughput [kBytes/s]
Throughput [kBytes/s]

600

200

500

ReSoA Measurement —— TCP Measurement —+—
ReSo0A Simulation —x— 400 TCP Simulation -
0 50 100 150 200 250 300 350 400 450 500 0 50 100 150 200 250 300 350 400 450 500
FileSize [kBytes] FileSize [kBytes]
(a) ReSoA (b) TCP

Figure 10.7.: Comparison of simulation and measurement

Comparison between Implementation and Simulation

A second approach to show the correctness of our simulation model is to compare simulation results with
measurements. Contrary to the comparison in Section 10.2.6 we should not expect the results obtained by
simulation and measurement to be identical. The results will differ to some degree since not all side effects
of measurements are observable, and the simulation model abstracts from some details (e.g. processing
time). However, to show the correctness of the simulation model the throughput curves obtained by either
approach should be similar.

In order to reduce the number of side-effects inherent to measurements we decided to use a cross-
connect cable instead of a wireless LAN to connect the client and the access router. A second advantage
of a cross-connect cable is that it provides a bidirectional link as we assume in our simulations. In order
to model the characteristics of the cross-connect cable, we set the error rate of our link to zero, the bitrate
to 10 Mbit/s and the delay to 0.09 ms. The delay was obtained by usingjrige-tool. The rest of the
environment was identical to our measurement set-up in Section 9.

Figure 10.7(a) and Figure 10.7(b) show the results of the comparison for ReSoA and TCP, respectively.
The TCP curves for simulation and measurement match well. For ReSoA there is a small difference for
small response sizes. The simulation shows a slightly higher throughput than the measurement. In Sec-
tion 9.3 we saw that our ReSoA implementation is not optimal for small response sizes (e.g. overhead
due to scheduling delay). Therefore we believe that the difference is caused by our implementation. The
curves for TCP show no difference because the TCP implementation is optimized. Furthermore, the mea-
surement shows three outliers which cannot be found in the simulation curve. The shape of both curves is
identical. Because the curves nearly match (and we expected some differences between measurement and
simulation) we consider the test as successful.

10.3. Simulation Results

10.3.1. Results 1: Packet Loss in the Access Network

As discussed in Section 8.5.4, the goal of the simulations discussed in this section is to investigate whether
packet loss in the wireless network increases the performance gain by ReSoA. The analytical approach
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Figure 10.8.: TCP vs. ReSo0A over response size. Parameters: No errors, wireless link delay:
100ms, Internet delay: 40ms, wireless bitrate 9600b/s, Internet bitrate: 2Mb/s

in Section 8.5.2 shows that the performance improvement depends on the wireless network delay and the
response size. Therefore we used these two factors and investigated how packet loss influences this finding.

Wireless Link Bitrate: 9600 bit/s

In the case of a wireless network bitrate of 9600 bit/s the throughput is determined by the time required to
send a packet on the wireless link (generation time). For instance, it takes 1.25 seconds to send a full sized
packet (1500 bytes) which obviously has the highest impact on the RTT. The analysis of the simulation
results showed that the throughput is similar for all investigated combinations of wireless network delay
and Internet delay (see Section 8.5.4). Therefore the discussion below is based on a limited number of
levels.

Figure 10.8(a) shows the throughput of ReSoA and end-to-end TCP as a function of the response size
for the error free case, while Figure 10.8(b) shows the ratio of the throughput achieved by ReSoA to the
throughput achieved by TCP. We show these two figures in order to give an overview of the achievable
throughput. A ratio smaller than one means that TCP is better, a ratio higher than one means that ReSoA
is better, and a ratio equal to one means that both approaches provide the same throughput. In the pictured
scenario the wireless network delay was set to 100 ms, the Internet bitrate was set to 2 Mb/s and the
Internet delay was set to 40 ms.

From Figure 10.8 we can see that ReSoA offers a higher throughput than TCP for all investigated
response sizes. However, the performance improvement is only significant for response sizes smaller than
40 KBytes. For a response size of 40 KBytes the performance improvement is around 10%. If the response
size is larger than 40 KBytes the improvement will be reduced to around 5%.

ReSoA is able to improve the throughput for two reasons. First, ReSoA is able to fully utilize the
wireless network as soon as the first packet of the response is received by the access point. Since the TCP
acknowledgment is sent before the packet is forwarded to the wireless end system, the wireless link would
only be idle if the RTT between fixed host and access point is longer than 1.25s (time to send the packet
on the radio link). In the case of end-to-end TCP this is different. The TCP-acknowledgment is sent by the
wireless end system. Hence the wireless link is idle while the acknowledgments travel from the wireless
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end system to the fixed host. In the case of TCP the wireless link is fully utilized if the TCP sender is
allowed to send two packets. Hence, TCP fully utilizes the wireless link one RTT later than ReSoA.

Second, TCP suffers from a spurious retransmission of the first packet of the response while ReSoA does
not. For TCP the estimation of the RTT for the first packet of the response is wrong because the packet
length has a high impact on the RTT. Unfortunately, the first packet (SYN-ACK) that is sent from the fixed
host to the wireless end system is shorter than the data packets. When the acknowledgment for the first
packet is received TCP uses the RTT measurement to calculate the retransmission timer for the next packet
as shown in Equation (2.4). The resulting retransmission timer value is usually smaller than the RTT of the
first full sized packet as shown in Equation (10.4). In Equation (10.4) we use the aforementioned parameter
values as an example. For these parameter settings the RTT®Y MACK-segment is 0.3664s, resulting
in a retransmission timer value of 1.0092s. Unfortunately, the RTT of the next packet is 1.5792s.

The throughput of both approaches is smaller for small response sizes since our throughput calculation
includes the connection establishment phase as well as the transmission of the request. The performance
gain by ReSoA is larger for small files because the start-up problems of TCP play a less important role for
larger response sizes.

Tinternetgyn ack = 0-0002s
Twirelesssyn/acx = 0-043s
RTTsyn/ack = 2% (Tinternetsyn,ack T IWirelesssyn/ack + TInternet + TWireless)
= 0.3664ms
RTO = 0.3664 + 0.7328 = 1.0992
Tinternet1500 = 0-006s
TWireless1500 = 1.20s
RTT1500 = Tinternetisoo + IWirelessis00 + LInternetacik
Twirclessack T 2 * (TInternet + TWireless)
= 1.5792 (10.4)

Figure 10.9 shows the throughput of both approaches as well as the improvements by ReSoA as a
function of the wireless network delay. As we already mentioned, the performance gain by ReSoA is
nearly independent from the wireless network delay. However, an interesting point of Figure 10.9 is that
the throughput of TCP increases if the latency exceeds 0.2 seconds, while the throughput of ReSoA is
nearly constant. The reason for this performance improvement is that the retransmission timer does not
expire too soon if the access network delay is large enough. In this case the RTTYMACK is
0.6664, resulting in an RTO value of 1.999s. This RTO value is larger than the RTT of the first full sized
packet. Since TCP’s throughput increases for a wireless network delay of more than 250ms and ReSoA’s
throughput remains constant, the performance gain by ReSoA is smaller for high wireless network delays.
Figure 10.9(b) shows that the influence of the wireless network delay on the performance gain becomes
even smaller for larger response sizes. For a response size of 712416 bytes the performance gain by ReSoA
is constant for all investigated wireless network delays. Especially the performance penalty due to the
spurious retransmission has no effects for large response sizes.

Figure 10.10(a) shows the throughput for uniformly distributed errors as a function of the response size,
while in Figure 10.10(b) the wireless network delay is used as x-axis. Both figures show the throughput of
the error free case as reference and the throughput achieved if the packet loss rate is set to 0.2. In the latter
case the figure also shows the 95%-confidence intervals (for large response sizes the confidence intervals
are too small to be visible). Although we also investigated configurations with lower error rates, we do not
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Figure 10.9.: TCP vs. ReSoA as a function of the wireless network delay. Parameter: No erros,
wireless bitrate 9600 bits/s, Internet delay: 40 ms, Internet bitrate: 2Mb/s

show the results here because the resulting curves are similar to the one presented here. The only difference
is that the throughput is higher if the error rate is lower. We did not investigate error rates higher than 0.2
for uniformly distributed errors since averagely losing every fifth packet is already a high error rate.

Figure 10.10(a) shows that the observations of the error free case are still valid if the error rate is set
to 0.2. ReSoA achieves a higher throughout than TCP, and with increasing response size the performance
difference between ReSoA and TCP decreases. Further it can be seen that the performance gain due to
ReSoA is marginally smaller than in the error free cases. This is caused by link layer retransmissions. As
time is needed to retransmit lost frames for both approaches, there are less resources that can be better
utilized by ReSoA.

A result of these simulations is that a reliable link layer protocol is well suited to hide uniformly dis-
tributed errors from a TCP sender. Therefore ReSoA is unable to increase the performance gain for this
configuration.

Figure 10.11 shows performance results for packet loss occurring in the wireless network according to
our two state error model. This time we only show the ratio of ReSoA's performance to TCP’s performance
in order to be able to show the performance results of different two state error model factor levels in
a single figure without overloading it. Further we chose a logarithmic representation of the y-axis. The
general shape of Figure 10.11 is identical to the previously shown figures. The performance gain by ReSoA
decreases with increasing response size and is independent of the wireless network delay. However, the
performance gain by ReSoA is increased for a lousy channel. If the sojourn times of the good and bad states
are set to the time needed to send 10000 Bytes and 20000 Bytes, respectively, ReSoA nearly doubles the
throughput of TCP for response sizes smaller than 100 KBytes and still improves the performance by
about 30% for larger response sizes. Although the link layer protocol is able to retransmit all lost frames
the TCP sender cannot handle the RTT variation if the TCP receiver is located in the wireless network,
resulting in spurious retransmissions.
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Figure 10.12.: ReSoA vs. TCP for a wireless network bitrate of 384kb/s as a function of the
response size.

Wireless Link Bitrate: 384kb/s

In this section we discuss simulation results for the same configurations as in the previous section but for
a wireless network bitrate of 384kb/s. We added configurations where the Internet offers a smaller bitrate
than the wireless network. Similar to the previous section we observed that the Internet delay only has a
marginal impact on the performance gain by ReSoA. Therefore we use the same value of 40 ms for all
figures in the following discussion.

Figure 10.12 shows the simulation results if the Internet includes the bottleneck link. Figure 10.12(a)
shows the throughput of TCP and ReSoA as a function of the response size for the error free case. Fig-
ure 10.12(b) shows the ratio of ReSoA to TCP for the error free case and for an error rate of 0.2. Since the
Internet link includes the bottleneck link, it limits the achievable throughput. In the error free case ReSoA
and TCP achieve nearly the same throughput for response sizes larger than 400 KBytes. For response sizes
smaller than 400 KBytes ReSoA can improve the throughput significantly. An improvement of around
40% is achieved for small response sizes (e.g. 10136 Bytes). Although the performance gain decreases
with increasing response size the performance improvement is still approximately 10% for response sizes
of 100 KByte.

Packet loss in the wireless network increases the performance gain by ReSoA as can be seen from
Figure 10.12(b). In this Figure the vertical lines represent the 95% confidence interval. We do not show a
confidence interval for the lower curve (ErrorRate = 0) as its width is zero. If the communication over the
wireless links suffers from a packet loss rate of 0.2, the wireless link becomes the bottleneck. Every link
layer retransmission increases the RTT seen by TCP (end-to-end case). If the RTT is longer, TCP’s Slow
Start mechanisms needs more time to utilize the available resources. Therefore the performance gain by
ReSoA is larger for small response sizes. For instance, for a response size of 50 KBytes, ReSoA is able to
improve the performance of TCP by approximately 35%, whereas for a response size of 100 KBytes the
improvement is around 23%. The reason for the performance improvement is solely the increased delay
of the wireless network due to link layer retransmissions. The link layer protocol is able to fully hide the
losses from the TCP sender and the TCP sender does not suffer from spurious retransmissions.

Figure 10.13 shows the simulation results as a function of the wireless network delay. Figure 10.13(a)
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Figure 10.13.: ReSoA vs. TCP for a wireless network bitrate of 384kb/s as a function of the
wireless network delay

shows the throughput of ReSoA and TCP while Figure 10.13(b) shows the ratio of ReSoA to TCP. As
expected, the performance gain increases with increasing delay while the throughput decreases. However,
this is only true if the response size is not too large. For example, if the response size is 700 KBytes, TCP
and ReSoA nearly offer the same throughput, even in the case of errors. For large response sizes TCP is
able to open its window wide enough to utilize the available resources. Since the error rate of the wireless
network is hidden from the TCP sender, TCP is able to catch up with ReSoA'’s performance.

Figure 10.14 pictures the performance of ReSoA and TCP for the two state packet loss error model.
To show the effects of this error model on the performance gain by ReSoA we selected three error model
configurations. The sojourn times in the case of the lower curve of Figure 10.14 were set to 50 KBytes in
the good state and 10 KBytes in the bad staf€his configuration corresponds to a mean packet error rate
of 0.16. For the middle curve we used sojourn times of 50 KBytes and 20 KBytes (mean packet error rate
0.28), respectively. For the upper curve the sojourn times were set to 10 KBytes and 20 KBytes resulting
in a mean packet error rate of 0.66. The performance gain by ReSoA decreases with increasing sojourn
time in the good state and increases with increasing sojourn time in the bad state. The general observation,
namely that the performance gain decreases with increasing response size and increases with increasing
wireless network delay, is not changed by the two state error model. As in the case of uniformly distributed
errors, TCP (end-to-end case) only sees an increased average RTT. The performance increase by ReSoA
is solely due to the delay introduced by link layer retransmissions and not due to spurious retransmissions.

Figures 10.15 to 10.17 show the simulation results where the wireless network is the bottleneck. We
could not find a genuine difference between the configuration where the bitrate of the Internet is identical
to the bitrate of the wireless network and the configuration where the Internet offers a higher bitrate.
Therefore we limit the discussion to the latter case.

Figure 10.15(a) shows the throughput of ReSoA and TCP. The throughput of TCP and ReSoA is higher
than in the previous case because the bitrate of the bottleneck is 384kb/s in contrary to 192 kb/s in the
previous case. However, ReSoA only benefits from the higher bottleneck bitrate as long as the error rate

e use bytes to describe the sojourn times although this is no measure for time. However bytes are more descriptive
than seconds. A sojourn time afBytes means the time to transfer thesBytes.
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Figure 10.14.: ReSoAvs. TCP inthe case of burst errors and a wireless network bitrate of 384kb/s

is not too high as can be seen in Figure 10.15(b). For an error rate of 0.2 the performance improvement
is identical to the previous configuration where the Internet includes the bottleneck link. If the packet loss
rate is high the wireless network becomes the bottleneck independent of the Internet bitrate. Hence the
gain is identical in both cases.

The curves shown in Figure 10.16 and in Figure 10.17 have similar shapes as the curves shown in
Figure 10.13 and Figure 10.14. The delay introduced by the link level retransmission dominates the per-
formance gain while bitrate difference between wireless network and Internet does not.
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Wireless Link Bitrate: 11Mb/s

Figure 10.18 to Figure 10.23 show the effects on the performance gain if we further increase the bitrate of
the wireless network. These figures show simulation results of a wireless bitrate of 11 Mb/s and Internet
bitrates of 5.5 Mb/s and 22 Mb/s.

Figure 10.18 shows the results as a function of the response size. In contrary to the previous configura-
tions, the Internet latency was set to 1 ms because 100 ms is quite a long time for 11 Mb/s. Figure 10.18(a)
shows the throughput of ReSoA and TCP if the Internet includes the bottleneck link, while Figure 10.18(b)
shows the ratio of ReSoA to TCP. The former only shows the throughput obtained in the error free case
while the latter shows the ratio for the error free case and for an error rate of 0.2. For error rates less than
0.2 the performance gain lies between the two curves shown. Since the wireless link only has a small im-
pact on the total RTT, both ReSoA and TCP nearly achieve the same throughput in the error free case. For
all investigated response sizes the improvement is below 3%. Although the throughput curves are nearly
congruent the ratio curve has an interesting shape for small response sizes. For a single packet response
(response size 1448 bytes) the ratio is one since the performance is dominated by the time needed for the
connection establishment and transmission of the request. If the response size is smaller than 100 KBytes
ReSoA will slightly benefit from a shorter RTT seen by TCP. This advantage vanishes as the capacity of
the bottleneck link is reached.

In the case of errors (upper curve of Figure 10.18(b)) the average RTT seen by TCP is increased while it
is constant for ReSoA. Hence the performance gain by ReSoA is increased. This is especially an advantage
for small response sizes because the TCP sender at the fixed host needs RTTs before it can fully utilize
the bottleneck link. During this time the link layer protocol has sufficient time to retransmit lost packets
before a new packet arrives.

Figure 10.19 shows the simulation results as a function of the wireless network delay for two different
response sizes. The curves substantiate the interpretation of Figure 10.19(a). In the case of a long response
the performance gain by ReSoA is negligible. This is true independent of the wireless network delay or the
error rate. For short response sizes (e.g. 31856 Bytes) the performance gain increases with increasing wire-
less network delay and error rate. If the wireless network delay is higher the RTT seen by end-to-end TCP
will increase while the RTT seen by TCP will stay constant in the case of ReSoA. Hence the performance
gain by ReSoA increases. Please note that the absolute performance improvement is higher for larger re-
sponse sizes. As can be seen from Figure 10.19(a), ReSoA improves the throughput by up to 50KBytes/s
if the response length is 712416 Bytes, while it improves the throughput by less than 20 KBytes/s for a
31856 Byte response. However, the throughput achieved by both TCP and ReSoA is higher in the former
case, and therefore the ratio of ReSoA to TCP is smaller than in the case of a short response.

Figure 10.20 shows the ratio of ReSoA to TCP in the case of burst errors. As in the previous con-
figurations, the performance gain increases with increasing error rate. The reason for the performance
improvement again is the increased delay of the wireless link due to link layer retransmissions.

Figure 10.21 to Figure 10.23 show simulation results for an identical configuration but with an Internet
bitrate of 22Mb/s instead of 5.5Mb/s. The shapes of these Figures are similar to Figure 10.18 through
Figure 10.20 albeit the achieved throughput is higher for both TCP and ReSoA. Contrary to configurations
with a wireless bitrate of 9600b/s or 384kb/s the performance in this configuration is dominated by the
delays between fixed host and access point, as well as the between access point and wireless end system.
As these delays are independent of the wireless network bitrate, the performance gain is independent from
the Internet bitrate, unless the generation time is in the order of the Internet delay.

Our first simulation set showed that the performance gain by ReSoA in fact depends on the time the
wireless network adds to the total RTT. With increasing delay of the wireless network the performance
gain by ReSoA increases. The RTT share of the wireless network in turn depends on its propagation
delay, bitrate, and error probability and distribution. This is especially true for small response sizes. If the
response size is large enough that also TCP is able to fully utilize the bottleneck link, the performance
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improvement will disappear with increasing response size.

The performance increase for almost all investigated configurations is solely based on ReSoA'’s ability
to utilize the bottleneck link quicker than TCP. We observed spurious retransmissions only if the two state
error model was used with a long mean sojourn time for the bad state.

Thus, we can conclude that an error prone link improves the performance gain by ReSoA. This is true,
even if a reliable link layer protocol is used to hide the losses from the TCP sender. However, the per-
formance gain is not caused by wrong TCP actions (interpreting losses as congestion or spurious retrans-
mission) but by an increased RTT. If local retransmissions are required, TCP’s performance will suffer
because the ACK Clock has a lower frequency and the Slow Start algorithm takes longer to reach net-
work capacity. Since both mechanisms are crucial for the operation of the Internet, ReSoA has an inherent
advantage over end-to-end TCP. The performance gain is additionally increased in the case of spurious
retransmissions. However, spurious retransmissions rarely occur.
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Figure 10.24.: Effects of background traffic on the performance of ReSoA and TCP as a function
of the response size. Wireless network bitrate 11Mb/s, wireless network delay 1ms,
Internet bitrate 2Mb/s, Internet delay 40ms

10.3.2. Results 2: Internet Background Traffic

Figure 10.24 through Figure 10.27 show the effects of Internet background traffic on the performance
of ReSoA and TCP. We present results for two different wireless network configurations and at least two
different background traffic levels. Figure 10.24 and Figure 10.25 show the simulation results for a wireless
network with a bitrate of 11Mbit/s and a delay of 1ms. Figure 10.26 to Figure 10.27 present results for
a wireless network with a bitrate of 384kb/s and a delay of 50ms. For each configuration we show the
simulation results as a function of the response size and wireless network delay.

For a wireless network bitrate of 11Mbit/s the RTT is nearly independent of the time needed to send
a packet on the wireless network. If the delay of the wireless network is also small the RTT will be
dominated by the backbone network. Hence the RTT seen by the TCP sender is nearly identical for end-
to-end TCP and ReSoA. This is illustrated by Figure 10.24(a). Independent of the background traffic
level ReSoA and TCP achieve a comparable throughput. Although the ReSoA curve is slightly better
the confidence intervals are overlapping. Therefore statistically both approaches are identical. However,
the curves have a quite interesting shape that requires further explanation. In the case of small response
sizes the transmission of the response is not disturbed by losses caused by background traffic. This is a
consequence of our background traffic model and the load levels we used. With increasing response size
the total load also increases until the first losses occur at a response size of 94 KBytes. This leads to the
local throughput maximum at 80 KBytes for the low load scenario and at 66 KBytes for the medium load.
As the first losses occur, end-to-end TCP has more difficulty to adapt to the network capacity due to its
slightly larger RTT. Therefore the performance difference between ReSoA and TCP is larger for response
sizes between 97 Kbytes and 195 KBytes. This can be observed for both load levels but is more distinct
for the lower levels. With increasing response size end-to-end TCP is able to adapt to the network state as
well and both approaches achieve a comparable throughput.

Figure 10.25 shows the simulation results as a function of the wireless network delay. As already shown
in section 10.3.1 the performance gain increases with increasing delay. Internet background traffic does
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not change this observation. This is illustrated in Figure 10.25(b) for a response size of 53576 bytes.
The performance gain shown in this figure is an effect of the increased wireless network delay and not
caused by the background traffic, since no packets are lost due to background traffic. If the response size is
increased, packets will be lost in the Internet. In this case the performance gain by ReSoA increases faster
with increasing wireless network delay than for small response sizes. The performance gain by ReSoA is
higher for an increased background traffic load. This is illustrated for a response size of 306976 Bytes in
Figure 10.25(b). Here ReSoA is able to improve the performance significantly because the RTT seen by
end-to-end TCP increases with increasing wireless network delay. Hence end-to-end TCP takes more time
than ReSoA to detect losses and longer to reach the network capacity after a loss has occurred.

If the wireless network bitrate is set to 384kb/s the time needed to transmit a packet will significantly
influence the RTT. Hence, end-to-end TCP takes longer than ReSoA to seize the network and especially
the RTO value is higher for end-to-end TCP. This means that end-to-end TCP takes longer than ReSoA to
detect a loss event. The effects on the performance are illustrated in Figure 10.26 and Figure 10.27.

Figure 10.26(a) shows the throughput of ReSoA and TCP for two load levels as a function of the
response size. Figure 10.26(b) shows the corresponding performance gain by ReSoA. In addition this
figure shows the performance improvement as the background load is increased. In the case of a low
wireless bitrate ReSoA is able to improve the throughput for all response sizes. For low background traffic
the performance gain is more than 10% if the response size is smaller than 100 KBytes and between 5%
and 10% otherwise. The ratio increases if the response size becomes larger than 500 KBytes since no losses
occur for smaller response sizes. ReSo0A is able to achieve the same throughput if the background traffic
load is increased, while TCP’s performance is significantly reduced. In the case of this load level we start
observing retransmissions as soon as the response size reaches 100 KBytes. The performance improvement
by ReSoA is more than 20% for all response sizes, although it decreases with increasing response size. For
a response size of 100 KBytes the performance gain is 40%. For smaller response sizes the performance
gain is determined by the wireless network delay and not by the background traffic. Therefore the gain is
identical for low and medium loads. In the case of a high load ReSoA is able to improve the performance
by around 80%.

Figure 10.27 shows the results as a function of the wireless network delay, whereas a response size of
53576 Bytes is used. The Figure shows that ReSoA is even able to improve the performance if the wireless
network delay is smaller than 50ms.

The results presented in this section are rather qualitative than quantitative because they depend on the
configuration as well as on our background traffic model. It is difficult to show the effects of background
traffic on ReSoA since it is difficult to model the Internet. However, the simulation gives a good qualitative
impression on how the performance gain by ReSoA increases with background traffic. Background traffic
has two effects on the connection under study. First, the RTT and especially its variance increases. Second,
packets might get lost due to queue overflow. The increased RTT effects the throughput of both TCP
and ReSoA because the RTT share of the Internet is increased. Packet losses are more harmful to end-
to-end TCP, especially if the delay of the access network is also high. The RTT and consequently the
retransmission timer value of end-to-end TCP depend on the sum of the wireless network delay and the
Internet delay, whereas for ReSoA both values only depend on the Internet delay. Hence, if packets are
lost, end-to-end TCP takes longer to recover.
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Figure 10.28.: ReSoA vs. TCP in a configuration with background traffic and uniformly dis-
tributed errors

10.3.3. Results 3: Combining the previous two Scenarios

Basically the effects of this scenario can be deduced from the previous discussion. Therefore we limit the
discussion to a single configuration. In order to show the effects of packet loss in the wireless network
in combination with background traffic, we use the same configuration as for Figure 10.24, but set the
packet error rate of the wireless network to 0.2. Figure 10.28 compares the ratio of ReSoA to TCP for

the error free case with the ratio for an error rate of 0.2. The curves of the error free case are taken from
Figure 10.24. Figure 10.28(a) shows the comparison for low background traffic, while Figure 10.28(a) is

based on medium background traffic.

As can be seen from the figures, the performance gain by ReSoA is higher in the case of errors in
the wireless network. However, as long as the transmission of the response does not suffer from packet
drops caused by congestion, the performance gain is identical for both configurations. In section 10.3.1 we
already saw that the link layer protocol is able to hide all losses completely from the TCP sender. If losses
occur within the Internet, the error rate of the wireless network will play a role for end-to-end TCP. Losses
in the wireless network are translated into delay by local retransmissions. Thus, end-to-end TCP sees an
increased RTT. Hence, end-to-end TCP takes longer than ReSoA to detect a loss within the Internet and
to recover from it.

10.3.4. Results 4: Outages on the Wireless Hop

In this section we discuss the simulation results for configurations where we stopped the communication
over the wireless link for a certain time (called outage) at a certain segment number. Since no packets are
lost this scenario in principle corresponds to our two state error model scenario. The differences are that
we set the exact length (in packets) and the start of the outage and that we simulate a single outage per file
transfer.

The simulation results show that the performance gain by ReSoA is nearly independent from the start
point of the outage. Therefore we limit the discussion in this section to configurations where the outage
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Figure 10.29.: ReSoA vs. TCP in the case of outages and a response size of 50680.

starts in the middle of the transmission of the response. In addition we only look at two different response
sizes, namely 50680 Bytes and 709520 Bytes.

Figure 10.29(a) and Figure 10.30(a) show the performance of TCP as a function of the wireless net-
work delay and the outage length for response size 50680 and 709520 respectively. Figure 10.29(b) and
Figure 10.30 show the ratio of ReSoA's throughput to TCP’s throughput.

As expected, the performance of TCP decreases with increasing outage length and increasing wireless
network delay. The ratio increases with increasing wireless network delay (as we already know from sec-
tion 10.3.4) but decreases with increasing outage length. ReSoA is able to improve the performance here
because the outage increases the delay of the wireless network, and TCP suffers from spurious retransmis-
sions with increasing outage length. The performance gain by ReSoA decreases with increasing outage
length since the wireless network is idle during the outage for both approaches.

The performance gain is larger for small response sizes since, in the case of a long response, TCP has
more time to catch-up with ReSoA at the beginning of a connection or after a timeout.

176



10.3. Simulation Results

Internet Delay 40ms, Outage at 20th packet —+— Internet Delay 40ms, Outage at 20th packet —+—
Throughput [Bytes/s] Ratio of ReSoA to TCP N

46000 1.16
44000 ﬁ;‘
42000 11
40000 1.08

1.06
38000 104
36000 1.02
34000 1

250

(a) TCP’s throughput (b) Ratio of ReSoA to TCP

Figure 10.30.: ReSoA vs. TCP in the case of outages and a response size of 709520 bytes.
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10.4. Discussion

Our performance evaluation shows that in almost all cases a reliable link layer protocol is able to hide
the error-prone nature of a radio link from a TCP sender. Spurious retransmissions occur rarely, despite
the fact that packet losses in the wireless network are translated into delays by link layer retransmissions.
In our simulations we could only observe spurious retransmissions if we simulated long error bursts or
long outage periods. The conservative retransmission timer of TCP normally tolerates the delay variations
caused by link layer retransmissions. Therefore the claim that TCP’s performance degradation over wire-
less networks is caused by the reduction of the transmission rate caused by packet losses does not hold. A
reliable link layer protocol is an appropriate solution for TCP over wireless networks. In this respeect our
performance study is in line with current research results recommending the use of a reliable link layer to
remedy TCP’s performance problems over error prone links. However, our performance evaluation clearly
shows that ReSoA is able to outperform the combination of TCP and a reliable link layer. It especially de-
serves mentioning that the performance increase by ReSoA does not depend on certain wireless network
configurations. In fact the performance evaluation showed an increase for almost all investigated config-
urations. The reasons why ReSoA is able to additionally improve the performance gain already achieved
by a reliable link layer are:

1. small protocol headers,
2. the LHP, which determines the performance, can be optimized for the underlying technology, and

3. the communication over the Internet is decoupled from the communication over the wireless net-
work as far as possible without violating socket interface semantics.

Small protocol headers are only an issue for slow access networks. It also needs to be mentioned that the
TCP/IP header may also be reduced to a few bytes by header compression. Therefore the last two reasons
are mainly responsible for ReSoA’s performance improvement.

The measurements presented in Chapter 9 are a good example for the second point. They document
how ReSoA exploits the knowledge of the underlying communication technology. Since, in this case, the
MAC layer already provides an error free channel, ReSoA minimizes the number of messages that are sent
from the wireless end system to the access point. The performance at the 'Good-Position’ is additionally
improved by using the full frame size supported by IEEE 802.11b.

Our simulations show the potential of the third point because here we did not take advantage of an opti-
mized protocol. We used the same link layer protocol for both ReSoA and end-to-end TCP. The simulation
results show that decoupling of networks leads to a significant performance improvement. The analytical
approach in Section 8.5.2 shows that ReSoA's performance gain depends on the response size and the
bandwidth delay product of the wireless network. ReSoA improves the performance even for the error free
case. If ReSoA is used the TCP sender at the fixed host only sees the Internet share of the RTT. Hence
TCP is able to Slow Start faster and full utilization of the bottleneck link is achieved faster than in the end-
to-end case. Generally the performance gain decreases with increasing response size and increases with
increasing bandwidth delay product. The response size at which the performance gain starts to decrease
depends on the bandwidth delay product of the wireless network. If the response size is large enough for
TCP to reach a steady state (enabling TCP to fully utilize the bottleneck link), the end-to-end performance
of TCP approaches that of ReSoA.

Packet losses in the wireless network (causing additional and varying delays due to link layer retrans-
missions) or Internet background traffic additionally increase the performance gain by ReSoA. Although
TCP does not directly interact with the link layer error control, throughput is negatively effected by the
additional delay. Link layer retransmissions increase the RTT seen by the TCP sender in the end-to-end
case but not for ReSoA. This results in two disadvantages for end-to-end TCP. The first disadvantage is
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that TCP’s ACK Clock triggers the transmission of new packets at a reduced rate, causing slow start to
seize the network capacity at a slower rate. The second disadvantage concerns packet losses in the Internet.
For end-to-end TCP duplicate acknowledgments take longer to arrive at the TCP sender. They addition-
ally have to travel across the wireless link. The value of the retransmission timer value in addition to the
increased delay also includes the variation of the RTT across the wireless link. The deployment of ReSoA
leads to a more timely retransmission of lost packets.

The comparison to TCP is only one evaluation aspect. An additional interesting question is how Re-
SoA's performance compares to the other approaches discussed in Section 3.3. This discussion is kept
on a qualitative level for two reasons. First of all, most approaches are compared to TCP without hiding
the error prone link by a reliable link layer protocol. Obviously this leads to a considerably increased per-
formance gain compared to our investigation. The second reason is that a unified performance evaluation
environment does not exist. Hence, a quantitative performance comparison is not possible, even though
all approaches use the same reference. Since the list of alternative solutions is long we selected two dis-
tinguished approaches for the discussion, namely Snoop and I-TCP. Approaches that do not exploit local
error control and are solely based on modifications of TCP are not considered. Although interesting for
specific environments (e.g. small total RTT) they are not suited for a wide range of scenarios (e.g. high
error rates).

Snoop is a link layer approach, albeit a smart one. Its main feature compared to classic link layer pro-
tocols is that Snoop does not use separate protocol messages and headers to implement the link layer
protocol. Instead it uses TCP segments. Although this is optimal regarding protocol overhead, it limits the
design options. For example, it is not possible to implement link layer fragmentation or packet combin-
ing. Snoop has shown good performance results in all performance comparisons (e.g. [20]). However, its
potential is as limited, as that of our reference (TCP plus a separate link layer protocol). In the end, TCP
determines the performance of any link layer approach. Snoop can neither utilize protocols optimized for a
specific technology (e.g. reduction of control packets in the case of a half-duplex channel) nor does it hide
the wireless network RTT share from the TCP sender. We would expect Snoop to offer a higher throughput
than our reference case. However, the fundamental observations are not changed by Snoop with respect to
the performance evaluation presented in this section. Snoop was not chosen as reference because it needs
a TCP-aware protocol booster at the access point.

I-TCP is a split connection approach. It has all performance advantages inherent to split connection
approaches that decouple the communication over wireless network and the Internet.

I-TCP and ReSoA provide the same throughput if both approaches use the same protocol mechanisms
for the communication over the wireless link. In general the performance of approaches based on de-
coupling wireless network and Internet is determined by the protocols used for communication over the
wireless network, and the protocol overhead needed to synchronize the two halves. There might be more
overhead for ReSoA than for I-TCP because ReSoA must synchronize the two socket halves in order to
maintain the semantics of the socket interface.

These findings are based on the metric we chose for our performance evaluation. However, it would be
possible to choose a different metric for the performance evaluation that would favor I-TCP. The metric
is based on a client (application) oriented view of the performance issue. If this were changed to a server
oriented view, an interesting metric would be the time during which resources are allocated to a connection.
Since ReSoA delays the acknowledgment of the last message until all data has reached the wireless end
system, this time would definitely be longer for ReSoA than for I-TCP. This additional time is the price
for preserving the semantics of the socket interface.

The performance evaluation not only indicates that ReSoA should be used for wireless or error-prone
networks. ReSoA is also is a promising candidate for other access networks. For instance, Internet access
via POTS or DSL could benefit from the fact that ReSoA does not suffer from Slow Start on the dedicated
line of a local loop. TCP’s Slow Start mechanism prevents the utilization of the available bandwidth at the
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beginning of a connection. The characteristics of such access networks are similar to the assumptions that
our analysis is based on (e.g. bidirectional links). Therefore a significant performance gain, especially in
the case of small files (e.g. web pages), can be expected. However, this is is beyond the scope of this thesis.
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Chapter 11.

Conclusions

Everything needs to be changed, therewith everything can stay as it is. The Internet has evolved from a few
users network to a must for everyone, being an important economical factor. Although it is still the Internet
with the core protocols as they were designed about two decades ago, many aspects had to be changed to
support the increasing popularity of the Internet. Almost every new application or technology challenges
the principles of the Internet. This is true for multimedia applications requiring quality of service support,

as well as for applications that can operate on top of a best effort network like the World Wide Web.
Although the design of the Internet protocols has been driven by the end-to-end argument, this principle is
weakened in many ways today. The popularity of the World Wide Web increases the load, especially in the
case of important events, on parts of the network or a single server providing the demanded information
so that the Internet as it has been designed would collapse. As remedy proxies are used. If a user requests
a web page from a certain web server, the domain name system query, which is used to translate the server
address to an IP address, might answer the request differently in succeeding queries (e.g. for users at
different geographical locations). Therefore the user never knows from which web server or proxy he is
reading data.

Another example is the integration of NAT boxes into the Internet. A NAT gateway is used to hide
a private network behind a single IP address and to counteract the shortage of IP addresses. For this
purpose the IP addresses of a packet are modified, while the packet passes the NAT gateway. Often the
modification of the IP address alone is not sufficient, as some applications encode their source address
within the payload. Hence, so called application level gateways are used to parse and, if necessary, modify
the payload of a packet.

The introduction of wireless Internet access networks created a new research field. It turned out that
TCP is unable to deal satisfactorily with the error-prone nature of wireless links. The reason lies in TCP’s
basic throttling mechanism. TCP must reduce its transmission rate upon detection of packet losses in
order to protect the Internet from a congestion collapse. Many different researchers have contributed to
this question by either introducing new architectures for wireless Internet access, analyzing the effect
of different error models on TCP performance, or by rethinking conjectures of the very beginning of this
research field. One of these conjectures was that a reliable link layer protocol would adversely interact with
TCP’s error control mechanisms, leading to spurious retransmissions. Although this is true for specific
configurations, it does not hold in general. Today the IETF recommends the use of a reliable link layer
protocol to protect the communication of error prone links.

An alternative remedy for wireless Internet access network problems is the deployment of performance
enhancing proxies. On one hand, proxies break the end-to-end principle of the Internet. On the other hand,
proxies that could not be found in the Internet a couple of years ago are already almost omnipresent, albeit
on higher network layers. Nevertheless the question whether performance enhancing proxies should be
deployed in the Internet is still an open research area. The IETF’s current opinion on this questions is that
PEPs are evil but should be used if they provide a significant improvement.

This thesis contributes to the discussion about the suitability of proxies for Internet access and as a result
advocates the deployment of our performance enhancing proxy ReSoA. Although local error control as
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well as new technologies like OFDM are well suited to solve TCP’s performance problems over wireless
links, we show that ReSoA is able to improve performance beyond local error control.

The idea behind most PEPs is to split the end-to-end transport protocol connection into two halves. A
tailored protocol is used for the communication over the wireless network, while TCP is used for the com-
munication over the Internet. Although the decoupling of access network and Internet (backbone network)
is also the core idea behind ReSoA, we started from the application point of view.

Network applications access the service of the Internet protocol stack through a defined API. The pro-
tocol providing the service is unimportant. The interface is what matters. The interface implementation
may be changed as long as its syntax and semantics are preserved. The BSD socket interface is widely
deployed. ReSoA uses a split implementation of this interface. Socket calls are encapsulated at the end
system and conveyed to the ReSoA-server where they are executed on behalf of the client. We designed
a two-layered protocol stack for the communication between ReSoA-client and ReSoA-server. The upper
layer is responsible for the encapsulation of socket calls, as well as for maintaining the semantics, while
the lower layer is responsible for providing a reliable communication service. The upper layer is technol-
ogy independent, while the lower layer is not. ReSoA only specifies the service it expects from the lower
layer but not the protocol providing this service. The lower layer protocol is not part of the ReSoA specifi-
cation since different technologies might require different protocol mechanisms in order to achieve a good
performance.

For the design of ReSoA we analyzed every socket call thoroughly. In order to show that ReSoA is
equivalent to a local implementation of the socket interface, we tested existing network applications on
top of ReSoA and developed an SDL-specification of ReSoA and the BSD socket interface. This specifi-
cation allowed use to investigate interesting cases like connection termination, independent of a specific
implementation. All performed tests showed that ReSoA can transparently replace the local socket in-
terface implementation. Whatsoever, ReSoA breaks with the fate sharing principle of the Internet. With
ReSo0A, TCP connections survive a crash of the end system until the ReSoA-server detects the crash. Al-
though during this time the ReSoA-server acknowledges incoming TCP segments on behalf of the crashed
client, this does not violate the interface semantics. In the case of a local protocol stack the client could
crash after the local TCP instance has acknowledged data but before the application has consumed this
data. Hence, even in this case transport layer acknowledgments are not sufficient to implement a reliable
end-to-end service. Next, ReSoA does not acknowledge the reception of the last packet until it has deliv-
ered all data to the ReSoA-client successfully. Hence, the remote end system will be informed under any
circumstances if the ReSoA-client crashes. Another problem is that the ReSoA-server can crash, resulting
in a lost state of all TCP connections while the application survives. To combat this problem, redundancy
should be added to the system. This is currently investigated in an ongoing diploma thesis.

The performance evaluation presented in this work is based on measurements as well as simulations.
The measurements have shown that ReSoA is able to improve the performance in a wireless LAN context
substantially. The performance improvement at a good position is increased by more than 20% if the
response size is larger than 5 KBytes. For of a bad position ReSoA can double the throughput for response
sizes larger than 30 Kbytes. It should be mentioned that end-to-end TCP does not suffer from (spurious)
retransmissions under these circumstances.

The systematic performance evaluation has shown that ReSoA is able to improve Internet access per-
formance for different configurations. We will not present quantitative figures about the performance gain
here, as those are very configuration specific. However, qualitative results can be deduced. The simulations
have shown that the performance gain due to ReSoA mainly depends on the latency of the access network.
If the delay of the access network as well as the capacity of the bottleneck link are high, ReSoA improves
the performance substantially. Increased delay or delay variance improve the performance gain achieved
by ReSoA. For instance, although a reliable link layer protocol is able to protect the TCP sender from
the error prone nature of the wireless link, and even if no spurious retransmission occurs, the additional
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delay of the wireless link adversely effects TCP’s performance. This is especially true if packets are lost in
the Internet due to congestion. In this case the RTT estimation of end-to-end TCP includes the additional
delay, and hence end-to-end TCP takes longer to recover from the losses than ReSoA. The performance
improvement achieved by ReSoA is particularly significant for small to medium response sizes. Since
web pages usually belong to this group, ReSoA should be able to improve WWW access performance
significantly.

Since the performance improvement achieved by ReSoA manly depends on the delay of the access
network, we expect that ReSoA is not only suitable for wireless Internet access but also for other access
technologies like telephone lines (POTS) or DSL. For dedicated lines TCP’s Slow Start mechanism is not
needed in the access network.

Besides performance improvement ReSoA has additional appealing features. The end system and the
access network can be operated without IP. Hence, the end-user does not need to worry about TCP/IP
protocol stack configuration (e.g. enable ECN, window scaling, ...). Instead he only uses the LHP of the
current Internet provider. The Internet provider is responsible for providing a fine tuned TCP/IP protocol
stack. Additionally new TCP mechanisms or enhancements may be distributed faster, as they would not
have to be installed on the end system. ReSoA is also able to overcome the IP address shortage without
some of the problems inherent to NAT boxes. With ReSoA the TCP/IP protocol stack is located at the
ReSoA-server. The application at the ReSoA-client uses this protocol stack as if it were local. Hence it
sees the IP address used for communication with the distant host. Therefore this address is used by the
application layer protocol to encode its source address into the payload.

11.1. Outlook

Unfortunately this work cannot cover all aspects that should be included in a proxy based Internet access
architecture. The performance evaluation of ReSoA presented in this thesis has shown that the deploy-
ment of ReSoA is beneficial for many different access network configurations. Therefore we provide an
overview about which aspects should be explored in the near future.

Our work focuses on TCP, since TCP is the dominating protocol of the Internet and offers a more
complex service than UDP. However, UDP support should be added to ReSoA in order to facilitate an
IP-free end system. The integration of UDP into ReSoA is rather an implementation aspect than a design
issue. The most interesting point about the UDP case is that many UDP applications would not benefit
from our fully reliable last hop protocol because they often are delay sensitive. Hence, if UDP support
should be added to ReSoA, it will have to support different classes of LHPs.

Additionally we could distinguish between legacy applications and ReSoA-aware applications. ReSoA-
aware applications could benefit from a modified socket interface which, for instance, could allow the
application to pass QoS information to ReSoA (e.g. select an LHP). Security also is a crucial aspect that
needs to be added to ReSoA. This includes encryption of the last hop protocol connection as well as
authentication and authorization. Redundancy is needed to reduce the probability of an abrupt connection
termination due to a crashed ReSoA-server.

We only looked at wireless communication without considering mobility. Mobility, however, is an im-
portant issue that definitely needs to be supported by ReSoA. Basically there are two possibilities to man-
age mobility. The first possibility would be to locate the ReSoA-server close to the wireless end system
(e.g. at the access point). This would require the transfer of the context associated with each client (e.g.
protocol control block) to the next ReSoA-server if the client moves. One ReSoA-server would only have
to handle a small number of clients. The second possibility would be to locate the ReSoA-server at an
edge router deeper in the network. In this case a single ReSoA-server could manage multiple access points
(cells) and it would not be necessary to transfer client contents. The downside of this variation is the possi-
bility of scalability problems, since such an ReSoA-server would be responsible for a large number of end

183



Chapter 11. Conclusions

systems. In addition, the design of the LHP would become more complex, as it would have to protect the
communication across multiple links instead of a single link. Therefore the integration of mobility support
into ReSoA requires a thorough investigation.

Besides the aforementioned aspects that are crucial for ReSoA to become a real alternative for Internet
access, there are additional interesting aspects to be considered. Currently ReSoA sends an acknowledg-
ment as soon as it has received a TCP segment. Although this is important at the beginning of a new
connection for performance reasons, this could lead to exhaustive buffer allocation at the ReSoA-server
if backbone bitrate and access network bitrate differ too much. In order to optimize buffer allocation at
the ReSoA-server, acknowledgment pacing algorithms should be investigated. If the ReSoA-server is al-
ready buffering several packets for an ReSoA-client, it should gradually start delaying acknowledgments
in order to adapt the sending rate of the fixed host to the bitrate of the access network (without triggering
retransmissions).

Different design goals should also be investigated. Currently ReSoA acknowledges every segment ex-
cept for the last one before they are forwarded to the end system. This is necessary in order to improve
performance. If however performance is not the issue, acknowledgments can be delayed until the client
has acknowledged the reception of the data. This configuration is imaginable if ReSoA is used as a NAT-
replacement. Also ReSoA could be altered to support asynchronous operation. In this case the application
sends a request and then enters power saving mode. The ReSoA-server collects response data on behalf of
the client without immediately forwarding the data to the client (as it is currently the case). At some point
the client wakes up and fetches all data in a single burst.
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Acronyms

API Application Programming Interface
ARP Address Resolution Protocol
ARQ Automatic Repeat Request
BPSK biphase shift keying

DHCP Dynamic Host Configuration Protocol
DNS Domain Name System

ECN Explicit Congestion Notification
ELN Explicit Loss Notification

EP Export Protocol

FEC Forward Error Correction

FTP File Transfer Protocol

GSM Global System for Mobility

IETF Internet Engineering Task Force
IP Internet Protocol

ISM Industrial Scientific and Medical band
LHP Last Hop Protocol

LLP Link Layer Protocol

LSM Local Socket Module

MAC Medium Access Control

MSC Message Sequence Chart

MSR Mobile Support Router

MSS Maximum Segment Size

MTU Maximum Transfer Unit

NAT Network Address Translation
NIS Network Information Service
NS Network Simulator

PDU Protocol Data Unit

PEP Performance Enhancing Proxy
PILC Performance Implications of Link Characteristics
ReSoA Remote Socket Architecture
RPC Remote Procedure Call

RSC Remote Socket Client

RSM Remote Socket Module

RSS Remote Socket Server

RTO Retransmission Timeout

RTT Round Trip Time

SDL System Description Language
SNR Signal to Noise Ratio

SRTT Smoothed Round Trip Time
TCP Transmission Control Protocol
UDP User Datagram Protocol
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Figure B.1.: MSC: Connection establishment using BSD socket
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Figure B.4.: MSC: Connection termination

191



Appendix B. Example MSC

192



Appendix C.

Interface between EP and LHP

C.1. Interface between EP and LHP

Figure C.1 through Figure C.4 show the available service primitives. Besides the classical primitives for
connection management and data communication some special primitives are defined to collect statistics
or to implement an interface flow control. An important property of the interface is that no message may
get lost, since the service user does not implement an own error control. To achieve this, an interface flow
control is needed.

Some requests need a confirmation as indicated in Figure C.1 through Figure C.4. This is described in
more detail below.

The different primitives can be classified into four categories, namely communication endpoint man-
agement, connection-management, data transfer and miscellaneous.

Registration

LHP_REGISTER

The LHP_REGISTERprimitive is used to create a new local communication endpoint by a service user.
This primitive should not trigger any data exchange between the peer hosts. If the primitive succeeds, a
connection identifier is returned using thelP_REGISTER_OWKorimitive. This identifier must be used

for all later requests belonging to this communication endpoint. If the communication endpoint could not
be created, an error reason is returned usind tie_ REGISTER_FAILED With theLHP_REGISTER
primitive the service user must specify which service (e.g. reliable,semi-, unreliable) it requests and which
provider is asked to provide the senic either the service or the provider are unknown, the creation of

the new endpoint fails.

Currently, only a reliable service is supported.

Servige user C§ Servige user QS Servi ce user QS Sen/ige user QS
LHP_REGISTER! LHP_REGISTER! LHP_UNREGISTER LHP_UNREGISTER
\LHP_REGISTER OK \LHP_REGISTER FAILED \LHP_UNREGISTER _OK \LHP_UNREGISTER_FAILED

v y v v v v v v

Figure C.1.: LHP service primitives for registering
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Figure C.2.: LHP service primitives for connection management
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Figure C.3.: LHP service primitives for data exchange
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Figure C.4.: LHP service primitives - miscellaneous
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LHP_UNREGISTER

The LHP_UNREGISTERrimitive is used to release a communication endpoint. If the communication
endpoint is valid, the service provider confirms the request usinghiie UNREGISTER_OHrimitive,
otherwise the service user answers withlthl®> UNREGISTER_FAILEDprimitive.

Connection Management

Connection Establishment

A connection is either actively or passively established. The active end initiates the establishment of a new
connection using theHP_CONNECT_RE@rimitive while the passive end (the ReSoA-server is wait-

ing for incoming connections) of a connection useslthk® PASSIVEprimitive to inform the service
provider that it should accept incoming connection requests.

When an LHP-entity receives a connection request (initial packet of a new connection) and if it
is set to accept incoming connections, it informs its service user about the new connection using the
LHP_CONNECT _INEprimitive. If the LHP was not configured to accept new connections, it must deal
with the request locally, without notifying the service user (e.g. send a reset packet).

After the passive end of an LHP connection has received a connection request from its peer entity, it
must create a new communication endpoint for this new connection. The old communication endpoint
must remain ready to process further incoming connection requests.

The service user (at the passive end) can either accept a new connection using the
LHP_CONNECT_RESprimitive or reject it using thetHP_CONNECT_REgrimitive. In the former
case the LHP sends a connection confirmation to its peer entity. In the latter case it sends a disconnect
indication. The initiator of an LHP connection is informed witiiP_ CONNECT_COMNimitive when
the connection establishment is completed. If the LHP could not fulfill a connect request, it informs its
service user using tHeHP_DISCONNECT _INEprimitive. This can either mean that the peer LHP entity
has rejected the connection (the local LHP has received something like a reset packet) or that the initiating
LHP has received no response at all after a number of retransmissions.

Connection Release

To release a connection, three primitives are available LHi®?_ CLOSE_RE@rimitive is used to initiate
a connection release, while tthélP_DISCONNECT _INDprimitive is used to inform the service user
about the fact that an LHP connection was terminated. Normally only the ReSoA-client should use this
primitive.

The LHP_RESETprimitive should be used by the service user to trigger an abrupt connection release.
Upon this request the LHP should send a reset packet rather than starting a normal connection termination
sequence.

Data Transfer

LHP_DATA_REQUEST

TheLHP_DATA_REQUESIrimitive is used to request the transparent delivery of a LHP_SDU. The SDU
can have an arbitrary length of up to 65600 octets.
The LHP responds to a data request with one of the following primitives

e LHP_DATA_ OKThis response indicates success. A positive result however neither means that the
message was delivered to the peer nor that the request was consumed by the peer service user but

195



Appendix C. Interface between EP and LHP

only that the request was accepted. The service user is not informed if the message was successfully
delivered.

e LHP_XOFFE This response tells the service user that the LHP currently is unable to accept further
requests. However, this is only temporary. The LHP informs the service user if it is able to process
further requests using theHP_ XONorimitive.

LHP_DATA_INDICATION

TheLHP_DATA_INDICATION primitive is used to deliver messages to the service user.

All messages for which the service user on the peer host has requested reliable delivery must be deliv-
ered in the same order as they were sent. It is the task of the LHP to preserve the message boundaries. A
message must not be removed from the receive buffer before it was successfully delivered to the service
user. Thus no messages may be lost at the interface.

TheLHP_DATA_INDICATION primitive is acknowledged with one of the following primitives.

e LHP_DATA_ OK to indicate success.

o LHP_XOFF to signal that the service user is currently unable to accept the message. In this case
the service user will later trigger the service provider to deliver all queued messages.

Miscellaneous
LHP_GET_STATS

With this primitive the service user can request some of the statistics of the underlying communication
system, like the RTT. Such information might be required to set private timers or to learn about the state
of the lIhp. Currently only a single return value is specified, namely the measured RTT of a SDU.

LHP_XON

This service primitive can be used by both the service user and the service provider. It signals that originator
of this signal is ready to accept further data.

LHP_XOFF

This service primitive is used to stop the data exchange via the local interface until new resources become
available.

LHP_FAILURE_IND

If the communication subsystem detects an error situation, it must inform its service users. Triggering
errors are for example that a message could not be delivered to the peer (after a certain number of attempts),
that the keep-alive function signals communication problems, or if the peer resets a connection.

The indication should inform the service user about the error reason and the connection on which the
error occurred. This is especially important to the ReSoA-server if the communication to a single ReSoA-
client is impossible but all other ReSoA-clients are still reachable.

196



Appendix D.
Implementation Details of Simulation Model

D.1. Implementation of the Error Model

As described in section 10.2.4 on page 150, we decided to use two different kinds of error models. To
simulate uniformly distributed errors we used an error model provided by the NS environment. The two
state error model was implemented by ourself, since the NS multi state error model has some bugs as
described by Abouzeid et al. in [3] and the error model contributed by Abouzeid does not permit bit
error rates other than zero and one for the good and the bad state respectively. Aspects of implementing
simulation models for the different approaches are discussed in [58].

Both error models consider a packet erronemous using equation (D.1). In this egUaiamniformly
distributed random variable between zero and gpes the bit error rate andlis the total packet length
in bits. In the case of the two state error moglglis chosen according to the bit error probability of the
current state.

X < (1—(1—pe)') — Packetloss (D.1)

The sojourn time distribution of the two state error model is a parameter of our two state error model.

If not stated otherwise, we used a exponential distributed random variable. The sojourn time mean is
expressed in bytes instead of time. The advantage of this metric is that the parameters of the error model
are independent of the simulated bitrate.

In order to simulate an error-prone link in NS, an error model must be attached to the NS link object.
This operation is independent from the error model as long as the error model implements the correct
interface. However, a common pitfall is that the error model is attached at the wrong place. NS provides
functionality to attach the error either at the head of the object actually simulating the link (bitrate and de-
lay) or after this object. If the first position is chosen, the packets are dropped before the actually consumed
resources. This means that you can deliver 2 Mbit/s over a 2 Mbit/s link, although 50% of the packets are
dropped by the error model. Thus, our simulation uses the second position (see Figure D.2).

To test the uniform error model provided by NS as well as our two state error model, we performed
simulation using a two node scenario. In this scenario one node sends a constant bit rate packet stream
exactly utilizing the available bandwidth to the second node. The link, which connects the two nodes, was
equipped with one of the two error models. We observed the total number of packets injected into the link
and the number of dropped packets. This scenario was repeated for different packet sizes and bitrates. In
all simulations the observed error model behavior corresponds to the expected behavior. Figure D.1 shows
an example plot for uniformly distributed errors and table D.1 summarizes some of the results of the two
state error model.

D.1.1. Integration of our Link Layer Protocol into NS

Figure D.2 shows how the LLP was integrated into NS. Normally protocol implementations in NS are
subclasses of thagent class and are attached to a node. However, in the case of the LLP we decided to
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Simulation Input

TGood

T'Bad

Simulation Output

T'Good T'Bad Prwierr

100 100 [100.0,100.2] [99.9,100.1] [1.00,1.00]
100 1000  [100.0,100.4] [999.6,1003.1] [1.00,1.00]
100 10000  [99.7,101.1] [9948.5,10130.7] [1.00,1.00]
100 100000  [98.3,101.6] [97195.4,101243.2]  [1.00,1.00]
100 1000000 [95.7,115.6] [927812.9,1119092.7] [1.00,1.00]
1000 100 [997.0,1002.1] [99.8,100.5] [0.66,0.67]
1000 1000 [996.6,1003.4] [997.0,1004.6] [0.81,0.82]
1000 10000  [1001.1,1016.3] [9936.2,10073.4] [0.97,0.97]
1000 100000 [974.5,1024.9] [97850.6,101243.2] [1.00,1.00]
1000 1000000 [941.4,1079.4] [882825.2,1021267.4] [1.00,1.00]
10000 100 [9909.0,10078.6] [99.3,100.6] [0.10,0.11]
10000 1000 [9920.6,10083.4] [991.5,1004.2] [0.18,0.18]
10000 10000  [9955.9,10151.8] [9928.4,10118.0] [0.54,0.55]
10000 100000 [9912.3,10532.4] [97887.4,105384.8] [0.91,0.92]
10000 1000000 [9568.6,11267.5] [980477.3,1123484.2] [0.99,0.99]
100000 100 [98542.0,102541.8]  [95.8,100.4] [0.01,0.01]
100000 1000 [97851.1,102541.7]  [955.6,999.1] [0.02,0.02]
100000 10000  [95668.7,101295.2]  [9746.5,10085.1] [0.10,0.10]
100000 100000 [97191.6,105330.6]  [95852.7,103479.1]  [0.49,0.51]
100000 1000000 [90309.5,106860.1] [993399.4,1113562.1] [0.91,0.92]
1000000 100 [968003.9,1059987.0] [92.5,109.5] [0.00,0.00]
1000000 1000  [936402.2,1094342.0] [926.6,1059.8] [0.00,0.00]
1000000 10000 [961300.9,1146307.0] [8896.6,10250.2] [0.01,0.01]
1000000 100000 [984242.7,1094871.0] [90897.6,105108.8]  [0.08,0.10]
1000000 1000000 [982476.3,1146061.5] [893848.1,1024831.2] [0.44,0.49]

Table D.1.: Test of two state error model. The bitrate was 1 Mb/s and the packet size was
1000 Bytes. The bit error probabilities in good and bad state were 0 and 1 respec-
tively. The columnPpacketerrorShows the expected packet loss probability. For the

simulation output we show the 95% confidence interval.
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Figure D.1.: Test of the uniform error model. The bitrate was set to 1 Mb/s and the packet size
was 1000 Bytes. The simulation time was 500 seconds. The plot shows the mean
observed packet error rate and a 95% confidence level.

follow a different approach. In NS the IP level (outgoing) queue is part of the link connecting two nodes.
If we had implemented the link layer protocol as a standard NS agent, the LLP would be a head of the IP
queue.

To overcome this problem, the LLP was integrated into the NS link object. The LLP object is derived
from theConnector class.
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drophead —= drpT
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Link
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Queue|

—| revT = LLP =
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Figure D.2.: LLP integration into NS
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Appendix E.

Output of strace

E.1. Using TCP

socket(PF_INET, SOCK_STREAM, IPPROTO_IP) = 4
connect(4, {sin_family=AF_INET, sin_port=htons(12865), sin_addr=inet_addr("10.12.12.2")}}, 16) =

send(4, "..."..., 256, 0) = 256
select(1024, [4], NULL, NULL, {60, 0}) = 1 (in [4], left {59, 990000}
recv(4, "..."..., 256, 0) = 256

ioctl(1, TCGETS, {B38400 opost isig icanon echo ..}) =
write(1, "TCP STREAM TEST to 10.12.12.2\n", 30) = 30
socket(PF_INET, SOCK_STREAM, IPPROTO_IP) = 5
getsockopt(5, SOL_SOCKET, SO_SNDBUF, [16384], [4]) =
getsockopt(5, SOL_SOCKET, SO_RCVBUF, [87380], [4]) =

send(4, "\0\0\0\n\O\0\0\0\0\0\0\0\0\0\0\0\0\0\O\O\O\O\O\10\O\ONO™..., 256, 0) = 256

select(1024, [4], NULL, NULL, {60, 0}) = 1 (in [4], left {60, 0O})

recv(4, "\0\0\O\W\O\0\O\O\O\1UT\O\1UT\0O\0\O\O\O\O\O\O\O\O\O\O\D™..., 256, 0) = 256

connect(5, {sin_family=AF_INET, sin_port=htons(32820), sin_addr=inet_addr("10.12.12.2")}}, 16) =
gettimeofday({1053693857, 467237}, {4294967176, 0}) =

send(5, "\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\O\O\O\0\0\0\D™..., 4000, 0)
send(5, "\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\O\O\O\O\0\0\D™..., 4000, 0)
send(5, "\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\O\O\O\O\0\0\D™..., 4000, 0)
shutdown(5, 1 /* send */) =0

recv(5, ", 4000, 0) =0
gettimeofday({1053693857, 484676}, {4294967176 0} =

close(5) =0

select(1024, [4], NULL, NULL, {60, 0}) = 1 (in [4], left {59, 980000}
recv(4, "\W\0\0\0\0\0\0\0@\307p\0\0\0\0\0\0\0\0\t<\21153\0\0\0\0"..., 256, 0) = 256

4000
4000
4000

write(1, "Recv  Send Send ".., 138) = 138
write(1, "bytes bytes bytes secs. ", 49) = 49
write(1, " 87380 16384 4000 0.02 ".., 44) =
shutdown(4, 1 /* send */) =0

select(1024, [4], NULL, NULL, {60, 0}) = 1 (in [4], left {60, O})
recv(4, "™, 256, 0) =0
_exit(0) =?

E.2. Using ReSoA

socket(Ox1b /* PF_??? */, SOCK_STREAM, 0) =

connect(4, {sin_family=AF_INET, sin_port=htons(12865), sin_addr=inet_addr("10.12.12.2")}}, 16) =
send(4, "\0\0\0\2\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\O\O\O\O\0\OND™..., 256, 0) = 256

select(1024, [4], NULL, NULL, {60, 0}) = 1 (in [4], left {59, 990000}

recv(4, "\0\0\0\3\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\O\O\O\O\0\O\O\D"..., 256, 0) = 256

ioctl(1, TCGETS, {B38400 opost isig icanon echo ..}) =
write(1, "TCP STREAM TEST to 10.12.12.2\n", 30) = 30
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socket(Ox1b /* PF_??? *, SOCK_STREAM, 0) = 5
getsockopt(5, SOL_SOCKET, SO_SNDBUF, [65535], [4])
getsockopt(5, SOL_SOCKET, SO_RCVBUF, [65535], [4])

0
0

send(4, "\0\0\0\n\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\O\O\O\10\O\ONO™..., 256, 0) = 256

select(1024, [4], NULL, NULL, {60, 0}) = 1 (in [4], left {60, 0O})

recv(4, "\0\0\O\W\O\0\O\O\O\1UT\0\1UT\0\0\O\O\O\O\O\O\O\O\O\O\D"..., 256, 0) = 256

connect(5, {sin_family=AF_INET, sin_port=htons(32821), sin_addr=inet_addr("10.12.12.2")}}, 16) = 0
gettimeofday({1053693877, 878024}, {4294967176, 0}) = O

send(5, "\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\O\O\O\0\0\0\D™..., 4000, 0)
send(5, "\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\O\O\O\O\0\0N\D™ ..., 4000, 0)
send(5, "\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\O\O\O\0\0\0\D™..., 4000, 0)
shutdown(5, 1 /* send */) =0

recv(5, "™, 4000, 0) =0
gettimeofday({1053693877, 894823}, {4294967176, 0}) = O

close(5) =0

select(1024, [4], NULL, NULL, {60, 0}) = 1 (in [4], left {59, 990000}
recv(4, "\W\0\0\0\0\0\0\0@\307p\0\0\0\0\0\0\0\0\t<\204}=\0\0\0\0"..., 256, 0) = 256

4000
4000
4000

write(1, "Recv Send Send ".., 138) = 138
write(1, "bytes bytes bytes secs. ".., 49) = 49
write(1, " 87380 65535 4000 0.02 ".., 44) = 44
shutdown(4, 1 /* send */) =0

select(1024, [4], NULL, NULL, {60, 0}) = 1_ (in [4], left {60, 0})
recv(4, ", 256, 0) =0
_exit(0) =?
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