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Zusammenfassung

Angesichts der heutzutage allgegenwirtigen Uberwachung erscheinen Datenschutzbestrebungen hiufig
wie ein aussichtsloses Unterfangen. Um die Komplexitdt des Problems zu veranschaulichen und zur
Erschliefung realistischer Losungswege beizutragen, befasst sich diese kumulative Dissertation mit
Bedrohungen fiir unsere Privatsphére, die von mobilen Apps, Web-Tracking und eingebetteten Sensoren
ausgehen. Nachdem ein einleitendes Kapitel die Motivation fiir meine Forschung darlegt und theoretische
Hintergriinde beleuchtet, besteht die vorliegende Arbeit aus vier Teilen:

Teil I untersucht die Auswirkungen, die Sensoren in Alltagsgerdten auf unsere Privatsphére haben.
Zunichst geben drei Studien — in der Literatur erstmals in diesem Umfang — einen Uberblick iiber
die Vielfalt an personlichen Informationen, die sich aus Eye-Tracking-Daten, Sprachaufnahmen und
aus den Daten von Beschleunigungssensoren ableiten lassen. Anschlieend untersucht eine Studie die
Wahrnehmungen von Nutzer/-innen beziiglich der Moglichkeiten moderner Sprach- und Stimmanalyse.
Das nachfolgende Kapitel befasst sich mit der Durchfiihrbarkeit und Nachweisbarkeit von Smartphone-
basierten Lauschangriffen, wobei Beschleunigungssensoren als moglicher Abhérkanal beleuchtet werden.
Zuletzt prasentiert ein Kapitel Kategorien von persénlichen Informationen, die sich aus Videospiel-Daten
(inkl. Sensordaten aus Gaming-Equipment) ableiten lassen.

Teil IT konzentriert sich auf die Datenpraktiken mobiler Apps. Es wird eine vierjahrige Undercover-
Studie vorgestellt, bei der gepriift wurde, inwiefern App-Anbieter die in der EU vorgeschriebenen
Transparenzpflichten einhalten. Obwohl das Gesetz Verbraucher/-innen das Recht auf Auskunft iiber
ihre personenbezogenen Daten einrdumt, zeigt die Studie, dass die Ausiibung dieses Rechts in der Praxis
mit erheblichen Hindernissen verbunden ist.

Teil III stellt zwei neue Ansétze vor, um Web-Tracking aufzudecken und erfahrbar zu machen. Zunéchst
wird ein Browser-Plugin présentiert, das Browsersitzungen aufzeichnet, um Trainingsdaten fiir die
automatische Erkennung von Web-Tracking zu sammeln. Kiinstliche Daten, die tiblicherweise fiir
diesen Zweck verwendet werden, haben diverse Nachteile, die durch die Verwendung realer Daten
iiberwunden werden kénnen. Anschlieend erkundet ein Kapitel, wie Web-Tracking ,sonifiziert®, d.h.
fiir Nutzer/-innen durch Klédnge und Melodien hérbar gemacht, werden kann. Zuletzt werden in
Bezugnahme auf Teil I Vorschldge gemacht, wie das Spektrum der persénlichen Informationen, die
sich aus verschiedenen Arten von Sensordaten ableiten lassen, ebenfalls digial registriert und interaktiv
erfahrbar gemacht werden kénnte.

Teil TV wirft einen kritischen Blick auf das Prinzip, dass Individuen per Einwilligung iiber die
Verwendung ihrer personlichen Daten entscheiden sollen (,privacy self-management“). Basierend
auf einer ganzheitlichen Untersuchung der Nachteile dieses Ansatzes wird argumentiert, dass die
Selbstverwaltung personlicher Daten in der Praxis nicht funktioniert und somit eine erhebliche Liicke
im Datenschutzrecht darstellt.

Diese Dissertation unterstreicht die Notwendigkeit, neue Wege zu finden, um mit den exzessiven
und obskuren Formen der Uberwachung in unserer heutigen Gesellschaft umzugehen. Sie trigt
zur wissenschaftlichen Literatur iiber mogliche Bedrohungen der Privatsphére im Bereich der
Verbraucherelektronik bei und zeigt das Versagen der aktuellen Gesetze zum Schutz unserer Privatsphére
auf. Die Dissertation schlieft mit einer Diskussion von iibergreifenden Themen. Zwar wird die
Gefahrlichkeit und Komplexitdt der untersuchten Eingriffe in unsere Privatsphére hervorgehoben,
doch wird eine allgemeine privacy-is-dead-Haltung entschieden zuriickgewiesen. Vor dem Hintergrund
der Forschungsergebnisse werden Politikempfehlungen und Ideen fiir zukiinftige Forschung présentiert.






Abstract

In the face of ubiquitous surveillance and people’s loss of control over their personal data, informational
privacy is widely perceived as irretrievably “dead”. Illustrating the complexity of the problem and
contributing to the search for realistic solutions, this cumulative dissertation deals with privacy threats
posed by mobile apps, web tracking, and embedded sensors. The dissertation starts with an introductory
chapter that establishes the motivation and introduces the theoretical background, followed by four
parts:

Part T focuses on privacy threats posed by sensors embedded into consumer devices. First, three studies
provide an overview of the rich variety of personal information that can be inferred from eye-tracking
data, accelerometer data, and voice recordings. Second, a study on users’ perceptions about the
privacy impacts of voice and speech analysis is presented. Third, the feasibility and detectability of
smartphone-based eavesdropping is investigated, addressing accelerometers as a possible eavesdropping
channel. Fourth, the privacy-invading potential of video games and their associated sensor-equipped
hardware is explored.

Part IT focuses on data practices of mobile apps. An undercover investigation is presented, probing
whether app vendors comply with transparency obligations prescribed by EU’s General Data Protection
Regulation. While the law grants consumers the right to access the personal data that companies hold
about them, the study reveals severe obstacles to exercising this right in practice.

Part III presents two novel approaches for the detection and exposure of hidden web tracking. First,
a browser extension is proposed that records internet browsing sessions to obtain training data for
automated web-tracking detection. Artificial data, which is commonly used for this purpose, has severe
drawbacks that can be overcome by using real-world browsing data. Second, methods are explored
to “sonify” web-tracking activity, i.e., make it audible to internet users through indicative sounds and
melodies. Furthermore, in reference to topics covered in Part I, suggestions are provided as to how the
range of personal information that can be inferred from different types of sensor data could be recorded
in a digital database in order to be presented in an interactive and updatable form.

Part IV sheds a critical light on the legal principle that people individually manage their privacy via
notice and choice (“privacy self-management”), drawing on findings from the previous parts and related
literature. Based on a holistic examination of its limitations, it is argued that privacy self-management
does not function in practice, amounting to a major loophole in privacy law.

This dissertation emphasizes the need for new ways of dealing with the excessive and obscure forms of
surveillance prevalent in modern life. It adds to the academic debate and scientific literature about
possible privacy threats emerging from consumer electronics as well as to exposing the failure of
current laws to protect our privacy. The dissertation concludes with a discussion of overarching themes.
While emphasizing the seriousness and complexity of the privacy threats under investigation, a general
privacy-is-dead attitude is firmly rejected. In light of the findings, policy recommendations and possible
avenues for future research are presented.
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Introduction

1.1 Motivation: Privacy in Crisis

We live in a time where people have largely lost control over their personal data [1]. In the face
of an increasingly diverse and complex universe of data collection and processing technologies,
it has become virtually impossible for individuals to keep track of, let alone manage, the
information that public and private sector organizations hold about them and what exactly
the information is used for [2, 3]. Not only the amount of collected data, but also its accuracy
and degree of intimate detail is steadily increasing, with modern methods of tracking and
sensing reaching deep into all areas of private life [4, 5, 6].

In this world of ubiquitous surveillance, many people have adopted a fatalistic or even
completely resigned attitude over the last decades [7, 8|, regarding informational privacy as a
“lost cause” [9, 10] or “completely and utterly dead” [11]. Commentators have long proclaimed
the “end of privacy” [10, 12, 13], seeing us as already living in a “post-privacy” era [14, 15].
On the other hand, many researchers, activists, and politicians are still convinced of the
importance of privacy protection and continue to lobby for more control over personal data [16,
17, 18, 19].

It is indisputable that there are major problems with the ways personal data is handled
today, which include not only cybercrime issues [20] and excessive government surveillance [21]
but also companies’ questionable data practices [19], a profound lack of transparency in data
processing [22], legal loopholes [23], and the ineffective enforcement of data protection laws [24].
Admittedly, a sudden improvement of the situation does not seem likely. While facing this
reality can make a pessimistic outlook seem justified, an all-out privacy-is-dead attitude can
be dangerous and misleading in its generality. As will be argued in this thesis, there are indeed
many big issues that cannot be solved or reversed, but also various possible options of tackling
the privacy crisis and improving our situation. Clearly, democratic societies should use their
regulatory power to bring technology and business practices in line with their core values, and

not the other way around.
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Helping to provide a scientific basis for shaping the digital transformation in a respon-
sible manner, including identifying necessary framework conditions to uphold social self-
determination, is the declared mission of the Weizenbaum Institute for the Networked Society,'
where the research for this thesis was conducted.

Much of what is currently happening in the data economy is not widely desired among the
general population. Behavioral targeting, for example, wherein search engines and websites
serve ads based on people’s online behavior (e.g., time spent on web pages, links clicked on,
searches made) is commonplace in the modern internet albeit widely opposed among its users.
Already in 2012, when behavioral targeting capabilities were less developed than today, over
two-thirds of the participants of a Pew Research Center survey expressed their disapproval
of behavioral targeting [27]. In a more recent survey focusing on Facebook’s data practices,
about half of the participants said that they are not comfortable when shown how the platform
categorizes them [28]. When it comes to personal data, another questionable field of application
is credit scoring — a system that, in its current way of functioning, “unfairly penalizes the poor
and dramatically limits fair access to financial products at equitable prices” [29]. A survey
from 2019 revealed that the vast majority of Americans (81%) feel “that the potential risks
they face because of data collection by companies outweigh the benefits” [1].

Despite their justified concerns, people regularly consent to such data practices, e.g., by
accepting companies’ privacy policies. Under current circumstances, individual declarations of
consent to data processing should not be confused with genuine approval. As we will explore
in-depth in this thesis, people’s privacy choices are typically irrational and/or involuntary
due to corporate tricks, human limitations, and the complexities of modern data processing.
One of the more obvious problems is: Given their time constraints and lack of expertise, it is
unrealistic to expect ordinary consumers to understand, or even read, the privacy policies of
all the companies they interact with in everyday life [2, 30]. And, as we will see, there are
many more problems.

In the light of these problems, the question arises whether the legal principle of notice and
choice (also referred to as “privacy self-management” [31]), which has dominated privacy law
in Western countries for decades [32], really is a suitable approach to regulate personal data
processing in the best interest of society. At the end of this thesis, we will arrive at a clear
and well-founded response to this question.

Along the way, we will explore various technical and social aspects of modern data collection
and processing. As detailed in the below outline (Chapter 1.3), this thesis focuses on privacy
threats posed by mobile apps, web tracking, and sensors embedded into consumer devices. For
obvious reasons given the expanse of these subjects, not all aspects of relevance can be covered
in this thesis. However, the selected studies presented in this cumulative dissertation, which
are all results of research collaborations, will exemplify and provide a deeper understanding
of the actors, methods, and staggering complexities involved in privacy threats of the 21st

century.

!The Weizenbaum Institute for the Networked Society, also referred to as The German Internet Institute,
conducts interdisciplinary and basic research into the transformation of society through digitalization [25, 26].
It is a joint project of six universities and research institutions in and around Berlin, funded by the German
Federal Ministry of Education and Research (BMBF). The project is named after the late computer scientist
and social critic Joseph Weizenbaum.
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Based on these insights, I will highlight the futility of some proposed “solutions” to the
privacy crisis while pointing out aspects that will be crucial for bringing about actual change
and lifting us out of this crisis. In addition, as this thesis comprises a total of 10 research
papers, numerous domain-specific research questions — all related to privacy issues with modern
consumer electronics — will be addressed in the individual papers, as outlined in Chapter 1.3
and further explained in the corresponding thesis chapters.

While multiple empirical contributions are also made, some chapters of this thesis are of
consolidating nature, answering research questions and providing classifications and analyses
based on published patents and previous literature. These chapters, in my view, are at least
of equal societal relevance and scientific value as the empirical findings presented. They,
too, contribute to filling significant gaps identified in the literature — bringing much-needed
structure, synthesis, and overview to areas where primary research is abundant but secondary
research is still lacking. References to all of the papers contained in this thesis can be found in
the above List of Included Papers (p. xxi).

As a particularly interesting example of the complex privacy threats that have been
emerging and intensifying in recent years, this thesis places a special focus on the subject of

so-called sensor-based inference attacks, which will be introduced in the following subchapter.

1.1.1 Privacy Threats Posed by Ubiquitous Sensors

Ever since the advent of smartphones, a variety of embedded sensors is constantly surrounding
us — whether we are at work, in transit, or even within our own four walls. With visions
of “smart homes”, “smart cities”, “connected healthcare”, and all sorts of new consumer
electronics, the emerging Internet of Things (IoT) is predicted to further increase the number
of sensors in our everyday environment by several orders of magnitude [33, 34].

New services and business models are enabled through the increasing pervasiveness and
interconnection of sensing devices which promise to bring transformational improvements in
many areas including health, safety, security, convenience, productivity, and sustainability.
At the same time, with smart technologies reaching ever deeper into people’s lives, there is
growing concern about potential privacy violations [35, 36, 37]. Through sensors in mobile and
IoT devices, the extensive spying and internet surveillance practiced by companies, criminals,
and governmental agencies could be further expanded into the physical world.

Despite the general awareness of electronic surveillance, there seems to be limited
understanding of the privacy implications of specific devices and sensor types. While
microphones, cameras, and GPS, for instance, are commonly perceived as privacy-sensitive [38,
39] and require the user’s explicit permission to be activated in current mobile operating
systems [40], many inconspicuous sensors such as accelerometers, barometers, and gyroscopes
are less well-understood in terms of their potential sensitivity, and also often less protected [41].

Various seemingly harmless sensors embedded in smartphones, tablets, smartwatches, smart
home appliances, and other consumer electronics can be accessed by a wide range of possibly
untrusted parties, including device manufacturers [42, 43] and service providers, such as [44]
mobile app vendors [40] and even operators of visited websites [45], often without any clear
notification to the user. With the help of advanced analysis methods, data from seemingly

innocuous sensors can be exploited to infer highly sensitive information about the people
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in their vicinity [4, 46, 47]. The analysis of data to illegitimately extract knowledge about
a person is referred to as an “inference attack” [48]. For example, accelerometer data from
smartphones and wrist-worn wearables alone may be sufficient to obtain information about a
device holder’s location [46], physical activities [49], body features [50], gender [51], age [52],
and emotional state [53].

With respect to the informational richness of sensor data and the increasing capabilities of
inferential analytics, scholars and privacy professionals have argued that all IoT sensor data
should be treated as personal data [54] and that “all our data will be health data one day” [55].
Blanke [56, p. 81] even states that “Inferences drawn from personal data have arguably become
more dangerous to individual privacy than the vast collection and storage of the data itself.”
In the same vein, the Article 29 Working Party (Art. 29 WP)? [57, p. 47] wrote: “More often
than not, it is not the information collected in itself that is sensitive, but rather, the inferences
that are drawn from it and the way in which those inferences are drawn, that could give cause
for concern.”

Even sensors that are already widely regarded as privacy-intrusive, such as microphones,
can capture and reveal much more information than commonly believed. Apart from the
linguistic contents of speech, a speaker’s voice and speech characteristics in a voice recording
can implicitly contain information about their biometric identity [58], emotions [59], mental
and physical health [60, 61], age [62], gender [63], geographical origin [64], and personality [65]
— and may thereby potentially reveal much more information than a speaker wishes and expects
to communicate.

Proper privacy impact assessments and the selection of appropriate legal and technical
protection measures require a fundamental grasp of the true richness and sensitivity of collected
data. The need for such transparency in the age of ubiquitous computing becomes particularly
evident in view of the many ways in which sensor data from consumer electronics can be
misused. Examples include the secret tracking of media consumption habits, geo-location, and
daily activities for purposes such as target advertising, adjusting health insurance premiums,
or identifying less profitable customers to exclude them from certain services [19, 66, 67, 68].

Therefore, it is important to investigate whether the widely assumed innocuousness of
certain types of sensor data matches reality. Although privacy violations through unexpected
inferences can also occur in many other areas (e.g., social media data, public health data,
census data, tax records), the focus of my research in this area lies specifically on sensor data

from consumer electronics.

1.2 Theoretical Background

This thesis comprises ten research papers (see List of Included Papers, p. xxi). Information
on the background, motivation, research questions, and related work are provided within the
respective papers and corresponding introductory chapters. Additionally, to place the research

topics and contributions in a larger context that goes beyond the individual studies, this

2The Art. 29 WP was an independent EU advisory body made up of the European Data Protection
Supervisor and representatives from the European Commission and the data protection authorities of all EU
member states, established according to Art. 29 of the Data Protection Directive 95/46/EC. In 2018, with the
EU’s General Data Protection Regulation (GDPR) coming into effect, the Art. 29 WP was replaced by the
European Data Protection Board (EDPB).
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subchapter provides an introduction to the history (Ch. 1.2.1), central theme (Ch. 1.2.2), and
different strands (Ch. 1.2.3) of privacy discourse.

1.2.1 A Brief History of Privacy Discourse

Certain human habits with potential relation to privacy preferences date back to prehistoic
times (e.g., covering nakedness [69]). Legal and theoretical precursors of today’s privacy laws
and discourse have partially existed for several centuries (e.g., medical secret, seal of confession,
bank secrecy, official secrecy, postal secrecy) [70].

Intellectual discussions on the subject of data privacy emerged at the end of the 19th century
against the backdrop of new technical and social developments at the time (instantaneous
photography, telegraphy, tabloid press). For example, in 1890 the U.S. lawyers Samuel Warren
and Louis Brandeis [71] published a highly influential article suggesting that traditional
mechanisms for protecting one’s privacy were no longer sufficient. Until then, most forms
of data collection had required some form of active participation of the data subject, such
as sitting still in front of a camera due to long exposure times [72]. In view of the changing
socio-technical environment, Warren and Brandeis derived the necessity of a “right to privacy”,
which they understand as an “instance of the enforcement of the more general right of the
individual to be let alone” [71, p. 205]. In their view, the law should afford people the right to
determine “to what extent [their] thoughts, sentiments, and emotions shall be communicated
to others” [71, p. 198], unless this individual choice is overridden by societal interests (e.g., law
enforcement, public administration, determining political candidates’ fitness for office). While
receiving broad attention, their assessment and demands did not directly lead to a change in
U.S. law.

The beginning of modern privacy debate and research is dated to the mid-1960s to early
1970s [70, 73], shortly after the onset of the Computer Age. Early discussions were fuelled
by a 1965 proposal of the U.S. government to set up a National Data Center to collect and
store data on all citizens for administrative purposes [74], which was widely perceived as a
threat to individual privacy and raised concerns about potential data misuses [75]. In the
U.S. Senate and House of Representatives, several hearings on the topic of privacy were held in
the 1960s in response to the development and commercialization of computers and automated
data processing, stimulating both public and scientific discourse [70, 76].

One of the most influential theorists of this time was Alan F. Westin, whose understanding
of privacy resembles the aforementioned view of Warren and Brandeis. In his 1967 book
“Privacy and Freedom”, Westin writes: “Privacy is the claim of individuals, groups, or
institutions to determine for themselves when, how, and to what extent information about
them is communicated to others” [77, p. 7]. As will become apparent in the following, this
conception is still influential today but can — especially in the context of today’s technologized
societies — be criticized as unrealizable, at least not in the form of truly informed privacy
decisions (cf. Chapter 9).

Among the first popular books on how technology is used to undermine individual privacy
is Vance Packard’s 1964 “The Naked Society” [78]. As main causes for new privacy threats,
Packard not only points to technical progress in the fields of data collection and processing,

but also to existing efforts of forcing order upon an increasingly complex society, to the erosion
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of civil liberties due to surveillance and persecution during the Cold War, and to companies’
rising tendency to collect personal data for marketing purposes. In the same year, Myron
Brenton published “The Privacy Invaders” [79], in which he warns against excessive forms of
data collection and projects that privacy interests of individuals will increasingly be overridden
by the interests of powerful data-hungry organizations.

In Europe, too, debates about privacy and the legal regulation of technical data collection
systems began around this time and led, among other outcomes, to the adoption of the world’s
first data protection law in Hesse in 1970 [80] and to the adoption of the German Federal Data
Protection Act (BDSG 1977) [81]. The BDSG 1977 afforded data subjects the right to request
information on data stored about them, to have incorrect data corrected, and to block the use
of or even erase personal data under certain conditions [81].

In the U.S. in 1973, guidelines for privacy protection in automated data systems were
proposed by the government advisors Ware et al. [82]. These guidelines, also known as the
Fair Information Practices (FIPs), include (1) that no personal data record-keeping system
should be secret, (2) that data subjects should be able to find out what data is stored about
them and how it is used, (3) that data subjects must be able to prevent their data from being
used for undesired secondary purposes, (4) that there must be a way to correct faulty data
records about themselves, and (5) that data controllers must assure that collected data is
reliable for their intended purposes and take precautions to prevent data misuse [82].

The FIPs formed the basis for the U.S. Privacy Act [83], which was passed in 1974,
imposing new rules on the collection, storage, use, and dissemination of personally identifiable
information [84]. However, the law only applies to federal agencies — not to state governments
or the private sector [85]. Initiatives to extend the law’s scope to include the private sector did
not succeed, as a landmark study conducted by the U.S. Privacy Protection Study Commission
(PPSC) concluded that competition and self-regulation would be more effective means in the
private sector than a law and a regulatory agency on the federal level [86].

While the purpose of German data protection law was initially to protect personal data
from data processing not legitimized by law, the Federal Constitutional Court determined in
its 1983 Census Act ( “Volkszdhlungsurteil”) [87, 88] that if data processing goes against the
will of data subjects, in can violate their fundamental rights even if technically legal. In its
ruling, the court derived a “right to informational self-determination” from the general right of
personality, which is regarded as a groundbreaking decision in the evolution of privacy law [89].

Privacy concerns intensified over time with further development of new technologies for
data collection and processing and new data-based applications and business models. In
his 1987 article “Reviewing Privacy in an Information Society”, Spiros Simitis noted that
surveillance and excessive data collection about private individuals had become pervasive in
everyday life [90]. In 1988, Priscilla M. Regan [91] argued that new technical developments
— namely, the increasing quantity of stored data, qualitative changes in information processing
due to computerization, the widespread introduction of personal computers, new methods of
searching and matching data about individuals, and the increasing networking of systems —
meant that existing approaches for protecting personal data had become insufficient.

With regard to the advancing possibilities of automated data processing, Oscar H. Gandy

in the early 1990s introduced the term “panoptic sort”, which refers to complex technologies
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that process data from people’s “daily lives as citizens, employees, and consumers (...) to
coordinate and control their access to the goods and services that define life in the modern
capitalist economy” [92, p. 29] and to sort “individuals and groups (...) according to their
presumed economic or political value” [92, p. 15f.].

To this day, despite various new privacy threats posed by economic and technological
change, there is no singular law in the U.S. that covers all aspects of personal data processing
across the public and private sector on the federal level [93], whereas European countries
have pursued national and supranational forms of data protection regulation. The EU’s Data
Protection Directive (Directive 95/46/EC'), which was enacted in 1995 and has since been
superseded (as will be described below), prescribed minimum standards for data protection
that were implemented through national laws in all EU member states. The directive generally
prohibited the processing of personal data, unless one of several conditions was met, such as
the data subject giving consent or the processing being necessary for the performance of a
contract. The interested reader will find in the literature detailed accounts of the development
history of privacy law in the U.S. (e.g., Solove 2006 [94]) and in Europe (e.g., Fuster [95],
Wuermeling 1995 [96]) — as well as comparisons and analyses of their complex interrelation
(e.g., Rustad and Koenig 2019 [97]). For information on the evolution of privacy law in other
parts of the world, see, for example, Gellman 2021 [32], Dowling 2009 [98], and Botha et al.
2017 [99].

The terrorist attacks at the break of the new millennium (2001 in New York, 2004 in Madrid,
and 2005 in London) evoked a public debate about security versus freedom, and led to the
introduction of new surveillance tools and laws (e.g., data retention, new forms of computer and
network surveillance, state-operated spyware) [70]. Another event that significantly impacted
the international privacy discourse occurred in 2013, when Edward Snowden, an employee and
subcontractor of the National Security Agency (NSA), disclosed highly classified information
about numerous global surveillance programs to the public, including cooperations between the
NSA, the Five Eyes Intelligence Alliance, various telecommunication companies, and European
governments [21]. Among other effects, these revelations reignited public debate on the topic
of individual privacy [100]. However, on the political level the debate did not lead to a notable
restriction of mass surveillance practices, but rather to their justification and legalization [70,
101].

In the private sector, too, data collection further expanded in the 21st century, driven by
various business and technology trends, including social media, behavioral ad targeting, “big
data”, the adoption of smartphones and mobile apps, wearables, smart home applications, and
other connected devices [6, 102, 103, 104].

The EU’s General Data Protection Regulation (GDPR), with the aim of harmonizing and
modernizing European data protection law [105], was adopted in April 2016 and came into
effect on May 25, 2018. In contrast to the preceding Directive 95/46/EC, the GDPR applies
directly EU-wide without the need for member states to transpose it into national law first.
While the GDPR, includes various new provisions and new responsibilities for data controllers
(e.g., data portability, prompt notification of data breaches, appointment of data protection
officers, increased fines) and is widely regarded as an important “legislative milestone” [106],

“game changer” [107, 108, 109] or even “Copernican revolution” [110] in privacy law, on closer
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examination it does not offer groundbreaking new approaches to privacy preservation [70,
p. 206]. “Every day, people are confronted with misleading consent requests, uncontrolled
tracking and surveillance in online advertising, and large tech firms’ uncanny knowledge of
their intimate lives. The GDPR has had little impact“, observes Johnny Ryan, the Chief
Policy & Industry Relations Officer of Brave Software, in a 2020 report [111]. In a similar
vein, Jockum Hilden writes in his doctoral dissertation on “The Politics of Datafication” [112,
p. 190]:

Scholars (...) have shown how the media advertising system has evolved from a
fairly simple two-sided market comprising audiences and advertisers into a complex
web of middlemen. Nothing in the GDPR inherently challenges this model of online
surveillance, but it does create an added strain for the consumer-facing entry to
obtain verifiable consent to online targeting. For this reason, the industry’s largest
players with the most targeting power in the form of consumer-facing platforms
are at an advantage because they can target their users directly through multiple

avenues of communication.

Some of the key reasons why data protection laws around the world, including the GDPR, fail
to meaningfully address and combat the problems modern societies have with personal data
processing will be examined in Chapter 9. In the face of increasingly invasive forms of data
collection and surveillance in everyday life and the absence of adequate countermeasures, many
people have developed a resigned attitude towards privacy on the level of their individual

decisions [7, 8, 113]. However, as Solove [114, p. 23f.] aptly writes:

[T]he fact that people share personal data doesn’t mean that they don’t care about
privacy. In today’s Information Age, if people really wanted to keep all their
information concealed, they’d have to live in a shack in the woods. The fact that
people share data in an age where it s nearly impossible not to do so has little

bearing on the value of privacy.

When asked about their preferences and concerns, most people do care about privacy protection
and would prefer to be free from excessive surveillance [1, 115]. It remains an open question
how this can be achieved in a meaningful manner. In politics and research, the quest for

sensible answers to the on-going privacy crisis continues.

1.2.2 The Subject of Debate

An issue that privacy research has dealt with extensively is the fundamental question: What is
(and what is not) “privacy”? As this dissertation focuses on data collection and processing
technologies, it primarily addresses topics related to information privacy or data privacy, as

opposed to other privacy concepts, such as spatial privacy or decisional privacy.® But even

3With reference to Anita Allen’s work [116], Koops et al. [117] summarize: “[S]patial privacy refers to the
privacy expectations in and around one’s home (...). A privacy intrusion here is, for example, the peeping
tom invading the privacy of two people’s intimate life by looking through the bedroom window and taking
photographs”, whereas “[d]ecisional privacy (...) is largely a protection against state intrusions against citizens’
right to make certain intimate choices regarding their lives and the way they choose to live, including choices
about same-sex marriage or assisted suicide.”
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for information privacy, there is currently no academic consensus on what that term exactly
means, and there probably never will be.

Pohle [70] observes that, while at the beginning of the new millenium there was already
an almost unmanageable number of definitions and theories about information privacy, what
followed was not a consolidation of the discourse, but rather an excessive expansion. Based on
a broad search of information privacy literature, Smith [73, p. 1002] concludes: “Many legal
and social scholars (...) believe that general privacy — its conceptual understanding, rigorous
definition, and the intensity of the individual and cultural beliefs it informs — is so dependent
on the specific context that it is impossible to develop a one-size-fits-all conceptualization
of general privacy.” Accordingly, Mulligan et al. [118] describe information privacy as an
“essentially contested concept”.

As the views of Warren and Brandeis [71] and Westin [77] cited in Chapter 1.2.1 exemplify,
traditional understandings of information privacy focus not only on the personal identifiability
of data, but also on the personal preferences of the respective data subject. It is commonly
considered a violation of information privacy if personal data is collected and/or used against
the will of the data subject [31]. Correspondingly, in a review of contemporary privacy
literature, Bélanger and Crossler [119] write: “Information privacy refers to the desire of
individuals to control or have some influence over data about themselves.” This view is reflected
in privacy laws around the world [31, 32, 99], which typically limit their scope of application to
personally identifiable data (e.g., Art. 1 and 4(1) GDPR) and accept the data subject’s consent
as a legal basis for data collection and processing (e.g., Art. 6(1)(a) and 9(2)(a) GDPR).

In fact, however, many of the problems that modern societies have with the collection and
processing of information about people are not limited to the realm of personally identifiable
data [31, 120, 121]. In Chapter 10.8, it will be exemplified how even the processing of
de-identified data can have significant ramifications for individuals, groups, and society at
large. Also, people’s ability to make informed decisions about the data collected on them is
seriously impaired, if not completely obstructed, by a combination of human limitations and
the obscurities and complexities of modern data practices, which raises doubts about data
protection measures and privacy laws that heavily rely on individual control, i.e., the principle
of notice-and-choice (cf. Chapter 9).

Hence, the scope of today’s academic privacy discourse is being extended beyond these
conceptual boundaries. This includes the research conducted for this thesis, which is recognized
as information privacy research but no longer limited to the narrow traditional understanding of
the problem. Without confining the focus to personally identifiable data or non-consensual data
use, this dissertation deals with questions related to what Westin [122, p. 1004] would call “data
surveillance”, meaning “the collection, storage, exchange, and integration of comprehensive
documentary information about individuals and groups through computers and other data-
processing systems.”

Rather than focusing on interpersonal aspects of privacy (“social privacy” [123]), such as
how information is shared among users of a social networking site, this thesis mainly focuses on
“institutional privacy” [123], i.e., how information on people is collected and used by companies
and other organizations. This is because the types of data sources and technologies under

investigation (e.g., IoT devices, web trackers, inferential algorithms, mobile apps) are mostly
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developed and provided by organizations, not by private individuals. Organizations are more
likely to have the financial and technical resources required to operate these technologies,
especially on a large scale. With references to patents, industry presentations, and commercial
products, the focus of the studies contained in this thesis is also rather on companies than, for
example, on organized crime groups or governmental agencies, although many of the findings
could certainly be applied to organizations outside the private sector as well. Due to their
broad applicability, the findings are not classified into a strict relational framework, such as
“citizen-government”, “employee-employer”; or “consumer-business” [124].

While modern forms of data collection and processing have countless beneficial applications
and hold great potential for society, it is also important to explore potential dangers and
negative effects, and how these can be mitigated. Resting in the knowledge that possible
benefits and applications are extensively being explored in business and research, this thesis
focuses on threats arising from modern data practices. Here, based on the above considerations,
the term “threat” not only refers to potential violations of individual privacy rights but also to
the use of data against the general interest of society. The goal is to identify systemic problems
and to underpin societal information privacy concern which, as Bélanger and Crossler [119,
p. 1034] put it, “refers to the overall concerns citizens in societies taken as a whole have for

the privacy of the information about them.”

1.2.3 Information Privacy Research Areas

The research in this dissertation spans across six areas, which were identified in literature
reviews by Smith et al. [73] and Bélanger and Crossler [119] as material aspects of information
privacy research, namely: (1) the types of information collected about individuals, (2) data
technologies and applications, (3) privacy regulation, (4) people’s information privacy concerns,
(5) data controllers’ information privacy practices, and (6) information privacy tools and
technologies. These research areas may serve as a common conceptual framework for the
diverse types of privacy studies included in this thesis. Descriptions of the individual areas and
of how they relate to the research in this thesis will be provided in the following (Chapters 1.2.3.1
to 1.2.3.6).

1.2.3.1 The Types of Information Collected About Individuals

People’s privacy perceptions [47, 125] as well as legal and technical data protection measures [40,
126] often vary based on the types of data that are being collected and processed. For instance,
basic demographic information like gender, marital status, occupation, and place of birth
are widely perceived as less sensitive than location data, financial details or health-related
information [127]. This thesis, in accordance with other scholars, will challenge the categorical
distinction often drawn between “sensitive” and “non-sensitive” data, i.e., the idea that
sensitivity is an inherent property of certain types of data (cf. Chapter 10.7). Data uses
can be meaningfully recognized as harmless or dangerous based on their actual or expected
consequences, but not the data itself. Nevertheless, to improve transparency and enable an
informed public debate on modern data practices, it is important to investigate the breath of
data that can be collected and inferred about individuals in modern technological settings.

Here, Part I of this thesis makes an important contribution by exploring the rich spectrum

10
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of personal information that can be inferred from recordings of sensors that are increasingly
ubiquitous in everyday life, namely microphones, accelerometers, and eye-tracking cameras.
The findings reported in Part I serve as arguments for the above-mentioned discussion: They
highlight that algorithms can often derive intimate information from seemingly innocuous
data, thus providing additional evidence that the “sensitivity” of data is highly contextual.
For example, certain patterns in motion sensor data from mobile and wearable devices may
provide cues to biometrically identify the user [128, 129], assess the user’s health [130, 131] or
reveal the user’s location, even if GPS is disabled [68, 46]. While there has been extensive
research on sensor-based inferences, the resulting privacy threats have rarely been structured
and summarized in the literature and are often overlooked, even in privacy research. This is
illustrated, for example, by the many privacy studies that focus on smart speakers but do not

consider the aspect of algorithmic inferences from audio data (e.g., [132, 133, 134, 135]).

1.2.3.2 Data Technologies and Applications

Over time, the privacy discourse continuously adapts to new technological developments in the
areas of data collection, storage, and processing. Faster computers, increasingly ubiquitous
sensors, and advances in algorithmic data analysis, for example, enable new and more efficient
ways of intruding people’s privacy. In a well-known “framework for analyzing privacy in
modern societies”, Westin [124] distinguishes four contemporary stages of privacy development,
based among other things* on technological advance: The Privacy Baseline (1945-1960),
characterized by “limited information-technology developments”; The First Era (1961-1979),
characterized by “[a]dvances in physical, psychological, and data surveillance technologies”
and large-scale, increasingly automated record systems, but still “high data processing and
storage costs, and heavy software limitations”; The Second Era (1980-1989), characterized by
“enhanced computer and telecommunications performance” as well as the adoption of workplace
video display terminals (VDTs), the personal computer (PC) and distributed computing in data
banks; The Third Era (1990-2002), characterized by the rise of the internet (e.g., emails, search
engines, online shopping, online forums), the emerging ubiquity of wireless communication
devices (e.g., cellphone), and the “development of data-mining software based on large data
warehousing applications”. Westin published this framework in 2003 [124]. Other scholars have
since updated the framework by conceptualizing a Fourth Era (2003-present), which involves a
large range of new technology trends, including blockchain, autonomous Al, mobile and cloud
computing, mobile apps, further internet fragmentation, connected sensors and the “Internet
of Things”, “big data”, e-government, and social media [136, 137, 138]. As the title of this
dissertation already suggests, the foci of the included studies are on data from increasingly
ubiquitous sensors (Chapters 2, 3 and 4), mobile apps (Chapters 4 and 5), and web tracking
(Chapters 6 and 7). Furthermore, as motivated in Chapter 1.1.1, the studies focusing on
sensor data will put a special focus on information that can be extracted with the help of
inferential analytics. In the above framework based on and extended from Westin’s [124] work,

the technologies examined in this thesis can be ascribed to the third and fourth era.

4Besides technological advance, Westin [124] based his framework on legal and organizational developments
and changing social climates. He considered factors, such as “public trust in government, business, and the
non-profit sector and (...) general public comfort with the information collection and use activities of those
organizations” as well as civil rights struggles, anti-war and other social-protest movements.
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1.2.3.3 Privacy Regulation

While a fine-grained analysis of data protection laws is beyond the scope of this thesis, it is
evaluated whether the reported findings could play a role in legal discourse (Chapter 9). Central
problems that repeatedly surface in the studies conducted for this thesis are (1) the obscurity
and staggering complexity of modern data processing, (2) the privacy-intrusion potential of
seemingly harmless data, (3) companies’ questionable data practices, (4) a widespread lack
of understanding regarding these data practices and complexities and, as a result, (5) people
often being tracked and profiled by companies against their will and without their awareness.
These points provide additional evidence that, in today’s socio-technical environment, most
people are not able to manage their privacy via notice and choice in a meaningful and truly
informed manner. Thus, they call into question the legal principle of privacy self-management,
the criticism of which was sparked by groundbreaking work from Daniel J. Solove in 2013 [31]
and remains a central issue in contemporary privacy discourse (e.g., [120, 139, 140, 141,
142]). Here, a gap in scientific literature was discovered, namely the lack of a publication
providing a comprehensive summary and overview of the existing arguments against privacy
self-management. The research presented in Chapter 9 is an attempt to fill this gap. From the
considerations presented, it becomes apparent that a primary focus on individual consent as
a legal basis for data processing is not useful. The focus should rather be placed on harms
resulting from data use, and how these can be mitigated through regulation, e.g., by banning
certain types of data collection and use irrespective of consent (cf. Chapter 10.9). Other points
made in this thesis that fall into the realm of privacy regulation are that information inferred
about individuals should be unambiguously covered and protected by privacy law (Chapter 10.6)
and that strict distinctions between “sensitive” and “non-sensitive” data (Chapter 10.7) and
between “personal” and “non-personal” data (Chapter 10.8) — which both often result in sparse

protection afforded to the latter — should be challenged.

1.2.3.4 People’s Information Privacy Concerns

Another important field of interest in information privacy research focuses on people’s
perceptions about the collection and use of their data and their level of concern about
specific privacy threats. Some influential scholars in this field are Malhotra et al. [143], who
proposed a widely used construct, scale, and causal model on internet users’ information privacy
concerns; Bellman et al. [144], who explored international differences in privacy perceptions;
Dinev and Hart [145], who investigated the antecedents of people’s internet privacy concerns;
and Acquisti and Gross [146, 147], who explored people’s privacy preferences and information
sharing behavior on social media. While, as mentioned above, individual privacy decisions are
typically neither truly free nor truly informed and should therefore be relied on less heavily in
the regulation of data use (cf. Chapter 9), current legal frameworks, which largely build on
the principle of privacy self-management, will not vanish overnight. Overhauling or replacing
them will most likely be a lengthy endeavor. This means that individual privacy perceptions
and behavior, even if uninformed, unfree, and often systematically distorted by cognitive
biases, continue to have a major impact on how data is collected and used in practice. In this
thesis, user perceptions will be investigated with regard to the privacy impacts of modern

voice and speech analysis (Chapter 3). While previous studies have already dealt with people’s
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privacy perceptions regarding voice-based technology (e.g., always-listening devices [39, 148,
149], microphone-equipped devices getting hacked [135, 149, 150], reluctance to using voice
assistants in public [133, 151]), the aspect of information inference from audio recordings via

voice and speech analysis has received little attention in user studies so far.

1.2.3.5 Data Controllers’ Information Privacy Practices

Another sub-field of information privacy research explores “organizational actions regarding
privacy protection or infringement, and various factors that affect these practices” [119,
p. 1022]. While some commentators have warned against “[o]verbearing regulation [and] (...)
[rlegulatory overreach” [152] and argued for more industry self-regulation in the realm of
data protection [153, 154, 155], serious concerns have been raised about the trustworthiness
and honesty of data controllers [6, 21, 102, 156]. These concerns have been fueled by a
wide range of data misuse cases and scandals involving not only small organizations but
also governmental agencies and major multinational corporations. Prime examples are the
Facebook-Cambridge Analytica data scandal [157] and the global surveillance disclosures by
Edward Snowden [21]. Data protection compliance and the lack thereof are of course not novel
issues. Already in 1988, for example, Regan [91] observed that the rules prescribed by the
U.S. Privacy Act of 1974 were not being complied with by various government entities. With
regard to organizational misbehavior in the private sector, many scholars have concluded that
industry self-regulation does not represent a sensible solution for regulating the collection and
use of data about individuals (e.g., [156, 158, 159, 160, 161]). In this thesis, the topic of data
controllers’ information privacy practices is addressed through a four-year undercover study
focusing on the GDPR, compliance of mobile apps (Chapter 5). Similar studies have already
been conducted on various types of data controllers, including on smartphone app vendors
and website owners [162], online tracking companies [163], CCTV operators [164], and various
other private and public sector organizations [165, 166, 167, 168, 169, 170]. In contrast to
existing work, the study presented in Chapter 5 follows a novel longitudinal approach, thus
contributing a method for analyzing trends in data controller behavior over time. While it was
hoped that the GDPR with its new rules and increased fines would have a significant positive
impact on companies’ privacy practices [171, 172], the results of our study suggest that the
level of compliance remained low even after the law came into effect. Of course, the discourse
around data protection compliance should not be separated from the discourse around the
meaningfulness of the underlying laws. While it is important to track the enforcement of
existing laws, high levels of compliance alone do not help much if the laws that are complied
with are misguided and senseless. As for some of the regulatory shortcomings and potential

loopholes in existing privacy law, see the points raised above in Chapter 1.2.3.3.

1.2.3.6 Information Privacy Tools and Technologies

A wide variety of technical methods and tools have been developed to help prevent “unnecessary
or unwanted processing of personal data” [173] and “to protect privacy by technically enforcing
legal privacy principles” [174]. These technologies, which include, for example, tools for
data minimization, anonymization, and encryption, are often subsumed under the collective

term privacy-enhancing technologies (PETs) [175]. In the literature, there are extensive
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overviews of existing PETs for specific areas of application, such as genome research [176],
e-health [177], smart cities [178], and other Internet of Things applications [179] as well as
generally for the field of “big data analytics” [180]. This thesis offers two contributions to the
field of privacy tools and technologies, namely a novel browser extension for the collection
of training data for the automated detection of web trackers (Chapter 6) and a software
tool for the sonification of web tracking activities (Chapter 7). Besides the privacy design
principle of “control” (i.e., the property of systems to provide choice over what information
can be collected by whom), Bellotti and Abigail also identify the privacy design principle of
“feedback” (i.e., the property of systems to inform users about details of data collection and
use) [181]. The two aforementioned contributions in this thesis can primarily be attributed to
the “feedback” category, although the collected web-tracking data could, of course, also serve
as a basis for the development of control or defense mechanisms, such as anti-tracking tools.
For reasons that were discussed in Chapter 1.2.3.3 and will be expanded upon in Chapter 9,
the feedback provided by these tools will typically not suffice for users to make truly free and
informed privacy choices. Nonetheless, making hidden forms of tracking and data collection
experienceable is important to raise general awareness of the problem, increase accountability
of data controllers, and inform public debate on modern types of privacy threats. In general,
on the subject of PETs it should be noted: While technical means for privacy protection are
clearly needed, they also have numerous limitations and should not be viewed as a standalone

solution to the privacy crisis. This position will be further elaborated in Chapter 10.4.

1.3 Thesis Outline

The remainder of this dissertation is divided into four parts, which will be outlined below,
followed by a general discussion. Each thesis part includes one or more of the publications
introduced in the above List of Included Papers (p. xxi). Throughout the dissertation, when I
write “we”/“us”/“our” in connection with a specific study (e.g., “we conducted a survey”, “our
paper”), this will always refer to the co-authors of the respective publication and myself. The
term “chapter” will refer to segments of the dissertation skeleton, whereas the term “section”
will refer to segments of the included research papers. As already shown in the Table of
Contents, cross-references to paper sections are prefixed with a matching index (e.g., “P5-1”

for paper 5, section 1) to make them uniquely referable throughout the thesis.

Part I focuses on the various types of personal information that can be inferred from
patterns and correlations in IoT and mobile sensor data. It contains three chapters. In
Chapter 2, based on patents and experimental literature, we explore and illustrate the wealth
of inferences that can be drawn from eye-tracking data, voice recordings, and accelerometer
data, respectively. Leading into the chapter, I explain why these types of papers are important
and why I chose to focus on these specific sensors. Building upon findings from the previous
chapter, Chapter 3 presents results from a survey about users’ awareness and privacy concerns
regarding personal information inference from voice recordings. Chapter 4 sheds light on
two momentous privacy issues that are, in various ways, related to sensor-based inferences.
Firstly, one paper investigates the privacy impacts of the video game industry, including a

focus on sensor data collected through gaming equipment. Secondly, one paper addresses the
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issue of “mobile eavesdropping”, i.e., the strange and frequently reported phenomenon that
private conversations conducted in the presence of smartphones seemingly result in targeted
online advertisements. Our paper reviews existing approaches to explain the phenomenon and
examines the technical feasibility and detectability of mobile eavesdropping attacks, taking into
account permission requirements, user notifications, sensor sampling frequencies, limited device
resources, and existing security checks. Particular attention is paid to the role that inferential
analytics could play in such attacks, with smartphone motion sensors being investigated as a

possible eavesdropping channel.

Part IT focuses on data practices of mobile apps. After Part I has shown that many companies
with access to mobile and IoT sensor data (e.g., mobile app vendors) can analyze the data to
infer sensitive information about users, this part takes a closer look at how transparently such
service providers handle user data. In Chapter 5, an undercover investigation is presented that
probes whether mobile app vendors comply with transparency obligations prescribed by EU’s
General Data Protection Regulation. While the law grants consumers the right to access the
personal data that companies hold about them, the study reveals severe obstacles to exercising

this right in practice.

Part III broadens the focus beyond mobile apps and sensors by addressing another major
type of modern user surveillance, namely web tracking. It deals with the detection and
exposure of web-tracking activities hidden to ordinary internet users, before connecting these
ideas back to the topic of sensor-based inferences covered in Part I. In Chapter 6, a novel
browser extension called “T.EX — The Transparency EXtension” is proposed, which records
network traffic during website visits in a privacy-preserving manner. An implementation is
presented and evaluated for its performance. The real-world browsing sessions recorded by the
extension can serve as a data basis for developing algorithms that automatically detect web
trackers (e.g., in order to block trackers and protect users’ privacy). As yet, artificial data
is often used for this purpose, which lacks in quality. Pioneering in a young and uncharted
field of research, Chapter 7 explores ways in which web-tracking activity can be “sonified”,
i.e., made audible through indicative melodies and sounds. When a connection to one of the
leading tracking companies is established, this is indicated by a voice whispering the respective
company name. Improving upon existing approaches on web tracking sonification, our proposed
solution can monitor any network connection, including all applications, browsers, and devices.
A small-scale experiment is included to test the effect of web-tracking sonification on users. To
connect the topic of threat detection and presentation with the topic of sensor-based inference
attacks covered previously in this thesis, Chapter 8 provides suggestions as to how the range of
personal information that can be inferred from different types of sensor data could be visually

presented.

Part IV  zooms out to reflect on the the privacy threats examined in this thesis and explore
regulatory implications. Drawing on findings from the previous parts and existing literature,
Chapter 9 demonstrates that current legal frameworks for data protection blatantly fail to
safeguard people’s privacy — and offers perspectives on what can be done about it. The

focus is on privacy self-management (i.e., the legal principle that people individually manage
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their privacy via consent), which is a cornerstone of data protection laws throughout the
Western world. The chapter offers a summary and classification of the varied obstacles that
render privacy self-management effectively useless in practice. The overview and analysis
provided show that most of our privacy decisions are involuntary, irrational and/or legally
circumventable by using tricks and legal loopholes. Additionally, the paper addresses the
problem that privacy choices of individuals can have significant and unaccounted-for effects on
other people and society at large. Based on these observations, the paper argues that other
forms of government intervention are needed to meaningfully address the consequences of

modern data processing.

Discussion and Conclusion. In the subsequent general discussion (Chapter 10), after a
recapitulation of the main research findings (Ch. 10.1) and an overview of public and media
responses (Ch. 10.2), I address several overarching themes. I start off by arguing against the
widespread and misleading privacy-is-dead narrative (Ch. 10.3), before making the point that
even the smartest privacy-enhancing technologies will not suffice to overcome our current
privacy crisis (Ch. 10.4). I stress that, in the face of growing and fundamentally unpreventable
privacy threats, the enforcement of radical transparency in data processing is often a powerful
last resort, which should be used more extensively (Ch. 10.5). I advocate for unambiguously
recognizing inferred data about individuals as falling within the material scope of privacy
law (Ch. 10.6) and also generally question whether strict distinctions between “sensitive” and
“non-sensitive” data (Ch. 10.7) and between “personal” and “non-personal” data (Ch. 10.8)
really make sense. Finally, I make the case for stronger government interventions based on the
harms and risks involved in data processing (Ch. 10.9), offer some remarks on academic freedom
and current threats to the independence of internet research (Ch. 10.10), before ending with

an outlook and conclusion, presenting various interesting avenues for future research (Ch. 11).

Please note: According to the requirements of the publishers and the Technische Universitéat
Berlin, the papers included in this thesis are in the form and format in which they were
originally published. The only change I have made is to remove the page numbers and partly
also the running page headers from the papers to avoid confusion with the headers and page
numbers of this thesis and thus provide more clarity for the reader. With kind permission, the
two working papers included in this thesis were prepared using LaTeX preprint templates by
Elsevier (Paper 6) and SAGE Publishing (Paper 10).
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PRIVACY-INVADING
POTENTIAL OF SENSOR DATA
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Voice Recordings, Eye Tracking, and
Accelerometer Data

2.1 Background and Motivation

This chapter will present what are — to the best of my knowledge — the first® research
papers to broadly examine and illustrate the wealth of personal information that can be
inferred from voice recordings (Paper 1), accelerometer readings (Paper 2), and eye-tracking
data (Paper 3). While many other types of sensors, such as magnetometers, air quality sensors,
and smart electric meters, can be exploited for inference attacks as well [4, 183], the focus
on accelerometers, eye-tracking sensors, and microphones was chosen based on their expected
privacy-intruding potential, their presence in experimental literature, and their role in current
technology trends.

The accelerometer, for example, which measures acceleration forces, is one of the sensors
most frequently accessed by mobile apps [40] and most widely built into wearable devices,
such as smartphones, tablets, smartwatches, digital cameras, wearable fitness trackers, game
controllers, and virtual reality headsets [184]. Microphones are similarly omnipresent in modern
technology. Besides being widely integrated into mobile devices to enable voice memos, phone
calls, and voice messages, they are increasingly used to communicate with voice-controlled
virtual assistants [185]. The number of installed smart speakers is forecast to reach 640 million
globally by 2024 [186]. Digital voice assistants are already used by two thirds of the adult
population in the US [187] and one third to a half of the adult population in Germany [188,
189], approximately.

And while eye tracking can still be classified as an emerging technology, it is starting
to be used in many areas, including personal computing, healthcare, automotive technology,

and gaming [190], and it is generally seen as a promising and impactful technology that may

For eye tracking data, there is one notable exception: Liebling and Preibusch’s “Privacy considerations
for a pervasive eye tracking world” [182]. However, while highly valuable and insightful, this paper does not
address some of the categories of possible inferences that are covered in our research presented in Paper 3.
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considerably shape our lives in the medium- and long-term future [182] — especially through
its applications in the domain of augmented and virtual reality [191, 192].

Although appearing similar at first glance, the three publications included in this chapter
are very distinct from one another. In structure and content, a certain degree of overlap could
not be avoided because, partially, similar information can be derived from accelerometer data,
voice recordings, and eye-tracking data, and because similar implications had to be addressed
in the discussion sections. Nonetheless, by addressing three fundamentally different types
of sensors with different application areas and relevance to different industries and scientific
communities, each of the papers provides a unique contribution. The distinctiveness of the
individual papers becomes particularly evident when considering their reference lists: Among
284 sources cited in total, there are only three overlaps between Paper 1 and Paper 3, and not
a single overlap between either of them and Paper 2.

Why is it important to explore and expose the wealth of inferences that can be drawn from
certain types of sensor data — to fellow researchers, lawmakers, and the wider public? Here are

the four main reasons that motivated our work:

e Consumer education. By examining the possibilities of sensor-based inference attacks,
these types of research papers can underpin consumer education efforts, serving as a
knowledge basis and inspiration. Given that we are constantly surrounded by sensors
in everyday life, it is important for research to investigate and showcase the ways in
which sensors can be (mis)used to intrude our privacy. Research — including our own (cf.
Paper 4) — indicates that the general population, including even ICT professionals,
is not sufficiently aware of the privacy risks posed by inferential analytics [47, 193,
194, 195]. The practical need for overview papers and consolidated information on the
privacy implications of sensor data is also evidenced by existing educational campaigns
in this field, such as the American Civil Liberties Union’s attempt at raising awareness
about “The Privacy-Invading Potential of Eye Tracking Technology” [196], and by the

encouraging feedback and media response our papers have received (see Chapter 10.2).

e Risk assessment and privacy safeguards. Information about the richness and
sensitivity of sensor data is crucial for holistic privacy impact assessments and the
informed selection of appropriate technical and organizational privacy safeguards. For
instance, it is important to avoid a false sense of security, such as when accelerometer
data is wrongly perceived as “not particularly sensitive” [197] and, accordingly, not
sufficiently protected from unauthorized access in mobile operating systems [40, 41].
Considering the higher level of protection afforded, for example, to cameras and GPS
sensors, malicious parties could try to use less-protected sensors as substitutional data
sources for gaining intimate insights about people [4]. To have collected data legally
recognized as sensitive® personal information (“special categories data”, Art. 9 GDPR),

the claim that data contains sensitive information has to be substantiated [198]. In

5In Chapter 10.7, I challenge the legal distinction between “sensitive” and “non-sensitive” data. Ultimately,
all sorts of data can be harmless or sensitive depending on a data controller’s means and intentions. In
many harmful and discriminatory business practices, seemingly non-sensitive data can be used as a proxy for
data legally recognized as sensitive [121]. However, as long as the legal distinction is being made, convincing
arguments are needed to substantiate the harm-potential of seemingly harmless data types to ensure appropriate
protection.
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addition, as will be discussed in Chapter 10.6, with the legal status of inferred data
under EU law being contested, solid arguments need to be provided in order for inferred
data to receive any form of legal protection in the first place. In such argumentation
processes, Papers 1, 2, and 3 can serve as supportive evidence for the examined types of
sensor data. Furthermore, researchers have proposed various technical approaches to
prevent the unwanted inference of personal information from sensor data (e.g., [199, 200,
201]). However, most of these approaches are still in the early stages of development
and do not yet offer reliable protection [36, 202]. For direction and guidance in this
emerging field, foundational research is urgently needed. Overview papers, such as the
ones presented in this chapter, can help researchers in identifying sensor-related privacy

threats and may thereby lower the risk of existing threats being overlooked.

e Critical discourse on data protection law. While technical privacy safeguards are
in the making, dealing with the societal implications of inferential analytics is not only
about preventing the unwanted collection and inference of personal information. By
illustrating the privacy-invading potential of sensor data, our papers also underscore
the importance of addressing the issues of ubiquitous surveillance and the increasingly
transparent consumer on the regulatory level. They raise the question: How should we,
as a society, best deal with a situation where powerful organizations can know virtually
everything about us, and where this becomes increasingly difficult to prevent? Given
the findings compiled in Paper 1, for example, it is not hard to imagine a future where
companies may only need a few voice recordings (e.g., voice commands) to establish a
fairly detailed profile about a person’s health and personality. With raw sensor data
being a necessary requirement for many modern services, it will not be feasible to reliably
avoid the disclosure of such data. Thus, while existing safeguards often focus on the
aspect of data collection, there is a need for protective and countervailing measures
further down the data lifecycle. In particular, legal analyses have shown that EU data
protection law does not clearly and sufficiently address the privacy threats posed by
inferential analytics [23, 56, 198, 203, 204], which shows that raising awareness for this

issue remains crucially important (cf. Chapter 10.6).

e Future research. The information provided in our papers may also serve as a foundation
for all sorts of further research on the societal impacts of sensor data, as illustrated by our
own study on user awareness and privacy concerns about personal information inference
from voice recordings (Paper 4), which was designed based on knowledge compiled in

our literature review on the privacy impacts of voice and speech analysis (Paper 1).

2.2 Research Scope and Limitations

Papers 1, 2, and 3 present an astonishing variety of personal information that can be inferred
from the respective type of sensor data. Critical readers may wonder whether the presented
findings are realistic, given the state and limitations of current technology. In times where
image-recognition algorithms still confuse abstract patterns with animals [205] and animals
with raisin muffins and washing machines [206], one may ask: How is it possible that mere eye

movements can reveal information about a person’s cultural background and personality traits?
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And if it is true that mental health issues can be detected from voice recordings, why do people
still need to see a psychologist to get a diagnosis? To address this quite understandable sort of
skepticism, the following will briefly elaborate on the scope and limitations of our work.

First of all, to stay with the latter example, when our papers mention the sensor-based
inference of mental health information, this does not necessarily mean that psychographic
profiles inferred from sensor data match the comprehensiveness, validity, and reliability of
judgements from human psychology experts. What is meant is rather — as will be detailed in
the corresponding chapters — that some researchers have managed to detect certain mental
health issues using the respective type of sensor data (e.g., schizophrenia and depression from
eye-tracking data [207, 208] and voice recordings [61, 209]). This does not imply that the same
can be achieved under all conditions and for every individual, but should primarily be seen as
evidence that inferences in this area are possible in principle, representing a potential privacy
threat that should be monitored and further investigated.

As with all types of predictive algorithms, various confounding factors (e.g., signal noise,
environmental disturbances) can have an impact on the possibility and quality of drawn
inferences, sometimes rendering the extraction of personal information from sensor data
exceedingly difficult or even impossible. While inference methods tend to be accurate and
reliable in “extreme cases”, they can show lower performance in “limit cases”, where the inferred
attribute or characteristic of the data subject (e.g., intoxication) is less pronounced [210]. In
addition, the cited studies are of course subject to their own limitations (e.g., small sample size,
cost of the attack, error rates, controlled laboratory conditions), which will be reflected upon
in our papers as well. While experimental research, patented systems, and existing commercial
products prove that impressively accurate inferences are possible with all of the studied types
of sensor data, the field of inferential analytics is clearly in its infancy, and it is by no means
our intention to deny or trivialize the numerous remaining technical challenges and limitations.

While the approach of presenting inference attacks that are not yet reliably and universally
applicable could be seen as too speculative or even alarmist, the early and thorough investigation
of emerging threats associated with modern technologies can be very important for society. In
defending their work on the potential future implications of brain-reading for people’s mental

privacy, Mecacci and Haselager [211, p. 457] wrote:

[I]t would be unwise to wait with the assessment and discussion of potential
implications (...) [until] the technology would be full-fledged. Omne shouldn’t
delay the ethical discussion until it is too late (van de Poel and Royakkers 2011, p.
130). Societal debates take time too, and all too often technological (and economic)
developments run ahead of proper societal evaluations to such an extent that it
becomes extremely hard to correct them (consider e.g. the implications of internet
tracking for privacy). Therefore, we suggest, one has no other option [than] to

discuss the implications of technology under development/.]

These arguments equally apply to the research presented in this chapter, except that the sensor-
based inferences covered are arguably more developed and more widely applied in practice
than brain-reading technology — meaning that the discussion of their societal implications may

be an even more pressing issue. Only a fraction of the cited inference approaches being used in
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practice without appropriate safeguards would be sufficient to pose serious threats to consumer
privacy. As a precaution, all threats, even potential ones, should be examined closely.

At the same time, it is important to maintain a critical perspective and question the
advertised capabilities of predictive algorithms. Projects like Calling Bullshit [212, 213]
and scholars like Kate Crawford [214], Cathy O’Neil [215], and Rashida Richardson [216]
deal with the important question of how biases in data, methodological errors, deceptive
claims, and overstated results can lead to inflated expectations and inappropriate applications
of algorithmic systems. For example, highly controversial studies have claimed to predict
criminal tendencies based on people’s facial features [217, 218]. These studies received criticism
from a wide range of researchers and practitioners who view their results as dangerous and
misleading [219]. One of the articles, which has since been retracted, claimed 97% accuracy
in predicting criminality from portrait photographs [218]. Such systems, if applied by law
enforcement in practice, could undermine the presumption of innocence and lead to serious
and widespread discrimination [219]. With regard to such dangers, it needs to be stressed that
the summaries of research results in Papers 1, 2, and 3 are not intended to obstruct critical
scrutiny. Quite the contrary: By providing an overview of inference methods that are currently
being developed in the academic and corporate world, the papers help to expose them to public
scrutiny and catalyze scientific discourse. Both the actual capabilities of these methods and
their mere development bear risks because any inferred information or assessment, whether
accurate or not, can have real consequences for the data subject [5, 19].

After careful consideration, we decided against putting emphasis on the concrete accuracy
results reported for individual inference methods cited in Papers 1, 2, and 3. This means that,
apart from a few exceptions for illustrative purposes, the papers included in this chapter will

not state numeric findings of cited studies. The following considerations led to this decision:

e Algorithmic capabilities as trade secrets. Since research conducted in the private
sector is often subject to non-disclosure requirements [220, 221, 222], it is impossible to
accurately and exhaustively portray the current state of the art in inferential analytics
based on publicly available literature. An emphasis on numeric results could have
misleadingly suggested otherwise. Data controllers (e.g., large tech corporations) can be
much better equipped in terms of budget, resources, and technical expertise than the
researchers whose published results we draw on in our papers, meaning that the risk of
undesired inferences from sensor data is likely bigger in real life than it appears based

on the specific reported findings we could have cited.

« Pace of technological progress. The reviewed literature shows that inference methods
evolve quickly, which means that specific accuracies from current work are likely to be
outdated very soon. Given new inference approaches and higher accuracy levels to be
realized, reading outdated information on sensor-based inference attacks may generate
a false sense of security among future readers — especially when considering the broad

scope and synoptic nature of our privacy-focused overview papers.

o Context dependence. The inference accuracies stated in research publications typically
refer to specific setups and scenarios (e.g., device models used, sensor sampling rates,

experimental environments, sample demographics, instructions given to participants,
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data analysis methods used). Thus, their numerical results cannot simply be generalized
to all real-life situations and, therefore, have only limited significance — and may even

cause confusion — in a broad overview paper.

o Attack requirements. Low inference accuracies do not necessarily imply low privacy
risk. Inference algorithms do not need to be correct all of the time to be useful for intrusive
profiling and tracking purposes. When companies use personal data for discriminatory
scoring practices or to influence people’s behavior through micro-targeted communication,
for example, their techniques are often based on approximate predictions and probabilities
rather than factual knowledge [19, 121, 198]. The typical goal is to achieve a large
enough number of correct hits to make a particular strategy successful or profitable at
scale, rather than being exactly right in all cases. For hackers who are trying to infer
passwords entered into smartphone touchscreens based on user hand motions, being
correct in only 1% of the cases could already be lucrative [223]. Therefore, inference
methods with limited accuracy deserve attention by privacy research and are a potential
cause for concern, too. Citing a wide range of accuracy results in our papers, where
space limitations did not allow for an in-depth discussion of this issue, could have been
confusing or even misleading. Finally, it also worth noting that even inference methods
that are completely inaccurate and faulty are being applied in practice, which causes
additional problems and discriminatory side effects [23, 224, 225]. Thus, for an assessment
of societal impacts, it is relevant to know in which areas inferences are being used and

explored, even if the achieved accuracies are still limited.

In view of the vast variety of existing inference methods and the pace of technological progress,
the papers in this chapter are intended to be illustrative rather than exhaustive. Given the
likelihood of existing inference methods further improving and new threats emerging, coupled
with the lack of transparency resulting from companies’ non-disclosure policies, it is virtually
impossible to determine what certain organizations are or will be capable of technologically, and
to which extent these inference methods are really used in practice. The overviews provided in
Papers 1, 2, and 3 are based on published findings from patents and peer-reviewed research
but should by no means be interpreted as the upper bound of what is technically feasible.
All three projects were initiated and coordinated by me. I collaborated with Otto Hans-
Martin Lutz, Florian Miiller, and Towhidur Rahman Bhuiyan from the Weizenbaum Institute
and Philip Raschke from Technische Universitéit Berlin, who all provided support in conducting

the literature search, interpreting the results, and critically revising the manuscript.
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Abstract. Internet-connected devices, such as smartphones, smartwatches, and
laptops, have become ubiquitous in modern life, reaching ever deeper into our
private spheres. Among the sensors most commonly found in such devices are
microphones. While various privacy concerns related to microphone-equipped
devices have been raised and thoroughly discussed, the threat of unexpected infer-
ences from audio data remains largely overlooked. Drawing from literature of
diverse disciplines, this paper presents an overview of sensitive pieces of infor-
mation that can, with the help of advanced data analysis methods, be derived
from human speech and other acoustic elements in recorded audio. In addition to
the linguistic content of speech, a speaker’s voice characteristics and manner of
expression may implicitly contain a rich array of personal information, including
cues to a speaker’s biometric identity, personality, physical traits, geographical
origin, emotions, level of intoxication and sleepiness, age, gender, and health con-
dition. Even a person’s socioeconomic status can be reflected in certain speech
patterns. The findings compiled in this paper demonstrate that recent advances in
voice and speech processing induce a new generation of privacy threats.

Keywords: Audio - Voice - Speech - Microphone - Privacy - Inference - Side
channel

1 Introduction

Since the invention of the phonograph in the late 19th century, it has been technically
possible to record and reproduce sounds. For a long time, this technology was exclusively
used to capture pieces of audio, such as songs, audio tracks for movies, or voice memos,
and for the telecommunication between humans. With recent advances in automatic
speech recognition, it has also become possible and increasingly popular to interact via
voice with computer systems [96].

Microphones are ubiquitous in modern life. They are present in a variety of electronic
devices, including not only phones, headsets, intercoms, tablet computers, dictation
machines and baby monitors, but also toys, household appliances, laptops, cameras,
smartwatches, cars, remote controls, and smart speakers.

© The Author(s), Privacy Implications of Voice and Speech Analysis — Information Disclosure by Inference,
published 2020 in M. Friedewald et al. (Eds.): Privacy and Identity 2019, pp. 226-241, Springer, reproduced with
permission of Springer Nature.
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There is no question that microphone-equipped devices are useful and important in
many areas. It is hard to imagine a future, or even a present, without them. However, as a
growing proportion of audio recordings is disseminated through insecure communication
networks and processed on remote servers out of the user’s control, the ubiquity of
microphones may pose a serious threat to consumer privacy. Research and public debates
have addressed this concern, with published reports looking into technical and legal
aspects regarding data collection, processing, and storage, as well as access and deletion
rights of the data subjects [18, 32, 96]. Yet, the recent privacy discourse has paid too
little attention to the wealth of information that may unexpectedly be contained in audio
recordings.

Certain characteristics of human speech can carry more information than the words
themselves [94]. With the help of intelligent analysis methods, insights can not only be
derived from a speaker’s accent, dialect, sociolect, lexical diversity, patterns of word
use, speaking rate and rhythms, but also from acoustic properties of speech, such as
intonation, pitch, perturbation, loudness, and formant frequencies. A range of statistics
can be applied to extract hundreds or even thousands of utilizable speech parameters
from just a short sequence of recorded audio [19, 80].

Based on literature of diverse scientific disciplines, including signal processing, psy-
chology, neuroscience, affective computing, computational paralinguistics, speech com-
munication science, phonetics, and biomedical engineering, Sect. 2 of this paper presents
an overview of sensitive inferences that can be drawn from linguistic and acoustic pat-
terns in audio data. Specifically, we cover inferences about a user’s biometric identity
(Sect. 2.1), body measures (Sect. 2.2), moods and emotions (Sect. 2.3), age and gender
(Sect. 2.4), personality traits (Sect. 2.5), intention to deceive (Sect. 2.6), sleepiness and
intoxication (Sect. 2.7), native language (Sect. 2.8), physical health (Sect. 2.9), mental
health (Sect. 2.10), impression made on other people (Sect. 2.11), and socioeconomic
status (Sect. 2.12). Additionally, we examine information that can be extracted from the
ambient noise and background sounds in a voice recording (Sect. 2.13). Section 3 pro-
vides a discussion of the presented findings with regard to their limitations and societal
implications, followed by a conclusion in Sect. 4.

2 Inference of Personal Information from Voice Recordings

Based on experimental studies from the academic literature, this section presents existing
approaches to infer information about recorded speakers and their context from speech,
non-verbal human sounds, and environmental background sounds commonly found in
audio recordings. Where available, published patents are also referenced to illustrate the
current state of the art and point to potential real-world applications.

Figure 1 provides an introductory overview of the types of audio features and the
categories of inferences discussed in this paper.

2.1 Speaker Recognition

Human voices are considered to be unique, like handwriting or fingerprints [ 100], allow-
ing for the biometric identification of speakers from recorded speech [66]. This has been
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voice recordings

may contain, besides the linguistic content of speech:

voice characteristics speech characteristics
(e.g., loudness, pitch, nasality, (e.g., speech tempo, rhythm, pronunciation,
roughness, hoarseness) accent, articulation, intonation, clarity of expression)
T hd
non-speech human sounds background sounds
(e.g., sneezes, coughs, laughter, (e.g., vehicle sounds, natural soundscapes,
cries, breaths, sighs) media sounds, eating sounds)
T I T |

l

may allow inferences about a user's ...

physical health mental health personality traits
(e.g., Parkinson's disease, gender (e.g., depression, schizophrenia, age (e.g., openness,
asthma, common cold, flu) post-traumatic stress disorder) extroversion, neuroticism)

~

impression on other people
(e.g., perceived as charismatic,
competent, emotionally stable)

communication disorders
(e.g., language disorders, voice
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bored, frustrated, anxious) identity body height) deceive intoxication)

Fig. 1. Overview of some sensitive attributes discernable from speech data.

shown to be possible with speech recorded from a distance [71] and with multi-speaker
recordings, even under adverse acoustic conditions (e.g., background noise, reverb) [66].
Voice recognition software has already been transferred into patents [50] and is being
applied in practice, for example to verify the identity of telephone customers [40] or to
recognize users of virtual assistants like Amazon Alexa [1].

Mirroring the privacy implications of facial recognition, voice fingerprinting could
be used to automatically link the content and context of sound-containing media files to
the identity of speakers for various tracking and profiling purposes.

2.2 Inference of Body Measures

Research has shown that human listeners can draw inferences about body characteristics
of a speaker based solely on hearing the target’s voice [42, 55, 69]. In [42], voice-
based estimates of waist-to-hip ratio (WHR) of female speakers predicted the speaker’s
actual WHR, the estimated shoulder-to-hip ratio (SHR) of male speakers predicted the
speaker’s actual SHR measurements. In another study, human evaluators estimated the
body height and weight of strangers from a voice recording almost as well as they did
from a photograph [55].

Various attempts have been made to identify the acoustic voice features that enable
such inferences [25, 29, 69]. In women, relationships were discovered between voice
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parameters, such as subharmonics and frequency pertubation, and body features, includ-
ing weight, height, body mass index, and body surface area [29]. Among men, individuals
with larger body shape, particularly upper body musculature, are more likely to have
low-pitched voices, and the degree of formant dispersion in male voices was found to
correlate with body size (height and weight) and body shape (e.g., waist, chest, neck,
and shoulder circumference) [25].

Although research on the speech-based assessment of body configuration is not as
advanced as other inference methods covered in this paper, corresponding algorithms
have already been developed. For instance, researchers were able to automatically esti-
mate the body height of speakers based on voice features with an accuracy of 5.3 cm,
surpassing human performance at this task [69].

Many people feel uncomfortable sharing their body measurements with strangers
[12]. The researchers who developed the aforementioned approach for speech-based
body height estimation suggest that their algorithm could be used for “applications
related to automatic surveillance and profiling” [69], thereby highlighting just some of
the privacy threats that may arise from such inference possibilities.

2.3 Mood and Emotion Recognition

There has been extensive research on the automatic identification of emotions from
speech signals [21, 23, 53, 95, 99]. Even slight changes in a speaker’s mental state invoke
physiological reactions, such as changes in the nervous system or changes in respiration
and muscle tension, which in turn affect the voice production process [20]. Besides
voice variations, it is possible to automatically detect non-speech sounds associated
with certain emotional states, such as crying, laughing, and sighing [4, 23].

Some of the moods and emotions that can be recognized in voice recordings using
computerized methods are happiness, anger, sadness, and neutrality [86], sincerity [37],
stress [95], amusement, enthusiasm, friendliness, frustration, and impatience [35], com-
passion and sarcasm [53], boredom, anxiousness, serenity, and astonishment [99]. By
analyzing recorded conversations, algorithms can also detect if there is an argument [23]
or an awkward, assertive, friendly, or flirtatious mood [82] between speakers.

Automatic emotion recognition from speech can function under realistic noisy con-
ditions [23, 95] as well as across different languages [21] and has long been delivering
results that exceed human performance [53]. Audio-based affect sensing methods have
already been patented [47, 77] and translated into commercial products, such as the voice
analytics app Moodies [54].

Information about a person’s emotional state can be valuable and highly sensitive.
For instance, Facebook’s ability to automatically track emotions was a necessary precon-
dition for the company’s 2014 scandalous experiment in which the company observed
and systematically manipulated mental states of over 600,000 users for opaque purposes
[14].

2.4 Inference of Age and Gender

Numerous attempts have been made to uncover links between speech parameters and
speaker demographics [26, 34, 48, 92]. A person’s gender, for instance, can be reflected
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in voice onset time, articulation, and duration of vowels, which is due to various reasons,
including differences in vocal fold anatomy, vocal tract dimensions, hormone levels, and
sociophonetic factors [92]. It has also been shown that male and female speakers differ
measurably in word use [26]. Like humans, computer algorithms can identify the sex of
a speaker from a voice sample with high accuracy [48]. Precise classification results are
achieved even under adverse conditions, such as loud background noise or emotional
and intoxicated speech [34].

Just as the gender of humans is reflected in their anatomy, changes in the speech
apparatus also occur with the aging process. During puberty, vocal cords are thickened
and elongated, the larynx descends, and the vocal tract is lengthened [15]. In adults, age-
related physiological changes continue to systematically transform speech parameters,
such as pitch, formant frequencies, speech rate, and sound pressure [28, 84].

Automated approaches have been proposed to predict a target’s age range (e.g.,
child, adolescent, adult, senior) or actual year of birth based on such measures [28, 85].
In [85], researchers were able to estimate the age of male and female speakers with a
mean absolute error of 4.7 years. Underlining the potential sensitivity of such inferred
demographic information, unfair treatment based on age and sex are both among the
most prevalent forms of discrimination [24].

2.5 Inference of Personality Traits

Abundant research has shown that it is possible to automatically assess a speaker’s
character traits from recorded speech [3, 79, 80, 88]. Some of the markers commonly
applied for this purpose are prosodic features, such as speaking rate, pitch, energy, and
formants [68] and characteristics of linguistic expression [88].

Existing approaches mostly aim to evaluate speakers along the so-called “Big Five”
personality traits (also referred to as the “OCEAN model”), comprising openness, con-
scientiousness, extroversion, agreeableness, and neuroticism [88]. The speech-based
recognition of personality traits is possible both in binary form (high vs. low) and in the
form of numerical scores [79]. High estimation accuracies have been achieved for all
OCEAN traits [3, 80, 88].

Besides the Big Five, voice and word use parameters have been correlated with vari-
ous other personality traits, such as gestural expressiveness, interpersonal awkwardness,
fearfulness, and emotionality [26]. Even culture-specific attributes, such as the extent to
which a speaker accepts authority and unequal power distribution, can be inferred from
speech data [101].

It is well known that personality traits represent valuable information for customer
profiling in various industries, including targeted advertising, insurance, and credit risk
assessment — with potentially harmful effects for the data subjects [17, 18]. Some data
analytics firms also offer tools to automatically rate job applicants and predict their likely
performance based on vocal characteristics [18].
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2.6 Deception Detection

Research has shown that the veracity of verbal statements can be assessed automatically
[60, 107]. Among other speech cues, acoustic-prosodic features (e.g., formant frequen-
cies, speech intensity) and lexical features (e.g., verb tense, use of negative emotion
words) were found to be predictive of deceptive utterances [67]. Increased changes in
speech parameters were observed when speakers are highly motivated to deceive [98].

Speech-based lie detection methods have become effective, surpassing human per-
formance [60] and almost reaching the accuracy of methods based on brain activity
monitoring [107]. There is potential to further improve the classification performance
by incorporating information on the speaker’s personality [2], some of which can be
inferred from voice recordings as well (as we have discussed in Sect. 2.5).

The growing possibilities of deception detection may threaten a recorded speaker’s
ability to use lies as a means of sharing information selectively, which is considered to
be a core aspect of privacy [63].

2.7 Detection of Sleepiness and Intoxication

Medium-term states that affect cognitive and physical performance, such as fatigue and
intoxication, can have a measurable effect on a speaker’s voice. Approaches exist to
automatically detect sleepiness from speech [19, 89]. There is even evidence that certain
speech cues, such as speech onset time, speaking rate, and vocal tract coordination, can
be used as biomarkers for the separate assessment of cognitive fatigue [93] and physical
fatigue [19].

Similar to sleepiness and fatigue, intoxication can also have various physiological
effects, such as dehydration, changes in the elasticity of muscles, and reduced control
over the vocal apparatus, leading to changes in speech parameters like pitch, jitter, shim-
mer, speech rate, speech energy, nasality, and clarity of pronunciation [5, 13]. Slurred
speech is regarded as a hallmark effect of excessive alcohol consumption [19].

Based on such symptoms, intoxicated speech can be automatically detected with
high accuracy [89]. For several years now, systems have been achieving results that are
on par with human performance [13]. Besides alcohol, the consumption of other drugs
such as £3,4-methylenedioxymethamphetamine (“MDMA”) can also be detected based
on speech cues [7].

2.8 Accent Recognition

During childhood and adolescence, humans develop a characteristic speaking style which
encompasses articulation, phoneme production, tongue movement, and other vocal tract
phenomena and is mostly determined by a person’s regional and social background
[64]. Numerous approaches exist to automatically detect the geographical origin or first
language of speakers based on their manner of pronunciation (“accent”) [9, 45, 64].
Research has been done for discriminating accents within one language, such as
regional Indian accents in spoken Hindi (e.g., Kashmiri, Manipuri, Bengali, neutral
Hindi) [64] or accents within the English language (e.g., American, British, Australian,
Scottish, Irish) [45], as well as for the recognition of foreign accents, such as Albanian,
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Kurdish, Turkish, Arabic and Russian accent in Finnish [9] or Hindi, Russian, Italian,
Thai, and Vietnamese accent in English [9, 39].

By means of automated speech analysis, it is not only possible to identify a person’s
country of origin but also to estimate his or her “degree of nativeness* on a continuous
scale [33]. Non-native speakers can even be detected when they are very fluent in the
spoken language and have lived in the respective host country for several years [62].
Experimental results show that existing accent recognition systems are effective and
have long reached accuracies comparable to human performance [9, 39, 45, 62].

Native language and geographical origin can be sensitive pieces of personal informa-
tion, which could be misused for the detection and discrimination of minorities. Unfair
treatment based on national origin is a widespread form of discrimination [24].

2.9 Speaker Pathology

Through indicative sounds like coughs or sneezes and certain speech parameters, such as
loudness, roughness, hoarseness, and nasality, voice recordings may contain rich infor-
mation about a speaker’s state of health [19, 20, 47]. Voice analysis has been described
as “one of the most important research topics in biomedical electronics” [104].

Rather obviously, recorded speech may allow inferences about communication dis-
orders, which can be divided into language disorders (e.g., dysphasia, underdevelopment
of vocabulary or grammar), voice disorders (e.g., vocal fold paralysis, laryngeal cancer,
tracheoesophageal substitute voice) and speech disorders (e.g., stuttering, cluttering)
[19, 88].

But also conditions beyond the speech production can be detected from voice sam-
ples, including Huntington’s disease [76], Parkinson’s disease [19], amyotrophic lateral
sclerosis [74], asthma [104], Alzheimer’s disease [27], and respiratory tract infections
caused by the common cold and flu [20]. The sound of a person’s voice may even serve
as an indicator of overall fitness and long-term health [78, 103].

Further, voice cues may reveal a speaker’s smoking habit: A linear relationship has
been observed between the number of cigarettes smoked per day and certain voice fea-
tures, allowing for speech-based smoker detection in a relatively early stage of the habit
(<10 years) [30]. Recorded human sounds can also be used for the automatic recognition
of physical pain levels [61] and the detection of sleep disorders like obstructive sleep
apnea [19].

Computerized methods for speech-based health assessment reach near-human per-
formance in a variety of recognition and analysis tasks and have already been translated
into patents [19, 47]. For example, Amazon has patented a system to analyze voice
commands recorded by a smart speaker to assess the user’s health [47].

The EU’s General Data Protection Regulation classifies health-related data as a
special category of personal data for which particular protection is warranted (Art. 9
GDPR). Among other discriminatory applications, such data may be used by insurance
companies to adjust premiums of policyholders according to their state of health [18].
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2.10 Mental Health Assessment

Speech abnormalities are a defining characteristic of various mental illnesses. A voice
with little pitch variation, for example, is a common symptom in people suffering from
schizophrenia or severe depression [36]. Other parameters that may reveal mental health
issues include verbal fluency, intonation, loudness, speech tempo, semantic coherence,
and speech complexity [8, 31, 36].

Depressive speech can be detected automatically with high accuracy based on voice
cues, even under adverse recording conditions, such as low microphone quality, short
utterances, and background environmental noise [19, 41]. Not only the detection, but
also a severity assessment of depression is possible using a speech sample: In men
and women, certain voice features were found to be highly predictive of their HAMD
(Hamilton Depression Rating Scale) score, which is the most widely used diagnostic
tool to measure a patient’s degree of depression and suicide risk [36]. Researchers have
even shown that it is possible to predict a future depression based on speech parameters,
up to two years before the speaker meets diagnostic criteria [75].

Other mental disorders, such as schizophrenia [31], autism spectrum conditions [19],
and post-traumatic stress disorder [102], can also be detected through voice and speech
analysis. In some experiments, such methods have already surpassed the classification
accuracy of traditional clinical interviews [8].

In common with a person’s age, gender, physical health, and national origin, infor-
mation about mental health problems can be very sensitive, often serving as a basis for
discrimination [83].

2.11 Prediction of Interpersonal Perception

A person’s voice and manner of expression have a considerable influence on how he or
she is perceived by other people [44, 51, 88, 90]. In fact, a single spoken word is enough
to obtain personality ratings that are highly consistent across independent listeners [10].
Research has also shown that personality assessments based solely on speech correlate
strongly with whole person judgements [88]. Conversely, recorded speech may reveal
how a speaker tends to be perceived by other people.

Studies have shown, for example, that fast talkers are perceived as more extroverted,
dynamic, and competent [80], that individuals with higher-pitched voices are perceived
as more open but less conscientious and emotionally stable [44], that specific intonation
patterns increase a speaker’s perceived trustworthiness and dominance [81], and that
certain prosodic and lexical speech features correlate with observer ratings of charisma
[88].

Researchers have also investigated the influence of speech parameters on the per-
ception and treatment of speakers in specific contexts and areas of life. It was found,
for instance, that voice cues of elementary school students significantly affect the judge-
ments teachers make about their intelligence and character traits [90]. Similarly, certain
speech characteristics of job candidates, including their use of filler words, fluency of
speaking, and manner of expression, have been used to predict interviewer ratings for
traits such as engagement, excitement, and friendliness [70]. Other studies show that
voice plays an important role in the popularity of political candidates as it influences
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their perceived competence, strength, physical prowess, and integrity [51]. According
to [6], voters tend to prefer candidates with a deeper voice and greater pitch variability.
The same phenomenon can be observed in the appointment of board members: CEOs
with lower-pitched voices tend to manage larger companies, earn more, and enjoy longer
tenures. In [65], a voice pitch decrease of 22.1 Hz was associated with $187 thousand
more in annual salary and a $440 million increase in the size of the enterprise man-
aged. On top of this, voice parameters also have a measurable influence on perceived
attractiveness and mate choice [44].

Based on voice samples, it is possible to predict how strangers judge a speaker along
certain personality traits — a technique referred to as “automatic personality perception”
[88]. Considering that the impression people make on others often has a tangible impact
on their possibilities and success in life [6, 51, 65, 90], it becomes clear how sensitive
and revealing such information can be.

2.12 Inference of Socioeconomic Status

Certain speech characteristics may allow insights into a person’s socioeconomic status.
There is ample evidence, for instance, that language abilities — including vocabulary,
grammatical development, complexity of utterances, productive and receptive syntax
— vary significantly between different social classes, starting in early childhood [38].
Therefore, people from distinct socioeconomic backgrounds can often be told apart based
on their “entirely different modes of speech” [11]. Besides grammar and vocabulary,
researchers found striking inter-class differences in the variety of perspectives utilized
in communication and in the use of stylistic devices, observing that once the nature of
the difference is grasped, it is “astonishing how quickly a characteristic organization of
communication [can] be detected.” [87].

Not only language skills, but also the sound of a speaker’s voice may be used to draw
inferences about his or her social standing. The menarcheal status of girls, for example,
which can be derived from voice samples, is used by anthropologists to investigate living
conditions and social inequalities in populations [15]. In certain contexts, voice cues,
such as pitch and loudness, can even reveal a speaker’s hierarchical rank [52].

Based on existing research, it is difficult to say how precise speech-based meth-
ods for the assessment of socioeconomic status can become. However, differences
between social classes certainly appear discriminative enough to allow for some forms
of automatic classification.

2.13 Classification of Acoustic Scenes and Events

Aside from human speech, voice recordings often contain some form of ambient noise.
By analyzing background sounds, it is possible to recognize the environment in which an
audio sequence was recorded, including indoor environments (e.g., library, restaurant,
grocery store, home, metro station, office), outdoor environments (e.g., beach, city center,
forest, residential area, urban park), and transport modes (e.g., bus, car, train) [43, 97].

It is also possible to automatically detect and classify specific audio events, such
as animal sounds (e.g., dog, cat, crow, crickets), natural sounds (e.g., rain, sea waves,
wind, thunderstorm), urban sounds (e.g., church bells, fireworks, jackhammer), office
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sounds (e.g., mouse click, keyboard typing, printer), bathroom sounds (e.g., showering,
urination, defecation, brushing teeth), domestic sounds (e.g., clock tick, page turning,
creaking door, keys placed on a table), and non-speech human sounds (e.g., crying,
sneezing, breathing, coughing) [4, 16, 43, 97].

Algorithms can even recognize drinking and eating moments in audio recordings
and the type of food a person is eating (e.g., soup, rice, apple, nectarine, banana, crisps,
biscuits, gummi bears) [19, 91]. Commercial applications like Shazam further demon-
strate that media sounds, such as songs and movie soundtracks, can be automatically
identified and classified into their respective genre with high accuracy, even based on
short snippets recorded in a noisy environment [49].

Through such inferences, ambient sounds in audio recordings may not only allow
insights into a device holder’s context and location, but also into his or her preferences
and activities. Certain environments, such as places of worship or street protests, could
potentially reveal a person’s religious and political affiliations.

Sensitive information can even be extracted from ultrasonic audio signals inaudible
to the human ear. An example that has received a lot of media attention recently is the
use of so-called “ultrasonic beacons”, i.e. high-pitched Morse signals which are secretly
emitted by speakers installed in businesses and stores, or embedded in TV commercials
and other broadcast content, allowing companies to unobtrusively track the location and
media consumption habits of consumers. A growing number of mobile apps — several
hundred already, some of them very popular — are using their microphone permission
to scan ambient sound for such ultrasonic signals, often without properly informing the
user about it [59].

3 Discussion and Implications

As illustrated in the previous section, sensitive inferences can be drawn from human
speech and other sounds commonly found in recorded audio. Apart from the linguistic
content of a voice recording, a speaker’s patterns of word use, manner of pronunciation,
and voice characteristics can implicitly contain information about his or her biometric
identity, body features, gender, age, personality traits, mental and physical health condi-
tion, emotions, intention to deceive, degree of intoxication and sleepiness, geographical
origin, and socioeconomic status.

While there is a rich and growing body of research to support the above statement,
it has to be acknowledged that many of the studies cited in this paper achieved their
classification results under ideal laboratory conditions (e.g., scripted speech, high quality
microphones, close-capture recordings, no background noise) [10, 20, 30, 36, 55, 60, 70,
82,94, 107], which may raise doubt about the generalizability of their inference methods.
Also, while impressive accuracies have been reached, it should not be neglected that
nearly all of the mentioned approaches still exhibit considerable error rates.

On the other hand, since methods for voice and speech analysis are often subject
to non-disclosure agreements, the most advanced know-how arguably rests within the
industry and is not publicly available. It can be assumed that numerous corporate and gov-
ernmental actors with access to speech data from consumer devices possess much larger
amounts of training data and more advanced technical capabilities than the researchers
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cited in this paper. Amazon, for example, spent more than $23 billion on research and
development in 2017 alone, has sold more than 100 million Alexa-enabled devices and,
according to the company’s latest annual report, “customers spoke to Alexa tens of
billions more times in 2018 compared to 2017 [108]. Moreover, companies can link
speech data with auxiliary datasets (e.g., social media data, browsing behavior, purchase
histories) to draw other sensitive inferences [47] while the methods considered in this
paper exclusively rely on human speech and other sounds commonly found in recorded
audio. Looking forward, we expect the risk of unintended information disclosure from
speech data to grow further with the continuing proliferation of microphone-equipped
devices and the development of more efficient inference algorithms. Deep learning, for
instance, still appears to offer significant improvement potential for automated voice
analysis [3, 19].

While recognizing the above facts and developments as a substantial privacy threat,
it is not our intention to deny the many advantages that speech applications offer in
areas like public health, productivity, and convenience. Devices with voice control,
for instance, improve the lives of people with physical disabilities and enhance safety
in situations where touch-based user interfaces are dangerous to use, e.g., while driving
a car. Similarly, the detection of health issues from voice samples (see Sect. 2.9) could
help in treating illnesses more effectively and reduce healthcare costs.

But since inferred information can be misused in countless ways [17, 18], robust
data protection mechanisms are needed in order to reap the benefits of voice and speech
analysis in a socially acceptable manner. At the technical level, many approaches have
been developed for privacy protection at different stages of the data life cycle, including
operations over encrypted data, differential privacy, data anonymization, secure multi-
party computation, and privacy-preserving data processing on edge devices [46, 72, 106].
Various privacy safeguards have been specifically designed or adjusted for audio mining
applications. These include voice binarization, hashing techniques for speech data, fully
homomorphic inference systems, differential private learning, the computation of audio
data in separate entrusted units, and speaker de-identification by voice transformation
[72, 73]. A comprehensive review of cryptography-based solutions for speech data is
provided in [72]. Privacy risks can also be moderated by storing and processing only
the audio data required for an application’s functionality. For example, where only the
linguistic content is required, voice recordings can be converted to text in order to
eliminate all voice-related information and thereby minimize the potential for undesired
inferences.

In advocating data collection transparency and informational self-determination, the
recent privacy discourse has put a focus on the recording mode of microphone-equipped
devices, where a distinction can be made between “manually activated,” “speech acti-
vated,” and “always on” [32]. However, data scandals show that reporting modes cannot
always be trusted [105]. And even where audio is only recorded and transmitted with a
user’s explicit consent, sensitive inferences may unnoticeably be drawn from collected
speech data, ultimately leaving the user without control over his or her privacy. Enabling
the unrestricted screening of audio data for potentially revealing patterns and correla-
tions, recordings are often available to providers of cloud-based services in unencrypted
form — an example being voice-based virtual assistants [1, 22]. With personal data being
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the foundation for highly profitable business models and strategic surveillance prac-
tices, it is certainly not unusual for speech data to be processed in an unauthorized or
unexpected manner. This is well illustrated by recently exposed cases where Amazon,
Google, and Apple ordered human contractors to listen to private voice recordings of
their customers [22].

The findings compiled in this paper reveal a serious threat to consumer privacy
and show that more research is needed into the societal implications of voice and speech
processing. In addition to investigating the technical feasibility of inferences from speech
data in more detail, future research should explore technical and legal countermeasures
to the presented problem, including ways to enforce existing data protection laws more
effectively. Of course, the problem of undesired inferences goes far beyond microphones
and needs to be addressed for other data sources as well. For example, in recent work,
we have also investigated the wealth of sensitive information that can be implicitly
contained in data from air quality sensors, infrared motion detectors, smart meters [56],
accelerometers [57], and eye tracking sensors [58]. It becomes apparent that sensors in
many everyday electronic devices can reveal significantly more information than one
would assume based on their advertised functionality. The crafting of solutions to either
limit the immense amounts of knowledge and power this creates for certain organizations,
or to at least avert negative consequences for society, will be an important challenge for
privacy and civil rights advocates over the years to come.

4 Conclusion

Microphones are widely used in connected devices, where they have a large variety of
possible applications. While recognizing the benefits of voice and speech analysis, this
paper highlights the growing privacy threat of unexpected inferences from audio data.
Besides the linguistic content, a voice recording can implicitly contain information about
a speaker’s identity, personality, body shape, mental and physical health, age, gender,
emotions, geographical origin, and socioeconomic status — and may thereby potentially
reveal much more information than a speaker wishes and expects to communicate.

Further research is required into the privacy implications of microphone-equipped
devices, taking into account the evolving state of the art in data mining technology. As
it is impossible, however, to meaningfully determine the limits of inference methods
developed behind closed doors, voice recordings — even where the linguistic content
does not seem rich and revealing — should be regarded and treated as highly sensitive
by default. Since existing technical and legal countermeasures are limited and do not
yet offer reliable protection against large-scale misuses of audio data and undesired
inferences, more effective safeguards and means of enforcement are urgently needed.
We hope that the knowledge compiled in this paper can serve as a basis for consumer
education and will help lawmakers and fellow researchers in assessing the richness and
potential sensitivity of speech data.
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ABSTRACT

Accelerometers are sensors for measuring acceleration forces.
They can be found embedded in many types of mobile devices,
including tablet PCs, smartphones, and smartwatches. Some
common uses of built-in accelerometers are automatic image
stabilization, device orientation detection, and shake detection. In
contrast to sensors like microphones and cameras, accelerometers
are widely regarded as not privacy-intrusive. This sentiment is
reflected in protection policies of current mobile operating
systems, where third-party apps can access accelerometer data
without requiring security permission. It has been shown in
experiments, however, that seemingly innocuous sensors can be
used as a side channel to infer highly sensitive information about
people in their vicinity. Drawing from existing literature, we
found that accelerometer data alone may be sufficient to obtain
information about a device holder’s location, activities, health
condition, body features, gender, age, personality traits, and
emotional state. Acceleration signals can even be used to uniquely
identify a person based on biometric movement patterns and to
reconstruct sequences of text entered into a device, including
passwords. In the light of these possible inferences, we suggest
that accelerometers should urgently be re-evaluated in terms of
their privacy implications, along with corresponding adjustments
to sensor protection mechanisms.
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1. INTRODUCTION

An accelerometer is an instrument for measuring acceleration
forces caused by the movements and vibrations of an object, or by
gravity. Today, all sorts of mobile devices, including smart-
phones, tablet PCs, smartwatches, digital cameras, wearable
fitness trackers, game controllers, and virtual reality headsets, are
equipped with built-in microelectromechanical accelerometers [1].
Studies even suggest that accelerometers are the most widely used
sensor in wearable devices [2] and also the sensor that is most
frequently accessed by mobile apps [3].

Among other common applications, acceleration signals are used
for image stabilization in cameras, for measuring the orientation
of a device relative to Earth’s gravitational pull (e.g. to enable
automatic display rotation between landscape and portrait mode),
and for detecting user actions, such as moving or shaking a
device.

While some sensors, such as microphones, cameras and GPS, are
widely perceived as privacy-sensitive [4, 5] and require explicit
user permission to be activated in current mobile operating
systems [3], accelerometers are less well-understood in terms of
their privacy implications, and also much less protected [6, 7].
Even scholarly literature has largely ignored potential issues in
this field, with researchers describing accelerometer data as “not
particularly sensitive” [8] or even “privacy preserving” [9].

Experimental studies have shown, however, that sensitive
personal data can be inferred from accelerometer readings. This
paper presents a non-exhaustive overview of possible inferences,
drawing from multiple academic disciplines, including infor-
mation science, psychology, health science, and computer science.
According to our findings, accelerometers in mobile devices may
reveal information about a user’s activities (section 2.1), location
(sect. 2.2), identity (sect. 2.3), device inputs (sect. 2.4), health
condition and body features (sect. 2.5), age and gender (sect. 2.6),
moods and emotions (sect. 2.7), and personality traits (sect. 2.8).

2. POSSIBLE INFERENCES

In this chapter, we present experimental studies from the scholarly
literature in which sensitive information was successfully derived
from accelerometer data. A visual overview is provided in Fig. 3,
at the end of the chapter.

2.1 Activity and Behavior Tracking

A wide range of physical activity variables and behavior-related
information can be derived from raw accelerometer data.
Accelerometer-based pedometers (“step counters”), for instance,
register the impacts produced by steps during motion and can
estimate energy expenditure and distance walked [10]. In medical
studies, wearable devices with embedded accelerometers are
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widely used to assess the amount of sedentary time and physical
activity among patients [11, 12].

Body-worn accelerometers have also been shown to enable real-
time body posture and activity classification. High recognition
accuracy has been achieved for basic physical activities, including
running, walking, cycling, lying, climbing stairs, falling, sitting
and standing [13-16], as well as for more complex activities, such
as writing, reading, typing, painting, sorting paperwork or
searching the internet [17].

Not only the type but also the duration of activities and temporal
behavior patterns can be derived from acceleration signals [18,
19]. When worn during the night, mobile devices with built-in
accelerometers may enable sleep-wake cycle monitoring, through
variables such as sleep onset and offset, total sleep time and sleep
intervals [20, 21], as well as the monitoring of sleep-related
behaviors [11].

Accelerometers in handheld and wrist-worn devices can further be
used to detect specific hand gestures [22], eating and drinking
moments [23, 24], and smoking [25, 26]. Gait features of subjects,
extracted from accelerometer data, can even reveal their level of
intoxication. Researchers were able to distinguish “sober walk”
from “intoxicated walk” [27] and to estimate blood alcohol
content [28] as well as the number of drinks consumed [29] via
accelerometry alone.

In [17], signals from a single body-worn accelerometer were used
to detect if a subject is carrying a load. Accelerometer-based gait
dynamics have also been used to estimate the weight of carried
objects with robustness to variations in walking speeds, body
types and walking conditions [30].

Figure 1: Classification of driving patterns based on streams
of accelerometer data, from [31].

When located inside a car, motion sensors can be used to measure
an operator’s driving behavior. In [31], Singh, Juneja and Kapoor
identified events such as sudden breaking, sudden acceleration,
right and left turns and lane changes from patterns in
accelerometer data, as is illustrated in Fig. 1. From such infor-
mation, researchers were able to detect aggressive or unsafe
driving styles [32] and drunk driving patterns [33].

Based on indicative body movements and sound vibrations, both
measured using accelerometers, researchers were able to derive
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speech activity and social interactions of subjects [9, 34]. Even
ways of reconstructing speech solely from recorded vibrations
have been explored. AccelWord, developed in [35], can detect
hotwords spoken by a user, utilizing accelerometer data from
commercially available mobile devices. Patents have already been
filed for a “method of detecting a user's voice activity using an
accelerometer” [36] and a “system that uses an accelerometer in a
mobile device to detect hotwords” [37].

2.2 Location Tracking

It has been shown that accelerometers in mobile devices can be
exploited for user localization and reconstruction of travel
trajectories, even when other localization systems, such as GPS,
are disabled. In [38], Han et al. were able to geographically track
a person who is driving a car based solely on accelerometer
readings from the subject’s smartphone. In their approach, they
first calculate the vehicle’s approximate motion trajectory using
three-axis acceleration measurements from an iPhone located
inside the vehicle, and then map the derived trajectory to the
shape of existing routes on a map. An example application of the
algorithm is displayed in Fig. 2. Han et al. describe their results as
“comparable to the typical accuracy for handheld global
positioning systems.”

Figure 2: Map matching algorithm used in [38]. The green
trail indicates the motion trajectory obtained from
accelerometer data. The red trail indicates the inferred route.
The blue trail indicates the actual route traveled (GPS data).

Hua, Shen and Zhong found that accelerometers in smartphones
can also reveal the device’s location while the holder is using a
metropolitan train system [39]. To achieve this, the researchers
compare and match acceleration patterns with labeled training
data to recognize specific station intervals through which the user
travels. Results from experiments on a real metro line show that
the accuracy of their approach could reach up to 89% and 92% if
the metro ride is longer than 3 or 5 stations, respectively [39].

2.3 User Identification

Body movement patterns recorded by accelerometers in mobile
devices have been demonstrated to be discriminative enough to
differentiate between, or even uniquely identify, users. Various
accelerometer-only approaches have been proposed to confirm the
identity of a user based on biometric gait features [40, 41], hand
gestures [42], or head movements [43]. Using accelerometer rea-
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dings from smartphones, Kwapisz, Weiss and Moore were able to
recognize individuals from a pool of 36 test subjects with 100%
accuracy [44].

It has also been shown that, through aerial vibrations, accelero-
meters can be sensitive enough to capture sound, including human
speech, in sufficient quality to distinguish between different spea-
kers with high accuracy [35].

The location trajectory of a mobile device, which can be inferred
from accelerometer data under certain conditions (as explained in
section 2.2), may reveal a user’s work and home addresses [45],
and — in conjunction with white pages, employment directories,
tax records, or other auxiliary datasets — a user’s real identity [46].

Following an approach commonly referred to as device
fingerprinting, users can further be told apart based on unique
characteristics and features of their personal devices. Calibration
errors in accelerometers, which are caused by imperfections in the
manufacturing process, have been found sufficient to uniquely
identify their encapsulating device [6, 47]. Such a “fingerprint”
can be used, for instance, to track users across repeated website
visits, even when private browsing is activated and other tracking
technologies, such as canvas fingerprinting or cookies, are
blocked [48].

2.4 Keystroke Logging

The input that users type into to their devices through
touchscreens and keyboards contains highly sensitive information
such as text messages, personal notes, login credentials and
transaction details.

Based on the observation that swipes, taps and keystrokes often
correlate with distinctive hand movements of the user, it has been
shown that inputs can be reconstructed using motion sensor data
from handheld and wrist-worn devices [49-51]. Some researchers
have exclusively used accelerometer data for such keystroke
inference attacks. Aviv et al. demonstrated that accelerometers in
smartphones can be exploited to infer tap- and gesture-based
input, including PINs and graphical password patterns [52]. Based
on the same type of data, Owusu et al. were able to obtain entire
sequences of text entered through a phone’s touchscreen [53].

Through examining the source code of other existing approaches,
it has been found that even multi-sensor attacks solely use
acceleration information for tap detection, leading to the
conclusion that defense mechanisms against these kinds of side
channel attacks should focus on accelerometers [54].

Not only does the above imply that accelerometer data could offer
sensitive insights into a user’s communication and transactions:
Beltramelli and Risi even warn that a user’s entire technological
ecosystem could be compromised when passwords are leaked
through embedded sensors in consumer electronics [55].

2.5 Inference of Health Parameters and Body

Features

Body-worn accelerometers can be used to gain insight into a
person’s physical characteristics and health status. Using
accelerometer data from smartphones, researchers were able to
derive an approximation of the body weight and height of users
[56, 57]. A strong correlation has been observed between
accelerometer-determined physical activity and obesity [58].

Physical activity is generally recognized as a promoter and
indicator of health [59]. A person’s amount of physical activity
can reveal sensitive information about latent chronic diseases and
the person’s degree of mobility [12] as well as about cognitive
function and even risk of mortality [60]. As explained in section

2.1, a wide range of activity-related variables can be derived from
accelerometer data, including energy expenditure, type of activity
and temporal activity patterns. This association is increasingly put
to use in health studies, where accelerometers are used to
remotely assess the physical activity level of participants [61].

Another important factor in population health is the amount of
sleep that people get. Sleep loss has been associated with
developing serious illnesses, such as cardiovascular disease and
diabetes, and even with increased all-cause mortality [62].
Numerous studies have shown that accelerometers in wearable
devices can be used for evaluating sleep patterns [20], sleep
fragmentation [63] and sleep efficiency [64]. Actigraphy, an
accelerometer-based assessment method, has been described as an
“essential tool in sleep research and sleep medicine” [20].
Experimental results from Pesonen and Kuula suggest that
accelerometers in consumer-targeted wearables can be as effective
for sleep monitoring as research-targeted devices [21].

Specialized accelerometers have been used to measure various
other health parameters, including voice health [65], postural
stability [12] and physiological sound [66].

2.6 Inference of Demographics

Estimates of demographic variables such as age and gender can be
made based on data from body-worn accelerometers. It has long
been demonstrated that adults and children differ in their
smoothness of walking, which is reflected in accelerometer
readings [67]. Menz, Lord and Fitzpatrick compared gait features
between young and elder subjects using acceleration signals and
discovered that younger subjects showed greater step length,
higher velocity and smaller step timing variability [68]. Using
data from accelerometers in smartphones, Davarci et al. were able
to predict the age interval of test subjects with a success rate of
92.5% [69]. Their work is based on the observation that children
and adults differ in the way they hold and touch smartphones.

Experimental results by Cho, Park and Kwon indicate that there
are also gender-specific movement patterns [70]. In accordance,
research has shown that it is possible to estimate the sex of
individuals based on hip movements [56], gait features [71] and
physical activity patterns [72], all derived from accelerometer
data. An experiment also revealed that female gait patterns are
significantly influenced by the heel height of their shoes [73].
Weiss and Lockhart emphasize that accelerometer-based gender
recognition can work independently of a subject’s weight and
height [56]. Even acoustic vibrations caused by a person’s voice
and captured through a smartphone accelerometer can be used to
classify speakers into male and female with high accuracy [35].

2.7 Mood and Emotion Recognition

The level of physical activity, which can be measured using body-
worn accelerometers (see section 2.1), has been identified as a
potential predictor of human emotions [74] and depressive
moods [75]. Zhang et al. were able to recognize emotional states
of test subjects (happy, neutral, and angry) with fair accuracy,
relying only on accelerometer data from smart wristbands [76].
Accelerometers in smartphones have been used to detect stress
levels [77] and arousal [78] in users. Also, Matic et al. found a
positive association between accelerometer-derived speech activi-
ty and mood changes [9].

2.8 Inference of Personality Traits

Methods have been proposed for inferring preferences and other
personality traits solely from body gestures and motion patterns.
Englebienne and Hung used wearable accelerometers to estimate
the motivations, interests and group affiliations of study
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participants in scenarios of social interaction, based on their
movements, body postures and expansiveness of gesturing [34].

A person’s level of physical activity, which can also be measured
using body-worn accelerometers (see section 2.1), has been shown
to correlate with certain personality traits such as conscientious-
ness, neuroticism, openness, and extraversion [79]. Artese et al.
evaluated the body movements of test subjects for seven days
using accelerometer-based monitoring devices and found that
agreeableness, conscientiousness and extraversion were positively
and neuroticism negatively associated to more steps per day and
other physical activity variables [80]. Examining correlates
between the personality and physical activity of female college
students, Wilson et al. discovered that neuroticism and
the functioning of the behavioral inhibition system were both
related to physical activity measures derived from accelerometer
readings [81].

3. DISCUSSION AND IMPLICATIONS

As shown in the previous section, accelerometers in mobile
devices can allow serious invasions of user privacy. Even when
other sensors, such as cameras, microphones and GPS are turned
off, accelerometer data can be sufficient to obtain information
about a device holder’s location, health condition, body features,
age, gender, emotions and personality traits. Acceleration signals
may even be used to uniquely identify a person based on
biometric movement patterns and to reconstruct sequences of text
entered into a device.

It has to be acknowledged that most experimental studies cited in
this paper have substantial limitations. First, many approaches
were only tested in controlled laboratory settings [14, 17, 24, 26,
32,33, 35, 40, 41, 43, 53, 57]. For methods applied under real-life

conditions, considerable reductions in accuracy have been
observed [9, 82]. Second, several of the presented methods require
prior knowledge about the user or the user’s context in order to
function [39—44, 52]. Third, subjects in some of the experiments
wore accelerometers attached to certain body parts, such as chest
[9, 15], hip [40], waist [14], or even multiple body parts [24, 25,
64], whereas in reality, mobile devices are mostly worn around
the wrist [23] or interchangeably in hands, bags, and pockets [83].
In light of these limitations, the real-world applicability of the
presented methods can be questioned.

On the other hand, it may reasonably be assumed that at least
some of the parties who regularly access accelerometer data from
consumer devices (e.g. device manufacturers, service providers,
app developers) possess larger sets of training data, more
technical expertise and more financial resources than the
researchers cited in this paper. Furthermore, data from other
sensors and auxiliary data may be available to potential
adversaries, improving their capability to draw sensitive
inferences, while the methods considered in this paper solely rely
on accelerometer data. Thus, our work represents only an initial
and non-exhaustive exploration of the topic.

It would be enough if even one of the identified threats is realized,
however, for user privacy to be seriously impacted. Also, it seems
probable that the risk will continue to grow with further
improvements of sensor technologies in terms of cost, size and
accuracy, further advances in machine learning methods, and
further proliferation of accelerometer-equipped mobile devices.

Given the widespread perception of accelerometers as non-
intrusive, we call for an urgent reconsideration of their privacy
implications, along with corresponding adjustments to technical
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Figure 3: Overview of sensitive inferences that can be drawn from accelerometer data (according to the referenced studies).
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and legal protection measures. In our opinion, the sensitivity of
sensor data should generally be assessed in consideration of all
inferences that could plausibly be drawn from it, and not based on
the sensor’s official purpose. Further research into the privacy-
intrusion potential of accelerometers and other seemingly benign
sensors is needed, taking into account state-of-the-art data mining
techniques. As it is extremely difficult, however, to meaningfully
determine the limits of continuously advancing inference
methods, most sensors in mobile devices should be regarded and
treated as highly sensitive by default.

4. CONCLUSION

Accelerometers are among the most widely used sensors in
mobile devices, where they have a large variety of possible
applications. They are commonly regarded as not privacy-
intrusive and therefore often less access-restricted than other
sensors, such as cameras and microphones. However, based on
existing literature, we found that accelerometer data can enable
serious privacy intrusions by allowing inferences about a device
holder’s location, identity, demographics, personality, health
status, emotions, activities and body features.

Any trait or behavior of a user that results in characteristic
movement patterns can potentially be detected through accelera-
tion signals. Accelerometers are cheap, low in power consumption
and often invisibly embedded into consumer devices. Thus, they
represent a perfect surveillance tool as long as their data streams
are not properly monitored and protected from potentially
untrusted parties such as device manufacturers, service providers
and app developers. In current mobile operating systems, third-
party apps can access accelerometer data without requiring any
permission or conscious participation from the user.

Although this paper conveys only a first impression of the privacy
violations that could be enabled through accelerometers, the
findings already are significant enough to express a warning to
consumers who could be affected, as well as a call for action to
the public and private actors who are entrusted with protecting
user privacy in mobile devices.
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Abstract. Technologies to measure gaze direction and pupil reactivity have
become efficient, cheap, and compact and are finding increasing use in many fields,
including gaming, marketing, driver safety, military, and healthcare. Besides offer-
ing numerous useful applications, the rapidly expanding technology raises serious
privacy concerns. Through the lens of advanced data analytics, gaze patterns can
reveal much more information than a user wishes and expects to give away. Draw-
ing from a broad range of scientific disciplines, this paper provides a structured
overview of personal data that can be inferred from recorded eye activities. Our
analysis of the literature shows that eye tracking data may implicitly contain infor-
mation about a user’s biometric identity, gender, age, ethnicity, body weight, per-
sonality traits, drug consumption habits, emotional state, skills and abilities, fears,
interests, and sexual preferences. Certain eye tracking measures may even reveal
specific cognitive processes and can be used to diagnose various physical and
mental health conditions. By portraying the richness and sensitivity of gaze data,
this paper provides an important basis for consumer education, privacy impact
assessments, and further research into the societal implications of eye tracking.

Keywords: Eye tracking - Gaze - Pupil - Iris - Vision - Privacy - Data mining -
Inference

1 Introduction

Being an important part of visual perception and human behavior, eye movements have
long been a subject of research interest. The first approaches to measure a person’s
gaze direction date back to the early 1900s [74]. Until recently, these technologies were
severely limited by the cost of the equipment required, a lack of precision, and poor
usability and were only used in very specific niches of research. Over the last few years,
however, with rapid advances in sensor technology and data processing software, eye
tracking solutions have become easy to use, lightweight, efficient, and affordable and
found increasing adoption in many fields, including gaming, marketing, automotive
technology, military, and healthcare [26].

© The Author(s), What Does Your Gaze Reveal About You? On the Privacy Implications of Eye Tracking, published
2020 in M. Friedewald et al. (Eds.): Privacy and Identity 2019, pp. 226-241, Springer, reproduced with permission of
Springer Nature. ] )
https://doi.org/10.1007/978-3-030-42504-3_15
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While alternatives! exist, the most popular method today is video-based eye tracking,
where mathematical models are used to calculate a person’s gaze direction from video
recordings, for example based on the shape and position of pupil and iris, or based
on light reflection patterns in the eyes [2]. This method can not only be used in head-
mounted devices, such as smart glasses and virtual reality headsets, but also through
built-in cameras in laptops, tablets, and smartphones without requiring any additional
hardware [45, 56]. With further improvements in cost and performance, eye tracking
may soon be included as a standard feature in various consumer electronics, moving us
towards a “pervasive eye tracking world” [58].

The many beneficial uses and enormous potentials of the rising technology have to be
acknowledged and should be embraced. However, a more ubiquitous use of eye tracking
will also raise serious privacy concerns — not only because gaze data may be collected
and shared in non-transparent ways, but also because such data can unexpectedly contain
a wealth of sensitive information about a user.

Drawing from a broad range of scientific disciplines, including neuroscience, human-
computer interaction, medical informatics, affective computing, experimental eco-
nomics, psychology, and cognitive science, this paper provides a structured overview
and classification of sensitive pieces of information that can be disclosed by analyz-
ing a person’s eye activities. According to the reviewed literature, eye tracking data
may reveal information about a user’s biometric identity (Sect. 2.1), mental activities
(Sect. 2.2), personality traits (Sect. 2.3), ethnic background (Sect. 2.4), skills and abil-
ities (Sect. 2.5), age and gender (Sect. 2.6), personal preferences (Sect. 2.7), emotional
state (Sect. 2.8), degree of sleepiness and intoxication (Sect. 2.8), and physical and
mental health condition (Sect. 2.9). In order to take rapidly evolving technology trends
and newly emerging privacy threats into account, we will consider not only proven and
established approaches but also inference methods that are subject to ongoing research.
Limitations of the presented methods and their practical applicability will be reflected
upon in Sect. 3, followed by a conclusion in Sect. 4.

2 Inference of Personal Information from Eye Tracking Data

With reference to published research, filed patents, and existing commercial products,
this section presents and categorizes personal information that can be inferred from eye
tracking data. As a basis for potential inferences, eye tracking devices can record a large
variety of gaze parameters.

Some of the most commonly measured eye movements are fixations, saccades, and
smooth pursuit eye movements [85]. During a fixation, the eyes are relatively stable and
focused on a specific position, allowing for information to be acquired and processed.
Saccades are rapid eye movements from one fixation point to another, lasting 30 to 80 ms
[87]. Smooth pursuit movements are performed when eyes are closely following a mov-
ing visual target. In addition to the spatial dispersion, duration, amplitude, acceleration,
velocity, and chronological sequence of such eye movements, many eye trackers capture
various other eye activities, including eye opening and closure (e.g., average distance

I For an overview of existing types of eye tracking, refer to [2].
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between the eyelids, blink duration, blink frequency), ocular microtremors, pupil size,
and pupil reactivity [19, 58]. Furthermore, most eye trackers videotape parts of the user’s
face and may thereby capture additional information, such as the number and depth of
wrinkles, and a user’s eye shape and iris texture [40]. Therefore, these parameters were
also considered in our investigation into the richness and sensitivity of eye tracking data.
Fig. 1 provides an introductory overview of common eye tracking measures and the
categories of inferences discussed in this paper.

Data commonly captured
by eye trackers

disorders

origin B
vision
physical
health

eye opening and closure

obesity

biometric

concussion
geographical chronic pain

mental computation cannabis
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(e.g., reddened, of personal extroversion
watery, dry) i tici
=4 information personality neuroficism
traits curiosity , chemistry
pupil properties % chess
(e'g'jl pupiltlSife). skills and sports
upil reactivi -
@ pip y abilities math
| languages
iris characteristics :
(e.g., eye color, E
iris texture) ' . alcohol
' expectations
i — tobacco
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Fig. 1. Overview of sensitive inferences that can be drawn from eye tracking data.

2.1 Biometric Identification

Due to differences in physical oculomotor structure and brain functioning, certain gaze
characteristics are unique for every individual, similar to fingerprints, and can thus be
exploited for biometric identification [9, 74, 76]. Among other methods, people can
be told apart based on distinct patterns of pupil reactivity and gaze velocity [9], or by
comparing their eye movement trajectories when they focus on a moving target — even
if the eye activity is only recorded through an ordinary smartphone camera [55].

Aside from such gaze-based measures, the complex textures and color patterns in
a person’s iris are also suitable for biometric identification. This approach, called iris
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recognition, is being used in a variety of real-world security and surveillance applica-
tions and has been recognized as “one of the most powerful techniques for biometric
identification ever developed” [64]. Even though their iris scanning capability is usually
not advertised, it should be understood that commodity eye trackers often record and
process high-resolution images of the user’s iris, which can not only be used to uniquely
identify the user but also to deceive iris-based authentication mechanisms and thereby
steal the user’s identity [40].

In cases where a unique identification of an individual is not possible (e.g., because
the person is not registered in the recognition system database), other attributes inferred
from eye tracking data, such as age and gender (see Sect. 2.6), health condition (see
Sect. 2.9), or ethnicity (see Sect. 2.4), can still help to classify the target person into a
specific demographic group and thereby approximate the identity [74].

2.2 Monitoring of Mental Workload and Cognitive Processes

Certain patterns in eye movement, pupil dilation, and eye blinking have been recognized
as reliable indicators of mental workload in people of any age [19, 63], sometimes
offering higher accuracy than conventional methods like Electroencephalography [8].
Through eye tracking, it is also possible to distinguish a user’s moments of awareness
from moments of distraction and mind wandering [31, 84].

Apart from detecting a user’s mental presence and measuring the mere intensity
of cognitive processing, eye tracking can also provide insights into specific conscious
and unconscious thought processes in a large variety of contexts. Among other mental
tasks and activities, ocular measures have been used to study memory retrieval [19, 31],
problem solving [31, 75], learning processes [44, 69], the formation of expectations [19,
27], internal reasoning [19], and mental computations [19, 31].

Eye tracking data can not only — to a certain extent — reveal what we remember,
imagine, expect, and think about, but also our specific decision-making strategies [19,
28] and cognitive styles, i.e., individual differences in the way we acquire, process, and
interpret information [72]. For example, people can be classified as field-dependent vs.
field-independent (people of the latter type pay more attention to detail and exhibit a
more analytical approach to processing visual information) [72], or as verbalizers vs.
visualizers (people of the latter type can process visual information, such as images
and diagrams, better than textual information) [44]. The gaze-based inference of such
cognitive styles is feasible and can achieve high accuracies, as has been confirmed in a
recent study by Raptis et al. [72].

Researchers from the field of cognitive science and experimental psychology have
suggested that eye tracking data will not only be used for the real-time analysis but also
for the prediction of human decisions and behavior [28].

2.3 Inference of Personality Traits

Experimental research has shown that it is possible to automatically infer personality
traits from eye tracking data [34, 35, 42]. For example, gaze patterns captured during
everyday tasks can be used to evaluate users along the so-called Big Five traits, namely
openness to experience, conscientiousness, extroversion, agreeableness, and neuroticism
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[34, 42]. The gaze-based assessment of personality traits is possible not only in binary
form (high vs. low) but also in the form of ranges. In [35], for instance, eye movement
analysis was used for the automatic recognition of different levels of curiosity.

Besides the Big Five traits and curiosity, gaze metrics were found to be associated
with various other personality traits, including emotional intelligence [54], indecisive-
ness [36], the tendency to ruminate [21], trait anxiety [42], sexual compulsivity [87],
boredom susceptibility [70], and general aggressiveness [6]. Eye tracking has even been
used to investigate people’s attachment styles in interpersonal relationships (e.g., secure,
withdrawn, fearful, enmeshed) [81].

Based on data from 428 study participants, Larsson et al. [53] also suggest that
some personality traits, including tendermindedness, warmth, trust, and impulsiveness,
are genetically linked to certain iris characteristics, offering — besides gaze behavior
— another potential ocular biomarker to analyze people’s personalities.

2.4 Inference of Cultural Affiliation and Ethnicity

It is widely agreed that culture fundamentally shapes human cognitive processing and
behavior [11]. Studies have shown that intercultural differences are reflected in certain
gaze characteristics [12, 24,41, 61]. For example, people of different cultural background
were found to exhibit discriminative eye-movement patterns when seeking information
on search engine results pages [61], when exploring complex visual scenes [12, 24], and
when viewing videos of actors performing cultural activities [41]. Some cultural biases
in visual processing are so pronounced that they can still be measured when external
stimuli draw attention in an opposite manner to the respective bias [24].

Additionally, eye movements can reveal a person’s knowledge of certain cultural
practices. For instance, in an eye tracking study by Green et al. [27], Chinese infants
exclusively predicted the goal of eating actions performed by an actor with chopsticks,
whereas European infants only anticipated that food would be brought to the mouth when
eating actions were performed with Western cutlery, as indicated by their predictive gaze
shifts towards the actor’s mouth.

Some studies have also investigated how people of different “race”? differ in their
viewing behavior [25, 33, 88]. Apart from the fact that video-based eye trackers can
directly record the eye color, eye shape, and skin color of a user, it has been observed
in eye tracking studies that test subjects view “other-race faces” differently than faces
of their “own race” in terms of the facial features scanned (e.g., initial focus and greater
proportion of fixation time on the eyes vs. nose and mouth) [25, 88]. Furthermore,
researchers have observed characteristic changes in pupil size, which are attributed
to elevated cognitive effort during face recognition, when people look at “other-race
faces” [88]. Such differences have been reported, for example, between “Black and
White observers” [33] and between “Western Caucasian and East Asian observers” [25]

2 The authors share the UNESCO’s position [60] that the classification of human populations into
“races” is inadequate and obsolete. Nevertheless, it is important to monitor the state of research
in this field, especially because any information indicative of a person’s ethnic background can
serve as a basis for racist discrimination. All terms related to the concept of “race” in this paper
are cited from external sources and do not reflect the authors’ views.
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and could potentially allow inferences about the genetic and ethnic background of eye
tracking users.

Eye tracking data may also allow inferences about a user’s native language. For
instance, considerable differences in eye movement patterns during reading can be
observed between native and non-native speakers of English [39]. Eye tracking can
even be used to determine which specific words are difficult to understand for a per-
son [51]. Among other things, such information could help in estimating a subject’s
nationality or geographical origin.

2.5 SKkill Assessment

Eye tracking has been used extensively in the study of human expertise and to discrimi-
nate between performance levels in a variety of areas [30, 31, 69, 75]. For example, gaze
behavior can be analyzed to assess reading and listening comprehension skills [10, 92].
During a corresponding task or scenario, eye tracking can also be used to distinguish
between experts and novices in chess [75], several sports [46], chemistry [69], mathe-
matics [31], school teaching [14], and various medical skills, including surgery, nursing,
anesthesia, and radiology [30].

Among other gaze characteristics, expertise is often associated with systematic eye
movement patterns reflecting a specific task strategy [31], with the targeted inspection
of important regions and task-relevant information [30, 75], and with more consistent
gaze patterns over consecutive trials of a task [46].

In some fields, eye tracking has not only been used as a tool to discriminate between
people of different skill levels, but also to predict people’s task performance and learn-
ing curves [52, 69] and to examine specific learning disabilities, such as mathematical
difficulties and dyslexia [31, 85].

2.6 Age and Gender Recognition

Just like physical shape, skin texture, and cognitive abilities, human eyes and visual
behavior are fundamentally affected by the aging process [20, 36]. For example, eye
tracking studies found age-related differences in people’s visual explorativeness, pupil
reactions to certain visual stimuli, and error rates in eye movement tasks [36, 42].

Furthermore, detailed frontal face images, which are typically required for video-
based eye tracking, have already been used for automated age estimation, for instance
based on wrinkles in the eye area [15]. Dynamic facial expressions, such as smiles, may
also be analyzed to infer the age of test subjects [17]. Other parameters utilized for
computerized age-group recognition include iris size and iris texture [20].

As with age, a person’s gender can be reflected in certain eye tracking measures. For
instance, studies found systematic gender differences in people’s fixation distribution
while viewing natural images (e.g., stills from romance films or wildlife documentaries)
[68], during online shopping [38], when playing video games [42], and when viewing
sexual stimuli [87]. Researchers have already used such differences in visual behavior
to automatically classify the sex of test subjects [68].
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2.7 Inference of Preferences and Aversions

Eye tracking is widely employed to investigate people’s interests, likes, and dislikes.
Spontaneous attention to specific objects in a visual scene (e.g., in terms of frequency,
duration, and sequence of gaze fixations) is regarded as a natural indicator of interest
[19, 74, 87]. For data presentation and analysis, gaze fixations are commonly aggregated
into heat maps to quickly identify potential regions and objects of interest [74].

Besides the focus of visual attention, other eye parameters, such as pupil dilation
and blink properties, can also be used to analyze a person’s degree of interest and to
distinguish between positive, neutral, and negative responses to visual stimuli [55].
Emotion detection from gaze data, which can assist in analyzing a user’s interests and
preferences [55, 83], will be discussed in Sect. 2.8.

Among other things, eye tracking has been used to examine preferences for certain
types of gambling [65], mobile apps [56], activities of daily living [86], types of food
[32], colors, geometric shapes, and product designs [3], pieces of clothing, animals, video
game characters, and items of furniture [83]. Beyond mere interest, existing research
even suggests that people’s patterns of visual attention reflect their consumption and
purchasing behavior [91].

Eye tracking has also been used extensively in the study of love and sexual desire. For
example, researchers have analyzed pupillary responses and the allocation of visual atten-
tion to measure levels of sexual arousal and to investigate mating preferences towards
specific facial characteristics, age groups, body shapes, body parts, and signs of social
dominance [3, 87].

Apart from positive interests, visual attentional biases captured by eye trackers can
also reflect a person’s phobias and aversions (e.g., fear of spiders) [3, 37]. Some interests
and preferences can already be inferred from eye tracking data with high accuracy [56,
73, 87] and several patents have been filed in this field [3, 83].

2.8 Detection of Short- and Medium-Term User States

Moods and Emotions. Eye tracking is increasingly used in the interdisciplinary field
of affective computing, where systems are developed to automatically recognize human
emotions based on physiological signals and behavioral cues [73, 83]. It has been shown
that various ocular measures, including pupil size, blink properties, saccadic eye move-
ments, and specific biases of visual attention, can contain information about a person’s

emotional state [4, 23, 55, 59].
Gaze data can reflect emotional arousal and the valence of emotions (positive, neg-

ative, neutral) [19, 55] as well as more specific affective states, such as happiness and
enthusiasm [83], acute stress and worry [59], humorous moods and disgust [ 73], curiosity
[4], distress, nervousness, and hostility [23], fear, anger, sadness, and surprise [55].

Eye tracking can not only be used to detect emotions with high accuracy [73] but
also to estimate the intensity of emotions [55, 83]. Based on gaze parameters, existing
methods can even distinguish whether a user’s emotional response to a given stimulus
is rational or purely instinctive [55].
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Fatigue and Sleepiness. For over two decades, there have been approaches to automat-
ically derive a person’s level of sleepiness from certain ocular measures, such as blink
rate, blink duration, average distance between the eyelids, fixation durations, and veloc-
ity of eye movements [57]. Recent studies have confirmed the suitability of eye tracking
measures as indicators for sleepiness and fatigue [63, 89]. Corresponding methods have
already been patented and achieve high accuracies — not only while the user is working
on specific cognitive tasks, but also during everyday natural-viewing situations [57, 89].

Intoxication. The consumption of alcohol and other recreational drugs can have mea-
surable effects on various eye and gaze properties, such as decreased accuracy and
speed of saccades, changes in pupil size and reactivity, and an impaired ability to fixate
on moving objects [29, 67, 85].

Apart from alcohol, significant abnormalities in oculomotor functioning were
found in people under the influence of nicotine, 3,4-methylenedioxymethamphetamine
(“MDMA”), and tetrahydrocannabinol (“THC”) [29, 70].

Researchers have demonstrated the ability to differentiate between drug-impaired
and sober subjects with high accuracy based on eye tracking data [29]. The magnitude
of some ocular effects is closely associated with the amount of drugs consumed [85] and
certain effects can even be detected at non-intoxicating doses [77]. In addition to pupillary
changes and eye movement impairments, an attentional bias towards drug-related visual
stimuli has been observed among intoxicated test subjects [67].

Not only a state of intoxication, but also an acute state of drug deprivation and craving
can have a distinct effect on certain eye tracking parameters [29, 70].

2.9 Health Assessment

Physical Health. Many diseases and medical conditions directly affect the eyes, or
parts of the brain that are responsible for oculomotor function, and thereby cause gaze
impairments [3, 19, 30]. Characteristic eye movement patterns were found, for example,
in people suffering from concussion [43], fetal alcohol syndrome [3], irregular growth
[3], chronic pain [22], neurocognitive impairment due to preterm birth [82], multiple
sclerosis [3], Alzheimer’s disease [30, 43], Tourette syndrome [19], Parkinson’s disease
[30], and various vision disorders (e.g., myopia, farsightedness, and blind spots) [3, 43].

As filed patents and published experimental studies show, eye movement analysis
can be used to diagnose, monitor, prognose, and sometimes even predict various health
disorders [30, 43] which can be subsumed under the umbrella term ETDCC (“Eye
Tracking-Relevant Diseases, Conditions, and Characteristics”) [3].

Research has further demonstrated that certain patterns in gaze orientation and pupil
reactivity to food-related stimuli (e.g., high vs. low calorie food images) can be indicative
of overweight and obesity [32].

Mental Health. Abnormal eye movements can be used as behavioral biomarkers for
the diagnosis of various mental health problems [1, 5, 29]. Oculomotor dysfunctions
and gaze peculiarities are found, for example, in sufferers of anxiety disorder [29],
depression [ 1], bipolar disorder [30], borderline personality disorder [6], schizophrenia
[5], obsessive—compulsive disorder [13], binge-eating disorder [79], ADHD [7], mild
cognitive impairment [30], autism [43], and posttraumatic stress disorder [66].
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Some common symptoms of mental disorders are irregularities in blink rate and blink
duration [19], abnormal stability and dispersal of gaze fixations during free viewing
[5], unusual biases of visual attention [66], impaired smooth pursuit eye-movement
performance [85], eye contact avoidance, and abnormal distance between the eyelids
[1].

Certain mental illnesses, including depression and schizophrenia, can already be
detected automatically via eye tracking [1, 5, 30] and corresponding methods have been
filed as patents [43]. Besides the possibility of binary classification (suffering vs. not
suffering), some ocular measures are associated with the severity of mental disorders
[19]. Not only acute disorders can be reflected in gaze data, but also past mental health
issues and even the personal risk of future outbreaks [71, 78]. For example, researchers
have observed characteristic gaze patterns in previously depressed individuals [78] and
found biases in visual attention that were predictive of future depression scores at a delay
of more than two years [71].

Substance Use Disorders. Apart from acute states of intoxication (which we have dis-
cussed in Sect. 2.8), eye tracking data may contain information about a user’s longer-term
drug consumption habits and addictions. Numerous eye tracking studies have reported
a strong attentional bias towards drug-related visual cues in addicts of cocaine [16],
alcohol [67], cannabis [90], and tobacco [18, 70].

Among other possible methods, such attentional biases can be detected by measuring
how quickly, how often, and for how long a person’s eyes fixate on corresponding
stimuli in comparison to neutral stimuli, or by testing the person’s ability to look away
from drug-related stimuli on command [16, 18]. Significant biases have not only been
observed in long-term addicts but also in habitual drug users without clinical symptoms
of dependency [18, 67]. The strength of attentional biases towards drug-related visual
cues was found to be correlated with scores on drug use scales, such as the Obsessive
Compulsive Cocaine Scale [16] and with self-reported lifetime drug consumption [62].
Research has also shown that certain biases in visual attention can be predictive of
craving and even relapse in drug addiction [16].

3 Discussion and Implications

As shown in the previous section, various kinds of sensitive inferences can be drawn from
eye tracking data. Among other categories of personal data, recorded visual behavior
can implicitly contain information about a person’s biometric identity, personality traits,
ethnic background, age, gender, emotions, fears, preferences, skills and abilities, drug
habits, levels of sleepiness and intoxication, and physical and mental health condition.
To some extent, even distinct stages of cognitive information processing are discernable
from gaze data. Thus, devices with eye tracking capability have the potential to implicitly
capture much more information than a user wishes and expects to reveal. Some of the
categories of personal information listed above constitute special category data, for
which particular protection is prescribed by the EU’s General Data Protection Regulation
(Art. 9 GDPR).

Of course, drawing reliable inferences from eye tracking data is not a trivial task.
Many situational factors can influence eye properties and gaze behavior in complex
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ways, making it difficult to measure the effect of a particular action, internal process, or
personal characteristic of the user in isolation [55]. Seemingly identical ocular reactions
can result from completely different causes. For example, an intensive gaze fixation on
another person’s face may indicate liking, aversion, confusion, recognition, and much
more. Similarly, a sudden change in pupil size can be indicative of many different feelings
or internal states, including physical pain, sexual arousal, interest, happiness, anger, or
simply be a reaction to ambient events and conditions, such as noise or varying lighting
[19, 55].

In spite of existing challenges and limitations, the reviewed literature demonstrates
that there is considerable potential for inferences in many areas and that numerous
research projects, patented systems, and even commercial products have already taken
advantage of the richness of eye tracking data to draw inferences about individuals with
high accuracy.

It should be acknowledged that many of the cited inference methods were only tested
under controlled laboratory conditions and lack evaluation in real-world scenarios [4,
18, 27, 52, 65, 67, 69, 86, 88]. On the other hand, it may reasonably be assumed that
some of the companies with access to eye tracking data from consumer devices (e.g.,
device manufacturers, ecosystem providers) possess larger sets of training data, more
technical expertise, and more financial resources than the researchers cited in this paper.
Facebook, for example, a pioneer in virtual reality and eye tracking technology, is also
one of the wealthiest and most profitable companies in the world with a multi-billion
dollar budget for research and development and a user base of over 2.3 billion people
[93]. It seems probable that the threat of unintended information disclosure from gaze
data will continue to grow with further improvements of eye tracking technology in terms
of cost, size, and accuracy, further advances in analytical approaches, and the increasing
use of eye tracking in various aspects of daily life.

In assessing the privacy implications of eye tracking, it is important to understand
that, while consciously directed eye movements are possible, many aspects of ocular
behavior are not under volitional control — especially not at the micro level [19, 55].
For instance, stimulus-driven glances, pupil dilation, ocular tremor, and spontaneous
blinks mostly occur without conscious effort, similar to digestion and breathing. And
even for those eye activities where volitional control is possible, maintaining it can
quickly become physically and cognitively tiring [58] — and may also produce certain
visible patterns by which such efforts can be detected. Hence, it can be very difficult or
even impossible for eye tracking users to consciously prevent the leakage of personal
information.

Though this paper focuses on privacy risks, we do not dispute the wide-ranging
benefits of eye tracking. Quite the opposite: we believe that it is precisely the richness
of gaze data and the possibility to draw insightful inferences from it that make the rising
technology so valuable and useful. But to exploit this potential in a sustainable and
socially acceptable manner, adequate privacy protection measures are needed.

Technical safeguards have been proposed to prevent the unintended disclosure of per-
sonal information in data mining, including specialized solutions for eye tracking data
[58, 80]. These comprise the fuzzing of gaze data (i.e., inserting random noise into the
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signal before passing it down the application chain) and the utilization of derived param-
eters (e.g., aggregated values instead of detailed eye fixation sequences) [58]. Experi-
ments have already shown that approaches based on differential privacy can prevent
certain inferences, such as user re-identification and gender recognition, while main-
taining high performance in gaze-based applications [80]. In addition to approaches at
the technical level, it should also be examined whether existing laws provide for suf-
ficient transparency in the processing of gaze data and for proper protection against
inference-based privacy breaches. The promises and limitations of existing technical
and legal remedies are beyond the scope of this paper but deserve careful scrutiny and
will be considered for future work.

Even though eye tracking is a demonstrative example, the threat of undesired infer-
ences is of course much broader, encompassing countless other sensors and data sources
in modern life [47]. In other recent work, we have examined sensitive inferences that can
be drawn from voice recordings [49] and accelerometer data [48, 50], for instance. In
our view, the vast possibilities of continuously advancing inference methods are clearly
beyond the understanding of the ordinary consumer. Therefore, we consider it to be pri-
marily the responsibility of technical experts, technology companies, and governmental
agencies to inform consumers about potential consequences and protect them against
such covert invasions of privacy. Also, since it is unlikely that companies will voluntarily
refrain from using or selling personal information that can be extracted from already
collected data, there should be strong regulatory incentives and controls.

4 Conclusion

While the widespread adoption of eye tracking holds the potential to improve our lives in
many ways, the rising technology also poses a substantial threat to privacy. The overview
provided in this paper illustrates that, through the lens of advanced data analytics, eye
tracking data can contain a rich array of sensitive information, including cues to a user’s
biometric identity, gender, age, ethnicity, personality traits, drug consumption habits,
moods and emotions, skills, preferences, cognitive processes, and physical and mental
health condition. Since inference methods are often based on hidden patterns and corre-
lations that are incomprehensible to ordinary consumers, it can be impossible for them
to understand and control what information is revealed.

Although there is extensive literature on the analysis of eye tracking data, we believe
that many possible inferences have not yet been investigated. Keeping track of the evolv-
ing possibilities of data mining methods in this field is therefore an important avenue
for future research. This paper represents a crucial first step towards understanding the
sensitivity of eye tracking data from a holistic perspective. The findings compiled herein
are significant enough to warrant a warning to users whose privacy could be affected,
as well as a call for action to the public and private actors entrusted with protecting
user privacy in consumer electronics. Considering the rapid proliferation of eye tracking
technology, existing technical and legal safeguards urgently need to be assessed regard-
ing their ability to avert undesired inferences from gaze data, or to at least prevent the
misuse of sensitive inferred information.
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User Knowledge and Perceptions about
Sensor-based Inference Attacks

3.1 Background

A significant body of research has explored people’s perceptions and awareness regarding
the power of modern inferential analytics. Existing research in this area mostly focuses on
inferences drawn from data collected by web trackers, search engines, and social networking
sites (e.g., [226, 227, 228, 229, 230]). Several studies have also investigated people’s knowledge
and concerns regarding the personal information that can be inferred from mobile and IoT
sensor data (e.g., physiological sensors [104], smartphone motion sensors [47, 195], in-home
sensing applications [193, 231]). Findings from prior research indicate that the privacy-
invading potential and diversity of sensor-based inference attacks are widely unknown among
the general public [47, 193, 195]. Accordingly, I have painted device users as vulnerable and
unsuspecting victims of such attacks, for instance, by giving my first academic publication the
title: “Unexpected Inferences from Sensor Data: A Hidden Privacy Threat in the Internet of
Things” [4]. In Paper 1 of this thesis, it was concluded that, through the lens of data analytics,
voice recordings “may (...) reveal much more information than a speaker wishes and expects
to communicate.” Similarly, in Paper 3, it was stated: “[Eye-tracking] data can unexpectedly
contain a wealth of sensitive information about a user. (...) Since inference methods are often
based on hidden patterns and correlations (...), it can be impossible for [ordinary people] to
understand and control what information is revealed.” But are such inferences really unexpected
to most people? While previous research suggests so [47, 193, 195], the existing empirical base
is sparse. As the above statements were made during our focus on the technical aspects of
sensor-based inference attacks, before we thoroughly reviewed or conducted studies on people’s
awareness and perceptions of inference attacks, they were mostly hypothetical.

Having obtained and published the results from Chapter 2, it was the logical next step to
use some of these findings as a foundation for empirical research to answer questions like: How

aware are people that personal information can be inferred from certain types of sensor data?
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What perceptions and concerns do people have on this issue? And how do their attitudes and
usage intentions towards specific devices or services change if they are informed about the
possibilities of modern inferential analytics?

Specifically, after an in-depth scan of existing literature, the decision was made to conduct
a large-scale user survey on the privacy impacts of voice and speech analysis, using knowledge
compiled in Paper 1 as a basis for designing the questionnaire. The original idea had been
to conduct a user study on accelerometer-based inference attacks but the focus then shifted
to voice recordings, as the former had already been covered in previous work [47, 195] and
microphones are similarly ubiquitous in modern life as accelerometers (cf. Chap. 2.1). T initiated
and led the project, for which I collaborated with Saba Rebecca Brause and Dr. Stefan Ullrich
from the Weizenbaum Institute, Leon Gellrich from Potsdam University, and Dr. Sebastian
Pape from the Goethe University Frankfurt. My collaborators provided valuable help, mainly
in the areas of data analysis and interpretation of results, but also with methodology design,
data management, and the final editing of the manuscript. The resulting paper (Paper 4) was

published in the journal Proceedings on Privacy Enhancing Technologies (PoPETS).
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Abstract: Through voice characteristics and manner
of expression, even seemingly benign voice recordings
can reveal sensitive attributes about a recorded speaker
(e.g., geographical origin, health status, personality).
We conducted a nationally representative survey in the
UK (n = 683, 18-69 years) to investigate people’s aware-
ness about the inferential power of voice and speech
analysis. Our results show that — while awareness levels
vary between different categories of inferred informa-
tion — there is generally low awareness across all par-
ticipant demographics, even among participants with
professional experience in computer science, data min-
ing, and IT security. For instance, only 18.7% of par-
ticipants are at least somewhat aware that physical and
mental health information can be inferred from voice
recordings. Many participants have rarely (28.4%) or
never (42.5%) even thought about the possibility of
personal information being inferred from speech data.
After a short educational video on the topic, partici-
pants express only moderate privacy concern. However,
based on an analysis of open text responses, uncon-
cerned reactions seem to be largely explained by knowl-
edge gaps about possible data misuses. Watching the
educational video lowered participants’ intention to use
voice-enabled devices. In discussing the regulatory im-
plications of our findings, we challenge the notion of
“informed consent” to data processing. We also argue
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ognized as personal data and protected accordingly.
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1 Introduction

Microphones are found everywhere in today’s
technology-based society. They are embedded not only
into phones, tablets, laptops, electronic toys, cameras,
wearables, and car dashboards but also into intercoms,
baby monitors, remote controls, smart speakers, and
all sorts of other smart home devices. Recordings from
these omnipresent microphones, which contain voice
commands, memos, and private conversations, are often
accessible to a range of different parties. For example,
microphones in mobile devices are regularly accessed
by device manufacturers, platform providers, installed
apps, and even by third-party software components
completely invisible to the ordinary user [75]. Private
calls and voice messages can, if not properly encrypted,
be intercepted by instant messaging providers, network
operators, videoconferencing services, and other inter-
mediaries [54, 81, 100]. Similarly, audio data uploaded
to a cloud storage system, social networking site, or
media-sharing platform can be accessible not only to
the audience intended by the user but also to the respec-
tive service and/or infrastructure provider [94]. More
recently, the soaring popularity of voice-enabled de-
vices [77] and the COVID-19 pandemic with increased
rates of virtual meetings and voice/video calls [20] have
substantially added to the volume of speech data avail-
able to corporations.

Beyond their legitimate processing purposes, these
organizations may use personal information extracted
from voice recordings for malicious ends or pass it on to
other parties with unknown intentions, potentially ex-
posing users to the risk of discrimination, invasive adver-
tising, extortion, identity theft, and other types of fraud
and abuse [15, 22]. As shown in recent work, attackers
can build a model of a victim’s voice using only a limited
number of voice samples in order to fool voice-based user
authentication systems or to mimic the victim in speech
contexts (e.g., leaving fake voice messages or posting
fake statements on the Internet) [66]. The use of speech
data for unauthorized and unexpected purposes is not
limited to hackers and organized crime groups, but also
practiced by government agencies [81, 100] and technol-
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ogy companies, including major multinational corpora-
tions [54, 88].

There is extensive research on the privacy implica-
tions of microphone-equipped devices, with numerous
studies looking into user perceptions and concerns (cf.
Sect. 2.1). However, existing work in this field has al-
most exclusively focused on linguistic content, i. e., what
a person says in a voice recording. An equally serious,
yet largely neglected, privacy threat is posed by the
fact that sensitive personal information can be inferred
from how a person speaks. In fact, certain patterns and
correlations in recorded speech can be much more re-
vealing than the words themselves (cf. Sect. 2.2). As we
show in a recent literature review [41], a speaker’s voice
characteristics and manner of expression can implic-
itly contain information about his or her geographical
origin, age, personality, emotions, level of sleepiness,
physical and mental health condition, and more. So
far, little is known about users’ perceptions of the risks
associated with these possible inferences (cf. Sect. 2.3).

Contribution. To examine privacy concerns related to
voice recordings, we conducted a survey of 683 Inter-
net users in the UK. Our survey is, to our knowledge,
the first to focus specifically on the privacy impacts of
audio-based inferences.

— Our results show a widespread lack of awareness
about the inferential power of voice and speech anal-
ysis, with varying levels of awareness for different
types of inferences. (Sect. 5.1)

— While we observe differences in awareness across de-
mographic groups, these differences are not large.
Even participants with professional experience in
the ICT field score low on awareness. (Sect. 5.2)

— Participants’ reactions to audio-based inferences are
quite evenly distributed between worried and un-
worried. An analysis of open text responses offers
insight into their reasoning. (Sect. 5.3)

— Participants’ intention to use voice-controlled vir-
tual assistants significantly decreased after a short
educational video on the topic. (Sect. 5.4)

Outline. The paper proceeds as follows. First, Sect. 2
reviews related literature. Then, we describe our re-
search goals (Sect. 3) and methodology (Sect. 4). In
Sect. 5, we present the study results, a discussion of
which follows in Sect. 6. We reflect on the limitations
of our study in Sect. 7, before we conclude the paper in
Sect. 8.
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2 Related work

2.1 Privacy perceptions and concerns
about audio recording

There are a variety of studies on users’ perceptions re-
garding the privacy impacts of microphone-equipped
devices. Aspects that have been investigated include
people’s mental models for a privacy/utility trade-
off [12, 50, 52|, concerns about always-listening de-
vices [12, 13, 35, 52, 55, 102], user trust in providers
of voice-based services [50, 52], concerns about voice
data being shared with third parties or used for other
purposes than stated [60, 91], and concerns around
microphone-equipped devices getting hacked and other
forms of unauthorized access [52, 55, 102].

Studies have also investigated how the context of
use affects the acceptability of audio recordings (e. g., at
work [35] or in public [64]). Moorthy and Vu [64], for ex-
ample, investigated the usage of voice-controlled virtual
assistants and found that participants preferred to use
such devices in private locations to avoid drawing em-
barrassing attention and being overheard by strangers.

Another line of research focuses on users’ awareness
and use of privacy controls for microphone-equipped de-
vices, and the willingness to pay for security and privacy
features [21, 50, 51, 60, 62]. Recent studies suggest that
users are poorly informed about potential privacy risks
and therefore not particularly concerned about embed-
ded microphones in their devices [50, 51, 55, 61, 102].

2.2 Sensor-based inference of personal
information

It has long been known that sensor data from consumer
devices can be analyzed to extrapolate patterns and
draw sensitive inferences about the user. The mining of
data to illegitimately gain knowledge about a person is
referred to as an “inference attack” [47]. Some published
review articles summarize data categories that can be
inferred from IoT and mobile sensor data [37, 87, 90],
video game data [45], accelerometer data [44], and eye
tracking data [40, 53].

In a recent literature review, we have examined the
wealth of information that can be extracted from voice
recordings [41]. Through the lens of advanced data anal-
ysis, the voice and manner of expression of a recorded
speaker may reveal information about his or her geo-
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graphical origin [5, 32], gender! and age [34, 83], mental
health [4, 73], physical health [17, 18], level of intoxica-
tion [9, 86], moods and emotions [36, 95], sleepiness and
fatigue [17, 86], and personality traits [78, 85].

For example, researchers have used speech errors
and irregularities (e.g., number of false and unintelligi-
ble words, interrupts, hesitations) and rhythmicity fea-
tures for distinguishing alcoholized from non-alcoholized
speech [9, 86|, used voice hoarseness and sounds like
coughs and sniffles for the detection of sore throats and
flu infections [18, 33], and used voice pitch variations
and speech energy levels for automatic emotion recog-
nition (e. g., anger, compassion, disgust, happiness, sur-
prise) [33, 36, 95]. A large variety of features, including
speaking rate, loudness, spectral features and character-
istics of linguistic expression, has been applied for the
inference of personality traits [78, 85].

While such algorithmic predictions are of course not
always correct and can also be significantly impaired
by situational factors (e.g., ambient noise, reverbera-
tion, microphone quality), remarkable accuracies have
already been reported. Polzehl [78], for instance, reached
85.2% accuracy in classifying speakers into ten different
personality classes along the Big Five traits (openness to
experience, conscientiousness, extraversion, agreeable-
ness, neuroticism). From voice energy features, Sadjadi
et al. [83] estimated the age of speakers with a mean ab-
solute error of 4.7 years. In computational paralinguis-
tics challenges, researchers have achieved up to 91% ac-
curacy in speech-based intoxication detection [86]. And,
while mental health insights can also be derived from
acoustic characteristics (e.g., monotone speech, glot-
tal features) [73], Bedi et al. [4] analyzed semantic co-
herence and speech complexity to automatically detect
emergent psychosis in test subjects, reaching the classi-
fication accuracy of traditional clinical interviews.

Findings from such experimental studies usually re-
fer to specific experimental setups and demographic
groups (e.g., “prediction of major depression in adoles-
cents” [73]) and are subject to limitations (e. g., labora-
tory conditions, limited sample size). Therefore, while
providing evidence that speech-based inferences in their
respective field are possible in principle, their specific

1 Note that people’s personal experience and internal under-
standing of their gender can vary from the gender socially as-
signed to them based on reproductive organs, anatomy, chromo-
somes, etc. Most existing work in the field under investigation
focuses on inferring people’s self-reported gender.

findings are not necessarily generalizable to all people
and all real-life situations.

It should be noted, on the other hand, that data con-
trollers with access to speech data (e.g., large tech cor-
porations) can be much better equipped in terms of bud-
get, technical expertise and training data than the re-
searchers cited above, meaning that the risk of undesired
inferences from audio data is likely bigger in real life
than it appears based on published results. Since data
analysis methods are often subject to non-disclosure
agreements, the most advanced know-how in voice and
speech analysis arguably rests within the industry and is
not publicly available [41]. It can also be assumed that
the variety and effectiveness of audio-based inference
attacks will further increase with the rising popularity
of voice-enabled devices [77] and continuing advances
in computing technologies and audio analysis methods
(e.g., feature optimization [9] and deep learning ap-
proaches [17]). Therefore, despite the remaining tech-
nological challenges and limitations, such attacks pose a
real and growing threat to consumer privacy that needs
to be taken seriously and thoroughly investigated.

Existing products and features, such as voice-
analytics tools for hiring assessment [96], call cen-
ters [57] and for illness detection based on smart speaker
voice commands [33], indicate that companies intend to
use speech data to draw sensitive inferences about users
in practice.

2.3 User awareness and perceptions about
sensor-based inference attacks

There is little research on users’ knowledge of the in-
ferential power of mobile and IoT sensor data. A few
previous studies have investigated people’s privacy con-
cerns associated with inferences that can be drawn from
physiological sensors (e.g., ECG and respiration) [80],
smartphone motion sensors [16, 61], in-home sensing
applications [14, 103], and IoT systems for companies
(e.g., sensors for room occupancy monitoring and en-
ergy consumption tracking) [79]. Existing research indi-
cates a widespread lack of awareness about sensor-based
inference attacks [16, 61, 103]. Mehrnezhad et al. [61]
found that smartphone users are not aware that vari-
ous mobile sensors can be exploited to infer a personal
identification number (PIN) typed on the touchscreen.
In general, the researchers observed very low levels of
understanding about the existence and functioning of
embedded sensors. When presented with examples of
personal data inference, users’ privacy concerns tend
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to increase [16, 61, 80]. However, among the partici-
pants surveyed by Crager et al. [16], perceptions about
inference attacks significantly varied between different
demographic groups. In contrast to our study, none of
these research efforts focuses specifically on audio data.
And in existing studies on privacy concerns about voice
recordings, threats posed by inferential analytics have
been largely overlooked [50, 51, 55, 64].

3 Research goals

When the words spoken in a voice recording directly
contain private information (e. g., expression of political
opinion, credit card details, health-related information),
the sensitivity of the recording is obvious. What has not
been sufficiently explored in previous research, however,
is people’s awareness of the wealth of information that
can be inferred from a speaker’s voice characteristics
and manner of expression (cf. Sect. 2). To fill the identi-
fied research gap, this study examines users’ awareness
and concerns regarding audio-based inference attacks,
the vulnerability of different demographic groups to this
privacy threat, and whether informing people on this is-
sue changes their intentions towards using microphone-
equipped devices. In examining these issues, we focus on
eight types of audio-based inferences that have emerged
from our literature search (cf. Sect. 2.2). For analysis,
we group these inferences into three clusters: inferences
about demographics (DEM), short- and medium-term
states (STATE), and physical and psychological traits
(TRAIT). DEM includes geographical origin, gender
and age. STATE includes level of intoxication, moods
and emotions, sleepiness and fatigue. TRAIT includes
mental health, physical health, and personality traits.
Note that this paper makes no claim to be exhaustive.
For instance, inferences could also be drawn from back-
ground sounds in voice recordings (e.g., media, urban
or animal sounds) [92] or ultrasonic signals [43], which
can be privacy-sensitive but were not included as they
do not directly relate to users’ voice and speech charac-
teristics. We pose the following research questions:

RQ-1: How aware are people that personal informa-

tion can be inferred from voice recordings?

Since humans tend to perform quite well in estimat-
ing certain speaker attributes based on voice features
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in everyday life (e.g., age, gender, emotions, intoxica-
tion) [49, 65, 84], they may better understand the possi-
bility of automated inferences in these areas (compared
to diagnosing a specific mental disorder based on speech
features, for example). Human perception of voice iden-
tity is particularly related to a speaker’s age and gen-
der [6, 48, 65]. Thus, we postulate:
H1: The level of awareness is higher for DEM inferences
than for STATE inferences, and lowest for TRAIT
inferences.

RQ-2: How does the level of awareness differ across
demographic groups?

This question aims to identify at-risk populations by
correlating awareness levels with participant demo-
graphics. All sorts of domain-related knowledge, tech-
nical understanding and privacy experience could assist
in understanding the possibilities of modern data ana-
lytics. Advanced age, on the other hand, has been asso-
ciated with lower degrees of ICT literacy [72]. We also
explore the relationship between awareness and partici-
pants’ income, gender, and disposition to value privacy.
For lack of clear indications in the literature, these were
tested without directional hypothesis. We postulate:
H2.1: Awareness is positively correlated with with pre-
vious privacy experience, general privacy awareness,
innovativeness (i.e., a person’s tendency to be a
technology pioneer), general level of education, and
with professional experience in data protection law,
computer science, data mining, and I'T security.
H2.2: Awareness and age are negatively correlated.
H2.3: There are relationships between awareness and
income, gender, and disposition to value privacy.

RQ-3: What concerns do people have about the infer-
ence of personal information from voice recordings?

Physical and psychological traits are more stable over
time and may thus reveal more about a person’s life and
character than temporary state variables. By contrast,
basic demographic information is widely perceived as
relatively non-sensitive [63] and is often already entered
during sign-up to a digital service. Thus, we postulate:
H3: The level of concern is higher for TRAIT inferences
than for STATE inferences, and lowest for DEM in-
ferences.
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RQ-4: How do people’s usage intentions for voice-
enabled devices change when being informed on the
topic?

For this question, while audio data can be recorded with
any kind of microphone-equipped device, we decided
to focus on voice-controlled virtual assistants (VCVAs).
This choice was made with regard to the soaring pop-
ularity of services like Amazon Alexa and Apple’s Siri
across the globe [77] and because user voice commands
are usually available to the service providers in unen-
crypted form [54, 88], enabling them to screen the audio
for revealing patterns and correlations. Based on pre-
vious research suggesting that privacy concerns are an
important factor affecting the adoption of voice-enabled
devices [29, 64], we postulate:

H4: The educational intervention will have a negative

impact on VCVA usage intention.

4 Research methodology

Our four research questions were investigated by means
of an online survey. After a brief overview of our study
design, this section will provide detailed descriptions
of our survey instrument (Sect. 4.1), participant re-
cruitment process (Sect. 4.2), characteristics of our
sample (Sect. 4.3) and methods used for data analy-
sis (Sect. 4.4).

Participants’ awareness that personal information
can be inferred from voice recordings (RQ-1) was stud-
ied based on self-reported measures. While alternative
approaches exist (cf. Sect. 7), we asked about partici-
pants’ awareness after showing them a short educational
video? on the topic, as inspired by Crager et al. [16]. To
identify potential at-risk populations with particularly
low levels of awareness (RQ-2), we included multiple
demographic items in the survey and then correlated
the results with participants’ reported levels of aware-
ness. To explore participants’ concerns about personal
information inference from voice recordings (RQ-3), we
queried their reactions to the educational video through
rating scales and one open text question.

To be able to test whether our video had an ef-
fect on participants’ interest in using voice-enabled de-
vices (RQ-4), we decided to use two slightly different

2 Video clip available here: https://youtu.be/Gr22YqS1_VA.

questionnaires in our study (Grp-A and Grp-B). In
Grp-A, participants were asked about their usage in-
tention twice — once before, and once after the educa-
tional video, thus allowing a within-subject compari-
son to examine the effect of the intervention. However,
repeating one question within a questionnaire may in-
troduce a bias: Participants’ answers to the repeated
question could be influenced by their previous response
to the same question. Therefore, to create a control
group, participants in Grp-B were asked about their
usage intention only once (after the video). By com-
paring results from the post-intervention question in
Grp-A and Grp-B using a Kolmogorov—Smirnov test, we
checked whether repeating the question in Grp-A sub-
stantially affected participants’ responses. Besides un-
derpinning the validity of the within-subject compari-
son among Grp-A participants, this approach allowed
us to conduct a between-subject comparison between
the pre-intervention question in Grp-A and the post-
intervention question in Grp-B, providing additional in-
sight into the impact of our educational video on par-
ticipants’ intention to use voice-enabled devices.

4.1 Survey instrument

Both questionnaires, Grp-A and Grp-B, consist of one
educational video? and 53 questions, including three at-
tention checks. The video clip and all questions are ex-
actly the same in Grp-A and Grp-B — only one ques-
tion is repeated in Grp-A, as will be detailed below.
The questionnaires were programmed with the software
SoSci Survey (version 3.2.19) [93]. All responses captur-
ing the intensity of feelings or level of agreement were
measured on 5-point Likert-type scales. To allow for re-
producibility, a copy of all survey items can be found in
appendix A. It took participants a median of 8.5 min-
utes to complete our survey. The questionnaires con-
tained the following:

— 9 privacy demographic items: Using validated
scales directly adapted from Xu et al. [101], partici-
pants were asked about their general privacy aware-
ness (PA), disposition to value privacy (DVP), and
previous privacy experience (PPE). Results from
these items were used in answering RQ-2.

— 2 items on voice-controlled virtual assistants
(VCVA): To ensure a common level of understand-
ing among participants, this section was started
with a short textual definition of VCVA, includ-
ing examples of common features. Participants were
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then asked (i) how often they use a VCVA in daily
life, and (ii) to what extent they are interested in
starting or continuing to use a VCVA. As explained
in the beginning of Sect. 4, the position of ques-
tion (ii) varied between Grp-A and Grp-B for the
purpose of inter-group comparison and bias control.
In questionnaire Grp-A, the question was posed be-
fore and after the educational video, in Grp-B it
was posed only once after the video. Items from this
block were used in answering RQ-4.

1 educational video?: As a preparation for ques-
tions on this topic, participants were presented with
a short informational video (1:44 minutes) about
audio-based inferences. The video explains that, for
certain functions, microphone-equipped devices typ-
ically transmit voice recordings to remote company
servers, where the audio data can be analyzed to ex-
tract various kinds of personal information. Based
on previous research (cf. Sect. 2.2), the video lists
categories of data that could be derived from a
speaker’s voice characteristics and manner of ex-
pression, namely geographical origin, gender and
age, mental health, physical health, level of intoxi-
cation, moods and emotions, sleepiness and fatigue,
and personality traits. To ensure that the audio
track is audible and the video is watched through to
the end, we included a preliminary sound check and
displayed a code at the end of the video which was
requested on the following page. If the code was not
entered correctly, the survey was terminated and the
corresponding participant was excluded from anal-
ysis.

20 items on awareness and concerns regard-
ing audio-based inference attacks: After the
video, the participants were asked (i) whether they
had been aware that such inferences are possible,
(ii) how concerned they are about the possibility of
such inferences, (iii) how often they have consciously
thought about this issue before, (iv) how common
they think it is for companies to draw such infer-
ences from voice recordings, and (v) how concerned
they are about individual categories of inferred in-
formation. Items (i) and (iii) were used in answering
RQ-1, the other items were used in answering RQ-3.
10 technology demographic items: Adapting a
9-item scale from Parasuraman and Colby [76], this
section measures the participants’ level of innova-
tiveness (INNO), i. e., the tendency to be a technol-
ogy pioneer. Then, the participants were asked to se-
lect from a list all types of microphone-equipped de-
vices they own. INNO was used in answering RQ-2,
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the other question was used to provide descriptive
sample statistics.

— 10 items on basic demographics and profes-
sional experience: Participants were queried for
their age, gender, net income, and level of educa-
tion. Also, they were asked to specify their level
of professional experience in the areas of data pro-
tection law, computer science, data mining, and IT
security. These items were used in answering RQ-2.

Three attention checks were incorporated in the survey
to screen for random responders and potential bot sub-
missions (cf. questions 8, 16, 21 in appendix A). Be-
fore the actual online survey was conducted, we ad-
ministered a pretest to a total of 58 participants us-
ing the crowdsourcing platform Amazon Mechnical Turk
(https://www.mturk.com/). In this way, we were able to
test our attention checks and refine the survey instru-
ments, including a clarification of potentially ambiguous
wording. Based on the pretest results, there were only
minor adjustments.

Our survey instruments and research procedures
were approved by the Ethics Committee at Goethe Uni-
versity Frankfurt.

4.2 Participant recruitment

To access a sample of UK adults, we used the ser-
vices of the online market research firm respondi AG
(https://www.respondi.com/EN/) which was carefully
selected from a list of ten competing panel providers
and fulfils the quality management system standards
of ISO 20252 [26]. Although crowdsourcing platforms,
such as MTurk and Prolific, offer several benefits in
terms of cost efficiency, speed, and flexibility, we fa-
vored the option of hiring a panel company for sev-
eral reasons. Above all, while recent studies have ob-
tained high-quality results from crowdsourced sam-
ples [58, 82], there are widespread concerns about gen-
eralizability [11, 74, 98]. Significant differences between
MTurk workers and general population estimates were
found in family composition, political attitudes, and re-
ligiosity [11], level of education and health behavior [98],
social engagement [58], and internet activity [82], to
name a few examples.

According to our requirements, the sample for our
study was designed to approximate the age and gender
distribution of adults (18-69 years) from the latest UK
census [24], which also resembles current population es-
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Table 1. Participant demographics

Age Grp-A (n = 349) Grp-B (n = 334)
group male female male female
18-29 | 39 (11.2%) 40 (11.5%) 39 (11.7%) 40 (12.0%)
30-39 | 35 (10.0%) 37 (10.6%) 32 (9.6%) 33 (9.9%)
40-49 34 (9.7%) 41 (11.7%) 36 (10.8%) 39 (11.7%)
50-59 33 (9.5%) 30 (8.6%) 31 (9.3%) 30 (9.0%)
60-69 32 (9.2%) 28 (8.0%) 26 (7.8%) 28 (8.4%)

Total | 173 (49.6%) 176 (50.4%) | 164 (49.1%) 170 (50.9%)

timates from the UK Office for National Statistics [25].
Given a desired power of 95% and an estimated effect
size of 0.3, an a priori power analysis revealed a required
sample size of around 200 participants. Considering the
explorative nature of the study and our available re-
sources, we collected valid responses from n = 683 par-
ticipants. Survey completers received a small compen-
sation according to the terms of our panel provider. The
survey was conducted between June 4 and July 1, 2020.

4.3 Sample characteristics

In total, 1.277 participants signed up for the survey. 588
responses were excluded for being incomplete, either be-
cause the participant had closed the questionnaire be-
fore answering all survey questions (n=235), or because
the participant had failed to pass one of our attention
checks (n=353). Additionally, six responses were elimi-
nated due to obvious poor quality of their data, as as-
sessed by independent raters. Our analysis is based on
the remaining final sample of 683 participants. The age
of participants ranges from 18 to 69 years (u = 42.99,
o = 14.50) with 50.7% being females. A breakdown of
the age and gender distribution for both test groups is
provided in Table 1. 99% of participants report to own
at least one microphone-equipped device (95% smart-
phone, 79% laptop, 54% tablet, 36% smart speaker, 20%
voice-enabled remote control, 14% in-vehicle voice con-
trol interface, 13% smartwatch). All participants are UK
residents.

4.4 Data analysis

Statistical analysis. While all scales in our question-
naire are treated as parametric, we expected — due to
the nature of the subject and based on existing lit-
erature — that results throughout the survey would
be highly skewed (e.g., because related work indicates

low awareness levels for sensor-based inference attacks,
cf. Sect. 2.3). After visually checking the histograms,
Shapiro-Wilk tests confirmed that the survey results for
the used scales are not normally distributed (p < 0.001).
Thus, we used non-parametric tests for comparative
analyses.

The Friedman test [23, p. 686ff] was used as a non-
parametric alternative to a repeated-measures ANOVA.
To test the difference between means of dependent
variables, post-hoc Wilcoxon signed-rank tests with
Bonferroni-corrected alpha [23, p. 914] were used as
a non-parametric alternative to paired t-tests. To test
the difference between means of independent variables,
a Wilcoxon rank-sum test?® [23, p.655ff] was used as a
non-parametric alternative to a two-sample t-test. For
correlation analysis, since the commonly used Pearson
correlation coefficient (Pearson’s r) requires normal dis-
tribution of the sample data when attempting to estab-
lish whether the correlation coeflicient is significant [23,
p. 219], we used Spearman’s rank correlation coefficient
(Spearman’s p) [23, p. 223ff] instead. To obtain ordinal
variables suitable for analysis, the variable income was
clustered and the variable education was recoded (e.g.,
master’s degree above bachelor’s degree), as shown in
the published dataset [38].

We further conducted regression analyses based on
the Akaike information criterion (AIC), using forward
selection and backward elimination procedures. The
software environment R (version 4.0.0) was used for
statistical data analysis.

Qualitative thematic analysis. Responses to the
open text question (cf. appendix A, Nell) were eval-
uated using a thematic analysis as proposed by Brown
and Clarke [10], which is a method for identifying pat-
terns of meaning within qualitative data.

After familiarizing himself with the data, a first
rater systematically assigned descriptive and interpre-
tative codes to all features in the data with potential
relevance to the question posed. The resulting codebook
was then used by a second rater to independently la-
bel and categorize the received responses, adding new
codes where deemed appropriate. We used the Cohen’s
Kappa coefficient to measure inter-rater reliability. All
instances of discrepancy were discussed and resolved
jointly by the two raters. The assigned codes were
then used to identify frequent responses and overarching
themes (cf. Sect. 5.3).

3 also known as Mann—Whitney U test
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5 Results

We collected n = 683 complete and valid survey re-
sponses (n = 349 for Grp-A, n = 334 for Grp-B). In
terms of age and gender distribution, Grp-A and Grp-B
are approximately identical, both being nationally rep-
resentative for the UK population between 18 and 69
years. In this section, we analyze the survey responses
with respect to the research questions introduced in
Sect. 3. We have released an annotated and sanitized
dataset containing our results for all participants [38].

5.1 RQ-1. How aware are people that
personal information can be inferred
from voice recordings?

Our results presented in Fig. 1 indicate widespread un-
awareness of inferences that can be drawn from voice
and speech parameters. Averaged over the eight types
of inferences covered in our questionnaire, 67.6% of par-
ticipants reported to be “not at all” or only “slightly”
aware. We observed, however, that the level of aware-
ness strongly differs between the individual inference
categories. For example, while 48.2% of participants re-
ported to be “somewhat”; “quite” or “very” aware about
the possibility of inferring a speaker’s gender and age
based on a voice recording, this figure drops to 18.7%
for the inference of physical and mental health informa-
tion.

For a statistical analysis of these differences, we
compared the three clusters of inferences defined in
Sect. 3, namely inferences about demographics (DEM),
short- and medium-term states (STATE), and phys-
ical and psychological traits (TRAIT). A Friedman
test [23, p. 686ff] yielded significant differences in
awareness levels between DEM, STATE, and TRAIT
(x> = 425.53, p < 0.001, Kendall’'s W = 0.312).
Post-hoc Wilcoxon [23, p. 667ff] signed-rank tests with
Bonferroni-corrected alpha [23, p. 914] revealed that all
three pair-wise comparisons are significant (p < 0.001).

In confirmation of hypothesis H1, the test results
show that the level of awareness is higher for DEM
inferences than for STATE inferences, and lowest for
TRAIT inferences. We obtained a moderate effect size
for the DEM-STATE comparison (0.342) and large ef-
fect sizes for the STATE-TRAIT (0.520) and DEM-
TRAIT (0.707) comparisons. Post-hoc power analysis
revealed that these tests had a very high power (> 99%).
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Fig. 1. Distribution of participants’ level of awareness dependent
on the inferred information

Before taking the questionnaire, a large portion of
participants has “never” (42.5%) or “rarely” (28.4%)
consciously thought about the possibility of personal
information being inferred from speech data. Only a
small minority reports to have pondered on this issue
“often” (7.0%) or “very often” (2.8%).

5.2 RQ-2. How does the level of
awareness differ across demographic
groups?

To explore statistical relationships between the aware-
ness levels from RQ-1 and participant demographics, we
first calculated three awareness scores for each partic-
ipant: AW__DEM (avg. awareness about DEM infer-
ences), AW__STATE (avg. awareness about STATE
inferences), and AW__ TRAIT (avg. awareness about
TRAIT inferences).

We then tested for correlations between participant
demographic attributes and AW_DEM, AW__ STATE,
and AW__TRAIT using Spearman’s rank correlation
coefficient (Spearman’s p) [23, p. 223ff]. An overview
of the correlation results, along with their Bonferroni-
corrected significance levels, is provided in Table 6 in ap-
pendix B. Note that for all correlations for which we had
a directional hypothesis (cf. Sect. 3), the confidence in-
tervals are one-sided, meaning they end at 1.00 or —1.00,
respectively.

Supporting our hypotheses H2.1 and H2.2,
AW_DEM, AW_STATE, and AW_TRAIT are nega-
tively correlated with participant age and positively cor-
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Table 2. Regression results for AW_DEM

Coefficients  Estimate  Std. Error t-value  p-value
(Intercept) 1.72 0.34 5.15 3.85e-07
age -0.01 0.00 -2.73 0.00653
gender —-0.30 0.11 -2.67 0.00798
EXP_DM 0.23 0.09 2.70 0.00712
EXP_CS 0.17 0.07 2.54 0.01132
INNO 0.13 0.07 1.97 0.04914
PA 0.11 0.07 1.41 0.15857
Adjusted R2: 0.1532

Table 3. Regression results for AW_STATE

Coefficients  Estimate  Std. Error t-value p-value
(Intercept) 0.62 0.26 2.52 0.01208
EXP_DM 0.17 0.08 2.11 0.03482
EXP_CS 0.16 0.06 2.79 0.00558
PA 0.28 0.08 3.60 0.00036
DVP —0.12 0.06 -1.90  0.05805
PPE 0.13 0.08 2.11 0.03546
Adjusted R2: 0.1499

Table 4. Regression results for AW_TRAIT

Coefficients Estimate Std. Error t-value p-value
(Intercept) 0.58 0.27 2.19 0.02912
age -0.01 0.00 -1.98  0.04854
EXP_DM 0.25 0.07 3.62 0.00033
EXP_CS 0.14 0.05 2.87 0.00431
PA 0.15 0.06 2.56 0.01070
PPE 0.10 0.06 1.49 0.13707

Adjusted R2: 0.1954

AW __: average level of awareness about audio-based in-
ference of demographics (DEM) / short- and medium-
term states (STATE) / phyisical and psychological traits
(TRAIT); INNO: innovativeness; PA: privacy aware-
ness; DVP: disposition to value privacy; PPE: previ-
ous privacy experience; EXP__: professional experience
in data mining (DM) / computer science (CS)

related with general level of education, degree of inno-
vativeness (INNO), previous privacy experience (PPE),
general privacy awareness (PA), and with professional
experience in data protection law (EXP__DP), computer
science (EXP_CS), data mining (EXP_DM), and IT
security (EXP_IS). Across AW_DEM, AW_STATE,
and AW_ TRAIT, the most notable correlations were
found with EXP_CS, EXP_DM, and EXP_IS. How-
ever, using guidelines from Dancey and Reidy [19] to
interpret the results, even these are weak correlations.

The correlation test results further indicate that
men tend to have slightly higher AW_TRAIT and
AW_STATE (but not AW_DEM) than women. No
significant correlation was found between participants’
awareness and their disposition to value privacy (DVP)
or level of income, contradicting hypothesis H2.3.

While the observed tendencies suggest that some
population groups are somewhat less informed than oth-
ers (and thus potentially more prone to unwittingly
reveal sensitive information about themselves through
speech data), there seems to be little awareness regard-
ing audio-based inferences throughout all population
segments. Even among those participants who reported
“much” or “very much” EXP CS (n = 120), EXP IS
(n=282), or EXP_ DM (n = 60), a large portion (49.4%,
45.9%, and 43.1%, respectively) stated to be “not at all”
or only “slightly” aware (averaged over the eight types
of inferences covered in our questionnaire).

For the continuous demographic variables (INNO,
PA, DVP, PPE, EXP_DP, EXP_DM, EXP_CS,
EXP_IS, gender, age), we additionally conducted re-
gression analyses based on the Akaike information cri-
terion (AIC) to test their predictive power on aware-
ness. After forward selection and backward elimina-
tion procedures, we obtained models for AW__DEM,
AW__STATE, and AW_ TRAIT, with five to six predic-
tors each and adjusted R2 ranging from 15% to 19.5%.
The results are shown in Tables 2, 3 and 4. For in-
stance, an increase of EXP__DM by 1 point resulted
in increased AW__DEM by 0.23, AW__ STATE by 0.17,
and AW_ TRAIT by 0.25. The only predictors that were
consistently significant across the three models were
EXP_ CS and EXP__ DM, the other predictors were less
relevant and varied between the models. The low R? re-
sults indicate that only a small portion of the variance
in awareness can be explained by the demographic vari-
ables from our survey. This supports our above conclu-
sion that all demographic groups under investigation are
similarly vulnerable to audio-based inference attacks,
i.e. similarly prone to disclose more information about
themselves via speech data than they expect.

Regarding the internal consistency of constructs
adapted from the literature (cf. Sect. 4.1), we obtained
a good or excellent Cronbach’s alpha for INNO (0.93),
DVP (0.85), and PA (0.81), according to interpretation
guidelines provided by George and Mallery [27]. For
PPE, we obtained a Cronbach’s alpha of 0.66, indicat-
ing a questionable internal consistency [27]. The lower
Cronbach’s alpha for PPE is mainly driven by the sec-
ond item of the construct (cf. appendix A, Ne3) which
shows relatively low consistency with the other items of
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PPE. Thus, the second item should receive special at-
tention in future uses of the construct and may require
improvement and re-validation.

5.3 RQ-3. What concerns do people have
about the inference of personal
information from voice recordings?

After watching a short educational video on the privacy
implications of voice and speech analysis (cf. Sect. 4.1),
participants were asked how worried they are about the
possibility of personal information inference from speech
data. Responses to this question were mixed. While
38.7% of participants reported to be “not at all” or
“slightly” worried, a similar proportion (40.7%) stated
to be “quite” or “very” worried.

The average participant believes that it is common
rather than exceptional for companies to infer personal
information from voice recordings. When asked to es-
timate the prevalence of this practice, 12.6% selected
“somewhat” or “very” uncommon, 48.0% were “unde-
cided”, and 38.4% selected “somewhat” or “very” com-
mon.

In an open text question, we asked the participants
to provide a reasoning for their reported level of concern.
Except for a handful of cases, all participants offered an
intelligible response. The responses were evaluated by
two raters using the thematic analysis method proposed
by Brown and Clarke [10], as described in Sect. 4.4. The
number of assigned codes per response varies between
1 and 6. The coding yielded a Cohen’s Kappa of 0.83,
indicating a high degree of inter-rater reliability [59]. Af-
ter instances of discrepancy were discussed and resolved
jointly by the two raters, the assigned codes were used
to identify overarching themes. Along with the complete
dataset of our study, we have released the resulting code-
book, including all identified themes [38].

In the following, we will summarize our findings
regarding the most salient themes, namely partici-
pants’ emotional reactions (Sect. 5.3.1), feared data mis-
uses (Sect. 5.3.2), perceived benefits and inevitability of
voice-based technology (Sect. 5.3.3) as well as partici-
pants’ knowledge gap’s and misconceptions (Sect. 5.3.4).
Additionally, findings regarding participants’ concerns
towards specific types of inferences will be presented
in Sect. 5.3.5. When quoting responses, we will either
state the corresponding number of participants (Ps) or,
if one individual participant is quoted, state the respec-
tive participant ID from the dataset (P1 to Pesgs).
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5.3.1 Emotional reactions

Approximately half of the open text responses illustrate
or emphasize negative feelings. For instance, the infer-
ential power of voice and speech analysis is perceived
as “alarming” (2 Ps), “frightening” (2 Ps), “unnerv-
ing” (2 Ps), “unsettling” (2 Ps), “shocking” (2 Ps), “dis-
turbing” (3 Ps), “uncomfortable” (4 Ps), “scary” (8 Ps),
“concerning” (8 Ps), “Big Brother[ish]” (12 Ps), “wor-
rying” (14 Ps), and “intrusive” (15 Ps). Partially, the
negative reactions are quite strong, showing that con-
fronting people with this issue can elicit “a great sense
of helplessness” (P361).

Participants are surprised at the variety of possible
inferences, stating that they “hadn’t considered” (Ps35),
“didn’t realise” (3 Ps), had “no idea” (2 Ps) that “all
this information could be revealed [...] by a voice
recording” (P374). In some cases, participants even ex-
press amazement about the possibilities of modern voice
and speech analysis, e.g. describing them as “fascinat-
ing” (2 Ps) or “far beyond what I dreamed” (P411). Oth-
ers express confusion, e. g. by stating, “I don’t quite un-
derstand how they could possibly get this information
from voice alone” (Psg). Participant P441 concludes with
the words: “The world is a lot cleverer than we realise.”

On the other hand, there are also participants who
state to be completely indifferent about the the privacy
implications of voice recordings. “If I like [a technol-
ogy], I don’t care about side effects”, says P3gg and P1s2
claims she “couldn’t care less what information people
have on me.”

5.3.2 Feared data misuses

Participants express concern that microphone-equipped
devices may collect more data than required for their
functionality, and that the collected data might be used
for “unrelated purposes” (Pgg9) without the user’s con-
sent or awareness. While companies usually provide
some form of privacy policy, it is objected that cus-
tomers “rarely read them carefully or understand their
implications fully” (Pgrg). Feared types of data pro-
cessing and data misuse include targeted advertising
to shape “political views/consumption habits” (Ps24),
data-based discrimination by insurances and employ-
ers (12 Ps) as well as “fraud” (2 Ps) and “identity
theft” (P260).

Further, there is concern that information extracted
from voice recordings could end up in the “wrong
hands” (6 Ps) by being passed on or leaked to third
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parties, such as affiliate companies, hacker groups, or
governmental agencies. Opposition is not only directed
against criminal data use and governmental surveillance
but also explicitly against “using very personal informa-
tion for commercial purposes” (Psg).

Additional doubts and worries are expressed over
the accuracy of inference algorithms. “A lot depends
on how this information is interpreted”, says Pgr1. In-
ferences are feared to be “inaccurate and presump-
tive” (Pg42) and “taken out of context” (Pgy4), leading
to “assumptions being made that aren’t actually true
for the individual” (Pag).

5.3.3 Perceived benefits and inevitability of
voice-based technology

Despite their concerns, some participants perceive the
disclosure of sensitive personal data as a necessary
trade-off for using modern technology. “Unfortunately,
I feel this is just the way the world is heading”, says
Pss9. Others agree: “companies have been collecting
data for years” (P47¢) and “there is little we can do
about it” (Pges).

There are also responses specifically focusing on
the beneficial uses of microphone-equipped technology,
e. g., for creating “convenient products” (P129), support-
ing “security and crime-fighting services” (P137), target-
ing “adverts to sell me products/services that may as-
sist” (P3p3) or “alerting medical services if someone is in
danger due to physical or mental health issues” (P4g3).
Voice control is perceived by some as “an evolutionary
step in how we and our children will interact with de-
vices” (Ps29) which will “improve humanity” (P413) and
be used “for the greater good” (Psg2). While they also
see potential downsides, optimistic participants are con-
fident that “the benefits far outweigh the negatives at
the moment” (Pg19) and that privacy loss is a “small
price to pay for more convenient products” (P1ag).

5.3.4 Knowledge gaps and misconceptions

It is striking that — although we specifically asked for
their reasoning — none of the unworried participants
provided a solid justification for their reported lack
of privacy concern. Instead, their responses reveal po-
tentially dangerous, yet understandable, misconceptions
and false senses of security. For instance, unconvinced
by our educational video, some participants do not be-
lieve that the presented audio-based inferences are tech-

nically feasible at all. While the sources and arguments
compiled in Sect. 2.2 suggest otherwise, participants’
disbelief in a short educational video on a complex and
unfamiliar topic is of course an understandable reaction.

Other participants do not see how data extracted
from voice recordings could be used against their inter-
est. “I really don’t care as I have no idea how this in-
formation could be used to my detriment”, states Pig4.
And P 447 asks: “Why would I be worried? I have nothing
to hide.” The nothing-to-hide argument, which was put
forth by many participants, has been criticized for its
narrow view on privacy and for ignoring various threats
that can arise from personal data being available to ma-
licious or negligent parties [99].

Some participants explain that they are not worried
because they do not own a voice-controlled device, such
as a smart speaker. As exemplified in Sect. 1 and illus-
trated in our educational video, audio data (e. g., voice
messages, voice memos, voice calls) can be recorded,
analyzed and transmitted to remote servers by a wide
variety of devices — not only by voice-controlled de-
vices. Even living entirely without microphone-equipped
devices would not guarantee protection against audio-
based inference attacks, as a person’s voice can — inten-
tionally or unintentionally — be recorded by other peo-
ple’s devices (cf. Sect. 6.2). It should be noted, however,
that our video focuses on direct user-device interaction
and puts a slight emphasis on voice-controlled devices
to prepare participants for questions related to RQ-4,
which could be a source of misunderstanding.

Finally, a few participants base their sense of secu-
rity on the assumption that their data will always be
stored securely and only used sparingly and responsi-
bly. For example, they doubt that any information ex-
tracted from voice recordings “would be used to identify
me personally” (Psgg), trusting that such data “would
be in an anonymous format anyway” (P110), whereas in
reality this is often not the case. Others express confi-
dence that their “privacy settings do the job” (P211) and
that companies would not use data “negatively against
me” (2 Ps), “for truly bad purposes” (P49) or “in any
negative ways” (Pgss3). Participant Pgsq states: “Given
the [..
bad for business, I don’t worry too much about inappro-

.] general consensus of privacy violations being

priate use.” We also received vague and confusing state-
ments along this line, such as “It doesn’t trace it back
to me personally as they will never meet me” (P4gg) or
“I assume the Internet has protection in place” (Pj27).

In reality, however, companies can clearly leak or
exploit personal data in harmful ways and commonly
share such data with a range of third parties (cf. Sect. 1).
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In light of the above observations, unworried reactions
among participants appear to be largely explained by
knowledge gaps.

5.3.5 Concerns towards specific types of inferences

We also asked the participants how concerned they
would be if a company used voice recordings to in-
fer specific types of information about them without
their awareness. The results are shown in Fig. 2. As
can be seen at first glance, the reported level of concern
considerably varies between the information categories.
For instance, while 60.8% of participants reported to
be “quite” or “very” concerned about the disclosure of
mental health information, only 31.3% of participants
showed the same level of concern about inferences on
their gender and age.

For a statistical analysis of these differences, we
again compared the clusters defined in Sect. 3, namely
inferences about demographics (DEM), short- and
medium-term states (STATE), and physical and psy-
chological traits (TRAIT). A Friedman test yielded sig-
nificant differences in concern levels between these clus-
ters (x2 = 386.87, p < 0.001, Kendall's W = 0.283).
Post-hoc Wilcoxon signed-rank tests [23, p. 667{f] with
Bonferroni-corrected alpha revealed that all three pair-
wise comparisons are significant (p < 0.001).

The test results confirm hypothesis H3 by show-
ing that the level of concern is lowest for DEM infer-
ences, followed by STATE inferences, and highest for
TRAIT inferences. We obtained a moderate effect size
for the DEM-STATE comparison (0.409) and large ef-
fect sizes for the DEM-TRAIT (0.643) and STATE-
TRAIT (0.513) comparisons. Post-hoc power analysis
revealed that these tests had a very high power (> 99%).

Even in their response to the open text question (cf.
Sect. 5.3), some participants have focused their concern
on specific data categories (e.g., Psig: “Health [data]
isn’t really something you want to be shared without
consent”), while other types of inferred data, such as
age, gender and level of intoxication, were rarely men-
tioned at all. Analogous to the knowledge gaps noted in
Sect. 5.3.4, the variation in concern levels between dif-
ferent types of inferences could indicate a lack of aware-
ness or understanding of how certain data categories can
be misused.
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Fig. 2. Distribution of participants’ level of concern dependent on
the inferred information

5.4 RQ-4. How do people’s usage
intentions for voice-enabled devices
change when being informed on the
topic?

To examine whether our educational intervention had
an effect on the intention to use a voice-controlled vir-
tual assistant (VCVA), we conducted a between- and a
within-subject comparison, as explained in Sect. 4.
First, from Grp-A
(n = 349), where participants were asked about their
VCVA usage intention (VCVA_UI) before the inter-
vention, with responses from Grp-B (n = 334), where

we compared responses

the same question was asked after the intervention.
While a Wilcoxon rank-sum test [23, p.655ff] showed
a significant difference between VCVA_UI in Grp-A
and Grp-B in the direction predicted by hypothesis H4
(p < 0.05), i.e. lower VCVA_ UI after the intervention,
it only yielded a very small effect size (0.086). Given the
small effect size, post-hoc power analysis also revealed
low power (29%). The slightness of the result is not too
surprising, as the expected effect may have been masked
by those Grp-A participants who already reported no
interest in using a VCVA before the intervention and
thus left no room for a reduction in interest.

We then conducted a within-subject comparison in
Grp-A. Participants in this group were asked about their
VCVA__UI twice, once before and once after the inter-
vention. Of course, repeating a question within a ques-
tionnaire may introduce a bias, as noted in Sect. 4.
However, a Kolmogorov—Smirnov test revealed no sig-

nificant difference (p = 0.52) between the distribu-
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tion of responses to our post-intervention questions on
VCVA__UI in Grp-A and Grp-B (despite the large sam-
ple sizes), which indicates that the two samples belong
to the same distribution and that repeating the question
in Grp-A did not substantially affect the distribution.
Thus, we proceed with the within-subject comparison.

By comparing results from the pre- and post-
intervention items on VCVA__UI within Grp-A, we an-
alyze whether the intervention had a significant ef-
fect on VCVA__UI among Grp-A participants. To avoid
the masking effect described above, we excluded those
participants from the analysis who reported to be
“not at all” or only “slightly” interested in using a
VCVA before watching the educational video, leaving
n = 151 participants for the analysis (Grp-A.1). Within
Grp-A.1, a Wilcoxon signed-rank test [23, p. 667ff] not
only yielded a significantly decrease in VCVA_ UI af-
ter the intervention (p < 0.001) but also a large effect
size (0.590). Here, post-hoc power analysis revealed very
high power (> 99%).

These results suggest that for people with a medium
or high interest in using such devices, information on
the privacy implications of voice and speech analysis
can have a strong negative effect on usage intentions,
thus supporting hypothesis H4. Further research is re-
quired to investigate causes and motivational aspects
behind these observations, and to determine whether
these changes in reported usage intention sustain be-
yond the short term and actually translate into shifts in
consumption behavior.

Table 5 shows VCVA__UI before and after the in-
tervention, AVCVA__UI as well as awareness and con-
cern levels, averaged over Grp-A and Grp-A.1. It can
be seen that Grp-A and Grp-A.l yield similar results
for concern and awareness, indicating that Grp-A.1l is
a representative subgroup of Grp-A. The similarity fur-
ther indicates that those participants who reported to
be “not at all” or only “slightly” interested in using a
VCVA before watching the educational video (and thus
excluded in Grp-A.1) showed little interest not because
they are more concerned than the rest of Grp-A but,
e.g., because they simply have no use for a VCVA.

In Grp-A.1, we additionally tested for correla-
tions between the observed change in VCVA_ UI
(AVCVA_UI) and the participants’ level of concern
and awareness about the possibility of audio-based in-
ference of demographics (DEM), short- and medium-
term states (STATE), and phyisical and psychologi-
cal traits (TRAIT). We found that concerns are posi-
tively correlated with AVCVA_UI (p < 0.001; Spear-
man’s p = 0.38 for DEM, 0.42 for STATE, 0.40 for

Table 5. Mean values for Grp-A and Grp-A.1

| Grp-A (n = 349) Grp-A.l (n = 151)

VCVA_UI (pre) 2.47 3.97
VCVA_UI (post) 2.11 3.20
AVCVA_UI ~0.36 (-14.6%) ~0.77 (~19.4%)
AW_DEM 2.47 2.50
AW_STATE 2.08 2.03
AW_TRAIT 1.60 1.68
CON_DEM 2.62 2.53
CON_STATE 3.18 3.06
CON_TRAIT 3.55 3.40

VCVA__UIL VCVA usage intention before (pre) and af-
ter (post) the intervention; AVCVA__UI: difference be-
tween VCVA__UI pre and post intervention; AW__: level
of awareness about audio-based inference of demographics
(DEM) / short- and medium-term states (STATE) / phy-
isical and psychological traits (TRAIT); CON__: level of
concern about DEM / STATE / TRAIT inferences

TRAIT). The self-reported level of awareness about
audio-based inferences was negatively correlated with
AVCVA_UI (DEM: p < 0.01, Spearman’s p = —0.23;
STATE: p < 0.01, Spearman’s p = —0.21; TRAIT:
p < 0.05, Spearman’s p = —0.21). This means that
VCVA__UI of participants with higher levels of prior
knowledge about audio-based inferences tend to be less
affected by our educational intervention. This is not
surprising, as the intervention should logically have a
higher educational impact on those participants who
knew less on the topic beforehand.

6 Discussion and implications

The results of our survey reveal that there is widespread
lack of understanding about the possibilities of voice and
speech analysis. For instance, 81.3% of participants are
not at all or only slightly aware that physical and men-
tal health information can be inferred from a recorded
speaker’s voice characteristics and manner of expres-
sion. Only 9.8% of participants have often or very often
consciously thought about the possibility of personal in-
formation being inferred from voice and speech param-
eters.

Our results, offering a novel contribution by specif-
ically focusing on voice recordings, are consistent with
previous findings indicating a lack of awareness about
inference attacks based on other types of sensor data [16,
61, 103]. While our analysis shows that awareness varies
significantly depending on participants’ demographic
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attributes, which was previously also shown to be the
case for motion sensor-based inference attacks [16], the
average level of awareness is low across all demographic
groups — even among participants with professional ex-
perience in ICT (cf. Sect. 5.2).

In our sample, the degree of worry regarding audio-
based inferences is quite evenly distributed between high
and low. Results from analyzing open text responses
suggest, however, that unconcerned reactions are largely
explained by knowledge gaps about the risks that can
arise from privacy intrusions (cf. Sect. 5.3.4). While
some participants express worry about unauthorized
data leakage to third parties, specific types of data mis-
use, and about being misrepresented by audio-based in-
ferences (cf. Sect. 5.3.2), our results confirm previous
findings about people’s unwarranted trust in compa-
nies’ data practices [50, 52, 102, 103] and a widespread
nothing-to-hide mentality [50, 51, 91, 99, 103], poten-
tially resulting in a false sense of security.

At the same time, the reported level of concern
varies significantly between different categories of in-
ferred data (e.g., high concern about inferred health
information vs. low concern about inferred age — cf.
Sect. 5.3.5), which may be due to individual preferences
but perhaps also indicates a lack of understanding on
how certain data categories can be used against the data
subject’s interests.

Our educational intervention on the privacy impli-
cations of voice and speech analysis had a significant
negative impact on participants’ intention to use voice-
controlled virtual assistants. This result aligns with pre-
vious findings that users’ privacy concerns tend to in-
crease when they are presented with examples of per-
sonal data inference [16, 61, 80].

6.1 Consumer education and
privacy-enhancing technologies

While Internet-connected microphones have many bene-
ficial applications (e. g., efficient human-computer inter-
action, assistance for physically disabled people, smart
home convenience, driver safety), their increasing ubiq-
uity in modern life calls for a debate on potential social
ramifications. Besides the already omnipresent micro-
phones in smartphones, laptops and other mobile de-
vices, the number of installed smart speakers is forecast
to reach 640 million globally by 2024 [70]. Nothing is
fundamentally wrong with either microphone-equipped
devices or speech data mining, but there is clearly a
need for appropriate privacy safeguards.
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Educating people on existing threats is an impor-
tant starting point — not only to support informed pur-
chase decisions but also to put critical pressure on the
societal actors responsible for protecting consumer pri-
vacy in sensing devices.

With regard to data collection transparency in
voice-controlled devices, there has been a focus on de-
vice recording modes, such as “speech-activated”, “man-
ually activated”, and “always on” [12, 28]. In the face of
recurring security breaches and privacy scandals, users
have not only been advised to use the mute feature of
their voice-controlled devices but also been encouraged
to disconnect power supply or even purposely obfuscate
audio signals to protect themselves against corporate
and governmental eavesdropping [12].

However, while there are good reasons to be con-
cerned about always-listening devices, it is important
to understand that the mentioned safeguards — even if
effectively applied in practice — will not prevent audio-
based inference attacks (unless, of course, they perma-
nently block the microphone and prevent any record-
ing.) As discussed in this paper, voice and speech char-
acteristics can unexpectedly carry sensitive personal in-
formation, which may later be extracted via advanced
data analytics (cf. Sect. 2.2). Thus, even if a voice assis-
tant is only consciously unmuted by a user to ask for the
weather forecast, for instance, this can already lead to
unwanted information leakage (e. g., based on sociolect,
accent, intonation, pitch, loudness, or a hoarseness in
the user’s voice).

To minimize privacy risks, voice recordings should
preferably be encrypted before any upload or Internet
transfer, and the data processing should take place as
much as possible locally on the user’s device. In cases
where the disclosure of speech data to service providers
is unavoidable (e.g., because the data is necessary for
service functionality or due to resource constraints of
the end device), measures should be taken to prevent
the illegitimate inference of personal information.

Some technical approaches that could help to de-
fend against audio-based inference attacks are differ-
ential private learning, hashing techniques for speech
data, fully homomorphic inference systems, and speaker
de-identification by voice transformation [67, 68]. In re-
cent work, for example, Aloufi et al. [2, 3] have pro-
posed privacy-preserving intermediate layers to sanitize
user voice input before sharing it with cloud service
providers. These approaches, which are based on the au-
tomatic identification and obfuscation of sensitive fea-
tures in speech data, have yielded promising evaluation
results for certain use cases, such as protection against
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unwanted emotion [2, 3] and gender recognition [3] while
maintaining utility of the data for speech and speaker
recognition.

Where possible without compromising the required
functionality, voice recordings should also be tran-
scribed to text in order to preserve task-relevant infor-
mation while removing speaking speed, rhythm, voice
characteristics, etc. and thus reduce the risk of inference
attacks. In their proposed Preech system for privacy-
preserving speech transcription, Ahmed et al. [1] apply
voice transformation and the injection of noise to obfus-
cate users’ voice biometrics and thus prevent unautho-
rized identification and impersonation.

6.2 Regulatory implications

Considering that (i) existing technical solutions for pro-
tecting against sensor-based inference attacks have se-
vere limitations [68, 87] and are still seen as “embry-
onic research topics” [69], (ii) companies obviously need
strong incentives to apply privacy-enhancing technolo-
gies [30], (ili) many users are not willing to pay for pri-
vacy and their willingness to pay depends on the trust
towards the provider of the privacy enhancing technol-
ogy [31], and (iv) there is — as our study underscores —
a very low level of risk awareness among users, adjust-
ments in privacy regulation may be required as well.

To achieve a minimum level of transparency and
oversight, inferences should at least be recognized as
falling within the scope of data protection law. While
the newly introduced California Consumer Privacy Act
(CCPA), for example, specifically covers “inferences
drawn” as part of its definition of personal information,
most other data protection laws — including progres-
sive ones, such as EU’s General Data Protection Regu-
lation (GDPR) — do not sufficiently protect individuals
against undesired inferences [8]. In a detailed legal anal-
ysis, Wachter and Mittelstadt [97] state that the GDPR
“focuses primarily on mechanisms to manage the input
side of processing. (...) [T]he few mechanisms in Eu-
ropean data protection law that address the outputs of
processing, including inferred and derived data, profiles,
and decisions, are far weaker.”

Data protection law could, for example, make it
mandatory for companies to provide comprehensive in-
formation on all types of inferences that they (attempt
to) draw from collected personal data. Given that data
mining algorithms are becoming an increasingly accu-
rate and efficient access path to personal information,
this could be a sensible measure.

For data subjects, being able to answer the question
“who knows what about me?” is a necessary precondi-
tion for exercising other data protection rights (e.g.,
data rectification, erasure, restriction of processing) in
an informed manner [39]. The widespread lack of under-
standing of how personal data can be collected, inferred,
and misused calls into question the notion of “informed
consent” and may warrant some form of paternalistic
government intervention. As we argue in other recent
work, people’s privacy choices are typically irrational,
involuntary and/or easily circumventable [42].

Accordingly, various commentators have proposed
a legal shift from the individualistic paradigm of no-
tice and consent (“privacy self-management”) towards
an increased focus on the ethical and social impacts of
personal data use (e.g., [56, 71, 89, 97]). For instance,
a general legal prohibition of using certain categories of
personal data for ethically indefensible purposes based
on the resulting harm potential could be helpful to pro-
tect consumers from consequences of their own unaware-
ness.

Another argument against the self-management ap-
proach is that it ignores the various externalities that
individual privacy choices have on other people and so-
ciety at large [42]. In today’s interconnected world, peo-
ple often share personal data of other people, giving rise
to the notion of “interdependent privacy” [7]. Owners of
microphone-equipped devices can become amateur data
controllers without the data subject’s knowledge or con-
sent. For example, someone might record a phone con-
versation and share it with a third party. Furthermore,
a user’s device can record the voice, activities, etc. of
persons in the vicinity (e.g., relatives, friends, visitors,
bystanders), potentially scaling up the inference prob-
lem by a significant factor.

7 Limitations

While surveys are widely used in related empirical stud-
ies [16, 61, 79, 80], this form of data collection is subject
to several potential limitations.

There is of course the risk of careless or random
responding. We incorporated multiple attention checks
into our survey to filter out low-quality responses. Only
those respondents who passed all quality and attention
checks were included in the analysis (cf. Sect. 4.3).

Furthermore, a self-reported survey captures sub-
jective perceptions, which are prone to distortion. In
particular, following an approach proposed by Crager
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et al. [16], we asked participants for their awareness of
audio-based inferences after showing them a short edu-
cational video on the topic. It may have been difficult for
some participants to accurately recall what their level
of knowledge was prior to watching the video.

A possible alternative would be to ask participants
about awareness before showing the video (e. g., by ask-
ing how likely they think different types of inferences
are). Even this approach, however, may evoke thoughts
that participants would not have by themselves in ev-
eryday life. Moreover, participants with low levels of
knowledge and skills may have a tendency to overes-
timate their abilities (a cognitive bias referred to as
the Dunning-Kruger effect) [46]. Therefore, future work
could build upon this study by using approaches that
query the knowledge of participants more implicitly and
objectively, instead of using self-reported measures of
awareness.

Additionally, learning from our study’s limitations,
follow-up studies should thoroughly test participants’
understanding of educational materials (e.g., in the
form of a quiz). It is possible that participants did not
understand everything in the video.

It is also possible that participants exaggerated cer-
tain responses in an attempt to present themselves in a
more positive light, e. g., by stating that they are more
familiar with technology than they actually are, by over-
stating their professional experience in some area, or by
falsely claiming to be less interested in using a virtual
assistant after our educational intervention. This effect
may have been increased by asking participants about
privacy attitudes at the beginning of the survey, prim-
ing them to think about privacy. We cannot exclude
the possibility of a social-desirability bias but believe to
have minimized the risk of occurrence through the neu-
tral framing of our educational video and by informing
participants in advance that the results of our online
survey would be completely anonymous. Asking about
privacy attitudes at the end would not have eliminated
the issue of priming because, in this case, the privacy
focus of the remaining survey may have influenced par-
ticipants’ responses to these questions.

It should also be noted that our findings are only
representative for the UK population, which is a typi-
cal WEIRD society (Western, Educated, Industrialized,
Rich, Democratic). Replication studies in other con-
texts, such as in Asian or African countries, are required
to establish cultural validity.
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8 Conclusion

Microphones have become ubiquitous in modern life,
embedded into mobile, wearable, and all sorts of smart
home devices. While these devices provide useful func-
tions, the increasing availability of private voice record-
ings to service providers, device manufacturers, app
vendors, etc. has also become a major threat to con-
sumer privacy. In this study, focusing on an issue that
has received very little research attention to date, we
investigated people’s awareness and privacy concerns
about the wealth of personal information that can be
inferred by analyzing a recorded speaker’s voice charac-
teristics and manner of expression. Our results indicate
a widespread lack of awareness about the possibilities
of modern voice and speech analysis. Averaged over the
eight types of inferences covered in our questionnaire,
most participants reported to be “not at all” (50.0%) or
only “slightly” (17.6%) aware. Even participants with
professional experience in the ICT field scored low on
awareness. Furthermore, while our results for partici-
pants’ level of concern about audio-based inference at-
tacks do not show a clear tendency, many participants
— judging from their text responses — seem to lack the
background knowledge required to assess these threats
in an informed manner. Overall, the findings of this
study underscore that the complexities of modern data
processing are beyond the comprehension of ordinary
users — which calls into question the notion of “informed
consent,” a cornerstone of most modern data protection
laws, including EU’s GDPR. To prevent consent from
being used as a loophole to excessively reap data from
unwitting individuals, alternative and complementary
technical, organizational, and regulatory safeguards ur-
gently need to be developed. At the very least, inferred
information relating to an individual should be classi-
fied as personal data by law, subject to corresponding
protections and transparency rights. Results from our
within- and between-subject comparisons suggest that
education on data analytics may have an impact on
smart device use, the mechanisms and implications of
which are an interesting avenue for future research.
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A Survey questionnaire

1. What is your gender? (Female/Male/Other)

2. How old are you?

3. Privacy awareness?

— I am aware of the privacy issues and practices
in our society.®

— I follow the news and developments about the
privacy issues and privacy violations.?

— I keep myself updated about privacy issues and
the solutions that companies and the govern-
ment employ to ensure our privacy.5

4. Disposition to value privacy?

— Compared to others, I am more sensitive about
the way companies handle my personal infor-
mation.?

— To me, it is the most important thing to keep
my information privacy.®

— Compared to others, I tend to be more con-
cerned about threats to my information pri-
vacy.?

5. Previous privacy experience?

— How often have you been a victim of what you
felt was an improper invasion of privacy?°

— How much have you heard or read during the
past year about the use and potential misuse of
the information collected from the Internet?®

— How often have you experienced incidents where
your personal information was used by a com-
pany without your authorization?%

6. Voice-controlled virtual assistant”
A virtual assistant is a software agent that can
perform tasks based on voice commands, without
the requirement for keyboard input. Some exam-
ples of commercially available virtual assistants are
Apple’s Siri, Amazon Alexa, Microsoft’s Cortana,
and Google Assistant. Among other capabilities,

virtual assistants can set reminders, manage con-

4 The constructs Privacy Awareness (PA), Disposition to Value
Privacy (DVP), and Previous Privacy Experience (PPE) are
adapted from Xu et al. [101]

5 Item was measured on a 5-point Likert scale: Strongly dis-
agree, Somewhat disagree, Neutral, Somewhat agree, Strongly
agree

6 Item was measured on a 5-point Likert scale: Never, Rarely,
Sometimes, Often, Very often

7 The order of items shown here reflects questionnaire Grp-A.
In Grp-B, this component (Ne6, including the two questions) is
positioned after the educational video, replacing question Ne 15.
See Sect. 4.1 for exlanation.
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tacts, play music, take purchase orders, send mes-
sages and calls, provide weather reports, and man-
age smart home devices.
— How often do you use a voice-controlled virtual
assistant in your daily life?6
— Are you interested in starting or continuing to
use a voice-controlled virtual assistant?®

7. Please attentively watch this video (1:44 minutes)
about the privacy implications of voice data.”

8. Please enter the code displayed in the video. (not
case-sensitive)

9. Before you watched the video, were you aware that
these types of information can be inferred from voice
recordings?

— Geographical origin'®
— Gender and age'©

— Mental health information!©

— Physical health information!©

10
0

— Level of intoxication
— Moods and emotions?
— Sleepiness and fatigue!©

— Personality traits'©

10. How worried are you about these possible infer-
ences?!!

11. Why do you feel this way? Please explain your rea-
soning in two or more sentences.

12. Prior to this questionnaire, how often have you
consciously thought about this issue when using a
microphone-equipped device?®

13. What do you think, how common is it for companies
to draw such inferences from voice recordings?'?

14. Please rate how concerned you would be if a com-
pany used voice recordings to infer personal infor-
mation about you without your awareness.

— Geographical origin'3
— Gender and age!®

8 Item was measured on a 5-point Likert scale: Not at all in-
terested, Slightly interested, Somewhat interested, Quite inter-
ested, Very interested

9 Video clip available here: https://youtu.be/Gr22YqS1 VA.
10 Item was measured on a 5-point Likert scale: Not at all,
Slightly, Somewhat, Quite well, Very well

11 Item was measured on a 5-point Likert scale: Not at all wor-
ried, Slightly worried, Somewhat worried, Quite worried, Very
worried

12 Item was measured on a 5-point Likert scale: Very uncom-
mon, Somewhat uncommon, Undecided, Somewhat common,
very common

13 Item was measured on a 5-point Likert scale: Unconcerned,
Slightly concernced, Somewhat concernce, Quite concerned,
Very concerned

Mental health information!?

Physical health information®
3

3

3

Level of intoxication!

— Moods and emotions?
— Sleepiness and fatigue'?
— Personality traits'3
15. Previously in this survey, you were asked about your
interest in voice-controlled virtual assistants, such
as Apple’s Siri and Amazon Alexa. You are now
asked about this a second time. Please answer based
on your current thoughts and feelings, independent
from your previous response.
— Are you interested in starting or continuing to
use a voice-controlled virtual assistant?®
16. Please indicate the extent to which you agree or
disagree with each statement.'*
— Other people come to me for advice on new
technologies®
— In general, I am among the first in my circle of
friends to acquire new technology when it ap-
pears®
— I can usually figure out new high-tech products
and services without help from others®
— I keep up with the latest technological develop-
ments in my areas of interest®
— I enjoy the challenge of figuring out high-tech
gadgets®
— I find I have fewer problems than other people
in making technology work for me®
— I prefer to use the most advanced technology
available®
— Show that you are paying attention by skipping
this row without making a tick®
— I find new technologies to be mentally stimulat-
ing®
— Learning about technology can be as rewarding
as the technology itself®
17. Do you own any devices that have a microphone?
Select all that apply.
— Phone/smartphone
— Laptop
— Tablet
Smartwatch

Camera

Smart speaker
— Car with voice control interface
— Voice-enabled remote control

14 This construct — Innovativeness (INNO) — is adapted from

Parasuraman and Colby [76]
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— Other (please specify)
18. What is the highest level of education you have ob-
tained?
— Finished school with no qualifications
— Still in secondary school
— GCSE Level education (e.g., GCSE, O-Levels,
Standards)
— A-Level education (e.g., A, AS, S-Levels, High-
ers)
— Some undergraduate education (i. e., university
examinations but not completed degree)
— Degree or Graduate education (e.g., BSc, BA)
— Post-graduate education (e.g., MSc, MA)
— Doctorate degree
— Vocational education (e.g., NVQ, HNC, HND)
— Other degree or qualification (please specify)
19. Do you have professional experience in the following
areas?
— Data protection law!®
— Computer science!®
— Data mining!®
— Information technology security (IT security)'?
20. What is your monthly net income? (Net income is
defined as your total income after tax and social
security deductions.)

15 Item was measured on a 5-point Likert scale: No experience,
Little experience, Some experience, Much experience, Very much
experience

I do not have a personal income
— Less than £250
— £250 up to £500
— £500 up to £1000
— £1000 up to £1500
— £1500 up to £2000
— £2000 up to £3000
— £3000 up to £4000
— £4000 up to £5000
— £5000 or more
— Decline to answer
21. To
enough, please tick the description that best reflects

show if we have expressed ourselves clearly

the topic of this study.
— Health effects of urban air pollution
— Privacy concerns related to voice recordings
— Telecommunications in India
— Professional music production
— Health concerns about wireless device radiation
— Landlord and tenant privacy rights

B Correlation table

Spearman’s rank correlations between participant de-
mographics and paricipants awareness for audio-based
inferences are shown in Table 6, along with Bonferroni-
corrected significance levels.

Table 6. Spearman’s rank correlations between participant demographics and awareness for audio-based inferences

AW_DEM 95% ClI AW_STATE 95% ClI AW_TRAIT 95% ClI

Age -0.24™"  (-1.00 to —0.19) -0.18"™"  (~1.00 to —0.12) -0.19™"  (~1.00 to -0.14)
Gender 0.05 (-0.03 to 0.12) 0.11" (0.03 to 0.19) 0.11" (0.04 to 0.18)
Income 0.08 (0.00 to 0.17) 0.06 (~0.03 to 0.14) 0.04 (~0.04 to 0.12)
Education 0.29"™*  (0.23 to 1.00) 0.17™" (0.10 to 1.00) 0.14™ (0.07 to 1.00)
INNO 0.24™** (0.18 to 1.00) 0.18™* (0.12 to 1.00) 0.21™* (0.15 to 1.00)
PA 0.18"™  (0.12 to 1.00) 0.20™" (0.14 to 1.00) 0.19™" (0.12 to 1.00)
DVP 0.08 (0.01 to 0.17) 0.05 (-0.02 to 0.13) 0.09 (0.03 to 0.17)
PPE 0.19™  (0.12 to 1.00) 0.18™" (0.11 to 1.00) 0.18™" (0.12 to 1.00)
EXP_DP 0.20™*  (0.14 to 1.00) 0.16™" (0.10 to 1.00) 0.14™ (0.07 to 1.00)
EXP_DM 028"  (0.22 to 1.00) 0.26"* (0.20 to 1.00) 0.28™* (0.22 to 1.00)
EXP_CS 027" (0.21 to 1.00) 0.22™" (0.16 to 1.00) 0.26™" (0.20 to 1.00)
EXP_IS 0.25™  (0.18 to 1.00) 0.22™* (0.15 to 1.00) 0.22™* (0.14 to 1.00)
"p< 005 *p< 001, ™ p< 0001

AW __: average level of awareness about audio-based inference of demographics (DEM) / short- and medium-
term states (STATE) / phyisical and psychological traits (TRAIT); INNO: innovativeness; PA: privacy aware-
ness; DVP: disposition to value privacy; PPE: previous privacy experience; EXP__: professional experience
in data protection law (DP) / data mining (DM) / computer science (CS) / IT security (IS); CI: confidence

interval
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Special Cases and Application Areas of
Sensor-based Inferences

4.1 Background: The Spies in Our Pockets

In recent years, the topic of cellphone surveillance has been widely covered in the press
(e.g., [232, 233, 234, 235] and on social media (e.g., [236, 237, 238, 239]). While cellphone
surveillance has many faces and can serve many different purposes [240], there is one topic that
stands out in terms of curiosity and received attention — namely, the suspicion that companies
are secretly recording people’s private conversations in order to derive profiling information for
targeted advertising. Many people reportedly receive ads for things they just talked about —
and some of them are sure that this is no conincidence [241]. Surveys in several countries have
shown that a significant portion of the adult population believes that smartphones listen to
their conversations without being prompted [241, 242, 243], including 55% of Americans [242]
and 61% of Britons [241].

Various commentators have dismissed these fears as baseless paranoia and conspiracy
theories [244, 245, 246]. But can we be certain that they are? There is no question that
wiretapping is possible in principle. When dealing with certain threats and criminal offenses,
law enforcement agencies around the world regularly tap suspects’ phones (often requiring
authorization by a court) [240]. Intelligence agencies also make use of such spying methods [247,
248, 249], which may also be the reason why Edward Snowden — with all his insight into the
NSA'’s hacking powers — famously asked reporters to put their phones in a fridge before giving
them an interview [250].

Suspicions about eavesdropping operations run by companies targeting the general
population, on the other hand, may seem rather far-fetched. How could such large-scale
attacks be technically feasible and economically viable, especially when factoring in the damage
to the responsible companies’ reputations in case their operations would ever be disclosed to
the public? This sceptical perspective is well represented in public discourse and often reflected
in news headlines like “No, Your Phone Can’t Hear You” [251], “Facebook’s Not Listening
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Through Your Phone” [252], “Why phones that secretly listen to us are a myth” [253] or “Your
phone is not recording your conversations” [254].

Most of these articles do acknowledge reports from people who received advertisements
that eerily matched contents of previous private conversations. However, they argue that these
situations are either the result of pure coincidence, or the result of sophisticated tracking and
profiling algorithms based on people’s online behavior — not the result of secret eavesdropping.
This reasoning is plausible, especially when taking into account human cognitive biases. It is
not hard to imagine how people leap to the illusory conclusion that they must be eavesdropped
upon when, in fact, they have long revealed their interests and preferences to companies
through other sources.

At the same time, with regard to the obscurities and scandals of today’s data economy, it
would not be unreasonable to examine the opposite perspective on this issue with an open
mind. Given the central role and immense value of personal data in various industries, there is
no doubt that seemingly far-fetched vulnerabilities, methods, and tricks are often exploited to
obtain this resource. Just as dirty wars are fought over access to crude oil, gold ore, coltan,
and other resources, no avenue is left unexplored to reap personal data, which — for this
very reason — has been dubbed “the new oil” [255], “the oil of the 21st century” [256], “the
new black gold” [257], and even been descibed by The Economist as “world’s most valuable
resource” [258]. Also, there are many influential players in the data economy whose names
are not commonly known [2, 31, 259] and who, accordingly, do not really have an image or
reputation to lose.

It is well documented that many mobile apps ruthlessly spy on their users [66, 260, 261]
and that many app vendors are not particularly law-abiding or transparent when it comes
to their collection and use of personal data (cf. Paper 7). Even technical sub-components
developed by arbitrary third parties from around the world can also secretly harvest personal
data of mobile phone users, potentially without the knowledge of the host app itself [262, 263].
Why then should it be assumed that all these parties, despite their often dubious practices and
frequent misbehavior, carefully stay away from the taboo of secretly recording and analyzing
people’s conversations?

While it is quite possible that people’s purported eavesdropping experiences are merely
the result of coincidence or conventional profiling methods, the phenomenon at least deserves
a serious and objective examination. There is a wealth of research on privacy leaks in iOS and
Android apps, including several studies specifically trying to detect stealthy audio exfiltration
by means of analyzing network traffic or a device’s power consumption and memory usage
(cf. Section P5-5.2). However, there is no trace of scientific consensus that would satisfactorily
answer the questions raised above. In the academic literature, no evidence-backed statements
could be located that directly address the practicability and detectability of commercially
motivated large-scale eavesdropping operations against smartphone users. A thorough search
did not reveal a single publication that provides a general introduction to this issue, let alone
an overview of existing arguments supporting the different positions and theories surrounding
it.

Shortly after I noted this research gap, during the preparation of a literature review on

the categories of personal information that can be inferred from accelerometer data (Paper 2),

92



4.1 Background: The Spies in Our Pockets

an interesting connection between this project and smartphone-based eavesdropping emerged:
While still inconclusive, there is research suggesting it may be possible to reconstruct
words spoken by users based on sound vibrations captured by smartphone accelerometers
(cf. Section P5-5.4). Given that accelerometers are present in a broad range of mobile
devices and wearables [184], are often less protected than microphones [40], are relatively
inconspicuous when active (in terms of power consumption) [264], and are regularly accessed
by device vendors [43, 265], mobile apps [40], and even visited websites [266], this seems like a
connection of potential significance.

In collaboration with Philip Raschke, a doctoral researcher and IT security expert at
TU Berlin’s Department of Telecommunication Systems, I started gathering and analyzing
information on the “my phone is listening in on my conversations” phenomenon. Our
research focus was on the technical feasibility and detectability of such an attack, including a
consideration of the role that accelerometers could play in this. Existing arguments on the
issue were collected, structured and then critically examined for plausibility. While I was the
main person in charge of the study, Philip Raschke was involved in all stages of the project,
from its conception over the analysis and interpretation of the literature to the editing and
critical revision of the manuscript. The paper that resulted from our work (Paper 5) was
presented in July 2019 at the 33rd Conference on Data and Applications Security and Privacy
(DBSec’ 19) in Charleston, South Carolina.

While our paper is by no means the end of the story, but rather a testament to the broad
lack of transparency within mobile applications and operating systems, it is — to the best
of my knowledge — the first academic publication to holistically address this topic, and has
also received encouraging feedback [267, 268]. Wolfie Christl, for example, a well-known
Austrian privacy researcher and activist, has described our paper as “[t|he most comprehensive
take on the question I know of” [269]. Our findings regarding the technical feasibility of
smartphone-based eavesdropping attacks were recently supported by an elaborate investigation

of the German public-service broadcaster Bayrischer Rundfunk [270, 271].
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Paper 5: Is My Phone Listening in?

Is My Phone Listening in? On the Feasibility
and Detectability of Mobile Eavesdropping

Jacob Leon Kroger'*®™® and Philip Raschke'

I Technische Universitit Berlin, Berlin, Germany
{kroeger,philip. raschke}@tu-berlin. de
> Weizenbaum Institute for the Networked Society, Berlin, Germany

Abstract. Besides various other privacy concerns with mobile devices, many
people suspect their smartphones to be secretly eavesdropping on them. In
particular, a large number of reports has emerged in recent years claiming that
private conversations conducted in the presence of smartphones seemingly
resulted in targeted online advertisements. These rumors have not only attracted
media attention, but also the attention of regulatory authorities. With regard to
explaining the phenomenon, opinions are divided both in public debate and in
research. While one side dismisses the eavesdropping suspicions as unrealistic
or even paranoid, many others are fully convinced of the allegations or at least
consider them plausible. To help structure the ongoing controversy and dispel
misconceptions that may have arisen, this paper provides a holistic overview of
the issue, reviewing and analyzing existing arguments and explanatory
approaches from both sides. Based on previous research and our own analysis,
we challenge the widespread assumption that the spying fears have already been
disproved. While confirming a lack of empirical evidence, we cannot rule out
the possibility of sophisticated large-scale eavesdropping attacks being suc-
cessful and remaining undetected. Taking into account existing access control
mechanisms, detection methods, and other technical aspects, we point out
remaining vulnerabilities and research gaps.

Keywords: Privacy + Smartphone - Eavesdropping + Spying - Listening -
Microphone - Conversation *+ Advertisement

1 Introduction

Smartphones are powerful tools that make our lives easier in many ways. Since they are
equipped with a variety of sensors, store large amounts of personal data and are carried
throughout the day by many people, including in highly intimate places and situations,
they also raise various privacy concerns.

One widespread fear is that smartphones could be turned into remote bugging
devices. For years, countless reports have been circulating on the Internet from people
who claim that things they talked about within earshot of their phone later appeared in
targeted online advertisements, leading many to believe that their private conversations
must have been secretly recorded and analyzed.

© The Author(s), Is My Phone Listening in? On the Feasibility and Detectability of Mobile Eavesdropping, published
2019 in S. N. Foley (Ed.): DBSec 2019, pp. 102—-120, Springer, reproduced with permission of Springer Nature.
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The reported suspicious ads range across many product and service categories,
including clothing, consumer electronics, foods and beverages, cars, medicines, holi-
day destinations, sports equipment, pet care products, cosmetics, and home appliances
— and while some of these ads were described as matching an overall discussion topic,
others allegedly promoted a brand or even a very specific product mentioned in a
preceding face-to-face conversation [6, 12]. Some people claim to have experienced the
phenomenon frequently and that they have successfully reproduced it in private
experiments. Interestingly, many of the purported witnesses emphasize that the
advertised product or service seems not related to places they have visited, terms they
have searched for online, or things they have mentioned in text messages, emails or
social media [6, 40]. Furthermore, some reports explicitly rate it as unlikely that the
respective advertisements were selected by conventional targeting algorithms, as they
lay notably outside the range of advertising normally received and did sometimes not
even appear to match the person’s consumer profile (e.g. in terms of interests, activities,
age, gender, or relationship status) [6, 41].

Numerous popular media outlets have reported on these alleged eavesdropping
attacks [3]. In a Forbes article, for instance, the US-based market research company
Forrester reports that at least 20 employees in its own workforce have experienced the
phenomenon for themselves [40]. The same holds true for one in five Australians,
according to a recent survey [38]. Even the US House Committee on Energy and
Commerce has started to investigate the issue by sending letters to Google and Apple
inquiring about the ways in which 10S and Android devices record private conver-
sations [77].

Many commentators, including tech bloggers, researchers and business leaders, on
the other hand, view the fear that private companies could target their ads based on
eavesdropped conversations as baseless and paranoid. The reputational risk, it is
argued, would be far too high to make this a viable option [76]. With regard to CPU,
battery and data storage limitations, former Facebook product manager Antonio Garcia
Martinez even considers the alleged eavesdropping scenario to be economically and
technically unfeasible [S1]. As an alternative explanation for suspiciously relevant ads,
he points to the many established and well-documented methods that companies
successfully use to track, profile and micro-target potential customers. Yet another
possible explanation states that the frequently reported phenomenon is merely a pro-
duct of chance, potentially paired with some form of confirmation bias [41]. Finally,
some commentators also suggest that topics of private conversations are sometimes
inspired by unconsciously processed advertisements, which may later cause the per-
ception of being spied upon when the respective ad is encountered again [28].

Many views, theories and arguments have been put forward in attempt to explain
the curious phenomenon, including experimental results and positions from the
research community. However, a consensus has not yet been reached, not even
regarding the fundamental technical feasibility of the alleged eavesdropping attacks.
Therefore, this paper reviews, verifies and compares existing arguments from both
sides of the discourse. Apart from providing a structured overview of the matter,
conclusions about the feasibility and detectability of smartphone-based eavesdropping
are drawn based on existing research and our own analysis.

96



Paper 5: Is My Phone Listening in?

In accordance with the reports found on the phenomenon, this paper will focus on
smartphones — specifically, iOS and Android devices. Since smartphones are the most
widespread consumer electronics device, and since iOS and Android together clearly
dominate the mobile OS market [70], this choice seems justified to us. However, most
of the considerations in this paper are applicable to other types of mobile devices and
other operating systems as well.

The remainder of this paper is structured as follows. In Sect. 2, we describe the
underlying threat model, distinguishing between three possible adversaries. Section 3
examines the possibility of using smartphone microphones for stealthy eavesdropping,
expanding on aspects of security permissions and user notifications. Similarly, Sect. 4
considers smartphone motion sensors as a potential eavesdropping channel, taking into
account sampling frequency limits enforced by mobile operating systems. Section 5
then looks into the effectiveness of existing mitigation and detection techniques
developed by Google, Apple, and the global research community. In Sect. 6, the
ecosystem providers themselves are considered as potential adversaries. Section 7
evaluates the technical and economic feasibility of large-scale eavesdropping attacks.
After that, Sect. 8 examines ways in which governmental and criminal hackers can
compromise the speech privacy of smartphone users. Finally, Sect. 9 provides a dis-
cussion of analysis results, followed by a conclusion in Sect. 10.

2 Threat Model

To target advertisements based on smartphone eavesdropping, an organization A, who
is responsible for selecting the audience for certain online ads (either the advertiser
itself or a contractor entrusted with this task, such as an advertising networkl), needs to
somehow gain access to sensor data® from the corresponding mobile device, or to
information derived from the sensor data.

Initially, speech is recorded through the smartphone by an actor B, which could be
either (1) the operating system provider itself, e.g. Apple or Google, (2) non-system
apps installed on the device, or (3) third-party libraries® included in these apps.
Potentially after some processing and filtering, which can happen locally on the device
or on remote servers, actor B shares relevant information extracted from the recording —
directly or through intermediaries — with organization A (unless A and B are one and
the same actor, which is also possible).

Organization A then uses the received information to identify the smartphone
owner as a suitable target for specific ads and sends a corresponding broadcast request
to an ad publisher (organization A could also publish the ads itself if it has access to ad
distribution channels). Finally, the publisher displays the ads on websites or apps —
either on the smartphone through which the speech was recorded or on other devices

! Advertising networks are companies that match demand and supply of online ad space by connecting
advertisers to ad publishers. They often hold extensive amounts of data on individual internet users to
enable targeted advertising [17].

2 “sensor data” can refer to either audio recordings or motion sensor data (see Sects. 3, 4).
3 The role and significance of third-party apps will be further explained in Sect. 3.1.
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that can be linked* to the smartphone owner, for example through logins, browsing
behavior, or IP address matching. The websites and apps on which the advertisements
appear do not reveal who recorded the smartphone owner’s speech. Not even orga-
nization A necessarily understands how and by whom the received profiling infor-
mation was initially collected. For illustration, Fig. 1 presents a simplified overview of
the threat model.

"""""""""""" “ 5 Remote Servers :
j i el 1 :

phone Operating System
owner ! B B
) ( resce:rrdeizg internet | Data rofiling
' - transfer
: I A : St:rrla:’ge information
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private conversation H Libraries '
. on topic X R !
S R S e e e - b Advertising
"""""""""""" ’
E Ei : :
i : integration of targeted ads in online content Advertising personalized |
(on the smartphone, and on other devices ! Publisher advertisements
that can be linked to the phone owner)
phone owner encounters

\ online ads on topic X

Fig. 1. A schematic and simplified overview of the threat model.

3 Microphone-Based Eavesdropping

Modern smartphones have the capability to tape any sort of ambient sound through
built-in microphones, including private conversations, and to transmit sensitive data,
such as the recording itself or information extracted from recorded speech, to remote
servers over the Internet. Mobile apps installed on a phone could exploit these capa-
bilities for secret eavesdropping. Aspects concerning app permissions and user noti-
fications that could affect the feasibility and visibility of such an attack are examined in
the following two subsections.

3.1 Microphone Access Permission

Before an app can access microphones in Android and iOS devices, permission has to
be granted by the user. However, people tend to accept such requests blindly if they are
interested in an app’s functionality [10]. A survey of 308 Android users found that only
17% of respondents paid attention to permissions during app installation, and no more
than 3% of the participants correctly answered the related comprehension questions
[24].

4 For more information on cross-device tracking, refer to [65].
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Encouraging app development at the expense of user privacy, current permission
systems are much less strict than they were in early smartphones and have been
criticized as “coarse grained and incomplete” [59]. Also, once a permission is granted,
it is usually not transparent for users when and for which particular purpose data is
being collected and to which servers it is being sent [62].

To include analytics and advertising capabilities, apps commonly make use of
third-party libraries, i.e., code written by other companies. These libraries share mul-
timedia permissions, such as microphone access, with their corresponding host app and
are often granted direct Internet access [39]. Apart from the concern that third-party
libraries are easily over-privileged, it is considered problematic that app developers
often have limited or no understanding of the library code, which can also be changed
dynamically at runtime [59]. Thus, not only users but also app developers themselves
may be unaware of privacy leaks based on the abuse of granted permissions.

A large variety of existing apps has access to smartphone microphones. Examining
over 17.000 popular Android apps, Pan et al. found that 43.8% ask for permission to
record audio [59].

3.2 User Notifications and Visibility

Android and 10S apps with microphone permission can not only record audio at any
time while they are active, i.e. running in the foreground, but also while they are in
background mode, under certain conditions [7, 31]. Background apps have limited
privileges and are often suspended to conserve the device’s limited resources. In cases,
however, where they request the system to stay alive and continue recording while not
in the foreground, there are ways to indicate this to the user.

In 108, the status bar will automatically turn bright red when recording takes place
in the background, allowing the user to immediately detect potentially unwanted
microphone activity [8].

While the latest release of Android (version 9 Pie) implements similar measures
[31], some older versions produce no visible indication when background apps access
the microphone [10]. In this context, it might be worth noting that Android has been
widely criticized for its slow update cycle, with hundreds of millions of devices run-
ning on massively outdated versions [56]. Also, quite obviously, notifications in the
graphical user interface are only visible as long as the device’s screen is not turned off.
And finally, some experimenters have already succeeded in circumventing the notifi-
cation requirements for smartphone media recordings [69].

4 Motion Sensor-Based Eavesdropping

Adversaries might be able to eavesdrop on conversations through cell phones without
accessing the microphone. Studies have shown that smartphone motion sensors — more
specifically, accelerometers and gyroscopes — can be sensitive enough to pick up sound
vibrations and possibly even reconstruct speech signals [36, 54, 79].
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4.1 Experimental Research Findings

There are opposing views on whether non-acoustic smartphone sensors capture sounds
at normal conversational loudness. While Anand and Saxena did not notice an apparent
effect of live human speech on motion sensors in several test devices [3], other studies
report very small but measurable effects of machine-rendered speech, significant
enough to reconstruct spoken words or phrases [54, 79].

Using only smartphone gyroscopes, researchers from Israel’s defense technology
group Rafael and Stanford University were able to capture acoustic signals rich enough
to identify a speaker’s gender, distinguish between different speakers and, to some
extent, track what was being said [54]. In a similar experiment, Zhang et al. demon-
strated the feasibility of inferring spoken words from smartphone accelerometer read-
ings in real-time, even in the presence of ambient noise and user mobility [79].
According to their evaluation, the achieved accuracies were comparable to microphone-
based hotword detection applications such as Samsung S Voice and Google Now.

Both [79] and [54] have notable limitations. First of all, their algorithms were only
able to detect a small set of predefined keywords instead of performing full speech
recognition. Also, the speech in both experiments was produced by loudspeakers or
phone speakers, which may result in acoustic properties different from live human
speech. In [54], the playback device and the recording smartphone even shared a
common surface, leading critics to suggest that the observed effect on sensor readings
was not caused by aerial sound waves, but rather by direct surface vibrations [3]. Also,
in contrast to Zhang et al., this approach only achieved low recognition accuracies,
particularly for speaker-independent hotword detection. By their own admission,
however, the authors of [54] are “security experts, not speech recognition experts” [32].
Therefore, the study should be regarded as an initial exploration rather than a perfect
simulation of state-of-the-art spying techniques. With regard to the effectiveness of
their approach, the researchers pointed out several possible directions for future
improvement.

It might also be noteworthy that patents have already been filed for methods to
capture acoustic signals through motion sensors, including a “method of detecting a
user’s voice activity using an accelerometer” [21] and a “system that uses an
accelerometer in a mobile device to detect hotwords™ [55].

4.2 Sampling Frequency Limits

In order to limit energy consumption and because typical applications of smartphone
motion sensors do not require highly sampled data, current mobile operating systems
impose a cap on the sampling frequency of motion sensors, such as a maximum of
200 Hz for accelerometer readings in Android [3] and 100 Hz for gyroscopes in i0OS
[32]. For comparison, the fundamental frequency of the human speaking voice typi-
cally lies between 85 Hz and 155 Hz for men and 165 Hz and 255 Hz for women [79].
Thus, if at all, non-acoustic smartphone sensors can only capture a limited range of
speech sounds, which presents a challenge to speech reconstruction attacks.
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With the help of the aliasing effect explained in [54], however, it is possible to
indirectly capture tones above the enforced frequency limits. Furthermore, experiments
show that motion sensor signals from multiple co-located devices can be merged to
obtain a signal with increased sampling frequency, significantly improving the effec-
tiveness of speech reconstruction attacks [36]. Two or more smartphones that are
located in proximity to each other and whose sensor readings are shared — directly or
indirectly — with the same actor may therefore pose an increased threat to speech
privacy.

It should also be noted that motion sensors in smartphones are usually capable of
delivering much higher sampling frequencies (often up to 8 kHz) than the upper
bounds prescribed by mobile operating systems [3]. Researchers already expressed
concern that adversaries might be able to override and thereby exceed the software-
based limits through patching applications or kernel drivers in mobile devices [3, 54].

4.3 Sensor Access Permissions and Energy Efficiency

While certain hardware components, such as camera, microphone and the GPS chip,
are typically protected by permission mechanisms in mobile operating systems, motion
sensors can be directly accessed by third-party apps in iOS and Android without any
prior notification or request to the user [32, 45]. Thus, there is usually no way for
smartphone owners to monitor, let alone control when and for what purposes data from
built-in accelerometers and gyroscopes is collected. Even visited websites can often
access smartphone motion sensors [32]. Exploiting accelerometers and gyroscopes to
intrude user privacy is also much more energy-efficient and thus less conspicuous than
recording via microphone [79].

S Existing Mitigation and Detection Techniques

Many methods are applied by ecosystem providers and security researchers to screen
mobile apps for vulnerabilities and malicious behavior. The following two subsections
examine existing efforts with regard to their potential impact on the feasibility and
detectability of mobile eavesdropping attacks.

5.1 App Inspections Conducted by Ecosystem Providers

Both iOS and Android apply a combination of static, dynamic and manual analysis to
scan new and existing apps on their respective app market for potential security threats
and to ensure that they operate as advertised [78]. Clearly, as the misbehavior of third-
party apps can ultimately damage their own reputation, the platforms have strong
incentives to detect and prevent abuse attempts.

Nevertheless, countless examples of initially undetected malware and privacy leaks
have shown that the security screenings provided by Google and Apple are not always
successful [19]. Google Play’s app inspection process has even been described as
“fundamentally vulnerable” [29]. In a typical cat-and-mouse game, malicious apps
evolve quickly to bypass newly implemented security measures [63], sometimes by
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using “unbearably simple techniques” [29]. In Android devices from uncertified
manufacturers, malware may even be pre-installed before shipment [14]. Significant
vulnerabilities have also been found in official built-in apps. Apple’s FaceTime app, for
example, allowed potential attackers to gain unauthorized access to iPhone cameras and
microphones without any requirement of advanced hacking skills [15].

Leaving security loopholes aside, the existing security mechanisms do not guar-
antee privacy protection in terms of data minimization and transparency. Many mobile
apps collect personal data with no apparent relevance to the advertised functionality
[18, 62]. Even well-known apps like Uber have not been prevented from collecting
sensitive user data that is not required for the service they offer [46].

There are also many documented cases of mobile apps using their microphone
access in unexpected ways. An example that has received a lot of media attention
recently is the use of so-called “ultrasonic beacons”, i.e. high-pitched Morse-style
audio signals inaudible to the human ear which are secretly played in stores or
embedded in TV commercials and other broadcast content in order to be able to
unobtrusively track the location, activities and media consumption habits of consumers
[10]. For this to work, the data subject needs to carry a receiving device that records
and scans ambient sound for relevant ultrasonic signals and sends them back to the
tracking network for automated comparison. A constantly growing number of mobile
apps — several hundred already, some of them very popular — are using their micro-
phone permission for exactly that purpose, often without properly informing the user
about it [10, 47]. These apps, some of which are targeted at children and would not
require audio recording for their core functionality, may even detect sounds while the
phone is locked and carried in a pocket [47]. Even in cases where users are aware that
their phone listens in, it is not clear to them what the audio stream is filtered for exactly
and what information is being exfiltrated. Thus, the example of ultrasonic beacons
shows how apps that have been approved into Apple’s App Store and Google Play can
exploit their permissions for dubious and potentially unexpected tracking purposes.

Finally, it should not be overlooked that smartphone apps can also be obtained from
various non-official sources, circumventing Apple’s and Google’s permission systems
and auditing processes [62]. In Android, users are free in choosing the source of their
applications [78]. Following a more restrictive policy, 10OS only allows users to install
apps downloaded from the official Apple App Store. However, kernel patches can be
used to gain root access and remove software restrictions in iOS (“iOS jailbreaking”),
which enables users to install apps from uncertified publishers [62].

5.2 App Inspections Conducted by the Research Community

In addition to the checks conducted by Google and Apple, mobile apps are being
reviewed by a broad community of security and privacy researchers. A wide and
constantly expanding range of manual and automated methods is applied for this
purpose.

Pan et al., for instance, scanned 17,260 popular Android apps from different app
markets for potential privacy leaks [59]. Through examining their media permissions,
privacy policies and outgoing network flows, the researchers tried to identify apps that
upload audio recordings to the Internet without explicitly informing the user about it.
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While unveiling other serious forms of privacy violations, they found no evidence of
such behavior. Based on these findings, the widely held suspicion of companies
secretly eavesdropping on smartphone users was already portrayed as refuted in news
headlines [34, 80].

However, the study comes with numerous limitations: Apart from considering only
a small fraction of the over 2 million available Android apps, the researchers did not
examine media exfiltration from app background activity, did not consider the use of
privileged APIs, only tested a limited amount of each app’s functionalities for a short
amount of time, used a controlled test environment with no real human interactions, did
not consider i0S apps at all, and were not able to detect media that was intentionally
obfuscated, encrypted at the application-layer, or sent over the network in non-standard
encoding formats. Perhaps most importantly, Pan et al. were not able to rule out the
scenario of apps transforming audio recordings into less detectable text transcripts or
audio fingerprints before sending the information out. This would be a very realistic
attack scenario. In fact, various popular apps are known to compress recorded audio in
such a way [10, 33]. While all the choices that Pan et al. made regarding their
experimental setup and methodology are completely understandable and were com-
municated transparently, the limitations do limit the significance of their findings. All
in all, their approach would only uncover highly unsophisticated eavesdropping
attempts.

Of course, many other researchers have also tried to detect privacy leaks in i0OS and
Android apps [62]. Besides analyzing decompiled code, permission requests and
generated network traffic, other factors, such as battery power consumption and device
memory usage, can also be monitored to detect suspicious app behavior [67]. Although
some experts claim to have observed certain mobile apps recording and sending out
audio with no apparent justification [58], the scientific community has not yet produced
any hard evidence for large-scale eavesdropping through smartphone microphones.

Like the above-cited work by Pan et al., however, other existing methods to
identify privacy threats in mobile devices also come with considerable limitations. Due
to its closed-source nature, there is generally a lack of scalable tools for detecting
malicious apps within i0OS [19]. While, on the other hand, numerous efficient methods
have been proposed for automatically scanning Android apps, none of these approaches
is totally effective at detecting privacy leaks [59]. As with security checks of the official
app stores (see Sect. 5.1), there is a wide range of possible obfuscation techniques and
covert channels to circumvent detection mechanisms developed by the scientific
community [10, 67]. Furthermore, many of the existing approaches do not indicate if
detected data exfiltration activities are justified with regard to an app’s advertised
functionality [62]. Yerukhimovich et al. even suggest that apps classified as safe or
non-malicious are more likely to leak private information than typical “malware” [78].

Therefore, the fact that no evidence for large-scale mobile eavesdropping has been
found so far should not be interpreted as an all-clear. It could only mean that it is
difficult — under current circumstances perhaps even impossible — to detect such attacks
effectively.
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6 Ecosystem Providers as Potential Adversaries

Not only third-party apps but also mobile operating systems themselves can access
privacy-sensitive smartphone data and transfer it over the Internet. It has been known
for years that both, iOS and Android, do so extensively [5]. Examining the amount of
data sent back to Google’s and Apple’s servers from test devices, a recent study found
that iPhones — on average — received four requests per hour from their manufacturer
during idle periods, and eighteen requests during periods of heavy use [68]. Leaving
these numbers far behind, Android phones received forty hourly requests from Google
when in idle state and ninety requests during heavy use. Of course, the number of
requests per hour has only limited informational value. Data is often collected much
more frequently, such as on a secondly basis or even constantly, to be later aggregated,
compressed and sent out in data bundles [5].

While the establishment of network connections can be monitored, many aspects of
data collection and processing in smartphones remain opaque. The source code of 10S
is not made publicly available, and while Android is based on code from the Android
Open Source Project, several of Google’s proprietary apps and system components are
closed-source as well [2]. Due to the resulting lack of transparency, it cannot be reliably
ruled out that sensitive data is collected and processed without the will or knowledge of
the smartphone owner — although, naturally, this would represent a considerable legal
and reputational risk for the corresponding platform provider.

As an intermediary between applications and hardware resources, operating sys-
tems control the access to smartphone sensors, including microphones, accelerometers
and gyroscopes, and can also decide whether or not sensor activity is indicated to the
user on the device’s screen. Other than with third-party apps, there is no superior
authority in the system supervising the actions and decisions of iOS and Android.
While external security experts can carry out inspections using similar methods as
outlined in Sect. 5.2, they also face similar limitations. There is no reason to assume
that operating systems refrain from using sophisticated obfuscation techniques to
conceal their data collection practices. Additionally, being in control of the whole
system, 10S and Android can access data on different levels of their respective software
stack, which gives them more options for stealthy data exfiltration and could possibly
impede detection.

7 Technical and Economic Feasibility

Even where adversaries manage to get around security measures and evade detection, it
remains questionable whether a continuous and large-scale eavesdropping operation for
the purpose of ad targeting would be technically feasible and economically viable.
Based on estimations of CPU, battery, network transfer and data storage requirements,
some commentators already stated their conclusion that such an operation would be far
too expensive [51, 76] and may “strain even the resources of the NSA” [71]. Taking
into account their underlying assumptions, these estimates appear valid. However, there
are several ways in which smartphone-based eavesdropping could be made much more
efficient and scalable, including:
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e Low quality audio recording. To reduce the required data storage, processing
power and energy consumption, adversaries could record audio at low bitrates.
Speech signals do not even have to be intelligible to the human ear to be recognized
and transcribed into text by algorithms [54].

e Local pre-processing. Some steps in the processing of recordings (e.g. transcrip-
tion, extraction of audio features, data filtering, keyword matching, compression)
can be performed locally on the device in order to transmit only the most relevant
data to remote servers and thus reduce network traffic and required cloud storage.

e Keyword detection instead of full speech recognition. The amounts of processing
power required for automatic speech recognition can be prohibitively high for local
execution on mobile devices. A less CPU-intensive alternative to full speech
recognition is keyword detection, where only a pre-defined vocabulary of spoken
words is recognized. Such systems can even run on devices with much lower
computational power than smartphones, such as 16-bit microcontrollers [25]. It has
been argued that it would still be too taxing for mobile devices to listen out for the
“millions or perhaps billions” of targetable keywords that could potentially be
dropped in private conversations [51]. However, instead of listening for specific
product and brand names, audio recordings can simply be scanned for trigger words
that indicate a person’s interest, such as “love”, “enjoyed”, or “great”, in order to
identify relevant snippets of the recording, which can then be analyzed in more
depth. In fact, this very audio analysis method has already been patented, with the
specific declared purpose of informing “targeted advertising and product recom-
mendations” [22].

e Selective recording. Instead of recording continuously, an adversary could only
record at selected moments using wake words or triggers based on time, location,
user activity, sound level, and other context variables. This could significantly
reduce the amount of required storage and network traffic [67].

Mobile apps that use all or some of the above techniques can be light enough to run
smoothly on smartphones, as numerous commercial apps and research projects show
[9, 10, 33, 58, 67].

But even if it is possible for companies to listen in on private conversations, some
argue that this information might not be of much value to advertisers, since they would
need to know a conversation’s context and speaker personalities very well in order to
accurately infer personal preferences and purchase intentions from spoken phrases [51].
This argument is reasonable, but can equally be applied to many other profiling
methods, including online tracking and location tracking, which are widely used
nonetheless. Of course, where contextual information is sparse, such methods may lead
to wrong conclusions about the respective data subject, possibly resulting in poor and
inefficient ad targeting. However, this would not conflict with the above-mentioned
reports of suspected eavesdropping: While the ads were perceived as inspired by topics
raised in private conversations, they did not always reflect the purported witnesses’
actual needs and wants [6, 12].

From an outside perspective, it cannot be precisely determined how profitable
certain types of personal data are for advertisers. It is therefore difficult, if not
impossible, to draw up a meaningful cost-benefit calculation. However, it can generally
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be assumed that private conversations contain a lot of valuable profiling information,
especially when speakers express their interest in certain products or services. It is also
worth mentioning that some of the world’s largest companies earn a significant portion
of their revenue through advertising — for Google and Facebook, this portion amounted
to 85% and 98% in 2018, respectively [1, 23]. Profits from advertising can be con-
siderably increased through effective targeting, which requires the collection of detailed
personal information [68]. There is no doubt that smartphone sensor data can be very
useful for this purpose. A recently filed patent describes, for example, how “local
signals” from a mobile device, including motion sensor data and audio data from the
microphone, can be analyzed to personalize a user’s Facebook news feed [50].

8 Unauthorized Access to Smartphones

Although this is most likely no explanation for suspicious ad placement, it should be
noted that there are many ways in which skilled computer experts or “hackers” can gain
unauthorized access to mobile devices. The widespread use of smartphones makes
them a particularly attractive hacking target [4].

Not only cyber criminals, but also law enforcement agencies and secret services
invest heavily in their capabilities to exploit software flaws and other security vul-
nerabilities in consumer electronics [73]. It has been known for some time that intel-
ligence agencies, such as NSA, GCHQ, and CIA, are equipped with tools to secretly
compromise devices running 10S, Android and other mobile operating systems,
enabling them “to move inside a system freely as if they owned it” [66, 75].

In addition to accessing sensitive data, such as geo-location, passwords, personal
notes, contacts, and text messages, this includes the ability to turn on a phone’s
microphone without a user’s consent or awareness [11]. With the help of specialized
tools, smartphone microphones can even be tapped when the device is (or seems)
switched off [73]. Such attacks can also be successful in high-security environments. In
a recent case, for example, more than 100 Israeli servicemen had their phones infected
with spyware that allowed unknown adversaries to control built-in cameras and
microphones [57].

Besides the United States and some European nations, other developed countries,
such as Russia, Israel and China, also have highly sophisticated spying technology at
their disposal [75]. Less developed countries and other actors can buy digital eaves-
dropping tools from a flourishing industry of surveillance contractors at comparatively
low prices [60]. That not only secret services but also law enforcement agencies in the
US can be authorized to convert smartphones into “roving bugs” to listen in on private
conversations has been confirmed in a 2012 court ruling [16]. Eavesdropping capa-
bilities of criminal organizations should not be underestimated, either. According to a
report by McAfee and the Center for Strategic and International Studies (CSIS), there
are 20 to 30 cybercrime groups with “nation-state level” capacity in countries of the
former Soviet Union alone [52].
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9 Discussion

So far, despite significant research efforts, no evidence has been found to confirm the
widespread suspicion that firms are secretly eavesdropping on smartphone users to
inform ads. To the best of our knowledge, however, the opposite has not been proven
either. While some threat scenarios (e.g. the constant transfer of uncompressed audio
recordings into the cloud) can be ruled out based on existing security measures and
considerations regarding an attack’s visibility, cost and technical feasibility, there are
still many security vulnerabilities and a fundamental lack of transparency that poten-
tially leave room for more sophisticated attacks to be successful and remain undetected.

In comparison with the researchers cited in this paper, it can be assumed that certain
companies have significantly more financial resources, more training data, and more
technical expertise in areas such as signal processing, data compression, covert
channels, and automatic speech recognition. This is — besides unresolved contradictions
between cited studies and large remaining research gaps — another reason why existing
work should not be seen as final and conclusive, but rather as an initial exploration of
the issue.

While this paper focuses on smartphones, it should be noted that microphones and
motion sensors are also present in a variety of other Internet-connected devices,
including not only VR headsets, wearable fitness trackers and smartwatches, but also
baby monitors, toys, remote controls, cars, household appliances, laptops, and smart
speakers. Some of these devices may have weaker privacy safeguards than smart-
phones. For instance, they may not ask for user permission before turning on the
microphone or may not impose a limit on sensor sampling frequencies. Numerous
devices, including smart TVs [13], smart speakers [27], and connected toys [26], have
already been suspected to spy on private conversations of their users. Certain smart
home devices, such as home security alarms, may even contain a hidden microphone
without disclosing it in the product specifications [44]. For these reasons, it is essential
to also thoroughly examine non-smartphone devices when investigating suspicions of
eavesdropping.

It is quite possible, at the same time, that the fears of advertising companies
eavesdropping on private conversations are unfounded. Besides the widespread attri-
bution to chance, one alternative approach to explaining strangely accurate advertise-
ments points to all the established tracking technologies commonly employed by
advertisers that do not depend on any phone sensors or microphones [51].

Drawing from credit card networks, healthcare providers, insurers, employers,
public records, websites, mobile apps, and many other sources, certain multi-national
corporations already hold billions of individual data points on consumers’ location
histories, browsing behaviors, religious and political affiliations, occupations, socioe-
conomic backgrounds, health conditions, personality traits, product preferences, and so
on [17, 64]. Although their own search engines, social networks, email services, route
planners, instant messengers, and media platforms already give them intimate insight
into the lives of billions of people, advertising giants like Facebook and Google also
intensively track user behavior on foreign websites and apps. Of the 17.260 apps
examined in [59], for example, 48.22% share user data with Facebook in the
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background. Through their analytics services and like buttons, Google and Facebook
can track clicks and scrolls of Internet users on a vast number of websites [17].

The deep and potentially unexpected insights that result from such ubiquitous
surveillance can be used for micro-targeted advertising and might thereby create an
illusion of being eavesdropped upon, especially if the data subject is ill-informed about
the pervasiveness and impressive possibilities of data linkage.

Even without being used for audio snooping, smartphones (in their current con-
figuration) allow a large variety of actors to track private citizen in a much more
efficient and detailed way than would ever have been possible in even the most
repressive regimes and police states of the 20th century. At the bottom line, whether
sensitive information is extracted from private conversations or collected from other
sources does not make much difference to the possibilities of data exploitation and the
entailing consequences for the data subject. Therefore, whether justified or not, the
suspicions examined in this paper eventually lead to a very fundamental question:
What degree of surveillance should be considered acceptable for commercial purposes
like targeted advertising? Although this paper cannot offer an answer to this political
question, it should not be forgotten that constant surveillance is by no means a tech-
nical necessity and that, by definition, democracies should design and regulate tech-
nology to primarily reflect the values of the public, not commercial interests.

Certainly, the fear of eavesdropping smartphones should never be portrayed as
completely unfounded, as various criminal and governmental actors can gain unau-
thorized access to consumer electronics. Although such attacks are unlikely to result in
targeted advertisement, they equally deprive the user of control over his or her privacy
and might lead to other unpredictable harms and consequences. For example, digital
spying tools have been used to infiltrate the smartphones of journalists [49] and human
rights activists [60] for repressive purposes.

Finally, it should be recognized that — apart from the linguistic contents of speech —
microphones and motion sensors may unexpectedly transmit a wealth of other sensitive
information. Through the lens of advanced analytics, a voice recording can reveal a
speaker’s identity [53], physical and mental health state [20, 37], and personality traits
[61], for example. Accelerometer data from mobile devices may implicitly contain
information about a user’s location [35], daily activities [48], eating, drinking and
smoking habits [72, 74], degree of intoxication [30], gender, age, body features and
emotional state [43] and can also be used to re-construct sequences of text entered into
a device, including passwords [42].

10 Conclusion

After online advertisements seemingly adapted to topics raised in private face-to-face
conversations, many people suspect companies to secretly listen in through their
smartphones. This paper reviewed and analyzed existing approaches to explaining the
phenomenon and examined the general feasibility and detectability of mobile eaves-
dropping attacks. While it is possible, on the one hand, that the strangely accurate ads
were just a product of chance or conventional profiling methods, the spying fears were
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not disproved so far, neither by device manufacturers and ecosystem providers nor by
the research community.

In our threat model, we considered non-system mobile apps, third-party libraries,
and ecosystem providers themselves as potential adversaries. Smartphone microphones
and motion sensors were investigated as possible eavesdropping channels. Taking into
account permission requirements, user notifications, sensor sampling frequencies,
limited device resources, and existing security checks, we conclude that — under the
current levels of data collection transparency in iOS and Android — sophisticated
eavesdropping operations could potentially be run by either of the above-mentioned
adversaries without being detected. At this time, no estimate can be made as to the
probability and economic viability of such attacks.
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4.2 Background: Video Games and Privacy

After Chapters 2, 3, and 4.1, which all focused on specific types of sensors and devices, this
chapter will address an entire industry well-suited to further illustrate and examine the privacy
threats posed by inferential analytics, namely the video game industry. The focus on this
industry was chosen with regard to its extensive collection of user data and its large-scale
reliance on sensor-equipped devices.

A scan of the literature revealed that, compared to other types of digital services, video
games have received little attention in privacy research thus far (cf. Section P6-1). While
social networking sites, search engines, and ad networks are regularly mentioned and discussed
by privacy scholars, video games — despite their huge popularity among the general population —
are largely absent in the discourse.

Rather than a deep dive into one particular aspect of video games, the most notable gap
in the literature was the scarcity of foundational work illustrating and discussing the potential
privacy impacts of the video game industry in general. For instance, my literature search
did not reveal a publication that provides a structured and comprehensive overview of the
types of data collected by video games. It also yielded no published study that illustrates and
classifies the wealth of personal information that can be inferred from gaming data. Paper 6
contributes to filling this gap. It is the result of a collaboration with Philip Raschke from
Technische Universitdat Berlin; Jessica Percy Campbell, a Ph.D. candidate in the ‘Big Data
Surveillance Project’ at the University of Victoria; and the head of our research group at the
Weizenbaum Institute, Dr. Stefan Ullrich. Philipp Raschke and I conceived the project, which
was then headed by me. All collaborators provided assistance in analyzing the literature and
in editing and critically revising the manuscript.

Given my previous work, the paper examines not only inferences that can be drawn from
regular gameplay data (e.g., an avatar’s movements and actions within the game environment)
but also inferences from sensor data captured by gaming equipment. For the latter, we re-used
and synthesized knowledge compiled in the above publications on voice recordings (Paper 1),

accelerometer data (Paper 2), and eye-tracking data (Paper 3).
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Abstract

With many million users across all age groups and income levels, video games
have become the world’s leading entertainment industry. Behind the fun expe-
rience they provide, it goes largely unnoticed that modern game devices pose a
serious threat to consumer privacy. To illustrate the industry’s potential for ille-
gitimate surveillance and user profiling, this paper offers a classification of data
types commonly gathered by video games. Drawing from patents and literature
of diverse disciplines, we also discuss how patterns and correlations in collected
gameplay data may leak additional information in ways not easily understood
or anticipated by the user. This includes inferences about a user’s biometric
identity, age and gender, emotions, skills, interests, consumption habits, and
personality traits. Based on these findings, we argue that video games need to
be brought into the focus of privacy research and discourse. Considering the
granularity and enormous scale of the data collection taking place, this industry
deserves the same level of scrutiny as other digital services, such as search en-
gines, dating apps, or social media platforms. The knowledge compiled in this
paper can serve as a basis for privacy impact assessments, consumer education,
and further research into the societal impact of video games.

Keywords:
Video game, Privacy, Surveillance, Behavioral analysis, Data mining, Inference

1. Introduction

Playing video games is an extremely popular leisure activity. With annual rev-
enues of over $116 billion, video games are the world’s leading entertainment
medium, producing twice the revenue of digital music and cinema movies com-
bined [1].
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In order to adapt to varying preferences and requirements on the demand
side, companies in this fast-growing industry have always been interested in
collecting data about individual users and their gaming behavior. When the
first video games were commercialized in the 1970s and 80s, these efforts were
limited to traditional data collection methods, such as direct observation and
videotaping of game play sessions, interviews, and questionnaires [2]. Soon
after, with the advent of the World Wide Web and more powerful computers,
it became technically possible to monitor users from a distance. Almost all of
today’s gaming devices are designed to transfer behavioral data to remote servers
over the Internet [3]. The emergence of new business models, including free-to-
play video games, microtransactions, and in-game advertising, have added to
the industry’s interest in personal data collection and user profiling. Over the
past few years, all major game companies have invested substantially in their
behavioral analytics capabilities [4, 5].

Throughout a user-game relationship, which can extend over months and
years and thousands of hours of play time, “every single action taken, every de-
cision made, every communication” can be recorded [6], sometimes with dozens
of parameters being captured per second [7]. In conjunction with large user
bases, which comprise up to hundreds of millions of players [8], this continuous
gathering results in enormous amounts of high-dimensional user data. Due to
technological trends, such as virtual reality, location-based gaming, physiolog-
ical sensing, and affective computing, gaming also increasingly involves voice,
facial, heart rate, skin response, GPS, eye tracking, and gesture recognition
data [9].

While there are many legitimate processing purposes (e.g., game customiza-
tion, discovery of bugs and usability issues, cheat detection, balanced team
matching), gaming data can also be used for less noble ends. For example,
knowledge about a player’s psychological traits and vulnerabilities can be ex-
ploited for highly personalized persuasion and to increase the manipulative effect
of targeted advertising [10] — not only to spur artificial demand for real-life goods
and services or to sway political opinions and beliefs,® but also to make players
spend more time in a game and purchase premium content [14, 15, 16]. Certain
susceptible users, commonly referred to as “whales” in the gaming industry, can
be induced to spend exorbitant sums of real money on virtual items or upgrades,
often amounting to several hundred times the expenses of the average player [3].
Other possible types of data misuse include arbitrary mass surveillance, iden-
tity theft, and all sorts of discrimination [10, 17, 18]. There are methods for
computing a “financial risk factor” from gameplay behavior, for instance, based
on which a user may be denied a loan or a credit line extension [19], or methods
to assess “essential qualities” based on gameplay data in order to determine

1As “transformative learning tools” which often cover aspects of human history, economy,
geography, culture, technology, and war [11], video games can be intentionally designed to
propagandize populations and influence users’ political leanings, functioning as an “interactive
influence medium” [12] or “radicalising medium” [13].
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a player’s suitability for certain jobs [20]. Besides the ever-present possibil-
ity of unintended data leaks, game companies regularly share user data with
third parties, such as gaming networks, data brokers, middleware and analytics
providers, government institutions, and advertising platforms [7, 9, 10, 21] who
have their own intentions and may employ the knowledge unethically as well.

For an informed debate about these threats and to determine appropriate
safeguards, an in-depth understanding of data collection and usage practices in
the video game industry is crucial. Beyond Martinovic et al. [21], Moon [10],
Russell et al. [9], and Whitson & Simon’s special issue of Surveillance € Soci-
ety [12], there has been a lack of foundational research on the topic in recent
years.

To provide a common basis of understanding for lawmakers, practition-
ers, and researchers of diverse backgrounds, this paper provides an overview
and classification of the data categories commonly collected by video games
(Sect. 2). Addressing an important issue that has been largely ignored in pri-
vacy research so far, we also explore how modern data analysis methods can be
used to infer personal information from hidden patterns and correlations in col-
lected gaming data (Sect. 3). Drawing from published patents and experimental
studies, we found that in-game behavior can reveal information about a user’s
biometric identity (Section 3.1), age and gender (Sect. 3.2), emotions (Sect. 3.3),
skills (Sect. 3.4), interests (Sect. 3.5), consumption habits (Sect. 3.6), and per-
sonality traits (Sect. 3.7). The privacy implications of the sensors embedded in
game devices will be the focus of Sect. 4. We then provide a discussion in Sect. 5
and a reflection on the limitations of our study in Sect. 6, before we conclude
the paper in Sect. 7.

2. Data Categories Collected by Video Game Companies

Any interaction with a modern gaming system can be recorded in time-stamped
log files, resulting in a history of all actions taken by the user and all player-
related events happening in the game [15, 22]. This includes attributes and
qualities, such as duration, frequency, direction, strength, speed, or accuracy of
a player’s in-game actions.

Besides manual input, a range of sensors is increasingly being employed in
gaming, e.g., to record a user’s voice, gestures, heart rate, facial expressions,
or current geographical location (cf. Sect. 4). Gaming systems can also gather
information about a user’s specific hardware and software setup and often use
tracking technologies, such as identifiers, tags, and cookies [9, 10]. Additionally,
many games seek permission to access data from other applications on the same
device or from a user’s social media profile, such as documents, personal details,
emails, or contact lists [9, 23]. An overview of all these data categories, along
with specific examples, is provided in Fig. 1.

For storage and analysis, video games typically transmit their collected data
to remote servers over the Internet — a process that is not traceable for the
ordinary user and commonly referred to as “telemetry” [24] or “ex situ data
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User/Environmental Input Hardware & Software
manual input gaming device
sensor data HWI/SW specifics

tracking technologies

data from other applications

Playtime
logins (time, length)
gaming frequency
pauses & absence times

Game Selection
games owned
games played
game modes used

Gameplay Data

character actions performance

movement/navigation achievements

combat actions progression speed

interaction with objects/items statistics
character development dishonest behavior
planning/construction inter-player interaction/communication
puzzle solving virtual gestures

textual/verbal communication

game settings memberships and affiliations
purchasing behavior relationships

Figure 1: A classification of data types commonly collected by video games.

collection” [25]. Regarding the level of detail and granularity, it can be dif-
ferentiated between shallow telemetry (i.e., collection of data on only a few
behavioral variables) and deep telemetry (i.e., collection of data on all or a
substantial fraction of the possible player behaviors) [26].

The specific metrics that are and can be captured naturally depend on the
type of game and its underlying business model [7], but there is an overall trend
towards more sophisticated video games which increases the variety of the data
collected [27]. In many modern video games, “the level of granularity and
completeness with which information is collected is unmatched by any real life
experimental setup” [28]. One can distinguish between game-specific metrics
(e.g., number of glowing bloatflies killed in Fallout 4), genre-specific metrics
(e.g., character progression in a role-playing game), and generic metrics which
can be applied across game genres (e.g., total playtime) [7].

3. Inference of Personal Information from Gameplay Data

Apart from the information that is manually entered by the user or directly
recorded (e.g., real name, birthdate, GPS location, chat logs), the data col-
lected by video games can be mined for patterns and statistical relationships to
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infer additional personal information. For this purpose, advanced data analysis
methods are being applied in ways that may not be easily understood or an-
ticipated by the user. With reference to published experimental research, this
section presents and categorizes personal information that can be derived from
gaming data — particularly from gameplay data, i.e., the player’s in-game be-
havior. In view of the vast variety of existing inference methods and the pace
of technological progress, this overview is designed to be illustrative rather than
comprehensive. Where available, relevant patents are referenced to exemplify
corporate intentions and potential real-world applications.

3.1. User Identification

While even the tracking and profiling of anonymous users can be exploited for
questionable purposes (e.g., invasive targeted advertising, price discrimination),
a company’s ability to link gameplay behavior to a user’s real identity increases
the potential for data misuse [21].

A user’s full name, email address, social media profile, postal address, credit
card details, and other pieces of identity-related information are often entered
during sign-up to a video game or gaming platform [7, 10]. Additionally, online
game providers commonly employ tracking technologies, including web beacons,
tags, browser fingerprinting, and cookies, enabling them to re-identify individual
users and track their activities across different games, even when they are not
logged in [9].

Users can also be identified based on characteristics of their individual play-
ing style, such as their specific course of action in strategy games [21] or driving
profile in racing games [29]. Besides, researchers found that cross-game tracking
is often possible based solely on the analysis of player nicknames [30].

Apart from conventional tracking technologies and gameplay data, modern
gaming devices increasingly capture potential biometric identifiers (e.g., voice,
facial features, iris patterns, physical movements, body dimensions), as will
be discussed in Sect. 4. Even typing rhythms and motion patterns recorded
through basic input modalities like smartphone touchscreens [31], controller
touch pads [32], computer mouses [33], and physical keyboards [34] may be
sufficient for user identification.

Due to the variety of existing user identification methods, it is extremely
difficult, if not impossible, to guarantee for any gaming data that it is and will
remain truly anonymous. Even in cases where the inference of a user’s real iden-
tity is not possible (e.g., due to limitations of the applied algorithm or because
the target person is not registered in the recognition system database), other
attributes derived from gaming data, such as age and gender (cf. Sect. 3.2),
interests (cf. Sect. 3.5), socioeconomic status (cf. Sect. 3.6), and health con-
dition (cf. Sect. 4) can still help to classify the target person into a specific
demographic group and thereby approximate the identity.

3.2. Age and Gender Recognition

Just as name and address, video game players are often asked to provide their
birthdate and gender during account registration [21]. Apart from that, there
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are numerous approaches to infer such demographic attributes from playing be-
havior. For example, Likarish et al. [35] predicted the age of World of Warcraft
players using 435 in-game features (e.g., character race, class, guild, level, fac-
tion, skills, achievements, and combat statistics), achieving a mean absolute
error of + 5 years for 53% of players. Using a similar set of features, Symborski
et al. [36] inferred the self-reported gender identity of Guild Wars players with
an accuracy of 83%.

Other game metrics that were identified as cues to age and /or gender include
the tendency to play alone vs. joining multiplayer games [36, 37], the frequency
of certain in-game activities (e.g., jumping, harvesting items, helping other play-
ers) [36, 37, 38], primary character gender and the number of selected male and
female characters [21, 38|, virtual-world language use (e.g., chat logs, character
names) [36, 39, 40], the time spent playing certain game genres [21], and general
play style (e.g., strategic player vs. social player) [36]. In addition to numerous
approaches in the scientific literature, the inference of physical properties like
gender and age from gameplay data has been incorporated in patents for over
15 years [41].

3.3. Emotion Recognition

Existing approaches for automatic emotion recognition are predominantly based
on voice data [42], facial expressions or body language [43], or physiological
data, such as heart rate and skin conductance [15], all of which are increasingly
being captured by modern gaming technology (cf. Sect. 4). At the same time,
however, there are many methods for deriving a person’s affective state without
using microphones, cameras, or biofeedback sensors. For example, it has long
been proven possible to detect certain cognitive states of computer users, such as
stress, by analyzing keyboard typing behavior [44] or cursor movements [45, 46].
Information about the emotions of a video game player can also be derived from
playing characteristics, such as manner and direction of an avatar’s movement,
the types of weapons fired, objects destroyed, enemies killed, and items collected
[47], or from a player’s interaction with game dialogues, the frequency of game
drop-outs, and overall performance metrics [46].

Behavioral patterns in interaction with a game can reflect a user’s degree of
engagement [46], level of motivation [45], emotional arousal and the valence of
emotions (positive, negative, and neutral) [16] as well as more specific affective
states such as fun, frustration, and the feeling of being challenged [47], distress,
pride, shame, admiration, and reproach [48], anticipatory joy, hope, anxiety,
anticipatory relief, and hopelessness [49], focus, curiosity and confusion [50],
disappointment, boredom, interest, confidence, and satisfaction [46]. The affect
detection model by Conati et al. in [48] even distinguishes between a player’s
emotions for the current state of the game, towards him/herself, and towards
other characters in the game.

Emotion detection can be enhanced by incorporating information about the
target’s personality type [48, 50], some of which is inferable from gaming data
as well (cf. Sect. 3.7). Attempts at analyzing the affective state of users based

120



Paper 6: Surveilling the Gamers

on in-game behavior have been made by various game companies, including
publishers of major commercial titles [15].

3.4. Skill Assessment

Video games are “problem solving spaces” [21] which usually require specific
skills and abilities, such as strategic thinking, quick reflexes, aiming accuracy,
multitasking, or eye-hand coordination [7, 24]. Two elements commonly found
in video games are the repeated exposure of users to similar problems and
the aspect of inter-player competition, which allow for multiple observations
of a target behavior [51] and direct performance comparison between different
players [24].

Extensive research efforts, including whole volumes dedicated to this topic,
have established that the success of players in dealing with in-game tasks, puz-
zles, opponents, and other obstacles can be analyzed to assess their level of
competence across a range of knowledge and skills [52, 53, 54]. In a widely
used approach called “stealth assessment”, evaluation mechanisms are invisibly
woven into a game’s environment to avoid the user being aware of the ongoing
analysis [51, 55].

Some of the skills that can be assessed based on gameplay data are team-
work ability [19, 21, 54], language proficiency [19, 54, 56], financial investment
skills [19], math fluency [24, 51, 54, 56], ICT skills [54, 57], creative problem
solving [45, 51], spatial navigation [58], fine motor skills [51], metacognition and
systems thinking [51], memory retention [10, 45, 59|, cultural knowledge [41],
and the understanding of specific science concepts, such as Newtonian mechan-
ics [11, 60]. Approaches for game-based assessment can also allow to track a
user’s cognitive development and learning trajectories over time [51, 61, 62, 63]
and to examine specific gaps in knowledge [46, 63] or learning difficulties, such
as reading problems and dyscalculia [61, 64].

With the technological and psychological foundations having long been in
place, forms of stealth assessment are built into many of today’s commercial
games [15, 51]. Patents in this field have existed for over ten years [19, 41].

3.5. Inference of Interests and Preferences

Since video gaming is a voluntary activity based on personal preferences, play-
ing characteristics can allow insights into a player’s interests, likes, and dislikes
[5, 37, 65]. Such inferences can not only be drawn from the type of gaming
device used and the distribution of playtime across different games, but also
from in-game behavior, such as the user’s allocation of budget to certain pur-
poses (e.g., equipment, clothing, transportation), specific items collected and
sold, targets of aggression, objectives pursued, modes of transportation used,
team member selection, decisions made regarding character development, and
patterns in social interaction with other players [19, 41, 66].

Among the user attributes that have been derived from gaming data are the
proclivity for video gaming itself and the preference for certain games and game
genres [15, 66, 67], game features (e.g., multiplayer vs. singleplayer mode) [67],
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game design elements [65], and in-game activities (e.g., optimization, planning,
trading, improvisation, imagining, co-operation) [68] as well as, for example, the
preference for certain colors [41], car models [5, 19, 41], social relationships [69],
sport and leisure activities [41], and types of financial investments [19]. Playing
behavior may even reflect a user’s underlying basic desires or “life motives”,
such as honor (i.e., the desire to obey traditional moral code), romance (i.e., the
desire for courting and sex), acceptance (i.e., the desire for approval and to avoid
criticism), independence (i.e., the desire for autonomy and self-reliance) [37], or
the desire for social interaction and social achievement [65].

Emotion detection from gaming data, which includes the affective valence of
a user’s reactions to specific stimuli inside the game (positive vs. negative) [16]
and may thus assist in analyzing preferences and aversions, was discussed in
Sect. 3.7 and will be addressed again — with a focus on sensor data — in Sect. 4.

3.6. Inferences about Financial Status and Consumption Behavior

Research has shown that economic behaviors of users in virtual worlds (e.g., col-
lection and spending of in-game currency, trading of virtual goods and services,
financial planning within a video game) resemble their real-world counterparts
[21, 39], including even clandestine black-market activities [39]. Based on such
correlations, game metrics can be indicative of a player’s financial status and
consumption habits.

For example, a recently patented profiling method uses play traces to de-
termine whether a user is frugal (e.g., indicated by saving in-game money even
in the face of attractive spending options), fiscally responsible (e.g., indicated
by investing carefully and focusing on strategically important purchases), or
wasteful (e.g., indicated by taking financial risks, spending money quickly, and
buying items not relevant to the goals of the game) [19]. The method also aims
to evaluate whether a player is “trading-conscious”, i.e., fit for certain finan-
cial trading products, and to detect an “eagerness to go after new products or
services” based on how players develop their in-game character.

Even non-financial aspects of a game can allow insights into a user’s money-
management style. The above patent, for instance, proposes to assesses a user’s
level of frugality based on ammunition expenditure patterns in first-person
shooter games (e.g., rate at which bullets are fired, percentage of hits, pre-
cision shots and controlled bursts vs. wasteful use of ammunition) or based on
the user’s performance in driving games and flight simulators (e.g., aggressive
driving, overspeed, crash frequency) [19].

Such links between gameplay and real-world spending behavior have also
been reported in the scientific literature. Correlating the results of an online
survey with log data from the popular sandbox video game Minecraft, for ex-
ample, Canossa et al. [37] found that money-conscious players tend to build
fewer sleeping accommodations for themselves and prefer to use cheap in-game
materials, such as stone, sand, and iron instead of precious materials, such as
diamond.

Besides in-game behavior and virtual consumption, it is common for game
publishers to store actual payment information and purchase histories (e.g., when
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the user buys games and upgrades online, or pays to unlock content) [9], which
could increase their ability to estimate a user’s economic proclivities [10]. Fi-
nally, even a user’s set of gaming devices (e.g., cutting-edge game console, special
equipment, high-end gaming PC) can be used as a cue to his or her financial
standing [21].

3.7. Inference of Personality Traits

As with most aspects of human decision making and behavior (e.g., choice of
literature, body language, leisure-time activities, decoration of personal space),
personality traits play a central role in shaping how users respond to stimuli and
experiences in virtual worlds [70, 71]. Therefore, even though players typically
assume a fictional identity in video games — in terms of role (e.g., king, soldier,
race driver), species (e.g., human, orc, elf), and other attributes (e.g., gender
and age, body features, special abilities) — their individual playing styles often
contain discernible traces of real-world personality [70, 72, 73].

By analyzing behavioral data from the multiplayer online games Call of
Duty and World of Warcraft, Martinovic et al. [21] were able to assess certain
character traits of players, including politeness (e.g., indicated by thanking and
apologizing for in-game actions), leadership (e.g., indicated by remaining unchal-
lenged in a leader role), defeatism (e.g., indicated by propensity to surrender
early), disloyalty (e.g., indicated by tendency to betray own team mid-game),
and punctuality (e.g., indicated by showing up in advance of scheduled games).
A patent titled “Utilizing Gaming Behavior to Evaluate Player Traits” [19] com-
prises a method for inferring a player’s untrustworthiness (e.g., indicated by
dishonest behavior and cheating), aggressiveness (e.g., indicated by using ex-
cessive violence), goal orientation (e.g., indicated by actively pursuing specific
tasks and objectives), patience (e.g., indicated by planning ahead and going af-
ter long-term goals), and risk aversion (e.g., indicated by avoiding unnecessary
risks and challenges inside the game).

Other traits that have been correlated with and assessed based on game
metrics include the tendency towards addiction [21], the disposition toward
maximizing power versus security [68], tenacity and determination [74], self-
confidence [19, 46], work ethic [73], and overall psychological maturity [19].
Furthermore, gameplay data has been used to evaluate users along the so-called
Big Five personality factors, namely openness to experience, conscientiousness,
extraversion, agreeableness, and neuroticism [70, 72, 73, 75] and to evaluate
subtypes of traits, e.g., different forms of curiosity (social curiosity, sensory
curiosity, novelty-seeking curiosity, and explorative curiosity) [76].

It has been recognized by experts in the field that “most psychology exper-
iments could be construed as video games” [77]. In fact, games can be specif-
ically designed to expose certain personality traits. The first-person shooter
game America’s Army, for example, which was published by the U.S. Depart-
ment of Defense as a platform for strategic communication and recruitment,
can be used to specifically assess a player’s “army values”, such as loyalty, duty,
respect, selfless service, honor, integrity, and personal courage [51].
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Experimental research has established that gameplay-personality associa-
tions can be sufficient to build a valid personality profile [70, 78]. The game-
based recognition of personality traits is possible not only in binary form (high
vs. low) but also in the form of numerical scores. In [73], for instance, the
prediction result is presented using 100 possible scores along five personality
dimensions. The effect size — i.e., the degree to which player personality is
expressed in game behavior — was found to be “in line with those seen for
professional, medical, and psychological applications of the MMPI, Big Five
personality inventory, and Beck’s Hopelessness Scale” [73], which are standard-
ized psychometric tests of adult personality and psychopathology. Researchers
have even started to consider “whether a game is more suitable to predicting
behaviors in a natural setting than a [conventional] personality test is” [78].

4. Sensor-based Inference of Personal Information

Modern game devices increasingly capture data from outside the game environ-
ment through a variety of embedded sensors. Some of the sensor-based technolo-
gies and features that are currently trending in the video game industry are eye
tracking [10], emotion recognition [15], location-based gaming [79], physiological
sensing [45, 74], body motion tracking [10, 15], and the combination of video
gaming and physical exercise (“exergaming”) [80]. Some sensors are still being
tested and explored for their applicability in video gaming (e.g., EEG, heart
rate, skin conductance), whereas other sensors, such as cameras, microphones,
GPS chips, and inertial motion sensors are already commonplace in off-the-shelf
gaming devices. While sensors fulfill important functions and enable new forms
of game interaction, they can unexpectedly reveal a large variety of sensitive
personal information [42, 81, 82, 83, 84] and regularly collect data without the
user’s knowledge [21, 81].

The precision of sensors found in gaming gear can be remarkable. Some
commercially available video game systems (e.g., Xbox Kinect, Wii Balance
Board) have already been confirmed as suitable instruments for diagnostic and
functional assessment tasks in medical settings [85]. And in a way, even the
most basic input devices can be seen as a proxy to gauge physiological measures
because they implicitly capture characteristics of a user’s hand and body move-
ments. For example, mouse clicks, keyboard keystrokes, and touchscreen taps
can be analyzed to infer information about a user’s physical dexterity [19], state
of health [4], emotions (cf. Sect. 3.3), and biometric identity (cf. Sect. 3.1).
Tlustrating the amount of detail obtainable from seemingly benign sensor data,
there is a patented method that uses input from a simple touch pad to detect
not only a user’s finger orientation and finger spacing, but also finger lengths
and knuckle joint locations [32].

Naturally, this paper cannot cover in depth the whole diversity of sensors
used in gaming. To exemplify the privacy implications, we decided to focus
on three sensor types that are increasingly found in modern gaming devices
and which we have thoroughly explored in previous work, namely accelerom-
eters [81], microphones [42], and eye-tracking sensors [82]. Demonstrating the
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Figure 2: Overview of sensitive inferences that can be drawn from eye-tracking data [82], voice
recordings [42], and accelerometer data [81].

richness and potential sensitivity of data from these sensors, Fig. 2 provides
an overview of categories of personal information that can be inferred from
accelerometer data, audio recordings, and eye-tracking data — representing a
synthesis? of the findings from [42], [81], and [82]. For details and background
information on these sensor types and inferences, please refer to the respec-
tive source. Several of the information categories shown in Fig. 2 did not yet
appear in Sect. 3 (e.g., cognitive processes, cultural background, drug consump-
tion, physical and mental health), suggesting that the growing use of sensors
in entertainment electronics substantially increases the breadth of personal in-
formation discernible from video game data, going far beyond the information
contained in traditional gameplay data.

5. Discussion and Implications

As we have explained and illustrated in this paper, video games can be used
to collect a large variety of personal information about their users. With the
help of advanced data analysis methods, patterns and correlations in gameplay
and sensor data can be exploited to draw further inferences, e.g., about a user’s
biometric identity, age and gender, emotions, skills, interests, socioeconomic

2 From the three sources listed, we selected all inferences applicable to the context of video
games.
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status, consumption behavior, personality traits, physical and mental health
condition, body measures, cultural and geographical background, drug habits,
and cognitive processes — potentially much more information than a user wishes
and expects to reveal. Considering the rapid developments in the area under
investigation in recent years, as evident from the sources studied, we expect near-
term discoveries of new threats and further improvements of existing inference
methods in terms of speed and accuracy.

Not only the enormous volume and variety of the collected data, but also the
high degree of experimental control held by the developers make game metrics
so exceptionally sensitive and revealing. With respect to their unprecedented
ability of placing millions of people in exactly replicated incentive environments,
video games have been described by psychology and data science researchers as
“rich natural laborator[ies]” [86], “ideal test bed[s] to collect and study data
related to human behavior” [13], and “social engineering experiments that can
generate a goldmine of behavioral data” [72]. Some forms of game-based as-
sessment have already matched or even exceeded the accuracy of traditional
psychological assessment methods, including self-reports [51, 64, 73, 87]. Above
that, game mechanics can be intentionally designed to trigger the reactions
and behaviors needed to analyze specific target attributes and qualities of the
player [51, 88]. As a result, gaming data may allow intimate insights that are not
obtainable from conventional sources of profiling information, such as a person’s
browsing habits, loyalty card purchases, or credit history [19].

According to estimates, online video games may generate much more behav-
ioral data than other Internet-based applications and services, including social
media platforms [7, 77]. This seems plausible considering the typical amount
and intensity of user-game interaction. Globally, gamers spend an average of
over 28 hours each month playing, and around 20% of the population play more
than 12 hours per week [89]. Also, unlike most other types of human-machine
interaction, video gaming can be a deeply immersive experience integrating with
a player’s sense of self [21, 46, 54] and may thus inhibit a rational consideration
of potential risks and privacy implications.

As is clear from all the above, the video game industry urgently needs to
be recognized and treated as a central issue in the discourse around consumer
privacy, informational self-determination, and corporate surveillance — which is
not currently the case. Users of video games deserve a high level of transparency
around any collection, processing, and sharing of their personal data as well as
effective protection measures against data access by unauthorized individuals
or organizations.

In reality, these requirements are often far from being met. Many game
publishers offer neither a sufficient explanation as to which of the data collected
are really necessary for the functioning of the game, nor a simple way to opt out
of non-essential data collection [7, 25]. Numerous companies in the video game
industry, including market-leading players, have been involved in major data
breaches [90], been criticized for being secretive about the data they collect and
how this data is being used [7, 77, 91], and been accused of sharing personal
data with third parties without a warrant and/or the user’s knowledge [21]. As
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with many types of software, privacy policies of video games are widely written
in ambiguous language and may omit important information [9].

Considering the complex plethora of data being collected by video game
companies and the entertaining nature of their products, most users are likely
neither motivated nor able to keep track of the ongoing data collection. Fur-
thermore, as indicated by the persistence and prevalence of the nothing-to-hide
argument [86], there still seems to be widespread ignorance about the serious
risks that can arise from personal data being available to malicious or negli-
gent, parties. Thus, it can be questioned whether the doctrine of “informed
consent”® found at the core of even the most progressive data protection laws,
such as EU’s GDPR [92], is appropriate and based on realistic assumptions, or
whether more extensive forms of government intervention are needed to protect
individuals from consequences of their own unawareness. Besides an obligation
for companies to provide information on all personal data they collect and infer,
this could mean restricting personal data usage for certain high-risk purposes
irrespective of user consent [93].

In assessing the privacy impacts of video games and in the search for suit-
able protective measures, it should be considered that — while entertainment
electronics appeal to people of all age groups — many game publishers market
their products heavily towards minors who tend to be particularly unaware of
privacy risks [9]. Furthermore, by putting players into a fictional environment
without the immediate social context of real life, video games may give players
a false sense of anonymity [10], making them “even more open to revealing their
true self and thus [...] more vulnerable to prying eyes” [21].

6. Limitations

Being collected and applied in the service of corporate missions, gaming data
and the algorithms used for data analysis are typically considered proprietary
and not revealed to the public [5, 27]. Due to these confidentiality provisions, we
cannot precisely assess the technological state of the art and current practices
within the video game industry. Therefore, while being based on a broad range
of valid empirical research, the overviews provided in Sect. 3 and 4 should be
understood as an initial exploration of the respective issue, not as the upper
bound of what is or may become technically feasible. It should further be noted
that many of the cited inference methods were only tested on specific video
game genres, individual games, or selected game components (e.g., [21, 29, 35,
36, 38, 75]), meaning that cross-game applicability of these methods remains
largely unknown. Since researchers outside corporate laboratories rarely obtain
direct access to large-scale user data collected by video game companies [27, 39],
most of the cited studies also have relatively small sample sizes.

3In many jurisdictions, informed consent of the data subject is a legal basis for personal data
processing. Under EU law, for example, a “freely given, specific, informed and unambiguous
indication of the data subject’s wishes” is required for valid consent (Art. 4 GDPR). It can
be questioned how often these legal requirements are really met in practice.
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7. Conclusion

With users, developers, and the wider public being mainly focused on their fea-
tures and entertainment value, it has been widely overlooked that video games
constitute a substantial threat to consumer privacy. The overview provided in
this paper illustrates that a wealth of potentially sensitive personal information
can be collected and inferred from video game data. Our proposed data clas-
sification scheme is intended as a mutual reference point for readers of diverse
backgrounds, and as a basic support tool for holistic privacy impact assessments.
The example-rich sections on information inference will assist lawmakers, prac-
titioners, and fellow researchers in further grasping the richness and potential
sensitivity of gaming data.

Since the workings of data collection and data mining are completely invis-
ible to ordinary video game users, it can be impossible for them to understand
and control what information is revealed. Sophisticated surveillance and assess-
ment mechanisms can be imperceptibly woven into the fabric of game environ-
ments and storylines. The immersive and distractive nature of video games may
further impede a reasonable reflection on the staggering scope of the data har-
vesting taking place and on potential data misuses. Considering the immense
and growing popularity of video gaming, consumer education in this field is
urgently needed, along with effective technical and legal safeguards.

However, there still seems to be a long way to go. Various stakeholders
of the video game industry are being criticized for a lack of transparency in
data processing and have been involved in data scandals. Business models in
the industry increasingly revolve around the harvesting and sharing of personal
data. Under current circumstances, caution is definitely advisable. As with web
browsing, users should not expect that their privacy will be protected or even
respected when playing video games. At the same time, solving this problem
cannot be left to the individual user. Only technology-savvy NGOs, research in-
stitutions, and governmental agencies are equipped to find sustainable solutions
to this complex issue.
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GDPR Compliance of Mobile Apps

5.1 Background

After Part I has shown that many companies with access to mobile and IoT sensor data
can analyze the data to infer detailed and intimate information about users, this chapter
presents results from an investigation into how transparently such companies handle user
data. Specifically, the study places the focus on mobile app vendors, as smartphones are
increasingly becoming the primary device for many people [272]. In the top ten mobile markets
worldwide, consumers spend an average of 4.8 hours a day on their smartphone [273]. It has
been estimated that the average US consumer interacts with 46 different smartphone apps per
month [274].

Paper 7 investigates — based on undercover field research — whether app vendors comply
with transparency obligations prescribed by EU’s General Data Protection Regulation (GDPR).
The law grants consumers the right to access the personal data that companies hold about
them. Our study shows, however, that there are severe obstacles to exercising this right in
practice. Based on our findings, we provide recommendations for regulatory action. While
various previous studies exist in this field, it is the first time that such a study is conducted
in a longitudinal fashion using a constant set of data controllers. The four-year study was
initiated by Prof. Dr. Dominik Herrmann, head of the Privacy and Security in Information
Systems Group at the University of Bamberg, and Jens Lindemann, research associate at the
Security and Privacy department of the University of Hamburg.

When I joined the project, Dominik and Jens had already selected a sample of mobile apps
and conducted two rounds of data collection. After expressing great interest in the subject, I
was allowed to take the lead for the last two years of the study. During this time, I was the
main person responsible for data collection and management, data analysis, and writing up
the paper. The project has benefited greatly from the initiators’ experience in undercover field
research. Dominik and Jens had already published a study in this specific area of research [162].
Our study was presented at the 15th International Conference on Availability, Reliability and
Security (ARES 2020), where it received the Best Paper Award.
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ABSTRACT

EU data protection laws grant consumers the right to access the
personal data that companies hold about them. In a first-of-its-
kind longitudinal study, we examine how service providers have
complied with subject access requests over four years. In three
iterations between 2015 and 2019, we sent subject access requests
to vendors of 225 mobile apps popular in Germany. Throughout the
iterations, 19 to 26 % of the vendors were unreachable or did not
reply at all. Our subject access requests were fulfilled in 15 to 53 %
of the cases, with an unexpected decline between the GDPR en-
forcement date and the end of our study. The remaining responses
exhibit a long list of shortcomings, including severe violations of in-
formation security and data protection principles. Some responses
even contained deceptive and misleading statements (7 to 13 %).
Further, 9% of the apps were discontinued and 27 % of the user
accounts vanished during our study, mostly without proper noti-
fication about the consequences for our personal data. While we
observe improvements for selected aspects over time, the results
indicate that subject access request handling will be unsatisfactory
as long as vendors accept such requests via email and process them
manually.
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1 INTRODUCTION

Many mobile apps collect personal data about their users and share
it with third parties, such as analytics services and ad networks
[3]. Given the increasing number of apps and the vast amount of
data collected - often including data with no apparent relevance to
the advertised functionality [30] - it is challenging for smartphone
users to keep track of the data that app vendors hold about them.

As the preceding Directive 95/46/EC, the EU General Data Protec-
tion Regulation (GDPR [28]), which came into effect on 25 May 2018,
affords individuals various rights over their personal data, including
the rights to access, rectification, and erasure (Art. 15-17 GDPR).
These rights allow smartphone users to demand transparency and
regain control over the personal data collected by mobile apps. Nu-
merous empirical investigations have revealed, however, that data
subjects face various impediments in exercising their rights, with
many data controllers completely refusing to comply with the law
[1, 10, 24, 34, 37].

In this paper, we contribute to this line of research by presenting
the results of a four-year undercover field study. While most existing
work has investigated other types of public and private service
providers, we focus on developers and vendors of mobile apps.
This industry deserves scrutiny, as smartphones have become the
primary device for many users [5].

Contribution. Until now, related studies (cf. Sect. 2) have evalu-
ated data controller behavior based on one-time snapshot data. In
contrast, we analyze how the behavior and compliance of a fixed set
of app vendors change over time. Our longitudinal study includes
observations both before and after the GDPR enforcement date. In
three iterations between the years 2015 and 2019, we attempted to
exercise the right of access with 225 vendors of mobile apps that
were popular in Germany at the beginning of our study. Addition-
ally, our first and our last round of inquiries included a question
on third-party data sharing practices. In this paper, we examine
in detail the obstacles we encountered as well as the veracity and
completeness of the responses received. Secondly, we describe the
measures that app vendors apply to verify the requester’s identity
and how they choose to protect the confidentiality of transmitted
personal information. Thirdly, we shed light on the issue of dis-
solution of personal data that results from vendors going out of
business, apps being discontinued, and stale user accounts being
deleted without prior notice.

Outline. The remainder of this paper is structured as follows.
First, we review related work in Sect. 2. In Sect. 3, we describe
our data collection process. Then, we present our methodology for
interaction with app vendors in Sect. 4. Section 5 summarizes the
results of our study, a discussion of which is provided in Sect. 6. A
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reflection on ethical aspects and limitations of our study follows in
Sect. 7 before we conclude the paper in Sect. 8.

2 RELATED WORK

Numerous studies have examined how data controllers react to
data subject requests in practice. In these studies, test requests for
data access, erasure, and/or portability were either sent to specific
types of organizations, such as CCTV operators [34], smartphone
app vendors and website owners [10], online tracking companies
[37], or to a broad range of public and private sector organizations
[1, 2,18, 19, 24, 42, 43].

In [24], investigations were carried out in ten different EU mem-
ber states and, in addition to the quantitative evaluation, a detailed
case-by-case assessment is provided for individual data controllers.
With the exception of [1], [37] and [42], the above-referenced stud-
ies were conducted prior to the GDPR coming into force. Also,
in contrast to our study, none of the existing publications offers
a multi-year longitudinal evaluation over a constant set of data
controllers. Since 2010, the French Association of Data Protection
Officers! has published a yearly report on the right of access, includ-
ing results from probing 150 to 200 service providers [1]. However,
their list of examined data controllers is newly compiled each year,
which means that behavioral changes and trends within individual
organizations are not observed.

In line with our findings, previous studies report various anom-
alies, poor practices, and severe compliance issues on the side of
the data controllers, resulting in low rates of satisfying responses
to data subject requests [1, 10, 19, 24, 34, 37]. Besides a widespread
unwillingness or inability to provide the requested data in time
[2, 10, 34, 37], researchers have observed the use of inappropri-
ate file formats for the transfer of personal data [42], instances
of personal information leakage to impostors [7, 10], issues con-
cerning the language and clarity of interactions [24], and unsafe
procedures to authenticate data subjects [4, 25]. In some cases, re-
searchers were not even able to locate the contact details of data
controllers, rendering any request submission impossible from the
outset [17, 24].

While privacy and security aspects of mobile apps have received
a lot of research attention in recent years [3, 15, 21, 30, 31], little
is yet known about the behavior of app vendors when it comes to
fulfilling data subject requests, especially not with the GDPR being
in effect.

3 DATA COLLECTION

Our objective was to obtain a comprehensive sample of apps from
the iOS and Android app stores, considering a diverse set of app
types and vendors. We did not want to focus on the most popular
apps, because those might exhibit abnormal behavior as a result
of being in the spotlight. On the other hand, we did not want to
analyze outdated and niche apps with virtually no users.

To compile a suitable sample of popular mobile apps, we used
market research information provided by AppAnnie (https://www.
appannie.com). AppAnnie monitors the download counts of apps
on the app stores of Google and Apple. Specifically, in August 2015,

! Official name in French: Association Francaise des Correspondants  la Protection
des Données a Caractére Personnel (AFCDP)
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Vendor’s country of residence

|?| rest EU Germany I non-EU countries l

8 44 78 95

Operating system

| i0s | Android |
105 120

App categories (5 apps each)

iOS: Business, Catalogue, Education,
Entertainment, Finance, Food, Games,
Health, Lifestyle, Medical, Music,
Navigation, News, Photo, Productivity,
Reference, Social Networking, Sports,
Travel, Utility, Weather

Android: Books, Business, Comics,
Communication, Education,
Entertainment, Family, Finance,
Games, Health, Lifestyle, Media,
Medical, Music, News, Photography,
Productivity, Shopping, Social, Sports,
Tools, Transportation, Travel, Widgets

Figure 1: Popular apps dataset overview; figures refer to
number of apps out of 225 apps in total

we obtained AppAnnie’s ranking lists containing the most popular
apps in Germany. In current mobile operating systems, apps are
assigned categories that describe their primary function or subject
matter (e. g., Education, Music, or Health). For each of these app
store categories, AppAnnie provides a ranked list (of varying length)
that contains the most popular apps in the respective category
according to the number of downloads within a fixed period. There
were 24 categories for Android and 21 categories for iOS apps.

We randomly sampled apps from each of AppAnnie’s category
lists, subject to the following conditions. We picked a random app,
installed it, and checked whether it offered users the possibility
to create a personal account or to enter personal information in
some other way. If an app did not meet this requirement, we picked
another random app from the respective list. We also skipped an app
if our sample already contained another app from the same vendor.
We sampled apps until we had collected five apps per category,
amounting to a total sample size of 225 apps (120 Android apps,
105 i0S apps). As a result, apps span a wide number of popularity
ranks (avg. rank within a category: 134, std. deviation: 111, min.
rank: 1, max. rank 407).

In the following, we characterize the dataset (see also Fig. 1).
The largest proportion of the selected apps’ vendors is based in
Germany (35 %). Vendors located across other EU member states
and outside of the EU account for 20 % and 42 %, respectively. For
3 % of the apps in our dataset, we could not find any information
on the vendor’s residence.

Like the German Federal Data Protection Act [26] and the now
superseded EU Directive 95/46/EC [29], the GDPR can also apply
to data controllers established in non-EU countries [40]. The GDPR
explicitly states that it applies to organizations “not established
in the Union, where the processing activities are related to the
offering of goods or services, irrespective of whether a payment
of the data subject is required, to such data subjects in the Union”
(Art. 3 GDPR). While it may be difficult to exercise and enforce data
protection rights against data controllers in foreign countries, we
include app vendors based outside the EU in our study to compare
their behavior with that of domestic vendors (see Sect. 5.5).
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4 METHODOLOGY FOR INTERACTION WITH
THE APP VENDORS

The apps in our sample were downloaded and installed on a smart-
phone with the corresponding operating system. Where it was
possible, a new user account was created by signing up via email
(76 %), Facebook (10 %), or Google (10 %); preference was given to
signup via email if available. The remaining 4 % of the apps were
populated with personal data without account registration.

For account creation and all other app interactions, we acted
disguised as an ordinary consumer, always using the same identity
of a volunteer (male, of legal age, German nationality). The app
vendors were not informed in advance that they would be the
subject of a study. We will reflect upon the necessity and ethical
aspects of this covert approach in Sect. 7. Using the identity of a
real person was necessary to overcome identification barriers (see
Sect. 5.4).

After installation, we interacted with each app for about ten
minutes, entering as much personal data as possible. Subsequently,
over a period of four years, we issued three rounds of data subject
requests to the app vendors (from now on referred to as R1, R2, and
R3). R1 requests were issued in November 2015, several weeks after
the apps were installed. R2 requests followed in March 2018, two
months before the May 25 GDPR enforcement date. R3 requests
were sent in August 2019, more than one year after GDPR had come
into effect.

The subject access requests were written in English or German
(depending on the language of the app). We sent them to the ven-
dors’ email address specified on the respective page in the app
marketplace. If no contact details were provided there, we searched
for an email address on the vendor’s website or, if it was the only
option available on the website, submitted the request via a contact
form. Ultimately, we were able to find a point of contact for all
apps for R1. We updated our list of vendor email addresses once
again before sending out our subject access requests in R2 and R3,
respectively.

To account for changing external circumstances and to avoid
being recognized as researchers, we deliberately used a different
request text for each round of inquiries. While the right of access
was the main focus of our study and, therefore, all three rounds con-
tained data access requests, we additionally requested information
about data sharing practices in R1 and R3. For R1, we chose a short
and informal inquiry text, comprising only seven sentences. The
texts for R2 and R3 were more elaborate. They included references
to relevant data protection laws (GDPR, EU Directive 95/46/EC, and
the German Federal Data Protection Act) as well as a warning that
the responsible data protection authorities would be notified in the
case of no response (which, in fact, we did not do).

A more formal approach was chosen for R2 and R3 because the
introduction of the GDPR and the wide-ranging preparations for the
new law aroused increased media attention and public awareness
for data subject rights and data protection issues in general [9, 32].
In addition, since 2018, more and more self-help tools and templates
for GDPR requests have become available through websites like
datarequests.org and gdpr.eu. We, therefore, assumed that ordinary
smartphone users were now better equipped and thus more likely

to make formal requests with legal references than they were in
2015, the year of R1.

To test how a reminder would affect the response rate, we sent
a follow-up email to all vendors who had not replied to our re-
quest in R3. In the reminder (sent 85 days after the R3 request) we
merely stated that we had not received a response to our previous
message. Except where specifically indicated, the responses to this
reminder will be ignored in the evaluation section, i. e., vendors
who only responded after receiving a reminder will be counted as
non-responders in R3.

5 ANALYSIS AND RESULTS

The received responses were subjected to a qualitative content anal-
ysis as proposed by Strauss and Corbin [35]. Following an open
coding approach, we built and refined a codebook based on the
data collected in R1. First, one coder went through the received
responses, creating and applying an initial set of codes to all encoun-
tered findings. An independent second coder subsequently applied
the resulting list of codes to the same set of responses. The initial
coding yielded a Fuzzy Kappa value of 0.819, which indicates a high
degree of agreement between the two coders.? Subsequently, the
two coders consolidated the codebook, reassessed all responses, and
resolved all conflicts. The emerging code categories and overarch-
ing themes were used to determine the foci of our paper, including
the reachability and responsiveness of app vendors, the provision
of the requested data, statements made on data sharing practices,
occurring technical and communication problems as well as the
security of data transmissions. A single coder applied the consol-
idated codebook to the responses in R2 and R3. The number of
assigned codes per app and iteration varies between 1 and 9.

We have released a sanitized dataset containing our findings
for every app [12]. A summary of our results is provided in Ta-
ble 1, at the end of this section. In the published dataset and in
the remainder of this paper, the apps in our sample are referred to
using the pseudonyms A1 to A225. Where applicable, the corre-
sponding round of requests is indicated through a subscript. A5gs,
for instance, designates the response from the vendor of App 5
to our first request. Section 5.1 provides an overview of our re-
sults, followed by an in-depth analysis of the obtained responses
in Sects. 5.2-5.7. Unless specifically stated otherwise, percentage
values refer to the whole sample of 225 apps. We will introduce
capitalized labels to refer to particular subsets of apps.

5.1 Overview of the Received Responses

While the majority of the investigated app vendors reacted to our
inquiries in some way (RESP: 78 %R, 81 %R2, 74 %Rr3), many did
not respond to our requests (22 %Ry, 16 %Rr2, 22 %R3) and some were
completely unreachable via email, yielding us only a delivery failure
notification (0 %g1, 3 %Rr2, 4 %Rr3). The reminder we sent after our
last round of requests increased the response rate for R3 slightly
from 74 % to 80 %, showing that exercising data protection rights
can sometimes require perseverance.

2 In contrast to Cohen’s Kappa, Fuzzy Kappa by Kirilenko and Stepchenkova [11] can
handle codebooks with codes that are not mutually exclusive, which matches our
setting.
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Out of all examined app vendors, only 14 %Ry, 44 %Rz, and 37 %R3
sent us a response that contained personal data (DATA). For reasons
outlined in Sect. 5.2, however, many responses were unintelligible
and useless. Overall, we received a proper usable export of personal
data from merely 12 % of all vendors in R1, and from a significantly
greater but still underwhelming proportion of 38 % in R2 and 28 %
in R3. Some responses even contained deceptive or misleading
statements (7 %Rr1, 13 %Rr2, 11 %r3), which will be elaborated on in
Sect. 5.6.

In each iteration of our study, the vast majority of responses
arrived within five days (82 %g1, 76 %Rz, 83 %Rr3). Apart from a small
number of exceptions, the rest arrived between day 6 and day 15
(14 %R1, 22 %R2, 11 %R3). A minor group of outliers (2 %Ry, 0 %Rr2,
2 %gs) replied after more than 31 days, with one month being the
time limit for responding to data protection rights requests as per
Art. 12 GDPR. Before GDPR enforcement, neither the EU Directive
95/46/EC nor the German Federal Data Protection Act did prescribe
such a specific time limit. However, according to legal commen-
taries by Wolff et al. [41, § 34 Rn. 104-106.1] and Miiller-Gloge et al.
[22, § 34 Rn. 1], the maximum appropriate response time ranged
between two and four weeks. Figure 2 shows the frequency distri-
bution of responses over time.

Out of all received responses (RESP), the proportion that fulfilled
our subject access request (OK) by either containing a proper export
of personal data or a credible statement that the data is no longer
stored was 19 %g1, 65 %Rr2, and 55 %r3. The others were recorded as
incomplete responses. When taking all app vendors in our sample
into account, including those who were unreachable or did not
respond, the proportion of OK responses amounts to 15 %Ry, 53 %R2,
and 41 %gs3. An overview of our evaluation for all three rounds of
subject access requests is provided in Fig. 3.

While we cannot precisely determine their individual influence,
it can be assumed that both the introduction of the GDPR as well
as the more formal and threatening tone of our inquiry in R2 and
R3 (cf. Sect. 4) had an impact on the vendors’ behavior. In [10], data
provision inquiries yielded better response rates when they were
written more formally and included explicit references to relevant
data protection law.

In cases where data was provided (DATA), it was made available
either by email (97 %1, 84 %R2, 79 %R3), by postal mail (0 %Ry, 9 %Rz,
2 %gs), or through the app itself (3 %r1, 7 %R2, 19 %R3). In most cases,
personal data was provided in attachments in various file formats
(namely pdf, html, json, csv, jpg, png, docx, and txt) and as plain text
in the email body.

The following sections focus on particular aspects of the re-
sponses. First, we will consider deficiencies with format and content
in Sect. 5.2. The degree to which the app vendors addressed our ad-
ditional question on data sharing practices is examined in Sect. 5.3.
After that, we consider the security of data in transit (Sect. 5.4) be-
fore we compare the responses in terms of their sender’s residence
(Sect. 5.5). Finally, we report on particularly intriguing aspects in
Sects. 5.6 and 5.7, namely deceptive responses as well as the disso-
lution of personal data when vendors go out of business, apps are
discontinued, and accounts are deleted unsolicitedly.
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Figure 3: Evaluation of subject access request responses of
all apps (n = 225)

5.2 Insufficient Responses

Failing to fulfil our subject access request, some of the received
responses (RESP, n = 175g1, 183Ry, 167g3) contained only the labels
of collected data, e. g., “birth date”, but not our actual data values,
e.g., “1977-03-09” (22 %R1, 6 %R2, 5 %Rr3). The frequency of this phe-
nomenon strongly decreased over the course of our study, with a
particularly large drop between R1 and R2.



Paper 7: How do App Vendors Respond to Subject Access Requests?

Even when actual data was transmitted (DATA, n = 32g1, 100Ro,
84g3), it was often unintelligible due to serious formatting errors
or obscure data labels (9 %Ry, 14 %Rz, 24 %R3)- In some of these
cases,’ the data consisted of a continuous block of alphanumeric
characters without headings, spaces, and line breaks. According to
EU law, personal data should be made available “in a structured,
commonly used and machine-readable format” (Art. 20 GDPR).
Interestingly, despite the relatively short duration of app usage (10
to 15 minutes per app), we sometimes received data in large and
confusing folder structures. The responses of A4rs and A15g3, for
example, contained 17 folders and 27 individual files, respectively,
but only a handful of relevant data points. Also, in several cases,
data was only transferred as an image file (e. g., a screenshot of an
internal database), which made it impossible to extract information
via copy and paste (3 %r1, 16 %Rr2, 4 %R3)-

In other cases, technical or communication problems resulted
in relevant information and personal data not being transmitted
in the first place. These problems include dead download links
and empty email attachments (A11gs, A29g3, A33Rs, A146R3), un-
clear or incomprehensible instructions for how to obtain the data
(A120gs3, A150R3, A151R3, A225g3), references to inaccessible pri-
vacy functions inside the app (A157g3), malfunctioning authenti-
cation mechanisms (A87g3, A140Ro, A178r3, A181Ry, A202R3), and
cases where the responsibility for privacy-related inquiries was re-
ferred back and forth between departments or affiliated companies
(A21Rq, A25g;, A118gs3). In most of these incidents, pointing out
the problem to the app vendor did not help. For example, we ex-
changed 24 emails with A151gs in an attempt to clarify a technical
issue before finally giving up because the responses had become
repetitive. These observations are in line with those by Ausloos et
al. [2] who found that subject access requests often lead to endless
sequences of emails without resulting in the requested transfer of
personal data.

Furthermore, some of the investigated app vendors appear to lack
essential resources to receive and process subject access requests
in a professional manner. For example, from A30g3, we received
only a “recipient inbox full” error message. Other vendors explicitly
stated that they lack the time, technical means, or personnel to
compile and transmit the requested data (A105g2, A172g3), to reply
in time (A50R3, A83R3), or to read emails in their inbox (A48gs,
A199g3). While the many inadequate responses to our requests
indicate widespread unawareness and ignorance about legal duties,
some responses revealed a specific deficiency in legal knowledge.
The person writing A112g,, for example, did not know that a right
of access already existed in EU law before the GDPR. Also, after
the commencement of GDPR in May 2018, some vendors stopped
offering a login function (A42g3, A58rs, A93R3) or even discontin-
ued the entire app, stating explicitly their inability to comply with
the new law (A62g3).

There were also language barriers. Although our requests were
written in the corresponding app’s default language (English or
German), two vendors replied in Spanish (A108g3, A201g3) and one
always replied in Korean (A149). A31grs, A51r3 and A174grs3 changed
the language of communication from English to German during

3 Out of ethical considerations, we refrain from publishing screenshots and excerpts
of the responses (cf. Sect. 7).

our email correspondence without prior announcement. Another
vendor used the online translation service Google Translate to
communicate with us, which led to ambiguities and confusion
(A150R3). A206R2 replied in bad English, and the responses A165gr;
and A189gr; were utterly incomprehensible. Beyond that, some
vendors used technical jargon, such as the term “SDK™* (A210g3).
While jargon does not render a response useless per se, ordinary
users may have difficulty understanding it.

Astonishingly, three vendors stated that data exports are only
provided for paid subscriptions, not for users of their free version
(A89R2, A137R1, A202R2). And, in another grave violation of the
most basic data protection principles, A100R sent us personal data
of another user, including the person’s full name, contact details,
login credentials, app usage logs, and even location data. In one
case, we received the response to our request from a foreign email
address with no apparent relation to the app in question (A77g3).

Finally, some responses were impolite or contained careless mis-
takes. For instance, A161g; declared — without any explanation - to
have “no interest in having [us] as a customer” A193g3 and A224g3
replied without a formal salutation, A202g3 misspelled the name in
the salutation, and both A13r3 and A151R3 sent us the same emails
multiple times for no apparent reason. In a strange mistake, the
support agent writing A89g3 even addressed us with their name.
Although these incidents were no severe obstacles to communi-
cation, they do indicate a lack of care and rigor in answering our
requests.

5.3 Data Sharing with Third Parties

Along with the request for data access, in R1 and R3 we also
requested information on third-party data sharing practices (cf.
Sect. 4). Specifically, we asked the app vendors to name any third-
party recipients to whom they had disclosed our personal data.
Only a minority of the received responses (RESP, n = 175gr1, 167r3)
addressed this question at all (41 %Ry, 40 %R3).

Out of this subset (DSANS, n = 72g;, 66r3), a decreasing pro-
portion stated that personal data is never being shared with third
parties (63 %Ry, 52 %g3). The remaining responses vary widely in
terms of the length and detail in which data sharing practices are
explained. While some state specifically what data is made avail-
able to which partners for what purpose (56 %g1, 37 %r3), others
list only a few generic reasons for data sharing (18 %Ry, 16 %g3) or
potential data recipients without naming the respective purpose
(11 %R1, 25 %R3). A few vendors disclose only the categories of data
being shared (11 %Ry, 6 %R3) or even refrain from providing any
specifics beyond mentioning the existence of data sharing (4 %g1,
16 %R3).

Overall, only 36 %R; and 32 %g3 of the received responses (RESP)
adequately addressed our question by either assuring that no data
is being shared with third parties or by providing a list of data
recipients. And there is still room for doubt, even in these cases.
In particular, the proportion of apps that explicitly mention third-
party tracking (only 19 %gr; and 14 %r3 of DSANS) is far below what
one should expect based on the results of large-scale empirical
studies on the topic. Binns et al. [3], for example, examined the

4 SDK is an abbreviation of “software development kit” (i e., a collection of software
development tools)
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prevalence of third-party trackers on 959,000 Android apps and
found that 90.4 % included at least one tracker host. Therefore, it is
well conceivable that some of the responding app vendors withheld
relevant information on their data sharing practices.

5.4 Identity Verification and Security of
Transmitted Data

Before responding to a subject access request, data controllers must
carefully verify the identity of the requester. In a recent study,
Martino et al. [7] demonstrated that unauthorized third parties
could fairly easily obtain personal data through fake subject access
requests sent from a different email address. In our study, most
of the app vendors that sent us a copy of personal data (DATA,
n = 32gy, 100R2, 84r3) did not ask for prior identity verification
(84 %R1, 85 %Rz, 76 %R3). Note, however, that we sent our inquiries
using the email address that we had used for account registration,
which provides a minimal form of authentication by itself.

Only a minority of app vendors in DATA demanded certain
pieces of identity-related information. We were asked to provide
our birth date, address, and customer number (13 %R1, 2 %Rr2, 0 %R3)
as well as a copy of a utility bill, ID card, or driving license (0 %Ry,
5 %R2, 5 %R3)- A problem with this type of authentication mecha-
nism is that it often requires those seeking to exercise their rights
to provide the data controller with additional personal informa-
tion. This practice has been recognized as “contrary to the spirit of
data protection law” [25]. Implementing a rather unusual method
for authentication, A119g; demanded from us to “log into your
social media account and post for public viewing a list of random
characters” Surprisingly, in three cases (A5ry, A8R2, A157R2), per-
sonal data was disclosed to us before we had even responded to an
authentication request.

In accordance with a GDPR best practice recommendation (from
Recital 63 [28]), several app vendors did not directly send data to
us. Instead, they provided remote access to the data through a self-
service system within the password-protected app (3 %r1, 7 %Rr2,
19 %gr3 of DATA). For this practice, a positive trend was observed
over the three iterations of our study, with a particularly sharp
increase between R2 and R3.

Some of the responders (RESP, n = 175g1, 183Rry, 167R3) failed
to use transport-layer encryption via TLS (Transport Layer Secu-
rity) in at least one of their emails. Transport-layer encryption is a
baseline security measure, which has been deemed mandatory for
the transmission of personal data via email [36]. For our analysis,
we checked whether all relevant Received headers within emails
contained signs of TLS being used (indicated by “SMTPS” or the
statement of the negotiated cipher suite). Here, again, the worst
result was recorded in R1, where 13 % of all responses (RESP) were
not encrypted. This figure improved and remained stable over R2
and R3 (both 3 %). A21Ry, and A75g; even transmitted the requested
personal data without encryption. Besides, as indicated by email
metadata (again, Received headers), many app vendors handle cus-
tomer support via third-party services, e. g., ticket system software
operated by Zendesk, Salesforce, Helpscout, Mandrill and others.
As a result, even vendors that are themselves based in the EU may
disclose personal data to third parties in other jurisdictions. In these
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cases, exercising one’s right to access may disperse one’s personal
data to additional data processors.

Where data was transferred (DATA), two other security mecha-
nisms we observed were the expiration of download links after a
few days or weeks (0 %Ry, 2 %Rz, 10 %rs3) and the protection of email
attachments with passwords (6 %Rr1, 3 %Rz, 12 %Rr3). Except for one
case where the corresponding password was communicated via
telephone (A225g; ), the access keys were sent via email, sometimes
in the same email as the password-protected data (A28grs3, A211R3).
Finally, for security reasons, several vendors chose to send the data
by postal mail (0 %r1, 9 %Rz, 2 %R3) — sometimes even by registered
mail (A16gro, A81Ry, A107Ry, A225R2).

Our correspondence with the vendors indicates that the em-
ployed authentication mechanisms are not the result of rigorous
attacker modeling. Given the prevalence of TLS on mail servers,
they provide little to no additional security against passive eaves-
droppers. More importantly, they cannot protect against an adver-
sary that has already compromised a user’s email account. Many
pieces of information that have been requested from us for identity
verification can be extracted from previously exchanged emails.
Moreover, adversaries that control the email account of a user re-
ceive data and accompanying passwords when these are sent via
email. Such adversaries could also compromise a user’s account
on the app itself via the commonplace email-based password reset
functionality, either to steal data directly from within the app or to
change the postal address to which the data is sent.

5.5 Comparison by Vendor’s Residence

In the following, we explore behavioral differences between the
app vendors from our sample that are based in Germany (GER,
n = 78), in other EU member states (EMS, n = 44), and in the rest
of the world (WLD, n = 95). Apps for which the vendor’s residence
could not be determined (n = 8) are not considered in this analysis.

Across all three iterations of our study, the proportion of vendors
responding to our inquiry was always somewhat higher among
GER (82 %R1, 88 %R2, 78 %Rr3) than among EMS (75 %Ry, 77 %R2,
77 %gr3), and WLD (75 %Ry, 77 %R2, 69 %Rrs3). We will refer to these
responses as RESPGgr (n = 64Rr1.69Rr2, 61r3), RESPgms (n =
33R1, 34R2, 34r3) and RESPwrp (n = 71R1, 73R2, 66r3). Through-
out R1 and R2, the proportion of responses containing an export of
personal data was highest among RESPGER (30 %Ry, 71 %Rz, 61 %R3).
RESPgps caught up towards the end of our study (21 %Ry, 62 %R2,
62 %R3), leaving the rate of data transmissions among RESPwrp
far behind (7 %gr1, 38 %Rz, 38 %r3). We name these data contain-
ing responses DATAGER (7 = 19r1. 49Rr2, 37r3), DATAgMms (n =
7R1> 21R2, 21R3) and DATAwLp (7 = 5r1, 28Rr2, 25R3).

Where sufficient for comparison, only the percentage figures
from the most recent inquiry (R3) will be shown below. If the previ-
ous rounds of requests yielded deviating results, we will explicitly
mention them.

In terms of OK responses (a usable export of personal data or a
credible statement that no personal data is being stored), the three
geographical subsets followed a similar development. The results
show a sharp improvement between R1 and R2 followed by deteri-
oration in R3 (GER: 51 %R3, EMS: 45 %g3, WLD: 31 %R3). In all three
runs, GER had the highest rate of OK responses; the lowest rate
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was consistently found among WLD. Contributing to this discrep-
ancy, Germany-based vendors scored better on the structure and
intelligibility of transmitted data. Due to a lack of these qualities,
24 %3 and 33 %g3 of the data exports provided by DATAw1p and
DATAgMs were useless, respectively. Among DATAGER, this figure
was relatively low (19 %gs3).

And while the geographical subsets had comparable response
rates to our question on data sharing practices in R1 (see Sect. 5.3),
GER achieved by far the best result in our last round of requests
(49 %Rs), followed by EMS (25 %g3) and then WLD (17 %g3).

Averaging over all responses received in our three rounds of
inquiries, the vendors residing in Germany took longer to respond
(5.5 days) than the vendors based in other EU member states (3.2
days) and outside of the EU (2.9 days). However, measured against
legally prescribed time constraints (see Sect. 5.1), all of these average
durations are acceptable.

The Germany-based vendors exhibited substantially inferior per-
formance in the area of requester authentication. Compared to the
already surprisingly small portion of vendors who conducted some
form of identity check among DATAE\s (48 %r3) and DATAwLp
(28 %R3), authentication requests among DATAGgr were much
sparser (8 %gs). In our first inquiry, this figure had been 21 %g; for
DATAGgR and 0 %Ry for DATAwp, but subsequently rose sharply
for DATAwp and, contrary to our expectations, decreased consid-
erably for DATAGgR. Before taking the sudden lead in R3, DATAE s
had much weaker authentication results (14 %g1, 10 %R>).

At the end of our study, more apps from GER (10 %) and es-
pecially EMS (14 %) had been discontinued than from WLD (7 %).
The proportion of disappearing user accounts (see Sect. 5.7) was
distributed fairly evenly across the three groups.

5.6 Deceptive and Misleading Responses

Many of the responding app vendors (RESP, n = 175g1, 183Rr2, 167r3)
made misleading or demonstrably false statements. Several claimed
that the app in question or our user account no longer existed —
although we were still able to install, log in to, and use the app
on our test devices (6 %gr1, 11 %R2, 6 %r3). Some vendors even con-
tradicted themselves. For example, A34gs repeatedly picked up
specific points from our email request while pretending that the
same message had never arrived. A188g3 claimed that no data re-
lated to our account had been collected. A213R3 stated that, as a
matter of principle, copies of personal data would never be provided
for security reasons. Both companies, however, had already sent us
a copy of stored personal data a few days before. Moreover, some
app vendors falsely claimed that they had already replied to our
request earlier (A127g3) or falsely promised to get back to us within
a specified time (A2g3, A33R3, A59Rr2, A102Rg, A118R3, A126R3).
Besides the capacity limits mentioned in Sect. 5.2, one reason
for these observed inconsistencies and contradictions seems to be
a lack of standardized processes for dealing with subject access
requests. Our inquiries were sometimes processed and answered
simultaneously by multiple different departments or employees
(A4Rs, A21Ry, A37R3, A106R3, A153Rr3, A188gr3, A191g3, A197Rs,
A213R3). Additionally, in some cases where a data export was pro-
vided, we noticed that the export was not complete, i. e., some pieces

of personal data stored in the app had been omitted for unknown
reasons (A47gs, A158g1, A173Ry).

We also suspected that some vendors merely pretended to be
poorly reachable when they received subject access requests —
while others actually had insufficient resources to process incoming
emails. To confirm this hypothesis, we tested how the vendors that
failed to respond to our requests reacted to non-privacy related
inquiries. Using another (different) fake identity, we emailed the
vendors who had not replied in R1 and R3, expressing interest in
promoting their apps on a personal blog (R1) or YouTube channel
(R3). Out of the group of initial non-responders, 31 %gr; and 22 %g3
replied to these dummy requests, many of them within a few hours,
proving that their email inbox was in fact being monitored.

5.7 Discontinued Apps and Accounts

Manual checks revealed that prior to R2, 4 % of the initial 225 apps
no longer existed. 9% were gone prior to R3. Some of the corre-
sponding vendors (GONE, n = 10gg, 21gs) still responded to our
requests, informing us that their app had been discontinued (30 %ga,
14 %R3) or providing us with a copy of personal data that was still
being stored (10 %ga, 0 %Rrs3). The majority of them, however, did
not address our request in their response or remained silent (50 %ga,
57 %R3) and some were not reachable via email anymore (10 %ga,
29 %R3).

Even among the vendors of the apps that could still be installed
(NOTGONE, n = 225g1, 2152, 204R3), several responded that none
of our submitted personal data is stored on their servers (8 %g1,
24 %Ra, 17 %r3). While some of these vendors (NODATA, n =
17R1, 51R2, 34R3) explained that they only process data locally on
the user’s device without ever having direct access to it (24 %g1,
25 %R2, 24 %R3), most of them simply stated that a matching record
did not exist in their database anymore (76 %1, 75 %Rz, 76 %R3)-

Based on manual login attempts, 27 % of all user accounts that
we had initially created were no longer accessible at the end of our
study, including discontinued apps (GONE). In a few astounding
cases, our user account was deleted or deactivated in direct response
to our inquiry (A12gs3, A93R2, A133Ry, A161Re, A209Ry) — either
with unconvincing excuses or with no justification at all. A12gs,
for example, cited “credit card problems” as the reason, although
we had never connected a credit card with any of the investigated
apps.

All account discontinuations and erasures of personal data were
carried out without any request or consent from our side. It is
striking that we found no provisions in the corresponding privacy
policies or terms of service that would explain the deletions. Also,
apart from two vendors who gave notice that our account would
be discontinued due to inactivity between R1 and R2 (A84, A106),
we received no account deletion notification outside the responses
to our requests. Neither a terminated app nor a deleted account
necessarily implies, of course, that all of the user’s data was, in
fact, entirely deleted by the app vendor and potential affiliates. This
is well illustrated by a few cases where the vendor transferred
our personal data despite having discontinued the app or our user
account (A93gz, A128gs, A133Ry).

Among the vendors who provided an export of personal data
(DATA, n = 32g1, 100R2, 84gr3), many included in their response an

149



5. GDPR Compliance of Mobile Apps

unsolicited offer to delete our user account and the related data —
especially in R2 and R3 (9 %Ry, 39 %Rz, 37 %R3). It seems that the loss
of a single user is often perceived as advantageous over bearing
the effort and potential legal trouble associated with responding to
data subject requests.

Table 1: Summary of results; figures refer to number of apps
out of 225 apps in total

RL R2 R3
(2015) (2018) (2019)

Request Response (Sect. 5.1)

Vendor unreachable (delivery failure) 1 6 9

Vendor did not respond 49 36 49

Vendor responded (RESP) 175 183 167
Response sufficient (OK) 33 119 92
Response contains data (DATA) 32 100 84
Response deceptive or misleading 13 24 19
Average response time [in days] 3.7 3.8 4.0

Data Sharing Practices (Sect. 5.3)

Response addresses data sharing (DSANS) 72 n/a 66

Response states that data is shared 27 n/a 32
Response states that data is not shared 45 n/a 34
Sufficient information on data sharing 63 n/a 54

Requester Authentication (Sect. 5.4)

Authentication mechanism in place 5 15 20
App login required 1 7 16
Identification document required 0 5 4
Identity-related information required 4 2 0
Other authentication mechanism 0 1 0

Data file(s) protected with password 2 3 10

Download link has expiration date 0 2 8

Data export via postal mail 0 9 2

TLS encryption failure 23 6 5

Existence of App & Account (Sect. 5.7)
Discontinued apps (aggregated)
Discontinued user accounts (aggregated) 0 49 61

o
=
o
N
=

6 DISCUSSION

The results of our four-year undercover study reveal severe obsta-
cles to exercising the right of access in the mobile app space. We
found that the documented problems largely persist over time and
have not substantially improved since 2014, when Herrmann and
Lindemann obtained success rates that are comparable with the
ones we obtained in 2019 [10].

In certain areas, we did observe positive trends. Between 2015
and 2019, the investigated vendors seem to have increased their
willingness and ability to disclose stored personal information to
data subjects upon request. Out of all examined app vendors, the
proportion that managed to provide a proper export of personal
data rose from 12 %g; to 28 %gs3. Overall, the rate of acceptable
responses (OK) to our subject access requests went up from 15 %g;
to 41 %gs (see Sect. 5.1).

There was also a crucial improvement in the protection of private
messages and transmitted personal information. Specifically, among
all received replies (RESP, n = 175g1, 183R2, 167g3), we observed
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a reduction of unencrypted email correspondence from 13 %g; to
3 %gr3. And we noticed a growing tendency among the vendors to
not send data exports directly through email or postal mail but to
make them available via a portal in the password-protected app
(see Sect. 5.4). Among all vendors who sent us a copy of personal
data (DATA, n = 32g1, 100R2, 84Rs3), the prevalence of this practice
increased from 3 %gq to 19 %gs.

Even with these improvements, however, getting access to one’s
data is still a frustrating endeavor most of the time. While we ob-
served substantial improvements between 2015 (R1) and 2018 (R2),
most of the identified problems (e. g., low overall response rate,
incomplete responses, deceptive and misleading statements, unin-
telligible data exports) remained static or even worsened between
R2 and our last round of inquiries in 2019 (R3). Besides the impact
of the emerging GDPR, the significant improvements between R1
and R2 can probably be attributed to a considerable extent to the
less formally written request in R1 (see Sect. 4), reflecting previous
findings from [10]. Although formal and informal requests have the
same legal validity, our results suggest that successfully exercising
data protection rights in practice may require a certain manner of
expression and a degree of legal expertise, potentially going beyond
the capacity of average smartphone users.

Why has there been no further improvement between R2 and
R3? One explanation may be that app vendors have realized that the
mostly underfunded and poorly organized supervisory authorities
have insufficient resources to enforce the regulation and penal-
ize misconduct [33, 38, 39]. As a result, there is little incentive
for vendors to handle subject access requests professionally. The
handling of our requests varied significantly, indicating a lack of
well-established best practices in the mobile app industry.

We observed numerous alarming cases of disregard for the most
basic information security and data protection principles. Among
other failures, 76 to 85 % of the data exports (DATA) were provided
without any attempt at verifying the requester’s identity. Where
authentication mechanisms were in place, they were sometimes
accidentally circumvented by the app vendors themselves. We also
received exports of personal data via non-encrypted channels and
were even given access to personal data not belonging to us (see
Sect. 5.4).

Furthermore, we observed that many of the investigated apps
were discontinued (9 %), with some vendors becoming completely
unreachable during our study (4 %). The latter case can create un-
settling uncertainty for data subjects, leaving them in doubt about
the fate of their data. Given this “personal data dissolution,” users
cannot get answers to the essential question, “Who knows what
about me?” anymore. Answering this question, in turn, is a natural
prerequisite for exercising the remaining ARCO rights (access, recti-
fication, cancellation, opposition) in an informed manner, and thus
an essential basis for informational self-determination [17]. While
the case of unreachable and disappearing data controllers illustrates
the problem well and potentially exacerbates it, any non-reaction
or incomplete response to a subject access request can, of course,
have the same consequence.

Personal data dissolution does not only result from vendors
going out of business or apps being discontinued. Another source is
user accounts that disappear without prior notice: 27 % of the initial
accounts were gone by the end of our study. Of course, blocking or
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deleting accounts after long periods of user inactivity is a legitimate
concern of app providers. The practice also aligns with the GDPR’s
storage limitation principle [8] and is often in the interest of the
data subject by helping to prevent the accumulation of unused
“zombie accounts” [23]. However, it seems evident that affected
users should be informed in advance, be offered a final copy of
their data, and be asked for explicit consent if the data is retained
for further use. With few exceptions, these basic rules were not
followed by the respective vendors in our study. In the vast majority
of cases, we did not even receive an account deletion notification.

Overall, our results show very clearly that current processes for
receiving and dealing with data subject requests have plenty of
room for improvement. Existing research-based suggestions and
recommendations for data controllers need to be compiled into
actionable guidelines and distributed in a form that makes them
digestible for small- and medium-sized organizations, such as app
vendors. This includes, in particular, guidance on how to authen-
ticate data subjects safely [4, 7, 25], how to transfer personal data
[42], and how to facilitate the submission of requests [2, 10, 17]. It
should be a key objective to replace the error-prone manual pro-
cessing of data subject requests with automated and standardized
interfaces for obtaining personal data and other privacy-related
information. To incentivize the rapid and broad-scale adoption of
such approaches, industry-specific legal requirements along these
lines could be helpful.

Examining a fixed group of data controllers over a sustained pe-
riod of time has proven to be suitable for this type of investigation
and should be used more widely. The basic issues and challenges
to exercising data protection rights in practice are now well under-
stood. More longitudinal research, however, is needed to monitor
whether progress is being made, to assess the impact of legal mea-
sures, as well as to track and refine emerging best practices.

Future studies and discussions on the privacy behavior of mo-
bile apps should take into account that the stored personal data is
not necessarily limited to recorded actions and inputs of the user.
Patterns and correlations in collected data may leak additional in-
formation in a way that is not easily understood or anticipated by
the user [13, 14, 16]. To achieve an adequate level of transparency,
it would be necessary for users to be informed about such forms of
data acquisition as well.

7 ETHICAL CONSIDERATIONS AND
LIMITATIONS

As explained in Sect. 4, we interacted with the app vendors disguised
as an ordinary app user. One crucial ethical aspect of undercover
field studies is that resources of the studied subjects are consumed
without their consent — namely, in our case, the working time of
employees of the examined app vendors. However, as in related
studies [1, 2, 10, 24, 37, 42], the covert approach was necessary to
test the behavior of the vendors under realistic conditions and to
prevent a research participation effect [20]. It can be assumed that
employees of the investigated companies would have put more care
and diligence into answering our inquiries if they had known about
the nature of our study. For this reason, we consider undercover
field research the only viable approach to investigate problems
related to exercising data protection rights in practice.

It is not the purpose of this paper to name and shame individual
companies. Therefore, we only referred to apps from our sample
using pseudonyms. Moreover, we have decided not to inform the
investigated companies about the study we have conducted to pro-
tect the responsible employees from negative consequences. For the
same reason, after careful consideration and given the many inade-
quate responses to our inquiries, we also decided to publish neither
the collected postal and email correspondence nor the received data
records — not even in pseudonymized form. There would always be
a residual risk that a vendor might recognize itself. In the interest
of reproducibility and traceability, we did, however, release our re-
sults dataset, which consists of a sanitized and comprehensive table
containing all findings for every app (represented by the numeric
ID used in this paper) [12].

Our study has several limitations that need to be recognized.
First, we want to stress that we have studied a particular sample of
mobile apps. Our results, therefore, cannot be generalized to the
whole population of apps, nor to all popular apps. Also, as explained
in Sect. 4, we used a different request text for each iteration of our
study, varying in length, formality, and in terms of the laws that
were cited. Thus, the results obtained from R1, R2, and R3 are not
unconditionally comparable.

Furthermore, the sending of three repeated requests, with long
pauses between them, after only a few minutes of user activity on
each app in the beginning, presumably deviates strongly from nor-
mal user behavior. This activity pattern may have aroused curiosity
or suspicion among the investigated companies and potentially
affected their response to our inquiries. Simulating an active user
on 225 apps over a period of four years was not feasible with our
available resources. On the other hand, this approach allowed us to
measure the extent of personal data dissolution (cf. Sect. 6).

Other surrounding factors, such as the increasing public interest
in data protection issues [9, 32] and several smartphone-related
privacy scandals [6, 27], could also have affected the compliance
with subject access requests in the mobile app industry. Therefore,
despite the longitudinal nature of our study, we cannot measure
the impact of the newly enacted GDPR in isolation.

8 CONCLUSION

In this longitudinal study, we investigated the obstacles faced by
data subjects in exercising their right to access with mobile app
vendors. Our results indicate positive trends in selected areas. The
overall situation, however, is still as unsatisfactory today — with
GDPR in force - as it was at the beginning of our study in 2015.
Even in the second iteration of our study, in which the reactions to
our subject access request were the most promising, we received an
acceptable response from only 53 % of the examined vendors. In the
first and third iteration, this figure was 15 % and 41 %, respectively.
Response rates to questions we asked about third-party data sharing
practices were similarly disappointing.

Besides a general lack of responsiveness, the observed prob-
lems range from malfunctioning download links and authentica-
tion mechanisms over confusing data labels and file structures to
impoliteness, incomprehensible language, and even serious cases
of carelessness and data leakage. It is evident from our results that
there are no well-established and standardized processes for subject
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access requests in the mobile app industry. Moreover, we found that
many vendors lack the motivation to respond adequately. Many of
the responses we received were not only completely insufficient,
but also deceptive or misleading. Equally worrisome are cases of
unsolicited dissolution of personal data, for instance, due to the
apparently widespread practice of deleting stale accounts without
prior notice.

With regard to the sensitive personal data that is regularly col-
lected by mobile apps, this deficient and stagnating status quo is
hardly tolerable. What could help to improve the situation is a com-
bination of random compliance checks by authorities, coupled with
better support for data controllers through industry-specific guide-
lines and best practices. In particular, there should be mandatory
standard interfaces for providing data exports and other privacy-
related information to data subjects, obviating the need for the
manual processing of GDPR requests.
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Training Data for Automated Web Tracking
Detection

6.1 Background

Besides the data collection in video games and mobile apps, another major type of modern
user surveillance is web tracking, which refers to website operators and third parties storing
information about the browsing activities of internet users. As with the sensor data discussed
in Part I, diverse types of personal information (e.g., interests and demographics) can be
inferred by analyzing web tracking data and linking the browsing activities of individual users
across multiple pages [227]. In today’s internet, web tracking is extremely prevalent. Based
on an analysis of billions of web pages, Schelter and Kunegis [275] found that, depending on
their content, 60 to 90% were actively tracking their visitors. While there are various benefits
and legitimate reasons for web tracking (e.g., enable website functions, support free content,
improve website usability), such surveillance of online activity entails serious privacy concerns.

Not only is it problematic that, due to the ubiquity of web tracking, it is difficult to
effectively evade it and stay private while browsing online, but information collected through web
tracking can also be used for many potentially harmful purposes, such as price discrimination,
personalization of search results, determination of insurance coverage, assessment of financial
credibility, government surveillance, and even identity theft [276]. Furthermore, there is a
widespread lack of transparency, with companies often providing incomplete and/or misleading
information about their web tracking activities [227, 277].

Of particular concern with regard to non-transparency and potential data misuse is third-
party tracking, which is a form of web tracking performed by actors other than the actual
operator of a visited website [278]. Here, the website operator (the “first party”) grants access
to their users’ activity data to other companies (the “third parties”) to incorporate certain
services and functions (e.g., targeted advertising, web analytics, social media gadgets) into
the website [279]. As Binns et al. write: “Third-party tracking potentially raises greater

privacy concerns than first-party data collection because it can often link records from multiple
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websites (...) to a single user. This can provide a more complete picture of an individual, from
where they shop, to their social networks and likely political opinions” [279, p. 1f.]. Third-party
tracking can also be present on highly sensitive websites that may reveal intimate details about
the user, such as gay dating platforms or information pages on prostate cancer [280]. On many
websites, users are being tracked by dozens of third parties at the same time [281]. In this way,
third-party trackers can collect enormous amounts of personal information about individual
users.

In this chapter, a paper is presented that contributes to the detection of web-tracking
activity hidden to ordinary internet users. The paper proposes a novel browser extension
called “T.EX — The Transparency EXtension”, which records browsing sessions in a secure and
privacy-preserving manner. An implementation is presented and evaluated for its performance.
The real-world browsing data collected by the extension can be used to feed machine learning
algorithms for the automated detection of web trackers. As yet, artificial data is often used for
this purpose, which has considerable drawbacks.

It needs to be acknowledged that web-tracking detection, even if done flawlessly, has its
limitations as a method for privacy preservation. As the studies in Part I have exemplified,
companies’ data practices can be highly obscure and inferences drawn from collected data
can be varied and complex. Therefore, even if users had complete transparency as to when
their browsing activities are tracked by whom, it would still not be apparent what possible
inferences can be drawn about them and for which purposes this information is ultimately
used. This general problem, which is of course not limited to the domain of web tracking,
cannot be solved on the technical level alone but will also require regulatory changes (cf.
Chapters 10.5, 10.6, and 10.9). Nonetheless, given that web tracking activities are mostly
invisible to ordinary internet users, an effective and reliable detection approach is an essential
step towards improved transparency and an important basis for critical public discourse on
the matter, to which we hope to contribute with our proposed browser extension “T.EX”.

The project was conducted in collaboration with researchers from Telekom Innovation
Laboratories and the faculty Flectrical Engineering and Computer Science of Technische
Universitdt Berlin, headed by the computer science Ph.D. candidate Philip Raschke.
I contributed to the scanning of related work and identification of the research gap, to
the conceptualization of the browser extension (incl. the statement of objectives) as well as to
the testing and evaluation of the browser extension and the identification of its limitations.
Our paper was presented at the Annual Privacy Forum (APF) 2019 in Rome, Italy, organized
by the European Union Agency for Cybersecurity (ENISA).
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Abstract. Targeted advertising is an inherent part of the modern Web
as we know it. For this purpose, personal data is collected at large scale to
optimize and personalize displayed advertisements to increase the prob-
ability that we click them. Anonymity and privacy are also important
aspects of the World Wide Web since its beginning. Activists and devel-
opers relentlessly release tools that promise to protect us from Web track-
ing. Besides extensive blacklists to block Web trackers, researchers used
machine learning techniques in the past years to automatically detect
Web trackers. However, for this purpose often artificial data is used,
which lacks in quality.

Due to its sensitivity and the manual effort to collect it, real user
data is avoided. Therefore, we present T.EX - The Transparency EXten-
sion, which aims to record a browsing session in a secure and privacy-
preserving manner. We define requirements and objectives, which are
used for the design of the tool. An implementation is presented, which
is evaluated for its performance. The evaluation shows that our imple-
mentation can be used for the collection of data to feed machine learning
algorithms.

Keywords: Web tracking + Browsing behavior + Data privacy -
Browser extension + Data quality - Machine-learning -
Classification algorithm

1 Introduction

There is no doubt that our Web browsing behavior is very sensitive. The web-
sites we visit and the content we consume reveal information about our per-
sonality, our preferences, orientations, and habits. We give away our physical
addresses, our phone numbers, and bank account information to use services
or order goods. Simultaneously, the majority of websites nowadays integrates
content from multiple external sources or third parties. Consequently, when vis-
iting a website (also referred as first party) these third parties are given notice
about our visit the moment our browser requests the external content. While our

© Springer Nature Switzerland AG 2019, Towards Real-Time Web Tracking Detection with T.EX - The Transparency
EXtension, published 2019 in APF 2019, LNCS 11498, Springer, reproduced with permission of Springer Nature.
https://doi.org/10.1007/978-3-030-21752-5_1
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physical address, phone number, or bank account information is not disclosed to
these third parties, a link to the website we visited is.

The reasons for websites to integrate external content are manifold. Services
embed images, audio, or videos without having to host or being allowed to host
the content on an own server. But also many third-party scripts are integrated for
various reasons. They are in particular critical, since their integration enables the
execution of third-party code on the user’s machine. There, they can access and
gather information of the device and send it to a server where it is aggregated and
analyzed. This way, a malicious third party can track every mouse movement,
every key stroke, and every change of the scroll position of a user on a different
website even without his or her awareness.

While on paper this sounds like a severe data security and privacy threat, this
technique is widely used in the field of targeted advertising and Web analytics to
track user behavior across multiple websites. In fact, Web trackers are an inherent
part of the modern Web, because of their economic value for content providers
and publishers. Websites display advertisements provided by ad exchanges or
advertising networks in exchange for a payment per view or click. This way,
each user of a website generates revenue.

While there is a variety of browser extensions that promise to tackle the
issue, they are mostly blacklist-based, i.e. manual effort is required to identify
trackers, which are then blocked (often by the domain name). This has four
major disadvantages: (i) trackers can easily change their domain name, (ii) web-
sites may offer relevant content or services, while also tracking user behavior
(Amazon, Google, etc.), (iii) blacklists can be wrong, not complete, or outdated,
and (iv) blocking requests to domains might create errors that prevent access
to the desired content of the first party. The latter also occurs in the opposite
causal direction, i.e. first parties block users from their content, if they block
requests to third parties. Another conceptual flaw of blacklists is that they are
not transparent themselves by providing little to no information on the third
party in question and why it is blocked or not.

Consequently, an automated approach to detect Web trackers is desirable.
This is a classification problem, which can be solved with machine learning
techniques. However, machine learning approaches require rather large amounts
of training data, which ideally is real data. However, researchers in this field
often use bots to generate this data by crawling the Alexa.com top K websites.
While this method produces large amounts of data rather quickly, it has a major
drawback: it is not real data. These bots open the website, wait until it is finished
loading, and then open the next in the list. These bots cannot log into websites
like Facebook or Twitter, which even have implemented countermeasures for
artificial users of their services. Even worse, the front page of these services are
very limited and only offer a login form. It can be safely assumed that most
of the third-party communication takes place after the login. By using bots,
tracking of user interactions like moving the mouse, pressing a key, or scrolling
is completely neglected.
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For this reason, we