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Abstract

The efficiency of devices for novel renewable energy sources, like solar cells and thermo-
electric generators (TEGs), is strongly increasing since the advent of nanotechnology.
Synchrotron radiation-based advanced X-ray fluorescence (XRF) techniques, like grazing
emission (GE-) or grazing incidence (GI-) XRF, offer non-destructive and quantitative
access to elemental depth profiles in the nanometer range. Using soft instead of hard
X-rays not only increases the sensitivity for light elements, but also enhances depth-
resolving capabilities due to the stronger attenuation of the radiation. Clearly, material
research could be accelerated by a better availability of those methods, which demands
the development of an efficient laboratory setup.

In this thesis, the first X-ray fluorescence spectroscopy measurements by excitation
with a laser-produced plasma (LPP) source are presented. Moreover, the highly bril-
liant source allowed to design a spectrometer concept, which enables laboratory-based,
scanning-free GEXRF measurements in the soft X-ray range for elemental depth profiling
of nano-scaled materials.

The scanning-free GEXRF approach requires a precise calibration of the measurement
geometry and the accurate evaluation of single photon events to exploit the properties
of two-dimensional, energy-dispersive detectors. Both is achieved in this thesis, leading
to excellent angular and good energy resolution of the GEXRF measurements. The
spectrometer concept is validated by evaluation of the Kossel lines in the GEXRF profile
of a C/Ni-multilayer sample.

Furthermore, the setup is applied to the characterization of gold-doped copper oxide
nanofilms, which can be used in TEGs. The sample structure is thoroughly characterized
by various XRF measurements in the laboratories of the Physikalisch Technische Bunde-
sanstalt at the synchrotron radiation facility BESSY II in Berlin. Complementary mea-
surements with the laboratory scanning-free GEXRF setup show similar results obtained
in comparable measurement times with respect to SR-based GIXRF. This demonstrates
the feasibility of the spectrometer concept for elemental depth profiling of samples with
relevance for renewable energy sources.

1



Zusammenfassung

Seit der Anwendung von Nanotechnologien in Geräten zur Nutzung erneuerbarer Ener-
giequellen, wie Solarzellen oder thermoelektrische Generatoren (TEG), konnte deren Ef-
fizienz stark gesteigert werden. Die Nutzung hochentwickelter, auf Synchrotronstrahlung
(SR) basierender Röntgenfluoreszensanalyse (RFA), wie GIXRF oder GEXRF (engl.:
grazing incidence bzw. grazing emission X-ray fluorescence analysis) ermöglicht es, Ele-
menttiefenprofile mit Auflösungen im Bereich von Nanometern zerstörungsfrei und quan-
titativ zu bestimmen. Wird weiche statt harter Röntgenstrahlung genutzt, erhöht dies
die Sensitivität für leichte Elemente und verbessert die Tiefenauflösung der Messmethode
durch die stärkere Absorption der Strahlung. Die Entwicklung effizienter Laborgeräte
für diese Analysemethoden ist Voraussetzung für eine verbreiterte Nutzung derselben,
wodurch die Entwicklungsprozesse neuer Materialien beschleunigt würden.

In der vorliegenden Arbeit werden die ersten RFA-Messungen unter Anregung mit
einer laserinduzierten Plasmaquelle (LPQ) vorgestellt. Zudem wird diese hochbrilliante
Quelle für weiche Röntgenstrahlung genutzt, um ein laborbasiertes, scanfreies GEXRF-
Spektrometer zu entwerfen, welches die Elementtiefenprofilierung von nanoskaligen Ma-
terialien ermöglicht.

Damit die Eigenschaften des verwendeten zweidimensionalen, energiedispersiven De-
tektors im scanfreien GEXRF-Aufbau voll ausgenutzt werden können, muss die Mess-
geometrie exakt bekannt und müssen Einzelphotonenereignisse präzise auswertbar sein.
Beides wird in dieser Arbeit erreicht und führt zu einer sehr guten Winkel- und einer
guten Energieauflösung. Das Spektrometerkonzept wird durch die Messung von Kossel-
Linien in den GEXRF-Profilen einer C/Ni-Vielschichtprobe validiert.

Weiterhin wird das Spektrometer für die Untersuchung von golddotierten Kupferoxid-
nanoschichten genutzt, welche in TEGs Anwendung finden können. Die Proben werden
mit verschiedenen SR-basierten RFA-Methoden in den Laboren der Physikalisch Tech-
nischen Bundesanstalt bei BESSY II in Berlin charakterisiert. Die komplementären Mes-
sungen mit dem scanfreien GEXRF-Spektrometer ergeben bei vergleichbaren Messzeiten
ähnliche Ergebnisse zu den SR-basierten GIXRF Messungen. Dies demonstriert erfolg-
reich die Anwendbarkeit des Spektrometers für Elementtiefenprofilierung von Proben,
welche relevant für die Gewinnung von erneuerbaren Energien sein können.

2



1. Introduction

The United Nations Intergovernmental Panel on Climate Change (IPCC), established in
1988, is gathering and summarizing the scientific findings concerning climate change and
its impacts. While clear evidence of anthropogenic influence on global climate could not
be provided in the first Assessment Reports [1, 2, 3], climate modeling and the necessary
scientific data improved over the decades. In their Fourth Assessment Report, published
in 2007, the IPCC states that global warming is unequivocal and most of the observed
global average temperature increase is caused by increased anthropogenic greenhouse
gas concentrations [4]. Especially CO2 from fossil fuel use plays a major role in the
global anthropogenic greenhouse gas emissions, which is why renewable energy sources
have been found to be an important part in greenhouse gas mitigation [5, 6].

Nano-scaled materials, like nanoparticles, nanowires, nano-structured films or nano-
films, show significant differences in their physical and chemical properties with respect
to bulk materials on the one hand or single atoms and molecules on the other hand.
Furthermore, by precisely controlling the shape, structure or composition of these ma-
terials, the properties can often be adjusted to desired applications. Nanotechnology led
to recent advancements with respect to efficiency, cost and stability of renewable energy
sources like photovoltaics [7] and thermoelectric generators [8], thus being valuable for
greenhouse gas mitigation strategies.

Understanding of nanomaterial properties must be accompanied by precise analytics,
providing structural, compositional and chemical information on the nanometer scale.
For the investigation of processing accuracy, stability or diffusion processes of buried
interfaces or dopant profiles, invasive methods, like secondary ion mass-spectrometry
(SIMS), transmission electron microscopy (TEM) or glow-discharge optical emission
spectrometry (GD-OES), are frequently used [9, 10, 11]. One drawback is clearly the
sample consumption. This prohibits repeated measurements on the same sample or di-
rect comparison with complementary methods, which is “necessary for unambiguous and
quantitative elemental distribution analysis of a thin film with unknown compositional
in-depth distribution” [12].

X-ray fluorescence analysis (XRF) provides non-destructive and quantitative access
to elemental compositions. However, analysis of nanomaterials is challenging due to
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1. INTRODUCTION

typical attenuation lengths in the micrometer range and high demands on efficient X-ray
optics for beam shaping. One possibility to overcome these limitations is the application
of shallow excitation or detection schemes in advanced XRF analytical methods, i.e.
grazing incidence (GI-) and grazing emission (GE-) XRF. Both methods can be used
to analyze in-depth elemental profiles in the nanometer range, as was demonstrated for
example by the analysis of CIGSe absorber layers of thin film solar cells [13], transparent
conductive multilayer systems [14] or by metal thin film studies [15, 16].

To efficiently investigate light elements and increase depth-sensitivity, soft X-rays are
preferable with respect to hard X-rays, because of larger photoionization cross sections
and decreased attenuation lengths. In this energy range, the investigation of dopant pro-
files in ultra-shallow junctions [17, 18], sub-nanometer layers in transistor gate stacks [19]
or nanoparticle analysis [20] was rendered possible by using 3rd generation synchrotron
radiation. Yet, the need to apply for beamtimes delays the feedback time of analytical
results in the development process of novel materials. Thus, readily available laboratory
analysis improves research and development cycles and can reduce timescales for new
technological inventions, which might e.g. help for future greenhouse gas mitigation.

As a second aspect, the wider the availability of a methodology, the faster is the ad-
vancement of the methodology itself. In GIXRF and GEXRF, evaluation strategies for
quantitative analysis of depth profiles are still maturing and no best procedure for an
arbitrary sample system exists∗. Especially, providing reliable uncertainties in depth
profiles is difficult, since the direct inversion of the measured angular profiles to depth
profiles is an ill-posed problem and modeling strategies are applied. A better under-
standing of quantitative approaches with GIXRF and GEXRF will further improve the
impact of the method.

In this thesis, a laboratory scanning-free GEXRF setup working in the soft X-ray range
is developed, characterized and applied for depth profiling applications. To achieve the
transfer of a synchrotron method to the laboratory, the lower brilliance of available labo-
ratory sources requires highly efficient concepts in the excitation and detection channel.
The developed spectrometer utilizes the laser-produced plasma (LPP) source at the
Berlin Laboratory of Innovative X-ray Technologies (BLiX) in combination with focus-
ing reflective multilayer mirrors, which allows efficient excitation in GEXRF geometry.
Instead of the typically applied wavelength-dispersive detectors in (laboratory) GEXRF
setups [21, 22, 23], the concept of scanning-free GEXRF [24] with a two-dimensional,
energy-dispersive detector is applied to increase the overall solid angle of detection and

∗ Probably, a general method for arbitrary samples would scarcely be used. The usually applied fitting
routines are much more robust with boundaries applied to the parameters and by limiting the number
of parameters. Thus, prior knowledge, which strongly depends on each individual sample, is frequently
applied.
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dynamic range of the energy scale.
Further gain in efficiency is achieved by small sample-to-detector distances, which on

the other hand demand an accurate angular calibration, to account for geometric effects
of the distribution of fluorescence emission angles on the flat detector plane. This is
achieved by accurately describing and measuring the whole detection geometry and pre-
cise setup and sample alignment. The developed methodologies allow the determination
of an absolute angular calibration without the need of reference samples and show ex-
cellent reproducibility and high accuracy. The procedures are tested and validated with
GEXRF measurements on a well-defined C/Ni-multilayer sample.

Moreover, a test of the applicability of the setup and methodology is performed on
thermoelectric samples as scientific case with relevance for renewable energy sources.
In the research group of Prof. K. Rademann at the department of chemistry of the
Humboldt University of Berlin, gold-doped copper oxide nanofilms are tested for their
applicability as thermoelectric generators. These regenerative energy devices convert
temperature gradients to electrical power without the need of movable parts. They
can be applied e.g. as energy source in wearable electronics [25] or for recuperation of
thermal waste energy [26, 27].

In a first step, the thermoelectric samples are thoroughly characterized by synchrotron
radiation-based near edge X-ray absorption fine structure (NEXAFS) and quantitative
reference-free GIXRF measurements in the laboratories of the Physikalisch Technische
Bundesanstalt (PTB) at the synchrotron radiation facility BESSY II. Then, GEXRF
analysis of the sample system with the developed laboratory setup is performed. The
results allow direct comparison between the synchrotron radiation-based GIXRF and the
laboratory GEXRF methodologies and show the feasibility of elemental depth profiling
of nano-scaled materials with the laboratory setup. Thus, the developed spectrometer
can help in research for, amongst others, new materials with relevance for greenhouse
gas mitigation.
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2. Methodological Bases

2.1. X-ray Fluorescence Analysis

When an X-ray photon interacts with an atom, it can be scattered or absorbed and the
probabilities of each process depend strongly on the atom number Z and the energy of
the incident X-ray photon. While the cross sections for Rayleigh scattering, where the
X-ray photon energy is preserved (elastic scattering), are larger for soft X-rays, Compton
scattering cross sections (inelastic scattering) increase with higher photon energy and
are more prominent in the hard X-ray regime. However, the interaction of X-rays with
energies up to 100 keV with matter is dominated by photoionization. In this case, the
photon energy Epr is completely transferred to the atom and an inner shell electron with
a kinetic energy Ekin = Epr − EB, where EB is the binding energy of the electron in
the atom, is ejected from the system. The excited atom goes now through a number of
relaxation processes, where the initial core hole is filled with an electron from an upper
shell and thus gradually moving towards the outer shells. During this cascade, radiative
and non-radiative relaxation processes compete against each other.

Radiative transitions are most efficient for dipole transitions. For these, the selection
rules imply that the quantum numbers of the atomic system must change according to
∆l = ±1 and ∆j = 0, ±1, with the orbital quantum number l and the total angular
momentum j. This simplifies the observed X-ray spectrum and allows usually a direct
assignment of element and transition specific fluorescence lines, making X-ray fluores-
cence (XRF) analysis sensitive to elemental compositions. Figure 2.1 exemplarily shows
the possible dipole transitions and line assignments in the Siegbahn notation for copper.
It has to be noted that also satellite lines with much lower intensities, which originate
from quadrupole transitions, can appear in an X-ray spectrum.

In a non-radiative relaxation, the released energy can be transferred to an electron,
which again leaves the atomic system. This is known as Auger effect and the electron is
called Auger electron. In the special case that the core hole of an L-shell (or energetically
higher shell) is filled with an electron from the same shell (but different subshell), the
process is referred to as Coster-Kronig transition [28].

7



2. METHODOLOGICAL BASES

Figure 2.1.: Electron configuration and X-ray transitions for Cu. Only the allowed dipole
transitions, i.e. which satisfy ∆l = ±1 and ∆j = 0, ±1, are shown.

2.1.1. Calculation of Fluorescence Intensities

Considering the case of a homogeneous layer, which is irradiated with a monochroma-
tized, collimated X-ray beam, a fluorescence intensity of that layer, recorded by a suitable
detector, can be calculated by the Sherman equation [29]. Here, the form as it is derived
in [30] for primary, monochromatic excitation is given.

Ni,j = Npr(Epr) G(Ei,j) ξi,j,s(Epr) ρ Ci
∫ d

0
exp (−µ∗tot(Epr, Ei,j)ρx) dx ,

with
G(Ei,j) = εdet(Ei,j)

Ω
4π sin(ψpr)

ξi,j,s(Epr) = τi,s(Epr) ωi,s pi,j

µ∗tot = µtot(Epr)
sin(ψpr)

+ µtot(Ei,j)
sin(ψfl) (2.1.1)

In Equation 2.1.1, Ni,j is the count rate of detected fluorescence photons from transi-
tion j of element i. Npr(Epr) refers to the count rate of primary photons of energy Epr

irradiating the sample and G(Ei,j) accounts for the proportionality to most geometric
parameters, combining the detector efficiency εdet(Ei,j), the normalized solid angle of
detection Ω/4π and the incident angle of the primary radiation with respect to the sam-
ple surface ψpr. The photo production cross section ξi,j,s(Epr) describes the fraction of
produced fluorescence photons on the atomic scale. It is the product of the photoioniza-
tion cross section τi,s(Epr) of subshell s with the fluorescence yield ωi,s and the transition
probability pi,j . The integration variable x is the position along the layer surface nor-
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2.1. X-RAY FLUORESCENCE ANALYSIS

mal and is varied in the integral from surface (x = 0) to d, where d is the thickness of
the layer with density ρ and total mass attenuation coefficient of the layer µtot. The
latter sums the cross sections of the possible photon-matter interaction processes, i.e.
µtot = τ + σcoh + σinc, with τ the photoionization cross section and σcoh and σinc the
cross sections for coherent and incoherent scattering. The integrand µ∗tot(Epr, Ei,j)ρx
describes the attenuation due to Lambert-Beer’s law of the incident primary photons up
to a depth x and of the emitted fluorescence photons from depth x at an angle ψfl with
respect to the sample surface.

The Sherman equation can be extended for polychromatic excitation by integrating
over Epr and for secondary fluorescence, i.e. X-ray fluorescence which follows after
absorption of an initial fluorescence photon. In this thesis, secondary fluorescence en-
hancement is negligible, since the layer thicknesses of the analyzed samples are well
below 100 nm [31]. However, details of the adapted formulas can be found e.g. in [31]
or [30].

2.1.2. Quantification Approaches

Quantification of the composition of a bulk sample can be accomplished by using a
calibration curve. In this case, X-ray fluorescence intensities of standards made from
reference materials with accurate knowledge about the composition are measured. The
dependency of the fluorescence intensities of an element and its concentration is the
calibration curve, which should yield a linear relation in first approximation. Then, the
concentrations of analytes in an unknown sample with similar composition, surface prop-
erties and microstructure can be directly determined by using the same measurement
procedure as for the standards and interpolation of the calibration curve.

However, whenever (certified) reference materials are rare, which is e.g. the case
for thin layers or novel nanomaterials, quantification methods based on fundamental
parameters (FPs) and the Sherman equation become necessary. First, Equation 2.1.1 is
considered again. The integral can actually be solved, which yields

Ni,j = Npr(Epr) G(Ei,j) ξi,j,s(Epr) Ci
1− exp (−µ∗tot(Epr, Efl)ρd)

µ∗tot(Epr, Efl) . (2.1.2)

Thus, the number of detected fluorescence photons can be correlated to the concentration
Ci and the total mass deposition m̂ = ρd. In the case of a single element layer, the mass
deposition of that element can be directly computed with

m̂ = − 1
µ∗tot(Epr, Efl) × ln

(
1− Ni,j µ

∗
tot(Epr, Efl)

Npr(Epr) G(Ei,j) ξi,j,s(Epr)

)
. (2.1.3)
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2. METHODOLOGICAL BASES

As can be seen, if all geometric parameters of the setup and all FPs are known, the
latter taken usually from databases like [32] or [33], the mass deposition of the single
layer can be calculated without standards or references materials.

Such a reference-free quantification approach is e.g. used in Chapter 4 with the fully
calibrated instrumentation of the Physikalisch Technische Bundesanstalt (PTB). In com-
mercial XRF devices, like the one used in Chapter 3, often a FP based, standardless
quantification is implemented. In this case, fundamental parameters from data bases
are also used, but the instrumental parameters are determined by a calibration of the
instrument with calibration samples. These calibrations samples do not need to be stan-
dards and thus do not need to be similar to the unknown samples, which are to be
analyzed.

The reference-free and standardless quantifications can also be applied, when analyzing
samples with more than one element in a single layer (e.g. alloys). Then, Equation 2.1.2
becomes a set of non-linear equations. These equations can be solved with various
influence coefficients methods [30], where deviations from the linear correlation between
measured count rate and analyte concentration due to e.g. matrix effects or secondary
excitation can be corrected by influence coefficients. These coefficients are determined
theoretically from fundamental parameter equations or empirically from standards.

In the case of several layers, which include the same elements, the above-mentioned
approaches are no longer applicable. In these cases, quantification is carried out by
non-linear least square fitting using a model sample, where the mass depositions of each
layer are varied to match the calculated to the measured fluorescence intensities. Again,
this approach can be used in a reference-free or standardless method and is similar to
the quantification of angular resolved XRF profiles described in Section 2.4.2.

2.2. Grazing Incidence and Grazing Emission XRF

In Equation 2.1.1, a direct influence of the incident and detection angles ψpr and ψfl

on the detected count rate Ni,j is evident. For ever smaller ψpr or ψfl, the exponent
decreases, dampening the integral. The physical meaning behind this fact is an increase
of absorption either of the incident or the fluorescence radiation due to enlarged path
lengths in the sample. Thus, the depth, from which fluorescence radiation is created
and can reach the detector is adjustable by both angles and leads to depth resolving
capabilities in angular resolved (AR) XRF measurements.

Experimentally, the angle of incidence or the detection angle is varied and for each
angle an X-ray fluorescence spectrum is recorded. A plot of the recorded fluorescence
line intensities against the incident and detection angle, respectively, yields the angu-
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Figure 2.2.: Calculated Cu-Lα1 angular resolved XRF profiles of thin Cu layers (1 nm to
500 nm) excited with 1060 eV photons using Equation 2.1.2. a) shows the profiles for
shallow incident angles and a detection angle of 90◦. In b) the incident angle is fixed
at 90◦ and the detection angle is tuned.

lar resolved XRF profiles. Figure 2.2 shows computed Cu-Lα1 ARXRF profiles using
Equation 2.1.2 for a Cu layer of various thicknesses irradiated with a single 1060 eV
photon / s. The curves are calculated for a fixed solid angle of detection of Ω = 1 sr and
setting the detection angle in the shallow excitation case in a) and the incident angle
in the shallow detection case in b) to 90◦. The fundamental parameters are taken from
[32]. As can be seen, in both cases the ARXRF profiles of the different samples show
not only a variation of absolute intensity but indeed different shapes of the curves. In
the shallow excitation case in a), the fluorescence intensity increases towards smaller
incident angles because of ever more efficient excitation in the thin layers. For ψpr → 0◦,
all curves converge to

Ni,j = 1
4π

τi,s(Epr)
µtot(Epr)

ωi,s pi,j , (2.2.1)

as is shown in Appendix A. Since the attenuation coefficient µtot(Epr) is the sum of
the cross sections for photoionization, coherent and incoherent scattering, the fraction
in Equation 2.2.1 is the probability that the primary photon is absorbed in the sub-
shell corresponding to the detected X-ray fluorescence line rather than being absorbed
in another shell or scattered. Thus, the somewhat theoretical interpretation of Equa-
tion 2.2.1 is that in the ideal, infinite sample plane all incident photons interact with
the first atomic layer of the sample and some fixed fraction depending on the atomic
processes alone leads to the fluorescence radiation detected in 1 sr of the whole solid an-
gle of 4π. Since only the first atomic layer is interacting with the primary photons, the
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fluorescence intensity for ψ → 0 is independent of the sample thickness. The decrease of
fluorescence intensity for steeper angles in Figure 2.2 a) strongly depends on the sample
thickness and is explained by the reduced interaction probability for thin layers. In the
real world, two factors are actually decreasing the fluorescence intensity to zero for ψ
→ 0. First, the sample plane and the excitation footprint are finite and second, external
reflection might dominate for shallow ψpr. Both effects lead to losses in the excitation
channel and are discussed in Section 2.2.2.

The interpretation of the ARXRF profiles in Figure 2.2 b) is more straightforward.
The excitation conditions are the same for all detection angles ψfl but the number of
fluorescing atoms increases with the layer thickness, as long as the thickness is in the
range of the penetration depth of the primary photons. For ever shallower ψfl, the de-
tected fluorescence radiation decreases with sin(ψfl) due to self-absorption in the sample,
leading to zero intensity at ψ = 0 (also see Appendix A).

Despite the differences in the ARXRF profiles in Figure 2.2 a) and b), the physical
principles are the same and both types of angular scans can be used to extract infor-
mation about the in-depth distribution of the elemental composition (elemental depth
profiles) of the sample. Indeed, direct inversion of ARXRF profiles to get the elemental
depth profile of the sample is in some special cases possible, but is still a severely ill-
posed problem [34]. That means that more than one solution might exist and especially
with the influence of experimental errors a direct inversion is highly unstable. Therefore,
usually the elemental depth profiles of the sample are modeled and the expected angular
dependent fluorescence intensities, considering the setup specifications, are calculated
(forward calculation). Then, fitting the calculated and measured ARXRF profiles is
performed by adjusting the sample parameters (back calculation). Thus, quantitative
information about the sample is obtained only indirectly and the results, especially with
respect to uncertainties, need to be considered carefully, as will be discussed further in
Section 2.4.2.

For ever smaller incident or fluorescence emission angles, boundary effects such as
reflection and refraction at interfaces can occur. These effects must be taken into account
to correctly predict the fluorescence radiation intensity of a sample. On the other hand,
the boundary effects, the occurrence of interference effects and thus the dependence on
geometric length scales, makes the method sensitive to layer roughness, layer thicknesses
and densities. Furthermore, local electrical field enhancements due to an X-ray standing
wave (XSW) field can further increase the elemental sensitivity, as will be considered in
the following.
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2.2.1. The Complex Refractive Index

To describe X-ray scattering by a multi-electron atom, the complex atomic scattering
factor f is used. It relates the scattered electric field amplitude to that scattered by a
single, free electron. In the limit of short wavelengths (relative to the Bohr radius) or
forward scattering, the complex atomic scattering factor f0 = f0

1 − if0
2 can be directly

linked to the complex refractive index n = 1− δ − iβ via [35]

δ = nareλ
2

2π f0
1

β = nareλ
2

2π f0
2 . (2.2.2)

Here, na is the average density of atoms, re the classical electron radius and λ the wave-
length of the radiation. As can be seen when considering a plane wave propagating
through matter, δ and f0

1 respectively describe the phase shift relative to a wave propa-
gating in vacuum and β and accordingly f0

2 are responsible for the exponential decay of
the intensity. Indeed, f0

2 and thus β are directly linked to the photoelectric cross section
τ through [35]

f0
2 = τ

2reλ
and β = naλ τ

4π . (2.2.3)

In the whole X-ray regime, δ and β are small (usually positive) numbers of order 10−2

to 10−6 or less and β is usually smaller than δ. Therefore, reflection and refraction
at interfaces between two materials is negligible for non-shallow angles and not further
considered in conventional XRF analysis, where usually a single non-shallow incident
and detection angle is used.

2.2.2. Shallow Excitation

Considering a plane X-ray wave propagating from a material with refractive index n1 to
a material with refractive index n2 with n1 > n2 and neglecting absorption (β = 0), a
critical angle for total external reflection ψc can be defined from Snell’s law as

ψc = arccos(n−1
rel ) , with nrel = n1

n2
. (2.2.4)

For incident angles below ψc, the incident wave is completely reflected and only an
evanescent wave propagates along the surface with exponentially decreasing amplitude
normal to the surface. The latter is not strictly true for lossy media (β > 0), where also a
small wave vector component normal to the interface exists and absorption in the second
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Figure 2.3.: Reflectivities for a) a vacuum-to-CuO and b) a CuO-to-Si interface and dif-
ferent photon energies. In a) total external reflection occurs and the critical angle ψc
is indicated. Data for δ and β are taken from [39].

media occurs. Such interface effects at shallow excitation conditions need to be taken
into account when calculating fluorescence intensities and reflectivity at the interface
is significant. The requirements to allow specular reflection are a sample surface with
small waviness and a root mean squared roughness (RMS) below a few nm (depending
also on the wavelength and the incident angle) [36, 37].

An accurate description of the reflectivity at an ideal (sharp, no roughness) interface
for perpendicular (Rs) and parallel (Rp) polarized light is given by the Fresnel equations
[38]

Rs =

∣∣∣∣∣∣
nrel cos(ψ)−

√
1− n2

rel sin2(ψ)

nrel cos(ψ) +
√

1− n2
rel sin2(ψ)

∣∣∣∣∣∣
2

Rp =

∣∣∣∣∣∣
cos(ψ)− nrel

√
1− n2

rel sin2(ψ)

cos(ψ) + nrel
√

1− n2
rel sin2(ψ)

∣∣∣∣∣∣
2

(2.2.5)

Figure 2.3 shows the calculated reflectivities (the results apply for Rs and Rp) for
X-rays propagating from a) vacuum to CuO and b) CuO to Si for 1060 eV, 3 keV and
5 keV. Since the real part of the refractive index of vacuum is greater than that of CuO
(<(n1) > <(n2)), the reflectivity for incident angles ψ < ψc (with ψc from Equation 2.2.4)
in Figure 2.3 a) is increasing strongly, reaching values close to 1 for 3 keV and 5 keV
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Figure 2.4.: XSW field intensity in front of and in a 30 nm thick CuO layer on a Si
substrate. The density of the CuO layer is set to 6.31 g/cm3, Debye-Waller factor is
zero and the incident X-rays have an energy of 1060 eV and are polarized parallel to
the plane of incidence. The atomic scattering factors for the calculation are taken from
[40].

photons. For incident angles above ψc the reflectivity quickly drops to zero. The soft
X-rays at 1060 eV have a larger critical angle (ψc = 2.31◦) and thus significant reflection
at larger incident angles compared to hard X-rays. However, the high absorption in the
second material leads to losses in the reflected intensity, reducing the reflectivity well
below 1 even for incident angles below ψc. In the case of the second interface in b) no
total reflection occurs, since <(n1) < <(n2). Here, the reflectivities for soft X-rays are
usually larger than for X-rays with higher energies, leading to considerable values at
steeper angles.

To correctly calculate the fluorescence intensities of a sample irradiated at shallow
incident conditions, the mentioned boundary effects bust be considered. L.G. Parratt
developed an iterative algorithm to calculate the electric field amplitudes at each depth
position for a sample of multiple homogeneous layers, using the Fresnel equations at each
interface [41]. The resulting electric field amplitudes can render nodes and anti-nodes due
to interference of incident and reflected radiation (schematically shown in Figure 2.5 a)
top). Thus, the modulated field intensity, also referred to as X-ray standing wave (XSW)
field, modulates the excitation intensity with depth. As an example, the XSW field of a
30 nm CuO layer on top of a silicon substrate is shown in Figure 2.4. The plot shows the
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Figure 2.5.: Cu-Lα1 ARXRF profiles of thin Cu layers on a silicon substrate as in Figure 2.2.
However, here the profiles are shown with (solid lines) and without (dashed lines) the
boundary effects taken into account. On the top, the principles of GIXRF in a) and
GEXRF in b) are schematically shown.

depth dependent (x axis) XSW field enhancement compared to the incident field intensity
for various incident angles (y axis). Depth zero is defined as being 20 nm above the CuO
surface, i.e. in vacuum. The CuO layer is at depth 20 nm to 50 nm and after a depth of
50 nm the first 10 nm of the silicon substrate are shown. The maximum enhancement
close to a factor of 4 can be found for angles below 0.7◦ and at distances above 15 nm
from the surface. In this region, the reflectivity of the incident beam at the first interface
is above 70% (see Figure 2.3) but due to the phase shift after reflection, the XSW field
maximum is a few nm above the surface. In principle, the nodes and anti-nodes of the
XSW field can shift through the sample with varying incident angle. Thus, they can be
regarded as nano-scaled sensors for X-ray fluorescence excitation, which further enhance
depth resolution and sensitivity as compared to excitation without XSW field.

Figure 2.5 a) shows the GIXRF profiles of pure Cu layers on a Si substrate taking
reflection and refraction into account and compares them with the results of the Sherman
equation from Figure 2.2. Clearly, the effect of reflection of the primary radiation is seen
for shallow incident angles, where the fluorescence intensity now drops to zero. But also,
enhancement effects as compared to the case without XSW field are evident especially for
the thin layers. Note that the high sensitivity in total external reflection XRF (TXRF)
is partly due to this enhancement effect.

In a grazing incidence X-ray fluorescence (GIXRF) experiment, the incident angle
of the excitation radiation ψpr is scanned in proximity of the critical angle for total
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external reflection ψc (e.g. 0 < ψpr < 3ψc). The incident beam needs to be collimated
and monochromatized to guarantee a sufficient transversal and lateral coherence of the
beam and permit the formation of an XSW field. This is easily done at synchrotron
radiation facilities, where low divergence and high photon numbers are available. For
divergent laboratory sources, e.g. multilayer mirrors and appropriate element filters
can be applied at the expense of excitation intensity. Assuming a suitable incident
beam, the projection of that beam on the sample surface (footprint) might extend the
sample dimensions or detector field of view, leading to further efficiency losses. This
effect is especially strong in the hard X-ray regime, where ψc, and therefore the probed
angular range, is shallower than in the soft X-ray regime. On the other hand, the
(usually) energy-dispersive detector can face the sample surface, which allows for the
closest possible detector distance in an XRF experiment, maximizing the solid angle
of detection. In addition, the steep detection angles minimize self-absorption of the
fluorescence radiation. Thus, the probed depth region is defined by the absorption of the
incident beam, which leads to most efficient excitation conditions at every probed ψpr.
Whether the enhancing or deteriorating effects concerning efficiency dominate depends
on the actual setup geometry and the probed sample.

Besides the setup requirements, a further analytical challenge in GIXRF analysis is
the precise knowledge of the effective solid angle of detection. As mentioned, for short
sample-to-detector distances ddist, the footprint on the sample easily extends the field
of view of the detector. In this case, regions of the footprint exist, where the detector
chip is partly covered by the detector housing. This effect depends on the incident angle
and distorts the GIXRF profiles. If the setup geometry is precisely known (ψpr, ddist,
detector configuration), the effective solid angle of detection can be calculated to correct
the GIXRF profiles [42, 43].

2.2.3. Shallow Detection

In the case of shallow detection angles, the fluorescence radiation of the analytes in the
sample can be reflected and refracted at the existing interfaces. Therefore, presuming
smooth interfaces, the fluorescence at grazing emission (GE) angles is also modified as
compared to the theoretical description by the Sherman equation. The direct comparison
is shown in Figure 2.5 b), where similar to the shallow excitation case at small ψfl

an additional decrease of the fluorescence intensity appears. Here, the fluorescence
radiation is reflected at the sample-to-vacuum interface and cannot reach the detector.
Less obvious is the appearance of fluorescence enhancement especially for the thin layers
at ψfl ≈ 1.7◦.

Considering a thin layer on a substrate, fluorescence radiation of that thin layer can
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reach the detector directly or via an even number of reflections at the sample-to-vacuum
and the sample-to-substrate interface (Figure 2.5 b) top). Due to the different possible
detection paths, interference patterns and fluorescence intensity enhancement can occur
in the GEXRF profiles. A direct calculation of GEXRF intensities by applying the Fres-
nel equations to the interfaces of a sample with several homogeneous layers is performed
by Urbach and de Bokx [44]. The authors started by calculating the far field intensity
at the detector due to a single fluorescing atom and integrated the result over a distri-
bution of these atoms in depth. Thus, the interference pattern observed origins from
the self-interference of the probability wave function of every fluorescence photon. This
statement is also demonstrated in Section 6.2.5, where only single photons are detected
but the predicted interference pattern is observed. It has to be emphasized again that
no coherent excitation of the sample is necessary to obtain the enhancement from the
interference pattern, which is beneficial for laboratory sources.

Already in 1983 R.S. Becker, J.A. Golovchenko and J.R. Patel compared and discussed
the similarities in GIXRF and GEXRF measurements [45]. Later, in 1995, P.K. de Bokx
and H.P. Urbach showed the physical similarities between GIXRF and GEXRF by ap-
plying the reciprocity theorem of optics in the calculation of GEXRF profiles [21]. The
theorem states that the electric field from a dipole source at a detector is the same, if
the positions of detector and source are exchanged. Therefore, instead of calculating the
fluorescence intensity of a single fluorescing source in a sample directly, also the electric
field at the position of the atom can be calculated assuming an X-ray beam incident on
the sample. Only the incident angle has to be equivalent to the former detection angle
and the photon energy needs to be the one of the detected fluorescence line. Thus, by
calculating the X-ray standing wave field for an incident photon energy equal to the
fluorescence energy and integrating over the source strength distribution in depth, also
the GEXRF profiles can be obtained.

In comparison to GIXRF, the fundamental excitation conditions of GEXRF measure-
ments are less efficient and self-absorption of the fluorescence radiation in the sample
(due to shallow detection angles) is higher. Together with the usually better solid angle
of detection due to the small sample-to-detector distance, detection limits in GIXRF are
usually better by 2 orders of magnitude compared to GEXRF measurements [36]. On
the other hand, there are several advantages of the GEXRF method. First, the angular
profiles are depending on the X-ray fluorescence energy and not the excitation energy,
which leads to a larger critical angel (Equation 2.2.4) and broader angular intensity pat-
terns, reducing the requirements on the angular resolution. Furthermore, the incident
beam does neither have to be monochromatic nor parallel and even particle excitation
can be used [46]. Thus, also focusing optics or polychromatic excitation might be ap-
plied, which increase the efficiency in the excitation channel, especially for divergent
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laboratory X-ray sources. Furthermore, due to the use of focusing optics, the lateral res-
olution in GEXRF experiments is superior to GIXRF, where for shallow angle excitation
footprints with extensions of mm are reached.

The drawback in the excitation efficiency of GEXRF measurements can be compen-
sated to some extend by also applying shallower incident angles, which becomes more
important with decreasing layer thickness and for surface analysis. Depending on the
sample system, a compromise between efficiency and lateral resolution can be found.
However, the requirements on the angular resolution also demand small solid angles of
detection, which is the second bottleneck for an efficient GEXRF setup. This latter
disadvantage can be exploited by applying wavelength dispersive detectors with their
inherent relatively small solid angle of detection to enhance the analytical capabilities
of the setup [22, 47]. Alternatively, the overall solid angle of detection can be increased
for an GEXRF setup, if the various fluorescence emission angles are not measured suc-
cessively, but rather simultaneously with a scanning-free GEXRF approach.

2.3. Scanning-Free GEXRF

Kayser et al. showed the applicability of digital energy-dispersive area detectors to
scanning-free GEXRF analysis [24]. The detector, a PILATUS 100 K, operates in a sin-
gle photon counting mode to use the linear correlation between the number of created
electron-hole pairs in the CCD chip and the photon energy, enabling energy-dispersive
measurements. The spatial resolution of the area detector can directly be used to de-
termine the emission angle of the detected fluorescence radiation, if the setup geometry
is well-known. Indeed, every pixel can be regarded as a small energy-dispersive detector
with small solid angle of detection allowing for high angular resolution. The high effi-
ciency due to the large solid angle of the detection is achieved by the thousands or even
millions of parallel working pixels. Besides the superior efficiency of the scanning-free
GEXRF approach, also the stability of the setup can be expected to be improved with
respect to an angular scan, due to the lack of moving parts during the measurement.

2.3.1. Single Photon Counting with a CCD - Energy Resolution

The key element of the scanning-free GEXRF method is a two-dimensional, energy-
dispersive detector. After the late 1980s special high resolution area detectors like the
pnCCD [48, 49], the Medipix [50] and PILATUS [51] detector have been developed, facil-
itating (semi-) energy-dispersive properties. However, the development of these devices
was motivated by space missions and large-scale facility measurements, which enabled
outstanding performance but up to date high cost and operational complexity. Conven-
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Figure 2.6.: Schematic view of a) front-illuminated and b) back-illuminated CCD. The
absorbed photon creates a charge cloud, which drifts towards the potential well beneath
the pixel structure.

tional CCDs, which are nowadays commercially distributed by a number of companies,
are used for scientific X-ray analysis since the 1970s [52, 53]. Yet, exploitation of their
energy-dispersive properties started just in the last decade [54, 55, 56]. The principle
for differentiating photon energy is similar for all mentioned devices and is based on the
proper analysis of deposited energy of every detected photon.

If an X-ray photon hits the absorber material of the detector chip, it can create a
high energetic photoelectron by photoionization. This photoelectron interacts with the
surrounding atoms and leads to electron impact ionization, creating further electron-
hole pairs. The generated mean number of electron-hole pairs Neh in the charge cloud
depends on the chip material and the energy of the detected fluorescence photon Eph

by Neh = Eph/W , where W is the electron-hole pair creation energy, e.g. W = 3.62 eV
for pure silicon [30]. This basic principle of energy discrimination can also be used in a
conventional charge-coupled device (CCD) for X-ray applications, if operated in a single
photon counting mode.

A general explanation of the working principles of CCDs can be found for example
in [57]. The following description will focus on single photon detection and evaluation.
A CCD consists of an absorber material with a fully depleted detector volume and a
mesh of electrodes creating potential minima (pixels) in the substrate (Figure 2.6). The
primary charge cloud created in the absorber has a size in the nm range [58] but due to
diffusion processes on its way to the potential minima below the CCD pixel structure,
it expands to diameters in the µm range. Depending on the path length of the charge
cloud to the potential well, which is usually larger for back-illuminated CCDs, the charge
cloud size can reach values in the order of the pixel size of the CCD [59, 60, 61, 62], with
a two-dimensional shape well-approximated by a Gaussian curve [63]. This can lead to
a splitting of the total charge to several neighboring pixels (split events), as illustrated
in Figure 2.6 b). During image recording, charges are accumulated and stored in the
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Figure 2.7.: Darkframe corrected image of soft X-ray single photon events detected with
a commercial CCD. Computer algorithms are needed to evaluate the hundreds to
thousands of events in every measurement frame.

pixel structure. Then, the charges are successively shifted to the read-out amplifier and
subsequent analog-to-digital converter. By the exact knowledge of the shifting process,
the spatial information for each measured charge is preserved.

The first challenge in the analysis of single photon events (SPEs) is to identify SPEs
in the image. Figure 2.7 shows a section of a dark image corrected CCD frame (a
frame with the same camera settings but without illumination is subtracted from the
measurement frame) with a number of SPEs visible as bright spots. Many of the SPEs
are split events consisting of up to 4 pixels, as is exemplarily shown in the enlarged
frame. Also, the pixels without SPEs show intensity variations due to noise, thus, the
signal-to-noise ratio in the frame already gives a lower boundary for the detectable SPE
intensity, i.e. the accessible spectrum towards low photon energies. Furthermore, if a
relevant number of split events occur, they need to be identified and either rejected or
the actual charge cloud intensity from the intensity distribution in the split events has
to be calculated.

Several approaches can be found in the literature to analyze single photon events,
the algorithms also depending on the purpose of the measurement and applied CCD
detector. SPE analysis is performed in wavelength dispersive measurements to increase
the spatial resolution to the subpixel regime, by using center of gravity calculations
[61, 60, 64]. In [64] the algorithm is described by finding pixels with intensity above an
empirical threshold and using the N × N area (N = 3 or 5) centered at the pixel to
calculate the center of gravity. The intensity of SPEs can also be facilitated to preselect
valid events. They are filtered from the whole CCD image if their intensity is within
a region of interest (for the expected measured energy range), which can enhance the
signal-to-noise ratio of the wavelength dispersive spectra [65, 62]. Lawrence et al. [62]
calculate for that purpose sum intensities of every 2×2-pixel box of the images and
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compare them with every overlapping box. SPEs are then defined for those boxes with
maximum intensity in the comparison and subsequently the centroidal position and the
SPE intensity are calculated for each box. The algorithm of Szlachetko et al. [65] works
only for monochromatic radiation. Here, the SPEs without event splitting (1-px events)
are used to get an estimate of the expected summed intensity of the split events, which
are considered for up to four pixels. SPE evaluation can also be applied in full-field XRF
imaging by using a pinhole camera with a CCD as energy-dispersive detector [55, 56].
While Alfeld et al. [55] just rejected every photon event, where less than 95% of the
intensity is found in any of the single pixels of an SPE, the algorithm by Romano et
al. checks a monotonic decrease of the neighboring pixels to identify an event. Energy-
dispersive spectra of a CCD in a space mission are obtained in [66] by classification of
the intensity distribution in 3×3 pixel boxes into 8 grades. Depending on the grade,
intensities of the corner pixels in the box are used or rejected.

Summarizing, a large variety of SPE evaluation algorithms exists, all of them dealing in
one way or the other with the direct shape of each SPE. However, often the descriptions,
if given at all, lack details on the algorithm or on the criteria of choosing apparently
applied thresholds. Especially in the soft X-ray range, where the signal-to-noise ratio
(of pixel intensities) due to the smaller photon energy compared to hard X-rays is low,
SPE treatment is crucial. Therefore, in Section 5.4.1 an own algorithm is developed,
evaluated and adjusted for the performed soft X-ray fluorescence measurements.

Finally, some notes on noise in CCD images are given, since it not only defines the
lower limit of the energy spectrum obtainable by the CCD, but also effects the energy
resolution, as it is directly linked to the signal-to-noise ratio (see also Section 5.4.2).
First, there might be inhomogeneous systematic offsets in every recorded CCD frame.
These could result e.g. from insufficient charge transfer efficiency (probability that no
electrons get lost when shifting charges during readout), unequal pixel efficiencies or
hot pixels (increased dark current). If the effects are known, they can be compensated
for or some pixels can be ignored during image processing. Furthermore, there are two
significant statistical noise contributions, which can be influenced by the user via camera
settings. On the one hand, during the recording time electron-hole pairs can be created
by thermal excitation and accumulate in the potential wells. This dark current can
be corrected for by subtracting a dark image, i.e. an image with the same recording
parameters but without illumination. However, the dark current itself has a statistical
deviation, which is why the dark current and the dark current shot noise is usually
reduced by cooling the CCD chip. The second significant noise contribution is the on-
chip amplifier noise or readout noise. It origins from the sampling of the data and
increases with the readout frequency, for which often different settings can be chosen
by the user. Especially for the GEXRF measurements with the conventional CCD, a
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Figure 2.8.: Schematic illustration of positions on a CCD chip corresponding to the same
fluorescence emission angle in a scanning-free GEXRF setup.

compromise has to be made between fast readout (reduced overall measurement time)
and low noise level.

2.3.2. Geometry Considerations - Angular Resolution

Fluorescence radiation from a sample, which has the same emission angle ψfl with respect
to the sample surface, is emitted in a cone-like shape, with an aperture of 2× (90◦−ψfl).
The equi-angle lines on a flat CCD detector are slice planes of the cones, having the
shapes of hyperbolas (see Figure 2.8). If the position of the CCD detector is known
with respect to the excitation spot on the sample (vertex of the cone), for each position
on the CCD chip the respective emission angle of the fluorescence radiation can be
calculated. During his PhD thesis in the research group Analytical X-ray Physics at
the Technical University of Berlin, C. Herzog developed an algorithm to calculate ψfl

for an arbitrary sample position and point in space, using simple vector calculations in
3-dimensional space. Furthermore, he implemented the algorithm of Asvestas et al. [67],
which can compute the solid angle of any polygon with respect to a point in space. In
the Bachelor’s Thesis by F. Förste [68], both codes were applied to the calculation of
corresponding fluorescence emission angles (angle maps) and solid angles of detection
(solid angle maps) for every pixel on a CCD chip, given any detector geometry with
respect to the sample.

Such calculations can be used to investigate the influence of the hyperbolic shape of
the equi-angle lines on the CCD chip with respect to the angular resolution ∆ψfl. For
this purpose, angle maps are calculated for a conventional CCD as it is used in this
thesis, i.e. 515×2046 pixels with 13.5×13.5 µm2 pixel size. The geometry used in the
calculations is sketched in Figure 2.9 and shortly described hereafter. The CCD chip is
aligned with the larger aspect in the horizontal plane and the chip is perpendicular to
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Figure 2.9.: Schematic illustration of geometric effects on angular resolution.

the sample plane. Also, the lower CCD edge is parallel to the sample plane and has zero
distance to it. The closest distance of the CCD to the excitation position on the sample,
which is also the sample-to-detector distance dCCD, is situated at the center of that
edge. Now, the number of pixel rows needed to confine an equi-angle line (equi-angle
smearing, see Figure 2.9 a)) is calculated for every ψfl. The results for various dCCD are
shown in Figure 2.10 a). The y axis shows the various fluorescence emission angles of the
CCD in a sample-to-detector distance on the x axis. The black corner to the top right
arises from the limited extension of the CCD, so that these angles cannot be detected at
large distances. The colorbar indicates the effect of the equi-angle smearing in units of
pixel rows. As can be seen, for larger emission angles and smaller dCCD, the equi-angle
smearing increases. Already for dCCD = 10 cm, the curvature of the equi-angle lines
can be expected to influence the angular resolution, but even smaller sample-to-detector
distances are envisaged to improve the overall solid angle of detection. However, if the
geometry is known, then the angle maps can be calculated and pixels corresponding to
the same fluorescence emission angle (or rather an angular range) can be combined for
the evaluation. The calculations here are performed for a perpendicularly aligned CCD,
which in an experimental setup might not always be possible (or desired). For a tilted
CCD, the correct angle map calculation is even more important, since summing pixel
intensities over rows or columns then leads to severe distortions of the GEXRF profile.

If the angle maps on the CCD detector can be correctly calculated, the angular resolu-
tion of the scanning-free GEXRF measurement is still limited by two more effects. First,
the pixel size itself influences the angular resolution (pixel broadening), since every pixel
detects a small fluorescence emission angle increment, as is shown in Figure 2.9 b). In a
first order approximation, the angular resolution ∆ψfl depends on the pixel edge length
dpx and the sample-to-detector distance dCCD as ∆ψfl ≈ dpx/dCCD. Thus, small pixel
sizes are required, especially, if the sample-to-detector distance is to be minimized. How-
ever, there are technological limits for the pixel size, which might be overcome by using
the subpixel resolution properties when carefully analyzing split events as is mentioned
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Figure 2.10.: a) Degradation of angular resolution due to equi-angle smearing for de-
tectable fluorescence emission angles and different sample-to-detector distances. b)
Degeneration of the angular resolution due to footprint broadening. For details please
refer to the text.

above. The second degenerative effect on the angular resolution origins from the finite
footprint size, i.e. the sample area from which fluorescence radiation is emitted. As is
illustrated in Figure 2.9 c), radiation emitted from different spots in the sample plane
with the same emission angle will hit the detector at different positions. The influence
of this effect is estimated in Figure 2.10 b) for a CCD with the above-mentioned specifi-
cations and geometry but with dCCD = 5 cm to emphasize the effect. Each grid point in
the image represents a position in the sample plane with the center of excitation in the
middle of the image. Now, for each point of the grid, the angle maps on the CCD are
calculated as if all fluorescence radiation is emitted only from that point and compared
to the angle map of the center position. Then, the pixelwise absolute difference of the
two compared angle maps is calculated. The maximum of the angle differences is the
value shown in Figure 2.10 b) for each grid point. It yields an upper estimate for the
degradation of the angular resolution due to footprint broadening. As can be seen, the
angular resolution degrades stronger with an extended footprint in the x axis, which is
the direction towards the CCD detector. The red diamond like shape represents the foot-
print extension, which would just result in a resolution degeneration similar to the pixel
broadening (0.015◦). Thus, in the present case, the footprint in the sample plane should
be confined to 100×500 µm2 to prevent a significant decrease in the angular resolution.
Of course, for every detector geometry, this effect should be considered separately, as is
done for the different measurements in this thesis in Chapter 6.
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2.4. Software for (AR)XRF Evaluation

2.4.1. xrfLibrary and xrlfupa for X-ray Fluorescence Calculations

In the research group Analytical X-ray Physics of the Technical University of Berlin exist
two software packages to handle fluorescence calculations. The “xrlfupa” allows access
to various published fundamental parameter databases like the compilation of Elam
et al. [32] and Ebel et al. [33] for integral cross sections or Chantler [40] for atomic
scattering factors. If necessary, the databases can be adjusted and extended to use new
and more reliable values or such from measurements instead of theoretical calculations
and interpolation. Furthermore, the xrlfupa is implemented into the “xrfLibrary”, the
second software package, which allows to calculate the detected X-ray fluorescence of an
arbitrary sample. The xrfLibrary can be used to simulate a complete XRF experiment,
from e.g. calculation of a polychromatic X-ray tube spectrum, which can be altered
by transmission filters or optics and used for the fluorescence excitation in the sample.
The sample is modeled by discrete layers, each with its own composition, thickness and
density. The Sherman equation is applied to all layers, considering absorption of primary
and fluorescence radiation, as well as cascade effects and Coster-Kronig transitions in
the fluorescence production itself. Optionally, secondary fluorescence can be calculated
using the algorithm of de Boer [31].

If the number of fluorescence photons from a sample is to be calculated, which consists
of several homogeneous layers, Equation 2.1.1 has to be applied to all the layers and
for every layer the influence of the top layers (absorption of incident and fluorescent
radiation) must be taken into account. Similarly, a continuous change of the sample
composition can be approximated by subdividing the sample into N homogeneous layers,
resulting in a step-wise change of the composition. For large N , this approximation can
be reasonable.

Recently, L. Lühl and C. Herzog adapted the xrfLibrary to handle grazing incidence
and grazing emission XRF calculations by taking into account refraction and reflection
at interfaces as well as special detector geometries. For this purpose, the X-ray standing
wave (XSW) field can be calculated for a sample defined in the xrfLibrary framework,
following the work of de Boer [37], which is based on the equations of Parratt [41]. For
GIXRF calculations, Equation 2.1.1 needs to be adapted. First, the absorption term in
µ∗tot for the incident radiation is removed, since the absorption of the incident radiation
is already included in the XSW field. Second, the XSW field intensity IXSW is introduced
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as further excitation factor in the integral over depth. Both adaptions lead to

Ni,j = Npr(Epr) G(Ei,j) ξi,j,s(Epr) ρ Ci
∫ d

0
IXSW(Epr, ψpr, x) exp

(
−µtot(Ei,j)

sin(ψfl) ρx

)
dx .

(2.4.1)

In practice, the integral is solved numerically by subdividing the layers of the samples
into virtual, thin sublayers, for which the XSW field can be assumed to be constant (a
typical thickness is 0.1 nm). For each sublayer, the absorption of the fluorescence in the
superposed sublayers has to be accounted for.

For GIXRF experiments, the solid angle of detection is usually strongly affected by the
tuned incident angle. In the xrfLibraray, the solid angle of a polygon shaded by another
parallel polygon can be calculated, applying the formulas of Asvestas and Englund [67].
This is used to compute the effective solid angle of detection of e.g. an SDD detector
consisting of chip and housing in front of the excited sample. Further details and a
comparison to the solid angle of detection calculation of similar systems by Beckhoff et
al. [42] can be found in [43].

The XSW field can also be applied for the calculation of GEXRF profiles as is rendered
plausible by P.K. de Bokx and H.P. Urbach [21]. In this case, a virtual XSW field (there
is no actual formation of an X-ray standing wave field, see Section 2.2.3) is calculated
for every fluorescence energy and the produced fluorescence intensity of every virtual
layer is modified by the respective virtual XSW field intensity in this layer. In contrast
to the GIXRF case, now the absorption of the primary radiation is considered and the
absorption of the fluorescence radiation, which is already included in the virtual XSW
field, is omitted.

Since the calculation of the XSW field is already implemented in the xrfLibrary, also
the GEXRF profiles calculated with the xrfLibrary use the approach of [21]. This
also allows a straight-forward comparison of GI- and GEXRF measurements with the
same sample model, as is applied in Section 4.5 and 6.3.4 for gold-doped copper oxide
nanofilms.

For scanning-free GEXRF measurements, the xrfLibrary can also be used to calculate
the solid angle of detection of every pixel on the CCD chip, again with the formulas of
Asvestas et al. [67]. Especially for a tilted CCD, the solid angle of detection of each
angular region used to compute the intensities of the GEXRF profile can vary drastically
due to the different numbers of pixels included in these regions (e.g. the highest detected
angles are confined to the corner of the CCD chip).

Both the xrlfupa and the xrfLibrary are programmed in C++ using an objective
orientated approach, which makes the software highly adaptable. Also, an interface to
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the high-level programming language Python is available for most functions, allowing
easy data handling and access to the various well documented additional packages for
example for fitting routines. This is notably of importance for depth profiling approaches.

2.4.2. Depth Profiling

So far, only the forward calculation of fluorescence intensities for a sample measured with
tunable excitation or detection angles was described. Depth profiling from these angular
resolved X-ray fluorescence (ARXRF) profiles (back calculation) can be performed by
modeling the measured sample, comparing the calculated fluorescence intensity of the
model with the measured fluorescence intensity and adjusting the sample parameters by a
non-linear least square fit. The calculation of a GI- or GEXRF profile with the xrfLibrary
can take several seconds up to minutes on a modern desktop PC, depending on the
number (virtual) layer of the sample and the number of angles used for the profile. Thus,
the whole back calculation procedure can take several minutes up to hours, depending
on starting parameters and convergence of the fit. The back calculations in this thesis
use χ2 minimizations based on the Levenberg-Marquard algorithm (if boundaries for
the parameters are applied) or a Trust Region Reflective algorithm (if no boundaries
are used), which are both implemented in the python function curve fit of the package
scipy.optimize. They will be further described later.

A χ2 minimization, if successful, gives the maximum likelihood estimators of param-
eters, which are applied to a model that reflects the physical principle behind a mea-
surement. However, this is only true if first of all, the model is a good approximation
of the “real” physical principles responsible for the measurement results and second, if
the measurement errors are normal distributed. This has to be kept in mind, especially
when quantitative information is to be derived. In the case of ARXRF analysis, the
model parameters a0, a1, ... aM−1 are the M parameters of the sample (like density,
roughness, composition and thickness of the layers in the sample) and the weighted χ2-
fit minimizes the sum of squares of the weighted differences of N measured (yi) and
calculated (y(xi|a0...aM−1)) fluorescence intensities [69]

minimize χ2 ≡
N−1∑
i=0

(
yi − y(xi|a0...aM−1)

σi

)2
. (2.4.2)

Here, σi is the normal distributed error of measurement yi.
There are differences in algorithms and quantitative statements, if the model function

y(xi|a0...aM−1) depends in a linear or non-linear way on the model parameters. Often,
an estimated covariance matrix C for the best fit parameters is given by χ2 fitting
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algorithms. In the case of a linear χ2-fit and normal distributed uncertainties of the
measurement values, the diagonal elements of the covariance matrix are directly linked
to the parameter uncertainties ∆aj by

∆aj =
√

Cjj (2.4.3)

The models used for ARXRF fitting are usually non-linear. Even in these cases, the
error estimations by the covariance matrix might hold, if the χ2-distribution close to
the minimum can be approximated by a quadratic form. Then, the model function is
approximately linear in the parameters [70, 69]. The approximation needs to be valid
in the range of the uncertainties of the parameters given by Equation 2.4.3 themselves,
which is already one reason why the results should be treated with care. Furthermore,
the precondition of the measurement uncertainties being normal distributed needs to be
kept in mind.

If some of the conditions are not fulfilled, the bootstrapping method might be applied.
In this method, various new synthetic data sets are drawn from the actual measurement,
fitted again with the same χ2-fit and the distribution of best-fit parameters is used for
an uncertainty estimation [69]. Obviously, if a single fit needs already several minutes
up to hours for convergence, the whole bootstrapping process can need days and is not
applied in this thesis.

For the evaluation of GIXRF and GEXRF profiles in this thesis, the uncertainties of
the fits as defined by Equation 2.4.3 are given and their analytical value is discussed. Of-
ten, the given uncertainties will be declared unreliable due to an insufficient model on the
one hand, or a too complex model on the other hand. In the latter case, the introduced
parameters might interfere with each other and lead to unreliable error estimates. Also,
for the GIXRF measurements in Section 4.5, an additional large uncertainty originating
from the solid angle of detection is introduced. This uncertainty is clearly not normal
distributed, further diminishing the quantitative values of the result. Since the solid
angle of detection has a stronger influence in GIXRF measurements than in GEXRF
measurements, there might be an advantage for the latter concerning the analytical
validity.

There exists a variety of algorithms to minimize χ2, which can be roughly grouped
into local models, which will find a local minimum in the proximity of the starting values
of the parameters and global methods, which strive to find a global minimum (and thus
a probably better solution of the parameters). The Levenberg-Marquardt algorithm is
a local minimization method. It decreases χ2 with a steepest descent method if the
parameters are still far from the parameters minimizing χ2 and switches to a method
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approximating χ2 by an analytical function to directly approximate the minimum, if the
parameters are close to the minimizing ones [70, 69]. This combination yields a good
robustness and quick convergence, which is why the method has become a standard
algorithm for least-squares fitting. However, if the starting parameters are far from
the best-fit parameters, the step size (change of parameters) is rather small, since a
steep decent (strong change in χ2) is expected. Here, a Trust Region algorithm, which
is closely related to the Levenberg-Marquardt method, can show a better performance
with respect to conversion time. These methods tend to better estimate the necessary
step sizes by estimating “trusted regions”, where the analytical estimation to the χ2-
function is sufficient. Furthermore, the Trusted Region Reflective algorithm [71] can
handle boundaries for the parameters and is used, when those are given. For further
details also refer to the python documentation for scipy.optimize.least squares in [72].

Global minimization methods as e.g. “particle swarm” have a better chance to find a
global minimum of χ2. However, such algorithms often perform many more iterations
than local minimization methods and thus the total fitting time is usually increased.
This is not convenient for the fits in this thesis, where every single iteration step already
takes several tens of seconds. However, in for instance the particle swarm algorithm,
hundreds of the iterations are similar and independent of each other. Thus, parallel
programming and efficient use of processing unites with multiple cores (probably ideally
the graphics processing unit due to its thousands of cores), might decrease the fitting
time drastically (ideally to the duration a single iteration takes) and make the whole
evaluation processes more efficient in the future.

2.5. Soft X-rays in Scanning-Free GEXRF Analysis

There is no strict definition of soft X-rays with respect to exact energy limits of this
electro-magnetic radiation. Here, the definition of [35] is followed, roughly defining the
energy of soft X-rays to be in the range of 250 eV to several keV. Accordingly, the energy
of hard X-rays ranges from several keV up to several 100 keV.

2.5.1. Application of Soft X-rays

The use of soft X-rays in GEXRF experiments has several advantages in comparison
to excitation with hard X-rays. First of all, the photoionization cross sections for light
elements can be 1-3 orders of magnitude higher, directly increasing the sensitivity for
thin films or contaminants. Furthermore, the larger photoionization cross sections lead
to a decrease in penetration depth for soft X-rays, which in principle increases depth-
resolving properties. Also, the critical angle for total reflection typically increases with
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the wavelength, so that the depth sensitive part of the GEXRF profile is extended over
a wider angular range. In scanning-free GEXRF, this requires the detector to be placed
closer to the sample, which is beneficial for the overall solid angle of detection and
thus setup efficiency. Of course, the angular resolution degrades with closer sample-to-
detector distances, but angular intensity patterns are broader in the soft X-ray regime.
This is a result of the longer wavelength compared to hard X-rays, which directly affects
the width of nodes and anti-nodes of the X-ray standing wave field patterns in the
GIXRF case and similarly the (depth dependent) probability pattern for fluorescence
detection in the GEXRF case.

The main drawbacks of a scanning-free GEXRF spectrometer operating in the soft
X-ray range are, first of all, the limited access to heavier elements. For example, with
a primary photon energy of 1 keV, K fluorescence radiation can be excited in elements
with atomic numbers Z ≤ 10 (Ne), while L shell fluorescence has to be used for the
analysis of elements with Z ≤ 29 (Cu). The latter exhibit usually higher uncertainties
in the tabulated fundamental parameters, complicating fundamental parameter based
quantification. Secondly, the fluorescence yield is small in the soft X-ray regime, i.e.
non-radiative Auger decay is dominant and fluorescence production comparatively low.
Finally, soft X-ray sources are rare compared to common X-ray tubes used in the hard
X-ray range.

2.5.2. Production of Soft X-rays

Several types of sources enable the production of soft X-rays. For example, large-scale
facilities like synchrotron radiation facilities or free electron lasers on the one hand
and laboratory sources like soft X-ray tubes, discharge plasma sources and laser-based
sources (e.g. high harmonic generators or laser-produced plasmas) on the other hand
might be applied. In this thesis, measurements with synchrotron radiation and a laser-
produced plasma (LPP) source are performed, which is why both source types are shortly
described.

The probably most suited radiation for the application of soft X-rays in angular re-
solved XRF experiments is provided by synchrotron radiation facilities. Here, electron
(or positron) bunches with velocities close to the speed of light are circulating in a stor-
age ring and emit electro-magnetic radiation when deflected by a magnetic field [35, 73].
Due to the relativistic speed of the accelerated charges, the typical dipole emission
characteristics is deformed to a narrow radiation cone. Furthermore, the high particle
energies and strong magnetic fields enable spectral emissions from the infrared to the
γ-ray region, depending on the specific device specifications. While bending magnets
and wigglers create broadband emission, undulator radiation consists of discrete narrow
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Figure 2.11.: Photograph of the copper cylinder in the plasma interaction chamber. The
infrared laser, plasma position and emitted X-rays are illustrated.

peaks of high intensity (harmonics). Since the radiation already has small convergence
and high monochromaticity (i.e. a high degree of spatial and temporal coherence), the
intense undulator radiation is probably best suited for GIXRF experiments, since the
relative losses due to the necessary beam shaping (monochromatization, parallelization)
are relatively low. The latter is not critical for GEXRF experiments, where restrictions
on beam convergence and monochromaticity are less tight. Indeed, focusing of syn-
chrotron radiation to the nm range has been shown [74, 75], which could allow for the
combination of nanometer depth resolution and nanometer lateral resolution in future
beamlines by applying a scanning-free GEXRF setup. Besides the high photon flux, the
second major advantage of synchrotron radiation is its energy tunability, enabling opti-
mized excitation conditions for the analyzed elements. Details about specific beamlines
and endstations, which are used in this thesis, can be found in Section 4.1.

When X-ray tubes are to be operated in the soft X-ray regime, first of all the entrance
window must be especially thin or omitted to reduce absorption. Then, either L- or
M-lines of high-Z anode material or anodes consisting of low-Z material have to be
used. While using L- and M- lines reduces the overall efficiencies, the utilization of low
Z-targets leads to insufficient thermal conductivity, limiting the applicable maximum
power. An LPP overcomes this limit by intentionally consuming target material for
the formation of a hot dense plasma, which can irradiate intense soft X-radiation [35].
Indeed, the amount of consumed target material is low and regenerative target systems
like gas puffs [76], liquid jets [77], metal tapes [78] or rotating metal cylinders [79] can
be applied.

At the Berlin Laboratory of Innovative X-ray Technology (BLiX) a LPP source with
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Figure 2.12.: a) X-ray spectrum emitted by the LPP source using a Cu target from [80].
The high intensity lines at 1.15 nm (1078 eV) of 20-fold ionized Cu are used for XRF
experiments. The transmission of a 200 nm Al infrared filter is also shown. b) Photo
production cross section ξ for Kα and Lα fluorescence from various elements excited
with 1078 eV photons.

rotating copper cylinder is used. While a detailed description can be found in [79] and
[81], here the properties, which are important for XRF analysis, are discussed. The LPP
source is driven by a pulsed Yb:YAG thin disk laser with pulse energies up to 220 mJ, a
pulse length of 1.2 ns and a repetition rate of 100 Hz. The laser is focused onto a rotating
copper cylinder (see Figure 2.11), where the high laser intensity of > 2×1014 W/cm2 [82]
leads to the ionization and efficient heating of the target material, allowing the formation
of a hot dense plasma. The plasma emits polychromatic radiation from the infrared to
the soft X-ray region, which can be used for X-ray absorption in the 1-5 nm range [83]
and X-ray fluorescence measurements [84]. The emitted soft X-ray spectrum is shown
in Figure 2.12 a).

Due to the high absorption of soft X-rays in matter and the small differences of
refractive indices, refractive optics are not applicable. Instead, multilayer reflective optics
can efficiently collect and refocus the radiation on a sample. Since high reflectivities are
only achieved for a single wavelength satisfying the Bragg equation (in first diffraction
order), the multilayer optics are adapted to the intense plasma lines at 1078 eV (1.15 nm).
Thus, the sample in the focus of the optics is excited with monochromatic radiation
(the plasma intensity at photon energies of higher order Bragg reflexes is negligible).
Figure 2.12 b) shows the photo production cross section ξ (which is directly proportional
to the expected fluorescence intensity) of the elements, which can be excited with 1078 eV
primary radiation. As can be seen, efficient excitation is possible for Kα radiation of
light elements and Lα radiation of the 3d transition metals. The samples investigated
in this thesis are composed of C, Ni, O, Cu and Au. Of these, Cu and Ni are especially
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suited for excitation by the BLiX LPP source.
On the top right of Figure 2.11, a pinhole coupled to a 4-quadrant-diode (4Q-diode)

is attached to monitor the source position. It is aligned in a way, that changes of
the radius of the metal cylinder, e.g. by out-of-roundness of the target cylinder, a
displacement of rotation axis to cylinder axis and temperature changes, can be detected
by the 4Q-diode Y axis. Via a real-time feedback loop to a target motor controlling the
vertical position of the target cylinder, these displacements can be corrected for. The
4Q-diode X axis is in first order approximation sensitive to a laser focus displacement.
The feedback system allows for continuous and long-term operation with a stable source
position, which is critical for scanning-free GEXRF measurements. Further details about
operation conditions and exemplary stability measurements are given in Section 5.2.1
and 6.3.2.
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Because of their earth abundancy, low cost and non-toxicity, transition metal oxides are
promising material systems for the application in thermoelectric generators. K. Bethke
investigated in his Diploma Thesis thermoelectric properties of several copper and silver
compound nanofilms on soda-lime-silicate glass and found promising results for copper
oxide nanofilms [85]. Therefore, research continued by increasing the electrical conduc-
tivity of these copper oxide nanofilms by doping the material with gold, which indeed
increased the overall efficiency of the device. To improve the understanding of the ther-
moelectric properties of these materials it is of interest to obtain structural and chemical
information of the nanofilms, i.e. information about lateral homogeneity and in-depth
distribution of Cu and Au and depth dependent oxidation states of Cu with nm depth
resolution. In this thesis, two of such gold doped copper nanofilm samples, one as de-
posited (DM0150A) and one thermally oxidized sample (DM0149A), are investigated
with several laboratory and synchrotron based X-ray fluorescence methods to address
the mentioned analytical questions. Furthermore, the comparison of grazing incidence
(GI) XRF measurements performed at the synchrotron radiation facility and measure-
ments with the herein developed scanning-free grazing emission (GE) XRF approach in
the laboratory with the same sample allow for a validation of the method developed in
this thesis and a direct comparison with state of the art GIXRF.

3.1. Sample Preparation and Surface Characterization

Sample preparation and first characterization measurements are performed by K. Bethke
of the research group of Prof. K. Rademann from the department of physical chemistry
at the Humboldt University of Berlin.

In a Cressington sputter coater 108 Auto (Figure 3.1), thin films of gold and copper are
typically deposited on a soda-lime glass by magnetron sputtering. However, to reduce
interferences from glass components in the XRF spectra and reduce the layer roughness
(and thus increase the sensitivity of GI- and GEXRF due to X-ray standing wave (XSW)
field effects), the samples used in this thesis are sputtered on an 800 µm thick silicon
wafer with an area of approximately 18×18 mm2. As sputter target a 0.2 mm thick
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Figure 3.1.: a) photograph and b) schematic view of the magnetron sputter coater used for
preparation of the copper oxide nanofilms. In an argon plasma, the ions are accelerated
towards a sputter target, where they knock out atoms and ions of the target material.
The ejected atoms can then condensate on the substrate surface.

perforated Cu foil with a hole density of 5% is placed just beneath a 0.2 mm thick Au
foil (Figure 3.1). The target has a distance to the substrate of 30 mm and directly on top
of the substrate a sputter mask is placed to confine the sputtered area to ≈ 14×14 mm2.
The process gas is AlphagazTM 1 Ar from Air Liquide, the current is 40 mA and the
silicon wafers are sputtered for 2×40 s, rotating the sample about 180◦ after the first
40 s to make the sputtering more homogeneous.

Two samples, DM0150A and DM0149A are prepared as described one after another.
Subsequently, only DM0149A is tempered in a tube furnace for 360 s at 300◦C, to
oxidize the copper layer. By investigating both the non-tempered and tempered sample,
structural and chemical differences in the samples can be traced to the tempering process.

Figure 3.2 shows exemplarily an atomic force microscopy image of a non-tempered
sample prepared with the same process parameters and substrate, which are used for
DM0150A and DM0149A. Height variations of some tens of nm on a lateral scale of
tens of µm are visible in the overview (right image). Such structures are force induced
deformations of the substrate and are often visible in AFM images of large areas. In the
first magnification (top left), valleys of ≈ 2 nm depth and extensions in the µm range can
be seen. These structures probably originate from the substrate, which shows similar
valleys (Appendix B). The local root mean squared (RMS) roughness determined in the
two areas shown on the bottom left are about 1 nm, similar to the substrate roughness.
Thus, the copper oxide layer seems to be homogeneously covering the substrate in the
micrometer range.

The roughness of the sample is in the range of the wavelength of ≈ 1 keV photons,
which are used in the GIXRF measurements in Section 4.5 and the GEXRF measure-
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Figure 3.2.: Atomic force microscopic image of a gold-doped copper oxide nanofilm. The
root mean squared (RMS) roughness on a micrometer scale is about 1 nm (bottom
right).

ments in Section 6.3.4, so that the formation of an XSW field can be expected. Fur-
thermore, particles or islands with a size of a few µm down to 100 nm are visible on the
surface. This agrees with the findings in Section 4.5, where the GIXRF measurements
imply the presence of carbon and oxygen rich particles with similar size.

3.2. Investigation of Lateral Homogeneity by means of
Laboratory-based XRF

XRF measurements to investigate the absolute mass depositions of Au and Cu and their
lateral homogeneity are performed with a commercial Fischerscope X-Ray XDV-SDD
(Helmut Fischer GmbH). The X-rays are produced by a rhodium X-ray tube, operated
with a high voltage of 50 kV and an anode current of 642 µA. 500 µm Al are used as
primary filter and the collimated X-ray beam has a spot size of about 1 mm diameter
on the sample surface. Spectra are recorded with a cooled silicon drift detector with a
measurement time of 100 s for each measurement point. On both samples, DM0150A
and DM0149A, 15 measurements are recorded at the same position close to the center
of the sample to get information about the measurement reproducibility. Then, a grid
of 10×10 measurements over the whole sample is measured once and a smaller grid of
5×5 measurement points close to the sample center is measured 6 times.

Mass depositions of the samples are quantified with a fundamental parameter based,
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Table 3.1.: Quantification results of the thermoelectric nanofilms obtained from 15 single
measurements on the same spot close to the sample center. The uncertainties are the
ones given by the device. The standard deviation σ is calculated from the 15 single
measurements.

DM0150A DM0149A

mean σ mean σ

m̂Au / (ng×cm−2) 600 ± 300 76.2 600 ± 300 72.7

m̂Cu / (ng×cm−2) 23600 ± 300 197.4 22100 ± 300 309.4

standardless method (Section 2.1.2) implemented in the device software WinFTM of
the manufacturer. The mean value for the mass depositions m̂ for Cu and Au of the
15 measurements of both samples are displayed in Table 3.1. Because of the very low
quantities of Au, the uncertainties calculated by WinFTM are very high (50%) and
indicate the limits of the device sensitivity. Assuming bulk density for Cu (8.96 g/cm3),
the quantified mass depositions can be used to roughly estimate a layer thickness of
26 nm and 25 nm for DM0150A and DM0149A, respectively. As will be seen in Chapter 4
and 6.3.4, the nanofilms are strongly oxidized, which reduces the layer density and leads
to an increased geometrical layer thickness.

In Figure 3.3, the results of the 10 ×10 mapping are shown for sample DM0150A in
a) and c) and for DM0149A in b) and d) for Cu and Au, respectively. Furthermore,
the positions of the 5×5 area scan and of the 15 single measurements are indicated.
To make statistically relevant deviations in the mass deposition visible, the color scale
in the plot is graded in units of 4 times the standard deviation σ of the respective 15
measurements on the same spot (see Table 3.1). That means, for a mass deposition in
the middle of the border of one color, a measurement of the same mass deposition will in
≈ 95% (±2σ area) be displayed in the same color. As can be seen for the 10×10 mapping
of Cu, the deposited material decreases slightly towards the edges. Obviously, a single
rotation by 180◦ is not sufficient to account for the non-uniformity of the plasma during
magnetron sputtering. In both the 10×10 mappings for Au in c) and d), the statistics is
not sufficient for a statement concerning the homogeneity. Only the edges of the sample
are visible, similar as in a) and b).

The results of the 5×5 mapping of both samples is shown Figure 3.4. Plotted are
the mean values of the mass depositions of the 6 measurements on each of the 5×5
positions. The color scale is graded in units of 4 times the standard error of the mean
σm = σ/

√
6, using again σ from the 15 measurements on the same spot. Thus, the

results have a reduced statistical uncertainty and the probability of changes in the color
of each measurement point due to statistics alone are again < 5%. In Figures 3.4 a) and
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Figure 3.3.: 10×10 mappings of DM0150A (left) and DM0149A (right). The top graphs
show the Cu and the bottom graphs the respective Au distributions. In a) and b) the
areas of the 5×5 mapping and the position of the 15 measurements on the same spot
are indicated.
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Figure 3.4.: 5×5 mapping of DM0150A (left) and DM0149A (right). For each position, the
mean values of 6 measurements of the mass depositions for Cu (top) and Au (bottom)
are displayed. The mean over the whole area is shown in the color bar.
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b), the gradient of the Cu mass deposition is resolved, showing reduced values towards
the bottom left for DM0150A and top left for DM0149A. This is consistent with the
positions of the 5×5 grids indicated in Figure 3.3. Concerning the Au mass depositions
in Figure 3.4 c) and d), the values are laterally homogeneous for both samples with
respect to the statistical resolution. Only three values in both mappings are not within
the ±2σm confidence interval (deviation from mean value < 10%), but would be included
in a ±3σm interval. Considering also the expected gradient of the mass deposition, there
is no clear evidence for inhomogeneities of the Au mass deposition with respect to the
resolution of the method. To enhance the latter, more extensive mappings on the sample
could be performed. For example, to achieve in a 5×5 grid a ±2σm confidence interval,
which refers to < 3% of the mean value, the measurement must be repeated ≈ 60 times.
This leads to vast measurement times of > 10 days, which is inconvenient, but possible
with a laboratory setup and could be pursued in future work.

Also, the use of suitable standards could reduce the uncertainties of the determined
mass depositions, which might be especially of interest for the amount of gold in the
layers. However, appropriate reference materials are not readily available, yet.
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4. Synchrotron Radiation based Analysis

So far, XRF analysis for the characterization of the thermoelectric nanofilms are per-
formed in the hard X-ray range by tube excitation. Total mass depositions and their
lateral homogeneity are investigated in the previous chapter, but neither access to the
copper oxidation state nor to inhomogeneity in depth with nanometer resolution can be
achieved with the available commercial equipment. These properties can be analyzed
with soft X-rays for the effective excitation of light elements and by using advanced, an-
gular and energy resolved XRF methods at synchrotron radiation facilities. In the scope
of this thesis, grazing incidence (GI-) XRF and near edge X-ray absorption fine structure
(NEXAFS) measurements are performed at the laboratories of the Physikalisch Tech-
nische Bundesanstalt (PTB) at the synchrotron radiation facility BESSY II in Berlin.
Furthermore, the dedicated, fully calibrated instrumentation available there enables
reference-free quantification (Section 2.1.2) in the soft and hard X-ray regime, which
can be compared to the prior laboratory based approach. After describing the applied
instrumentation and methodology, the following chapters will present quantitative and
qualitative structural and chemical differences between the non-tempered and tempered
thermoelectric nanofilms DM0150A and DM0149A.

4.1. Instrumentation

4.1.1. Beamlines

The analysis of the thermoelectric copper oxide nanofilms is carried out in the hard X-ray
range to get access to Au-L and Cu-K fluorescence as well as in the soft X-ray range to
efficiently excite O-K fluorescence. Therefore, measurements at three different beamlines
at BESSY II in Berlin are performed, which are shortly described in the following.

The plane-grating monochromator (PGM) beamline [86] is using the radiation of the
undulator U49. The beamline provides monochromatic X-ray photons with energies from
78 eV to 1870 eV and a resolving power E/∆E from 1000 to 9000 [42], depending on
the angular settings of the grating. Higher order contributions from the undulator and
stray light are suppressed by total reflection at the mirrors acting as low-pass filters and
further optional transmission filters and apertures. At a typical electron current in the
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synchrotron storage ring of 200 mA, the photon flux reaches from 6 × 109 photons/s at
1.7 keV to 6×1011 photons/s at 400 eV [87]. The focus, which is usually the place where
the sample in the endstation is aligned, has a size (FWHM) of 40 µm (vertical)×40-
600 µm (horizontal), adjustable by means of an aperture. Further details can also be
found in [88, 89].

The KMC beamline facilitates a four-crystal monochromator after the dipole magnet
D71, providing monochromatic radiation between 1.75 keV and 10.5 keV [90, 91]. Due
to the four Bragg reflections in InSb(111)- or Si(111) crystals, a resolving power E/∆E
of ≈ 4000 to 12000 can be achieved and again higher orders and stray light are sup-
pressed by total reflection on various mirrors and transmission filters. The photon flux
is about 1010 photons/s over the whole spectral range and can be monitored with a thin
transmission diode when using X-rays with energies above 3 keV.

Finally, the BAMline beamline, operated by the Bundesanstalt für Materialforschung
(BAM), uses a superconducting 7 T wavelength shifter to produce photons with ener-
gies from 6 keV to 60 keV [92, 93]. The beam is monochromatized either by a double-
multilayer monochromator (E/∆E ≈ 40) for high photon flux applications or by a
double-crystal monochromator (E/∆E up to 1000) if energy resolution is more im-
portant. In the beamline, a focusing mirror with variable curvature radius is applied,
allowing for adjustable focus size in the horizontal direction from 185 mm down to 1 mm.
The photon flux density with a focused beam reaches 5.7×1010 photons/(s×mm2) and
can be monitored with an ionization chamber.

4.1.2. Endstations

All experiments are carried out under vacuum conditions to minimize absorption of
primary and fluorescent X-rays. Two different vacuum chambers are used to realize the
various geometries of the applied experiments with respect to incident beam position,
sample alignment and diagnostics (see schematic in Figure 4.1). The measurements
at the BAMline are carried out with the smaller of the two spectrometer chambers
because of spatial restrictions. It is usually applied for reference-free quantification
in conventional XRF geometry, i.e. with an incident and detection angle of 45◦ [87,
94]. To improve the excitation conditions for the thermoelectric nanofilms, the chamber
is mounted to the beamline with a tilt of about 45◦, enabling shallow incident angle
conditions. The sample holder can only be moved in the sample plane, which permits
precise angular resolved measurements.

The second, larger, spectroscopy chamber [95] is more flexible concerning the measure-
ment geometry and is applied in the measurements at the KMC and PGM beamlines.
The sample can be aligned and positioned with an 8-axes goniometer providing all 6
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Figure 4.1.: Schematic view of the vacuum chambers and possible measurement geometries
for the XRF experiments carried out at the laboratories of the PTB.

degrees of freedom for the sample (3 translational and 3 rotational axes) and two more
axes for rotation and translation of a diode on a second goniometer arm. Therefore, not
only GIXRF experiments can be performed by aligning the sample in the pivotal point
of the goniometer and changing the incident angle of the radiation by a rotation of the
sample. Also X-ray reflectometry measurements (XRR) can be applied simultaneously
by changing the angular position of a photo diode on the second goniometer arm twice
as fast as the sample angle. The whole vacuum chamber can be moved with respect to
its base frame, which is of importance for the alignment with respect to the beamline
and helpful to measure the sample-to-detector distance. The latter is important to cal-
culate the solid angle of detection applied in GIXRF measurements and reference-free
quantification.

4.2. Data Recording and Treatment

To quantify XRF spectra of a sample with a reference-free fundamental parameter ap-
proach, all the instrumental parameters in Equation 2.1.1 have to be known. These are
the incident number of photons Npr(Epr), the detection efficiency εdet(Ei,j) (usually of a
silicon drift detector) for all fluorescence photon energies Ei,j used in the quantification
and the setup geometry, i.e. the effective solid angle of detection Ω as well as the incident
and detection angles ψpr and ψfl. Especially the geometry is of major importance for the
analysis of GIXRF measurements, which is obvious for ψpr, but also Ω varies strongly
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with ψpr (for small ψpr) and affects the shape of the GIXRF profiles.
During the measurements, the incident flux on the sample is monitored by e.g. a

thin photo diode, which is calibrated shortly before or after the measurement against
the calibrated photo diode behind the sample. Thus, the absolute photon flux on the
sample can be calculated. The fluorescence spectra are recorded with a calibrated SDD
with known efficiency and detector response function. The life time of the measurement
is derived from the zero peak of the SDD detector, which is increased by the SDD’s
electronics during the measurement.

To get access to Ω, ψpr and ψfl, a precise alignment of the spectroscopy chamber and of
the sample is necessary. This is performed by routine procedures developed at the PTB
X-ray spectrometry division. At first, the center positions of all samples mounted on
the sample holder are aligned by horizontal and vertical line scans with the synchrotron
beam. The center position is then defined by the middle of the edge positions of the line
scans, which are indicated by the decrease of fluorescence intensity measured with an
SDD. Thus, the measurement position of the thermoelectric copper oxide nanofilms is
indeed the center of the sputtered area and not the center of the somewhat larger silicon
wafer. The surface of the sample is aligned by radial scans and recording the direct
synchrotron beam with a photo diode behind the sample, similar to a knife-edge scan,
but with the whole sample surface. The aligned position concurs with an intensity drop
by 50%. To align the sample surface parallel to the incident beam, the shadowing of
the incident beam by the sample is minimized by rotating the sample about the vertical
axis. To increase the accuracy, the two procedures (radial and rotational scan) can be
repeated iteratively.

The solid angle of detection is determined by the detector geometry (chip size, aper-
ture and distance) and the irradiated area on the sample (footprint). The footprint is
stretched by a factor 1/sin(ψpr) in the horizontal direction because of the projection of
the incident beam onto the sample surface. Therefore, for shallow angles and depending
on the detector distance, the footprint might well exceed the field of view of the detector
or the sample dimension itself. For example, with a typical horizontal beam diameter
of 140 µm at the PGM beamline, below 0.6◦, the footprint exceeds the 1.4 cm length of
the thermoelectric nanofilms of DM0149A and DM0150A. This needs to be taken into
account by calculating an effective solid angle of detection [42]

XRF spectra can be simulated with physical models of the background and delta
functions for the fluorescence peaks, convolved with the measured detector response
function of the SDD. This allows to fit simulated spectra to the measured spectra by
adjusting the intensities of the fluorescence lines and the background functions. As
background models, besides the Rayleigh scattered peak, resonant Raman scattering
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Figure 4.2.: Energy-dispersive spectra of sample DM0149A excited with a) 1060 eV at the
PGM beamline and b) 13 keV at the BAMline beamline. Deconvolution is performed
with physical background models and detector response functions.

(RRS) [96, 97] and bremsstrahlung [98] are calculated for sample matrices and incident
energies as appropriate.

Figure 4.2 a) and b) show exemplarily the energy-dispersive spectra of sample DM0149A
recorded at 1060 eV and 13 keV, respectively. In the spectra recorded at the PGM beam-
line (Figure 4.2 a)), the background due to bremsstrahlung is calculated for the copper
oxide layer and resonant Raman scattering for the Si substrate. The fit of physical back-
ground and X-ray line contributions is in excellent agreement with the measured data.
Besides the prominent contributions from Cu-Lα,β , Cu-Ll,n, O-Kα and Si-Ll,n, minor
contributions of carbon, nitrogen (surface contamination) and probably iron (perhaps
originating from secondary excitation of the detector housing) might be present. The
spectrum in Figure 4.2 b) is recorded at 13 keV at an incident angle of ≈ 0.05◦. Because
of the low transmittance of the thermoelectric nanofilm for the primary radiation at
these shallow angles (< 10%), the bremsstrahlung background is calculated for Cu. Fur-
thermore, no RRS background appears, but a further detector shelf for the most intense
line (Cu-Kα) has to be considered to achieve a satisfactory fit. In the low energy part of
the spectrum (below 2 keV), further constant contributions to the background might im-
prove the spectrum fitting in this region. They are not applied here, since only the high
energy region is used for the quantification. In the spectrum, Cu-Kα, Cu-Kβ , Au-Lα,
Au-Ll, Au-Lβ2, Si-Kα and the Cu-L lines are prominent. Furthermore, contributions
of C, Ni and Fe are visible, the latter two probably originating from the sample holder
itself or as above from the detector housing. Note that the excitation energy is below
the Au-L2 edge, preventing fluorescence originating from Au-L1 and Au-L2 vacancies.

For the following quantification approaches, which are fully based on fundamental
parameters (FPs), the overall uncertainties are dominated by the uncertainties of these
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fundamental parameters. In Appendix C, a list of the applied FP uncertainties from
Krause and the compilation of Zschornack [99, 100] is given. In principle, uncertainties
are increased for light elements and low energy X-rays.

4.3. Integral Quantification

The absolutely calibrated instrumentation at the laboratories of the PTB allow to quan-
tify mass depositions with XRF without the need of calibration standards. This is par-
ticularly of interest for sample systems, where such calibration standards are not readily
available, as is the case for the thermoelectric nanofilms investigated in this thesis. For
this purpose, measurements at the PTB laboratories are performed using 4 different
excitation energies to optimally excite the components of the nanofilms, namely O-K
and Cu-L lines at 1060 eV provided by the PGM beamline, Cu-K and Au-M lines at 10
keV of the KMC beamline and finally Cu-K and Au-L lines at 13 keV and 17 keV at the
BAMline beamline. All spectra are deconvolved with the PTB software described above
(Section 4.2) to get the net peak areas. The complete quantification is then realized in
the following successive steps.

The measurements at the BAMline beamline are performed at 13 keV and 17 keV at
shallow incident angles of about 0.05◦ to efficiently excite the thermoelectric nanofilm.
Thus, the detection angle ψfl is almost 90◦, minimizing self-absorption of the detected
fluorescence radiation. For this beamtime, no absolutely calibrated instrumentation is
applied. Therefore, the measurements cannot be used to quantify the gold and copper
mass depositions directly. However, if Au is homogeneously distributed in depth in
the copper oxide nanofilm and if self-absorption of the fluorescence radiation can be
neglected, the Au to Cu atom ratio can be obtained from the measurements. The first
condition is at least roughly fulfilled, as will be seen in the GIXRF measurements in
Section 4.5. The latter condition is also true for both fluorescence energies (Cu-Kα and
Au-Lα), since the transmission through even a solid 50 nm thick copper layer (which is a
conservative estimate) is about 99% (calculated with FPs from [39]). By using initially
the second condition, the absorption term of the fluorescence radiation in µ∗ can be

48



4.3. INTEGRAL QUANTIFICATION

neglected in Equation 2.1.1 in Section 2.1.1, resulting in

I : NAu,j1 = Npr(Epr) G(EAu,j1) ξAu,j1,s1(Epr)

×
∫ d

0
ρ(x)CAu(x) exp

(
−
∫ x

0

µtot(Epr, x
′) ρ(x′)

sin(ψpr)
dx′
)

dx

II : NCu,j2 = Npr(Epr) G(ECu,j2) ξCu,j2,s2(Epr)

×
∫ d

0
ρ(x)CCu(x) exp

(
−
∫ x

0

µtot(Epr, x
′) ρ(x′)

sin(ψpr)
dx′
)

dx

(4.3.1)

Note the second integral appearing in the factor responsible for the attenuation of the
primary radiation due to Lambert-Beer’s law, which is now valid for an (in depth)
inhomogeneous layer. If gold and copper are similarly distributed in depth, i.e. Ci(x)
= Ci×f(x), then the depth independent concentration factor Ci can be written in front
of the integral, which is then the same for (I) and (II), resulting in

I
II : NAu,j1

NCu,j2
= εdet(EAu,j1)
εdet(ECu,j2) ×

ξAu,j1,s1(Epr)
ξCu,j2,s2(Epr)

× CAu
CCu

⇔ CAu
CCu

= NAu,j1
εdet(EAu,j1) ξAu,j1,s1(Epr)

×
(

NCu,j2
εdet(EAu,j1) ξCu,j2,s2(Epr)

)−1

(4.3.2)

The last row in Equation 4.3.2 shows that the Au-to-Cu mass ratio can be calculated
by the ratio of the detected net peak areas Ni,j corrected by the detector efficiency
εdet(Ei,j) and normalized to the fluorescence production cross sections ξi,j,s. Dividing
the Au-to-Cu mass ratio by the Cu-to-Au atomic weight ratio yields the relative number
of atoms for gold and copper in Table 4.1. It can be stated that there is 1 gold atom for
every 100 copper atoms in the sample.

The absolutely calibrated measurements at the KMC beamline at 10 keV can be used
to quantify the absolute copper mass deposition directly and thus, with the informa-
tion of the Au-to-Cu mass ratios, also the absolute mass deposition for gold. For the
quantification, the Cu-Kα line is used and its net peak area calculated from the de-
convolved spectrum. The intensity is normalized with respect to incoming photon flux,
measurement time, detector efficiency and solid angle of detection. Then, the xrfLibrary
is used to calculate the fluorescence intensity of a single layered, single element sample
for the fluorescence lines, which are not separable in the measured spectrum (Cu-Kα1

and Cu-Kα2). A fit of the mass deposition of that layer, so that the calculated and
measured fluorescence intensities are the same, yields the quantification results for Cu
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Table 4.1.: Quantification results for the relative atomic fractions of Au to Cu atoms
obtained from the measurements on the thermoelectric nanofilms DM0150A and
DM0149A (tempered) at the BAMline (BAM) and absolute mass depositions m̂ mea-
sured at the KMC beamline (KMC). m̂Au is not measured directly, but calculated from
m̂Cu and the relative atomic fractions.

m energy DM0150A DM0149A

Cat
Au / Cat

Cu 13 keV (BAM) 1.04% ± 0.12% 0.99% ± 0.11%

Cat
Au / Cat

Cu 17 keV (BAM) 1.07% ± 0.12% 0.98% ± 0.11%

m̂Au / (ng×cm−2) 10 keV (KMC) 580 ± 80 560 ± 80

m̂Cu / (ng×cm−2) 10 keV (KMC) 18900 ± 1400 18500 ± 1300

in Table 4.1∗. The mass deposition for Au is calculated with the evaluated Au-to-Cu
mass ratio.

The quantification for Au and Cu obtained from the measurements with the con-
ventional laboratory setup in Chapter 3 resulted in (23600 ± 300) ng/cm2 and (22100
± 300) ng/cm2 for Cu in the center of DM0150A and DM0149A, respectively. The gold
mass deposition is for both samples (600 ± 300) ng/cm2. Thus, there are small but sig-
nificant discrepancies between the quantified Cu mass depositions with the laboratory
setup and the fully FP based synchrotron measurements. Probably the uncertainties are
slightly underestimated either for the FPs used in the reference-free approach and or the
uncertainties of the commercial device. The latter is usually used for the determination
of layer thicknesses in the 100 nm to µm range and probably working at its limit, when
analyzing films with tens of nm thicknesses.† The quantification results for Au of both
approaches (commercial setup and reference-free) agree within their uncertainties. Here,
the commercial device gives huge uncertainties of up to 50%, indicating the limitation
with respect to sensitivity. The results might be improved, if reference materials were
available.

The next quantification step concerns the oxygen content in the two samples. Due to
the tempering process applied to DM0149A, a difference in the oxygen concentration in
both samples is expected. To get access to the oxygen concentration, XRF measurements
need to be performed in the soft X-ray range.

The thermoelectric nanofilms DM0150A and DM0149A are deposited on silicon wafers.
∗ As fitting algorithm, the Levenberg-Marquardt least-squares fit implemented in the python function

curve fit of the package scipy.optimize is used.
† Interestingly, and as will be seen later in Section 4.5.2, the quantification approach of the Cu mass depo-

sition with the GIXRF measurements ((22600 ± 800) ng/cm2 for DM0150A and (20500 ± 1200) ng/cm2

for DM0149A), which is less dependent on correct FPs, rather supports the values obtained by the
commercial device.
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Table 4.2.: Quantification results for atomic fractions and mass depositions of Au, Cu and
O in the thermoelectric thin films DM0150A and DM0149A obtained at the PGM
beamline with 1060 eV primary photons. Carbon rich contaminants with a mass depo-
sition m̂C are presumably found on top of the thermoelectric layer. The quantification
results for the oxygen mass deposition m̂O(SiO2) of the SiO2 native layer on top of the
Si wafer, measured next to the thermoelectric layers, are also shown.

DM0150A DM0149A

m̂C / (ng×cm−2) 1600 ± 200 970 ± 120

m̂Au / (ng×cm−2) 600 ± 170 560 ± 160

m̂Cu / (ng×cm−2) 18000 ± 5000 18000 ± 5000

m̂O / (ng×cm−2) 3800 ± 800 4300 ± 900

Cat
Au / at.% 0.57 ± 0.17 0.51 ± 0.15

Cat
Cu / at.% 50 ± 20 50 ± 20

Cat
O / at.% 45 ± 9 48 ± 10

m̂O(SiO2) / (ng×cm−2) 200 ± 40 230 ± 50

Since the wafers have been stored in ambient conditions, a native silicon dioxide surface
layer with nm thickness can be expected. To account for the oxygen signal originating
from the SiO2, XRF measurements are performed just next to the sputtered sample area
on the same wafer material for both samples DM0149A and DM0150A. The quantifica-
tion is performed as above but for a single SiO2 layer and using the mass deposition of
oxygen as fitting parameter for the adjustment of the O-Kα fluorescence intensity. The
results are shown in Table 4.2. The mass depositions can be calculated to more descrip-
tive layer thicknesses, if assuming pure SiO2 with a density of 2.65 g/cm3. In that case,
the wafers of DM0149A and DM0150A have SiO2 capping layers of (1.6 ± 0.5) nm and
(1.4 ± 0.5) nm, indicating no significant increase in the native oxide layer from the tem-
pering process. The quantified SiO2 layers will be included in the model for the oxygen
quantification of the thermoelectric nanofilms. Furthermore, the spectra of the PGM
beamline measurements show contributions from a carbon signal. This signal originates
probably from some surface contamination (thin organic layer or dust particles) and is
also quantified in a similar approach as the SiO2 layers. The results (also shown in Ta-
ble 4.2) show that there is approximately about 50% more carbon contamination present
on DM0150A as compared to DM0149A. Assuming a homogeneous layer with a density
of amorphous carbon of 2 g/cm3, the measured mass depositions refer to contamination
thicknesses of (4.9 ± 0.6) nm on DM0149A and (8.0 ± 1.0) nm on DM0150A.

Because of the native silicon dioxide layer and non-negligible self-absorption in the
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Figure 4.3.: Sample model used for the integral quantification of copper mass deposition
m̂Cu and atomic fraction x.

sample matrix, a more complex model than a single layered, single element sample
has to be applied for the quantification of the integral composition of the thermoelectric
nanofilms. It consists of a carbon contamination layer, the gold doped copper oxide layer
(CuxOyAuz) itself with a fixed Au-to-Cu ratio (z = x × Cat

Au/C
at
Cu) and the measured

native silicon dioxide layer on the silicon wafer (Figure 4.3). Since y = 1 − x − z, the
atomic concentration of copper x and the mass deposition of copper m̂Cu are the only
independent parameters. They can be calculated by a fit of the O-Kα and Cu-Lα,β
intensities. The results of the quantification are also shown in Table 4.2. First of all, it
can be stated that the quantified mass deposition of Cu is in agreement with the values
obtained at 10 keV (Table 4.1). However, due to the high uncertainties of the FPs used
in the quantification, uncertainties for the absolute quantified mass depositions reach
up to almost 30%. Nevertheless, when comparing the results of both samples to each
other, the similar excitation conditions and sample composition will also have similar
effects on the actual FP values, so that uncertainties in the direct comparison can be
expected to be much less. Thus, the increased measured oxygen concentration from
45 at.% to 48 at.% in the tempered sample DM0149A can be expected to be significant
and is most likely resulting from ongoing oxidation during the tempering process. The
results also show that even for the non-tempered sample a high oxygen concentration is
found, indicating the oxidation of the Cu nanofilm due to the exposure to air, which is
also described in [101, 16].

4.4. Qualitative GIXRF-NEXAFS

Already the results of the quantitative XRF analysis show an induced oxidation in the
thin copper film of sample DM0149A due to the tempering process. This oxidation is
further analyzed with qualitative near edge X-ray absorption fine structure (NEXAFS)
measurements at the Cu-L2 and Cu-L3 edges with different shallow angles of incidence
to tune the information depth. Since the Cu-L edges are probed, the measurements are
performed at the PGM beamline. All samples are measured at their center positions.
For each NEXAFS scan, the energy of the excitation radiation is scanned from 925 eV to
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970 eV with energy steps of 0.25 eV. Measurement time is 15 s per point, resulting in a
total measurement time of about 45 minutes. The fluorescence radiation is detected with
an SDD detector in 90◦ geometry to the excitation beam. The recorded XRF spectra
are deconvolved with the PTB software using a physical background (bremsstrahlung
and resonant Raman scattering) and the detector response function. No normalization
to detector efficiency or solid angle of detection need to be applied, since only relative
fluorescence intensities are of interest.

To discuss and interpret the NEXAFS spectra, two reference samples, pure CuO and
Cu2O, are measured. For the references, powders of pure Cu2O (from Sigma Aldrich)
and CuO (from storage of the research group of Prof. Rademann) are pressed with
potassium bromide to pallets, applying 5 tons pressure by a hydraulic lever press. They
are mounted and aligned along with the two thermoelectric samples DM0150A and
DM0149A on the sample holder. The references are measured with a shallow incidence
angle of 5◦ to apply similar measurement conditions as for the thermoelectric nanofilms.
The latter are also measured at several shallow incidence angles (0.8◦, 3.4◦ and 15.0◦ for
DM0150A and 0.8◦, 1.5◦, 3.4◦ and 15.0◦ for DM0149A) to tune the information depth.

By changing the energy of the incident radiation over the absorption edge of the main
component of the thermoelectric nanofilms, the penetration depth of the radiation is
varied. This leads to a variation of the number of excited Cu atoms during the energy
scan. Therefore, the intensity of the Cu fluorescence is not purely dependent on the
change of the absorption coefficient, but also on the number of Cu atoms in the excitation
volume. This self-absorption effect of the incident radiation can deform the NEXAFS
spectra and several approaches to correct for it can be found in the literature [102,
103, 104, 105]. Usually, the self-absorption correction is performed by using tabulated
values or reference measurements of the attenuation coefficients and applying them to
fluorescence calculations (using Equation 2.1.1) of a known sample composition. In the
following, a less complex self-absorption correction is applied to the measured copper
oxide nanofilms and shortly motivated.

A simple approximation for a self-absorption correction is performed by normalizing
the fluorescence intensities of the Cu signal to the O-Kα intensities. Since in the scanned
energy range the absorption coefficient for oxygen is almost constant, the normalization
to the fluorescence intensity of O-Kα is effectively a normalization to the number of
excited oxygen atoms. In the case of constant concentrations of O and Cu throughout
the whole thermoelectric layer, this normalization would account for the variation of
penetration depth of the incoming X-ray beam and thus correct for self-absorption, as
can be seen by applying the assumptions to the Sherman equation. Before integration,
the Sherman equation (Equation 2.1.1) in Section 2.1.1 yields
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Ni,j = Npr(Epr) G(Ei,j) ξi,j,s(Epr)

×
∫ d

0
ρ(x)Ci(x) exp

(
−
∫ x

0
µ∗tot(Epr, Ei,j , x

′)ρ(x′)dx′
)

dx ,

with

µ∗tot(Epr, Ei,j , x
′) = µtot(Epr, x

′)
sin(ψpr)

+ µtot(Ei,j , x′)
sin(ψfl) , (4.4.1)

if assuming a depth dependent sample composition for now.
Thus, because of the dependence of µ∗tot(Epr, Ei,j , x

′) on the primary photon energy,
the detected number of fluorescence photons Ni,j is not directly proportional to the
absorption coefficient τi,s(Epr) in ξi,j,s(Epr). In the following, the effect of the nor-
malization to the oxygen fluorescence intensity is considered. First, self-absorption of
the fluorescence radiation is small compared to the absorption of primary radiation,
due to shallow incident and steep detection angles. If therefore approximating µ∗tot
≈ µtot(Epr, x

′)/sin(ψpr), the ratio of the copper and oxygen fluorescence is

NCu,j1

NO,j2
= G(ECu,j1)

G(EO,j2)
ξCu,j1,s1(Epr)
ξO,j2,s2(Epr)

×
∫ d

0
ρ(x)CCu(x) exp

(
−
∫ x

0

µtot(Epr, x
′) ρ(x′)

sin(ψpr)
dx′
)

dx

×
(∫ d

0
ρ(x)CO(x) exp

(
−
∫ x

0

µtot(Epr, x
′) ρ(x′)

sin(ψpr)
dx′
)

dx
)−1

(4.4.2)

As can be seen, the outer integral cancels out, but only if indeed the concentrations
CCu,O(x) are constant for 0 < x < d. This is surely true for the two reference samples,
which are made of a single composition CuO and Cu2O, respectively. During the NEX-
AFS experiment, only the primary radiation energy Epr is changed. So with ξO,j2,s2(Epr)
≈ constant for oxygen in the considered energy range, it follows that the detected count
rate ratio is proportional to the photoionization cross section of the Cu-L3 shell.

NCu,j1

NO,j2
∝ ξCu,j1,s1(Epr)

∝ τCu,s1(Epr) (4.4.3)

The results of the corrected and not corrected NEXAFS measurements are shown in
Figure 4.4 and compared to data from literature [106]. The latter is obtained by X-ray
absorption spectroscopy in the total electron yield, thus self-absorption effects should
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Figure 4.4.: Near edge X-ray absorption fine structure (NEXAFS) spectra at the Cu-L3
edge of a) CuO and b) Cu2O. After the applied self-absorption correction, the NEXAFS
spectra measured at the PGM beamline (dashed) agree much better to literature [106]
(solid) than the NEXAFS profiles without correction (dotted). The literature data is
shifted by 0.85 eV to overlap the peaks.

be small [107]∗. The energy axes of the literature spectra are both shifted by 0.85 eV
to overlay the peak positions to those of the measured data. The energy resolution of
the literature data is given with 0.4 eV, which implies that the absolute uncertainty is
probably similar or even higher. For the measurements performed at the PGM beamline
at BESSY II the energy resolution is similar, so that the energy offset in total might
originate from the different energy calibrations. For both materials, the applied self-
absorption correction leads to a better agreement of the measured NEXAFS spectra to
the literature data, which indicates the validity of the method. The main peak in both,
the CuO and Cu2O spectra, is a transition from Cu 2p3/2 into empty d-states [108, 106].
In the spectrum of CuO (Figure 4.4 a)), the peak is at 930.4 eV. Thus, also the small
peak at 930 eV in the spectra of Cu2O (Figure 4.4 b)) might originate from some CuO
contributions. This is likewise argued in [106], where also changes in intensity of this
peak were detected for different samples. The main peak in the Cu2O spectra is at
932.8 eV and has a broad shoulder on the high energy side, which is probably caused
by a large Cu 2p core-hole potential [109]. Both spectra are well distinguishable and
can be used as fingerprint for the two copper compounds in the following investigation
of the thermoelectric nanofilms. Here, the normalization to the oxygen Kα fluorescence
is applied, too. Even if the assumptions of negligible self-absorption of the fluorescence

∗ Self-absorption could appear, if shallow incident angles are used such that the excitation depth is com-
parable to the depth, where electrons are detected from. However, no glancing excitation conditions are
mentioned in the respective paper, indicating no special effort by the authors to realize those.
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Figure 4.5.: NEXAFS spectra at the Cu-L3 edge of a) DM0150A and b) DM0149A for
various incident angles (solid lines). Also shown are the measured reference spectra for
CuO and Cu2O (dashed lines). All spectra are corrected for self-absorption (see text)
and normalized to the intensity of the main peak.

radiation and constant copper and oxygen concentrations are not strictly valid, the
normalization leads to a reduction of peak shift and damping induced by self-absorption,
similar to the effect on the reference spectra in Figure 4.4.

The NEXAFS profiles of the Cu-L3 edge for different angles of the incident beam
are shown in Figure 4.5 a) for DM0150A and in b) for DM0149A. They are plotted
together with the two reference measurements of CuO and Cu2O with a different offset
for each spectrum for reasons of clarity. The 3 spectra of DM0150A are clearly dominated
by contributions from Cu2O, showing that even the non-tempered sample is strongly
oxidized, which is also found in the integral quantification in the previous Section 4.3.
Only at shallow angles the slightly increasing peak at 930 eV indicates some minor
contributions of CuO close to the surface.

In all 4 spectra of sample DM0149A, two peaks, referring to the strong resonances
of CuO and Cu2O, are visible. However, the peak ratio changes, indicating a CuO-rich
phase close to the surface (shallow angles) and an increase of Cu2O contributions with
depth (increasing angles). Thus, also the NEXAFS measurements support the findings
of the integral quantification (Section 4.3) that the tempering process induced further
oxidation. Note that the appearance of both peaks (CuO and Cu2O) at 15◦ does not
necessarily mean that both oxides are present close to the silicon substrate, since the
signal is an integrated information of the different compounds over the whole layer.

As expected, due to the changing concentrations of copper and oxygen in the ther-
moelectric layers, the applied self-absorption correction is not accurate enough to model
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the various spectra by linear combination of references from Cu, Cu2O and CuO. Es-
pecially for the sample DM0149A, where a strong compositional inhomogeneity is seen
in the qualitative NEXAFS spectra, attempts of fitting are unsatisfactory. Also, all the
other self-absorption correction algorithms mentioned above, can probably not lead to
more reliable NEXAFS spectra which could be used for a more quantitative analysis,
since they all require a known sample composition. In [89], a differential algorithm for
the analysis of two subsequently buried titan oxide layers is validated. The basis of the
analysis are NEXAFS measurements with varying incident angles, similar to the mea-
surements performed here. It might be possible to apply an adapted algorithm for the
present sample system, but the smooth variation of the composition in contrast to two
well defined layers as used in [89] will increase the complexity of the analysis. Such an
approach, which might be pursued in future work, is not in the scope of this thesis.

The NEXAFS measurements first of all indicate the progressed oxidation of the surface
near region due to the tempering process in DM0149A. Secondly, they show the impor-
tance of synchrotron radiation based analysis, since chemical information with a depth
resolution in the nm range is not available with a laboratory setup. However, a second
approach to similar information is gained by analyzing stoichiometric changes with depth
by angular resolved XRF. The potentials and limitations of the method, which is more
easily adapted to a laboratory setup, are demonstrated by GIXRF investigations with
synchrotron radiation in the following Section 4.5. Again, the thermoelectric nanofilms
DM0150A and DM0149A are used for demonstration experiments.

4.5. Depth Profiling with GIXRF

Grazing incidence XRF measurements are performed during the beamtime at the KMC
beamline at 2700 eV to investigate the angular profiles of Au-Mα, Cu-Lα,β and O-Kα

qualitatively. The incident angle of the radiation is varied by tilting the sample. The
vertical rotational axis intersects the measurement position and ensures a stationary
excitation. The measurement angles range from -0.1◦ to 1.5◦ in steps of 0.025◦ and
additionally from 1.6◦ to 4◦ in 0.1◦ steps. With a measurement time of 45 s, the total
measurement time is a bit more than 1 h. Figure 4.6 shows the normalized GIXRF pro-
files for a) DM0150A and b) DM0149A. With increasing incident angle, the fluorescence
intensity of all elements increases, passes the inflection point at about 0.9◦ and reaches
an intensity maximum at about 1.1◦. Then, the intensity drops, which is typical for a
thin film. As can be seen, the GIXRF profiles of Cu, O and Au have a very similar
shape and a similar position of the inflection point (Figure 4.6 c) and d)), which indi-
cates a similar in-depth distribution of these elements. However, the oxygen signal in the
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Figure 4.6.: Grazing Incidence X-ray Fluorescence (GIXRF) measurements of O, Cu and
Au recorded at the KMC beamline with 2700 eV incident photon energy. The normal-
ized GIXRF profiles and their derivatives are shown for the thermoelectric thin films
DM0150A (not tempered) in a) and c) and for DM0149A (tempered) in b) and d).
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GIXRF profile of DM0150A is increased for low angles. This signal might originate from
organic contamination on the sample surface, which is clearly detected in the GIXRF
profiles of the measurements at the PGM beamline, as will be shown in Section 4.5.3.

Actually, differences of the in-depth distribution of Cu and O are expected from the
qualitative NEXAFS measurements in Section 4.4. Especially in sample DM0149A,
concentration gradients for Cu and O should be present due to the induced oxidation by
tempering. Therefore, measurements at the PGM beamline with an excitation energy of
1060 eV and thus increased depth sensitivity and sensitivity for light elements are used
for a quantitative depth profiling approach.

Both samples DM0150A and DM0149A are measured at the same spot as is used for
the quantification with conventional 45◦ geometry (Section 4.3). The focus size (FWHM)
of the synchrotron beam at the PGM beamline is 40×140 µm2 (vertical×horizontal)
and the horizontal footprint size is enlarged by 1/sin(ψpr). This leads to a horizontal
footprint size of about 8 mm at an incident angle ψpr = 1◦ and ≈ 0.4 mm at ψpr = 20◦.
For every GIXRF scan, angles of the sample are varied from -0.4◦ to 8◦ in steps of 0.1◦

and subsequently from 8.5◦ to 20◦ in steps of 0.5◦. The measurement time for each angle
is 60 s resulting in a total measurement time of almost 2 h for every GIXRF scan.

Figure 4.7 shows the normalized GIXRF profiles for a) DM0150A and b)-d) DM0149A.
The plotted uncertainties refer to counting statistics and an additional 1% uncertainty
from the calculated incident flux determined with a calibrated photo diode [110]. In
general, the GIXRF profiles of the main components of the thermoelectric layers, Cu
and O, follow the typical trend of a thin layer. After reaching an intensity maximum
at shallow angles (below 5◦), the intensity drops because of the reduced absorption of
the incident radiation in the thin layer. However, also some rather unusual features
are present at shallow angles for the GIXRF profiles of O and C. In Figure 4.7 a),
the high intensity for O and C below 2◦ indicates a strong surface contamination with
probably organic compounds and water. Also, the rather constant C signal, even for
high angles, is somewhat unusual. This behavior, as will be demonstrated in some detail
in Section 4.5.3, can be explained by a large particle, whose fluorescence contributes with
a constant signal to the GIXRF profiles shown here. A less strong signal from organic
contaminants (C and O) is seen for the measurements on sample DM0149A (Figures 4.7
b)-d)) and also for steeper angles the C fluorescence seems to follow the expected trend
of a thin layer. The 2 measurements in c) and d) are obtained at +2 mm and -2 mm
vertical distance from the center position of DM0149A. The Cu and O signals are rather
similar and indicate a homogeneous structure within at least 2 mm distance from the
center. Only the GIXRF profiles for O and C at shallow angles differ significantly.
Clearly, surface contaminants are not evenly distributed on the sample.
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Figure 4.7.: Normalized GIXRF measurements of C, O and Cu performed at the PGM
beamline with 1060 eV incident photon energy. a) shows the GIXRF profiles of the
copper oxide nanofilm sample DM0150A (not tempered) and b) the GIXRF profile
of DM0149A measured at the center position. c) and d) show the GIXRF profiles of
DM0149A (tempered) measured in 2 mm horizontal distance to the center position.
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Figure 4.8.: a) Schematic of the 1-layer model used in the fitting procedure of the GIXRF
profiles. b) Applied model for the density in the CuxOy layer.

Several further differences between the GIXRF profiles of the non-tempered sample
DM0150A in a) and tempered sample DM0149A in b) are visible. While the inflection
point (0.6◦±0.1◦) and the maximum position (3.2◦±0.1◦) are the same for the Cu GIXRF
profiles of both samples, the slope at higher angles is slightly steeper for DM0150A,
indicating a lower mass deposition of Cu. However, the main differences are visible in
the oxygen signal (apart from the contamination contributions below 2◦), which displays
a broader peak and a shallower decrease towards steeper angles for sample DM0150A.
If these differences in the GIXRF profiles of the tempered and not tempered sample
are indeed significant with respect to the sample depth dependent oxidation state, is
analyzed in three subsequent steps. In these steps, the complexity of the applied model
for the thermoelectric nanofilms is subsequently increased to better describe the GIXRF
profiles and the analytical results concerning the sample structure are discussed.

4.5.1. 1-Layer Model

The easiest model of the sample consists of one single layer containing O and Cu on
a Si substrate (Figure 4.8 a)). The small gold content in the thermoelectric nanofilms
will be neglected for now and taken into account, when more quantitative results are
envisaged. From XRF measurements on the substrate just next to the sputtered sample
area, an oxygen mass deposition is quantified and a layer thickness for the native SiO2

calculated (Section 4.3). This layer is added between copper oxide film and substrate
for the models of sample DM0150A and DM0149A, respectively.

Figure 4.9 shows the simulated GIXRF profiles for the 1-layered model with a compo-
sition of pure Cu, Cu2O, CuO and CuxOy with x and y = 1−x being the atomic fractions
of Cu and O as determined in Section 4.3. For all simulations here and hereafter, the
influence of the samples optical properties (reflection and refraction at the interfaces) is
taken into account by the XSW model described in Section 2.2.2. The density of the
layer is set to bulk density of 8.94 g/cm3 for Cu, 6.0 g/cm3 for Cu2O and 6.31 g/cm3 for
CuO. As density for the CuxOy layer, a linearly interpolated value between the former
pure compounds is used (Figure 4.8 b)). The densities of thin layers can indeed differ
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Figure 4.9.: Simulated and measured GIXRF profiles of Cu and O for the copper oxide
nanofilms DM0150A (Cu-Lα,β in a) and O-Kα in c)) and DM0149A (Cu-Lα,β in b)
and O-Kα in d)). The incident photon energy is 1060 eV.
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from bulk densities by several percent. Such a difference affects here only slightly the
inflection point of the curves at shallow angles and is neglected for the following simu-
lations. Layer roughness, modeled by Debye-Waller factors, also show only small effects
on the simulated curves and are set to zero for the present purpose. The fluorescence
calculations are carried out for each measurement angle and normalized to the respective
solid angle of detection.

The simulated curves in Figure 4.9 are fitted to the measurement at the steepest
angle (≈ 20◦) by adjusting the layer thickness. At steep incident angles, geometrical
and XSW effects are smallest and so are the uncertainties. For the fitting, here and
hereafter, a weighted least square fit is used within a Python program (curve fit from
the package scipy.optimize, using a Trust Region Reflective algorithm for minimization
[72]). As can be seen, a good agreement between measured and simulated value at
20◦ is only achieved for sample DM0149A with the simulation of CuxOy, where the
layer thickness is determined to (36.0 ± 0.6) nm. The given uncertainties of the fitting
algorithm have to be used with some care and should probably be understood as lower
limit, as will be discussed more detailed in Section 4.5.3. In all other curves, the Cu
signal is overestimated and the O signal underestimated. This behavior is expected
for all simulations but the simulation of CuxOy with x and y taken from the integral
quantification (Section 4.3), since the relative concentration of Cu to O do not fit. For the
simulation of CuxOy for sample DM0150A, an additional O signal from contamination
is present, as is discussed in Section 4.5.3.

Overall, the results of the 1-layer model, when comparing the whole range of the
GIXRF profiles, are not satisfactory. The maximum of the Cu GIXRF profiles for
both samples is overestimated by all simulations. The same is true for the shallow
angular regions of the O GIXRF profiles, even for the simulations of CuO and CuxOy

of DM0149A, where at least the slope of the curve above 4◦ seems to fit reasonably.
The simulated curves for CuO are closer to the measurements than the curves for Cu2O
or pure Cu, indicating a strong progression of the oxidation process. However, this
information might be misleading and actually originating from a wrong model of the
GIXRF simulations. Indications for this can be found in the GIXRF-NEXAFS spectra
(Section 4.4), where the main contribution originates from Cu2O.

4.5.2. N-Layer Model

A change in the Cu oxidation state with depth in the copper oxide nanofilms is expected
from the GIXRF-NEXAFS measurements. This implies a change of the major chemical
compound to be found in a specific depth region and thus a change of the concentrations
of the elements in depth. To account for such concentration changes in the present
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Figure 4.10.: Schematic illustration of the N -layer model with increasing sublayer thick-
ness.

model of the copper oxide nanofilms, an N -layer model is tested (Figure 4.10). Instead
of a single layer with variable thickness, now a sample model consisting of N discrete
layers is used. Each layer consists of a Cux(n)Oy(n)Auz(n) compound, where x(n), y(n)
and z(n) are the atomic fractions of each element in layer n. However, only x(n) is used
as variable, since z(n) = x(n) × (Cat

Au / Cat
Cu) is calculated from the quantification in

Section 4.3 and y(n) = 1− x(n)− z(n). The density of each layer is again interpolated
between the bulk densities of the pure compounds Cu, Cu2O and CuO (Figure 4.8
b)). The thickness of each layer d(n) depends on the layer number n and the summed
thickness of all N layers dtot according to

d(n) = dtot × n∑N
i=1 i

(4.5.1)

E.g. for N = 5 the layers have an increasing thickness d(1) = dtot × 1/15, d(2) =
dtot × 2/15 etc., which is partly accounting for reduced information from lower layers
due to the absorption in the layers on top. A similar approach is motivated in [43].
In the fitting procedure, only the total layer thickness dtot is used as free parameter.
Besides the N + 1 free parameters, x(n) and dtot, two more scaling parameters for
the fluorescence intensities of copper and oxygen, sCu and sO, are applied. They should
account for the uncertainties of the absolute values of the fundamental parameters used in
the photo production cross section ξi,j,s(Epr) in Equation 2.1.1 in Section 2.1.1. Table 4.3
summarizes the fitting parameters, their starting values and the applied boundaries.

Simultaneous fitting of the Cu and O GIXRF profiles is carried out with the described
model for various layer numbers N ≤ 10 for both samples. Apparently, during the
GIXRF measurements, the sample surface was radially misaligned by up to 60 µm from
the pivotal point of the goniometer. This has a strong effect on the effective solid angle of
detection for shallow incident angles, as is shown in detail in Appendix D. To considered
this during the fitting procedure, an additional uncertainty, being the relative difference
between the effective solid angle of detection with and without sample misalignment, is
applied to the measured data.

Figure 4.11 shows the results of the fitted GIXRF profiles for N = 1, 2, 5 and 10. The
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Table 4.3.: Parameters and settings for the non-linear least square fit applied to the GIXRF
profiles with the N -layer model. Besides intensity factors sCu,O and total layer thick-
ness dtot, for each of the N layers an atomic fraction x(n) for Cu is fitted.

starting value boundary

N × x(n) / at.% 75 50 - 100

dtot / nm 30 0 - 100

sCu 1.0 0.50 - 1.5

sO 1.0 0.50 - 1.5

Figure 4.11.: Fitted and measured GIXRF profiles for Cu and O of the thermoelectric
nanofilms DM0150A (a) and c)) and DM0149A (b) and d)), applying the N -layer
model with N = 1, 2, 5 and 10. The incident photon energy is set to 1060 eV. The fit
is improved compared to the 1-layer model mainly because of the introduced intensity
factors. However, it shows still some deviations in the shallow angular regime below
3◦ and overall for the O GIXRF profile of DM0150A (c)).
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Table 4.4.: Results of the fitted parameters for the N -layer model with N = 1 for the ther-
moelectric nanofilm samples DM0150A (not tempered) and DM0149A (tempered).
The uncertainties are derived from Equation 2.4.3 in Section 2.4.2 and should be un-
derstood as lower boundary because of the imperfect model and the non-normal errors
applied to the measurement.

DM0150A DM0149A

sCu / % 70.5 ± 0.5 86.2 ± 1.5

sO / % 127 ± 14 130 ± 40

dtot / nm 43.5 ± 1.4 40 ± 3

m̂Cu / (ng×cm−2) 22600 ± 800 20500 ± 1200

m̂O / (ng×cm−2) 3490 ± 110 3350 ± 200

m̂Au / (ng×cm−2) 740 ± 90 620 ± 80

simulated curves approximate the measurements visibly better than with the 1-layer
model. However, since even the curves for N = 1 agree better with the measurements,
the effect is mainly caused by the additional factors for the overall fluorescence intensity,
sCu and sO. They allow for an adjustment of the absolute fluorescence intensity, when
changing the total layer thickness dtot. The latter is similar to a change in the total
mass deposition of the elements and dominates the shape of the slope above 3◦. The
fitting values for sCu and sO together with dtot and the corresponding mass deposition
for N = 1 can be found in Table 4.4.

A few points of discussion arise from the results. First, the given uncertainties have
to be discussed. They are derived from Equation 2.4.3 in Section 2.4.2. To be reliable,
the model needs to be appropriate (see the discussion in Section 2.4.2) and the mea-
surement uncertainties need to be normal distributed. The latter is not true because
of the unknown, systematic uncertainties of the effective solid angle of detection due to
misalignment. However, the uncertainties are given here nevertheless, but they should
be understood as lower limits. They can be used to derive hints about the correctness
of the model and are discussed in detail.

The Cu fluorescence intensity is reduced by 15-30% (sCu), not only for the fit with
N = 1, but also for all tested layer numbers N = 1, 2, 3, 5, 7, 10. This seems reasonable
with respect to the estimated uncertainties for L-shell fluorescence, which are in this
work estimated with 26% (see Appendix C). For oxygen on the other hand, the signal is
increased by 30% for N = 1, but also values at the boundary limit of 50% are reached
in some fits. In addition to the high uncertainties given by the fit, the results for sO are
not accurate. As will be seen in the fitting procedure with the next model, a large part
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of the oxygen fluorescence seems to originate from surface contamination and is thus
not covered in the present model. Therefore, also all the values based on the oxygen
signal (m̂O directly and dtot via the applied density model) are not trustworthy and
should be interpreted with care. Surely, the uncertainties of these values are strongly
underestimated.

Nevertheless, the mass deposition results for Cu (and thus also Au) should be rather
trustworthy, since they mainly depend on the slope above 3◦, where neither large un-
certainties in the solid angle of detection, nor effects due to contamination appear. The
values support the quantification results of the commercial setup in Chapter 3 and are
about 15% higher than the quantification results obtained at the KMC beamline with
Cu-Kα. This indicates an underestimation of the FP or instrumental uncertainties in
the latter approach. By introducing a factor for the fluorescence intensity, the determi-
nation of the mass depositions does not rely on the precise knowledge of the solid angle
of detection (which does not change drastically above 2◦ for the present setup), the in-
cident photon flux or most fundamental parameters, leading to decreased uncertainties.
Especially in the soft X-ray range, the fluorescence yield has high uncertainties, which
directly affect the uncertainties of layer quantification, as is illustrated in Section 4.3.
Thus, the shown results nicely demonstrate the advantages of reference-free, FP based
quantification, using a range of incident (or emission) angles instead of a single measure-
ment. This already indicates that even without a fully calibrated setup and with rather
high uncertainties of the FPs in the soft X-ray range, single layered nanofilm quantifica-
tion is feasible with the scanning-free GEXRF setup described later in Chapter 5. But
even for synchrotron applications, the described quantification approach could be useful
to decrease uncertainties.

The main sensitivity for in-depth compositional changes of the thermoelectric nanofilms
is found in the GIXRF profiles at shallow angles. Figure 4.12 shows exemplarily an en-
larged view of the GIXRF profiles of Cu and O for the tempered sample DM0149A. As
can be seen in a), the model already fails to precisely describe the measured Cu GIXRF
profile. This is even more pronounced for the O GIXRF profile in b), even though there
is some improvement for fits with N > 1. The main reason is an additional contribution
from contamination, which has to be described in the model accordingly. Otherwise,
the contribution of the contamination interferes with the O GIXRF profile of the ther-
moelectric nanofilms and leads to wrong depth profiling results (also affecting the Cu
GIXRF profile).
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Figure 4.12.: Zoom to the shallow angular regime for a) the Cu and b) the O GIXRF
profiles in Figure 4.11 b) and d), respectively.

4.5.3. N-Layer Model with Contamination

From the measurements shown in Figure 4.7 on page 60, the oxygen signal and espe-
cially the carbon signal at shallow angles strongly indicate surface contamination. To
account for this in the simulated GIXRF profiles, several possibilities to introduce such
a contamination are tested.

First, the XSW field above the copper oxide layer, which can excite the contamination
layer, exhibits only low intensities at the first few nm above the surface for incident angles
below 0.3◦ (Figure 2.4 in Section 2.2). Thus, the high carbon signal at about 0.1◦ cannot
be explained with a smooth contamination layer on a reflecting surface. Therefore, some
fluorescence intensity has to originate from contamination, which is not affected by the
destructive interference of the XSW field in this angular and spatial region. This could
be the case, either if the XSW field is disturbed by rough interfaces, or if fluorescence
intensity of the contamination originates from a larger distance to the reflecting sample
surface than a few tens of nanometers∗. Therefore, the calculated fluorescence of a single
layer without XSW field modification is added to the fluorescence of the model sample.
The summed intensities are again weighted with the effective solid angle of detection
of each incident angle. Note that the absorption of primary and fluorescence radiation
in the contamination layer, which might affect the signal from the thermoelectric thin
films, is negligible with respect to the overall uncertainties and not implied in the present

∗ The XSW field vanishes above the surface because of the finite temporal coherence of the synchrotron
beam. Assuming a resolving power of E/∆E=5000, the longitudinal coherence length lcoh = λ2/(2×∆λ)
would be ≈ 3 µm for 1060 eV photons. That means, at a shallow incident angle of 1◦, the XSW field
should vanish at about 50 nm above the reflecting surface.
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calculations.
A second possibility for the introduction of contaminants is a nm or sub-nm thick

contamination layer, which is excited by the XSW field. The XSW field enhancement
would be largest at about 2.2◦ (Figure 2.4 in Section 2.2) and indeed some peak at
about 2◦ is visible for sample DM0149A (in Figure 4.7 on page 60). However, in the
fitting attempts for sample DM0150A and DM0149A, this layer usually converged to a
thickness below 0.5 nm and the contribution to the GIXRF profiles is small. To keep the
numbers of free parameters small, this layer is not included in the final fitting procedure.

Since unexpectedly high intensities at very shallow angles are found for both, C-Kα

and O-Kα, the composition of the contamination layers in the model is set to CxO1−x

with atomic fractions x for carbon. The carbon content might originate from dust and
oxygen probably from water, which adheres on the surface if the sample is stored in
ambient conditions.

However, even with the additional contamination model described so far, the GIXRF
profiles cannot be reproduced completely. Mainly the rather slow decrease of fluorescence
intensity above 3◦ for C and O in the GIXRF profiles of DM0150A and for C in the
GIXRF profiles of DM0149A cannot be simulated in this way.

Regarding the C GIXRF profile for sample DM0150A, the almost constant intensity
signal with increasing angles is atypical for layered structures. Because of the decreasing
path length in a thin layer with increasing incident angle, the absorption probability of
the primary radiation should also decrease, leading to the typical decline of fluorescence
intensities. However, if a spherical particle on a (nonreflecting) surface is fully irradiated
for all incident angles, the fluorescence signal of that particle is indeed expected to be
constant. Therefore, for the simulation of sample DM0150A, a constant contribution to
the fluorescence intensities of C is added as fitting parameter, to simulate such particles
(or particle). Since the contamination seems to consist of C and O (both elements
showing high intensities below 3◦) and also the O signal exhibits a very flat gradient at
steeper angles (above 5◦) an offset as fitting parameter is also added to the O GIXRF
profile.

While the fitted simulation of the Cu GIXRF profile does not change much (not
shown), the added parameters lead to much better agreement between simulated and
measured C and O GIXRF profiles (Figures 4.13 a) and c)). The flat decline of the
fluorescence intensities with steeper angles can now be described by the simulation, even
with a 1-layer model for the copper oxide nanofilm. Also, at shallow incident angles
below 3◦ (Figures 4.13 b) and d)), the simulated GIXRF profiles agree much better
with the measurement than without the additional parameters for the contamination.
This indicates that the contamination model applied is a sufficient estimate of the real
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Figure 4.13.: Measured and fitted GIXRF profiles for a) C (close-up in b)) and c) O (close-
up in d)) of the thermoelectric nanofilm sample DM0150A (not tempered) irradiated
with 1060 eV photons and applying contamination contributions to the N -layer model.
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Figure 4.14.: Sketch of the N -layer model with contamination. A constant contribution to
the fluorescence signal of O and C in the GIXRF profile of DM0150A might originate
from one or several large particles. Small particles could give rise to a signal which
would be expected without XSW field modifications of the excitation conditions. The
measurements also indicate a thin surface contamination layer, which is not modeled
(see text). In the tempered sample DM0149A, evidence for a C signal from the copper
oxide matrix is present.

sample contamination, which is sketched in Figure 4.14. Here, the constant fluorescence
intensity contribution is originating from the large particles and some fluorescence is
emitted by smaller particles (extensions from surface should be larger than tens of nm),
mainly unmodified by the XSW field. The latter is modeled as a layer and the X-ray
fluorescence intensity is calculated without XSW field. Even though not modeled, the
measurements show some C and O contribution to the GIXRF profiles from contaminants
affected by the XSW field. This could be small particles of various shape and size in
the nm or sub-nm range, forming a more or less closed, surface layer. The presence of
particles with various diameters up to the µm range is also detected by atomic force
microscopy (AFM) measurements shown in Figure 3.2 in Section 3.1, further supporting
the sample model developed here.

Interestingly, the applied model for DM0150A does not lead to satisfactory results for
the tempered sample DM0149A. The contamination layer thickness is always overesti-
mated by the fit, to achieve a better agreement between measurement and simulation
in the high angular regime. However, this leads to overvalued fluorescence intensities
in the low angular range (red curve in Figure 4.15 a)). To get a better agreement of
the intensity decrease above 3◦ in the C GIXRF profile, the signal must originate from
carbon embedded in a matrix of a somewhat thicker layer than a few nm. Therefore,
a constant carbon contamination is added into the copper oxide nanofilm matrix and
its atomic fraction k is also fitted. The improved agreement between measurement and
simulation is shown in Figure 4.15

Table 4.5 summarizes the resulting parameters of the final fitting approach with N = 1.
The given uncertainties are again estimated by the fitting procedure and have to be
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Figure 4.15.: Fit results of the GIXRF profiles for a) C and c) O with the N -layer model
with contamination of the tempered thermoelectric nanofilm DM0149A. The red curve
in a) is a fit (N=1) using only contaminants on top of the surface. The primary photon
energy is 1060 eV. b) and d) show close-ups of a) and b), respectively.
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Table 4.5.: Fit results of the approach with the N -layered model with contamination and
N = 1. ∗ in units of (10-9 photons. × inc. photon−1)

DM0150A DM0149A

sCu / % 71.0 ± 0.2 83 ± 4

sO / % 77 ± 4 107 ± 110

sC / % 100 ± 700 100 ± 300

x(cont.) / % 60 ± 120 50 ± 90

d(cont.) / nm 2 ± 7 1.8 ± 0.8

O-Kα offset∗ 8.5 ± 0.5 0.0 ± 0.4

C-Kα offset∗ 2 ± 12 not used

dtot 41.0 ± 1.2 58 ± 2

x(1) / at.% 65.7 ± 1.4 50 ± 2

k / at.% not used 20 ± 70

regarded with care. As expected, the fitted factor sCu for the Cu fluorescence intensity
is similar to the values obtained without contamination (Table 4.4 on page 66), since
the Cu signal itself is not strongly affected by the added contamination layer. This is
not the case for the O GIXRF profile, which explains the change in sO as compared to
the results of the N -layer model. However, the value for sO in the case of DM0150A
(77%) is still reasonable with respect to the fundamental parameter uncertainties of
20%. Also, the thickness of the contamination layer with a couple of nm is plausible.
For DM0150A, the offset in the O-Kα intensity seems indeed to be necessary to achieve
a better fit of the simulated to the measured GIXRF profile, as is indicated by the rather
low uncertainty of < 10%. On the other hand, the huge uncertainties for sC, x(cont.),
d(cont.) and the carbon offset probably indicate the somewhat strong coupling of these
parameters, each variation leading to partly similar effects on the GIXRF profile for C.
Also, the C GIXRF profile has the lowest counting statistics, which also contributes to
the uncertainties given by the fit. For the same reasons, uncertainties for k in the model
for DM0149A are also huge. Consequently, since k directly affects the composition of
the thermoelectric thin film and thus also the attenuation coefficient of the matrix, the
uncertainties of x(1) and dtot given by the fit are largely underestimated.

In conclusion, the measured GIXRF profiles can be described by simulations with a
model of the sample including contributions of contamination. Furthermore, not only
the presence of contamination can be shown, but also the high sensitivity of GIXRF
especially in the surface-near region yields information about the nature of the contam-
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ination. The tested models strongly indicate that carbon and oxygen rich particles with
intermediate size (> few tens of nm) are present on the surface. Their fluorescence
signal can partly be modeled by a thin homogeneous layer without XSW field modifica-
tion of the excitation. Also, a smooth film or very small particles containing C and O
could be on the surface (this can be modeled by a thin layer being subject to the XSW
field), but the signal is probably covered by the fluorescence of the intermediate parti-
cles. Then, also major differences of the C and O GIXRF profiles between DM0150A
and DM0149A can be explained by further contributions from contaminants. In the
measured spot on sample DM0150A, a large roughly round or cylindrical particle seems
to be present, which is irradiated for the whole angular range up to 20◦. In the spectrum
used for quantification in Section 4.3, the C-Kα intensity is much lower than expected
from the interpolated GIXRF measurements, suggesting that the large particle or most
of the large particles are outside of the smaller footprint at 45◦. The GIXRF profiles of
DM0149A on the other hand show no such behavior, but here the C GIXRF profile can
be reproduced, if adding C to the copper oxide nanofilm matrix. Maybe the tempering
process led to an integration of C into the copper thin film.

The NEXAFS measurements in Section 4.4 showed qualitatively a much stronger
change of the Cu oxidation state close to the sample surface for the tempered sam-
ple DM0149A, than for the non-tempered sample DM0150A. This finding cannot be
confirmed by the present GIXRF measurements. The main sensitivity to a change of
oxygen concentration with depth is expected from the O-Kα GIXRF profile. But since
this profile is strongly distorted by the fluorescence originating from contamination, the
sensitivity for compositional changes of the copper oxide is lost. In principle, also the
Cu GIXRF profile is sensitive to the somewhat lower relative changes of the Cu con-
centration. The strongest effect is expected in the shallow angular range, but there the
uncertainties of the effective solid angle of detection are highest. To compensate for
these, GIXRF profiles of quotients of fluorescence lines from different elements in the
matrix can be considered, as is shown in [43]. However, this approach cannot be used
here, since only copper as undisturbed signal is present.

Even though the depth profiles of oxygen and copper cannot be determined with
sufficient accuracy with the present measurements, the evaluation of the data surely
illustrates the analytical possibilities of angular resolved XRF measurements and moti-
vates the need for a laboratory setup. Often, unexpected results obtained from angular
resolved XRF measurements are originating from the sample preparation process, mak-
ing a quick feedback loop between analysis and sample preparation important. In the
case of large facility measurements, this feedback loop is usually delayed by the need of
applying for beamtime. In the next Chapter 5, the development of a laboratory setup
for GEXRF measurements in the soft X-ray range is presented. After characterizing the
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setup with a multilayer test sample in Sections 6.2 and 6.3, it will also be used to test
the applicability with one of the thermoelectric thin film samples, namely DM0149A.
For this purpose, the above developed N -layer model will be applied to the GEXRF
case.
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5. Development of Laboratory
Scanning-Free Soft X-ray GEXRF

In the previous chapter, it has been shown that grazing incidence X-ray fluorescence
(GIXRF) can give access to nanometer scaled structural information for complex sam-
ples. However, the shown measurements were performed at a synchrotron radiation
facility to provide a highly collimated and intense excitation beam in the soft X-ray
range and use was made of the absolutely calibrated instrumentation of the PTB. Such
measurement conditions are difficult to achieve with a laboratory setup. On the other
hand, a laboratory setup has the advantage of being readily available without the need
of beamtime proposals and the related long latencies. And, probably more importantly,
with a larger user and scientific community at hand, evaluation procedures for the in-
verse problem of GI- and grazing emission (GE) XRF measurements might evolve more
rapidly, making the method even more powerful in general.

In the following, the development of a laboratory soft X-ray GEXRF spectrometer is
presented with a short introduction dealing with the applicability of GI- and GEXRF
in the laboratory. After describing the principle setup, special emphasis is placed on
alignment procedures to enable precise measurements as well as an absolute angular
calibration. Then, the evaluation of single photon events detected with a charge-coupled
device (CCD) camera is investigated to make use of the energy-dispersive properties of
a conventional CCD camera. Finally, angular calibration and energy-dispersive CCD
images are both used to obtain GEXRF profiles.

Please note that setup design, adjustment, calibration and evaluation procedures are
developed for soft X-ray GEXRF measurements with a laser-produced plasma source.
Nevertheless, most of the ideas can be readily transferred to the hard X-ray range,
where the sample can be excited e.g. by an X-ray tube equipped with a polycapillary
lens, which further increases the impact of this work.

77



5. DEVELOPMENT OF LABORATORY SCANNING-FREE SOFT X-RAY GEXRF

5.1. Grazing Incidence vs. Grazing Emission XRF
Spectrometer Concept

Grazing incidence XRF and grazing emission XRF are related measurements, which
give access to similar information. While the former allows for ideal excitation condi-
tions with respect to excitation depth and self-absorption of the fluorescence radiation
(Section 2.2), clear drawbacks are the high requirements regarding the excitation beam
and the extended footprint on the sample for shallow angles. GEXRF measurements on
the other hand can be applied by any, also convergent, ionizing radiation (X-rays, elec-
trons, ions, etc.). This is not only preferable in terms of laboratory (mainly divergent)
excitation sources, but can also be used to guarantee a small footprint and enhanced lat-
eral resolution. However, the fluorescence radiation needs to be detected under shallow
emission angles. This leads to self-absorption losses in the detected intensity and thus,
a typically lower efficiency compared to GIXRF, which has to be compensated for.

At the Berlin Laboratory for Innovative X-ray technologies (BLiX), a laser-produced
plasma (LPP) source is available for the generation of divergent soft X-rays [79]. Fur-
thermore, a spectroscopy chamber designed for sample manipulation and realization of
various spectrometer geometries can be used [111]. If the plasma interaction chamber
and the spectroscopy chamber are combined in a spectrometer, the minimum distance
between source and sample position is almost 1 m. This makes the application of X-ray
optics necessary to increase the photon flux in the sample plane.

For a grazing incidence XRF spectrometer, parallelizing optics are necessary. Due
to the long working distance (the optics needs shielding from plasma debris), multilayer
optics are superior to e.g. polycapillary lenses. Such an optics might achieve a solid angle
of acceptance of ΩGI

opt = 3.1×10−5 sr (see Appendix E). What is lost in the excitation
channel is compensated for in the detection channel of typical GIXRF spectrometers.
The detector, usually a silicon drift detector (SDD), can be aligned with less than 1 cm
distance to the sample surface, resulting in achievable solid angles of detection of ΩGI

det ≥
0.3 sr. However, the electronics can only compute and differentiate photons in the
microsecond range. Therefore, the pulsed radiation of the LPP source with pulse length
of 1.2 ns leads to severe pile-up in the detector, limiting the usable count rate of the
detector to only ≈ 100 counts/s (the repetition rate of the LPP source is 100 Hz).

In a grazing emission XRF spectrometer, the multilayer optics can have focusing prop-
erties. This allows for a higher angle of acceptance of ΩGE

opt = 2.3×10−3 sr (Appendix E),
which means a factor 75 more flux in the excitation channel. Also, more than one
optics might be used, further increasing the excitation intensity (as is applied in Sec-
tion 5.2.2). This gain in intensity is diminished by the small solid angles of detection
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(ΩGE
det ≈ 6×10−7 sr) in a GEXRF spectrometer, which typically has to be applied to

guarantee sufficient angular resolution. Only a scanning-free GEXRF setup can over-
come both the limitations concerning pile-up (with an SDD) and insufficient solid angle
of detection. The overall solid angle of detection with a CCD can easily be of the order of
0.05 sr and the pile-up is prevented by separating the photon events not only temporally
(as in the SDD) but also spatially. Thus, a scanning-free GEXRF approach is clearly
favorable compared to a GIXRF setup.
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Figure 5.1.: Schematic setup for the laboratory scanning-free soft X-ray GEXRF measure-
ments.

5.2. Principle Setup

The principle setup used for the GEXRF measurements is shown in Figure 5.1. The
divergent radiation of the LPP source is focused onto the sample plane by means of
a multilayer mirror optics. The optics were in a first beamtime two one-dimensionally
focusing mirrors in Kirkpatrick-Baez (KB) geometry and in a second beamtime with
improved setup and methodology two two-dimensionally focusing, toroidal shaped mir-
rors. The optics are shielded from debris by a thin polymer foil, sputtered with 100 nm
of aluminum. Visible light is additionally prevented to reach the spectroscopy chamber
by an aluminum filter with a thickness of 1.5 µm. The sample, positioned and aligned
with a 7-axes goniometer in the spectroscopy chamber, is irradiated at about 90◦ and
the fluorescence radiation at shallow emission angles is detected with an area detector
operated in a single photon counting mode to enable energy-dispersive measurements.
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Figure 5.2.: Laser and plasma intensity (top) as well as X and Y values of the plasma
position monitoring of the 4Q-diode (bottom) for 3 hours of LPP operation.

5.2.1. Laser-Produced Plasma Source

A short description of the laser-produced plasma (LPP) source is given in Section 2.5.2.
For GEXRF measurements, the LPP source is operated in a continuous mode, providing
1.2 ns X-ray pulses every 10 ms. The pulse energy of the Yb:YAG laser is typically
set to 150 mJ for alignment and 200 mJ for the GEXRF measurements, to effectively
heat the plasma and generate X-rays with energies at 1078 eV from transitions in the
20-fold ionized copper. After up to 9 hours of operation, the copper target is replaced by
a freshly polished target. This ensures high surface quality and improves position and
intensity stability of the source. Furthermore, the debris protection foil in front of the
beamline is sputtered with copper during operation, resulting in a reduced transmission
of about 50% for the 1078 eV radiation after ≈ 9 hours. Therefore, after each target
replacement, the debris-protection foil is renewed.

The GEXRF measurements shown in Chapter 6 are the first measurements, where the
LPP source is operated continuously over several hours. Over the whole time, a high
stability in the plasma position and a moderate stability with respect to X-ray intensity
need to be guaranteed. While the former affects the footprint position on the sample and
thus the angular resolution of the GEXRF measurements, the latter is less critical, since
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in the scanning-free GEXRF approach, the shape of the GEXRF profile is not affected
by intensity instabilities.

The four-quadrant-diode (4Q-diode) proves to be a useful tool for stability monitoring.
Figure 5.2 shows the plasma intensity measured with the 4Q-diode and the respective
laser intensity for 3 hours of continuous operation. The laser intensity displays a very
stable mean value and a standard deviation of 10% over almost the whole time. The
summed intensity of the four quadrants of the 4Q-diode, measuring the plasma intensity,
has a larger standard deviation of up to 40% and also the mean intensity is decreasing
with time. The former can be explained by the high non-linearity and complexity in
the plasma formation and the resulting sensitivity for changes of target position and
roughness. Moreover, the 4Q-diode has insensitive areas between the quadrants, so
that positional changes of irradiated area (influenced by position changes of the plasma)
can affect the summed intensity. The decrease of mean intensity originates from debris,
which is sputtered onto a protective glass disk in front of the laser entrance window. This
leads to reduced laser intensity in the laser focus on the copper target and consequently
reduced plasma temperature and X-ray intensity. After 1 h to 1.5 h of operation, the
LPP source is shortly stopped for changing the glass disk in vacuum by means of a
mechanical conveyer, to counter this effect.

Also, the position of the plasma source is monitored with the 4Q-diode. In the bottom
panel of Figure 5.2 the X and Y values are displayed (see Section 2.5.2). While Y is
used for the feedback loop and therefore shows a constant mean value, X drifts slightly
in one direction during operation but is reset after changing the protective glass disk of
the laser entrance window. This indicates a slight deflection of the laser beam depending
on the sputtered copper on the protective glass disk. However, in other measurements
(not shown here), X can drift rather arbitrarily, revealing a more complex behavior of
the plasma position. Nevertheless, the absolute drift of the plasma position is negligible
for the GEXRF measurements, as will be shown in Sections 6.2 and 6.3.

As is mentioned in Section 2.3.1, the noise level in each CCD frame of a GEXRF mea-
surement needs to be as low as possible to detect and discriminate single photon events.
Therefore, special care has to be taken to minimize stray light in the spectroscopy cham-
ber. Besides visible light entering the spectroscopy chamber through window flanges,
contributions from the LPP source itself might be detected. The former can be reduced
by carefully sealing the window flanges. The latter, which is infrared and visible light
from the LPP plasma and from the plasma reflected laser light, is typically blocked by
a 1.5 µm aluminum filter (Goodfellow) in the X-ray beam path. However, a further
significant reduction of stray light can be achieved by using a debris protection foil with
an additional aluminum layer just at the exit of the plasma interaction chamber (see
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Figure 5.3.: Vacuum setup and positioning stages (photograph) and schematic ray path
for the Kirkpatrick-Baez (left) and toroidal (right) optics. A single toroidal multilayer
reflector is shown in the inset (bottom right of photograph).

Figure 5.1), e.g. 900 nm Mylar coated with 100 nm aluminum.

5.2.2. Multilayer Optics

The divergent and polychromatic X-radiation emitted from the LPP source needs to be
efficiently transported to the sample plane, which has a distance of more than 100 cm
from the source because of the size of the vacuum chambers, i.e. the plasma interaction
chamber and the spectroscopy chamber. In the suggested setup, multilayer mirrors, of-
fering a relatively high solid angle of acceptance, are used to collect, monochromatize
and focus the radiation onto the sample plane. In a first approach (measurements in Sec-
tion 6.2), two one-dimensionally focusing W/Si-multilayer mirrors, especially designed
for the LPP source, are used in Kirkpatrick-Baez geometry (Figure 5.3 left panel). In
a second development step (measurements in Section 6.3), they are replaced by two
two-dimensionally focusing, toroidal-shaped multilayer mirrors (Figure 5.3 right panel),
increasing the achievable photon flux on the sample.
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Kirkpatrick-Baez Optics

In the Master’s Thesis of A. Jonas the Kirkpatrick-Baez optics are characterized and
aligned [112]. Here, the most important results for the GEXRF setup are shortly summa-
rized. In a first characterization step, both multilayer mirrors are investigated separately.
The focus size (measured as FWHM of the thin line focus) for both mirrors is (101 ± 14)
µm over a focal length of about 1 cm. Spectra of the LPP source after reflection at a
single KB mirror result in a Gaussian peak at 1078 eV (1.15 nm) with a FWHM of 66 eV,
i.e. a bandwidth of 3%. Note that the Gaussian peak consists of three plasma lines at
1088 eV, 1069 eV, 1060 eV (i.e. 1.14 nm, 1.16 nm and 1.17 nm wavelength), which are
not resolved in the measurement.

The alignment of the combined multilayer mirrors in KB geometry is performed with
motorized stages in vacuum (Figure 5.3, left panel). Since there are only two axes
(one rotational and one translational) for the alignment for each of the two mirrors,
the desired focus size of 100×100 µm2 (FWHM) could not be achieved. The focus is
minimized in the more critical direction with respect to angular resolution, i.e. the
horizontal axis pointing to the CCD (Section 2.3.2). With this alignment, the focus has
a size of 100×500 µm2 (FWHM). The intensity in the sample plane with KB optics is
increased by a factor (gain) of 1470, if compared with the direct radiation of the LPP
source in a pinhole with 500 µm diameter in the sample plane.

Toroidal Optics

In the second GEXRF beamtime (Section 6.3), toroidal multilayer optics instead of the
KB optics are applied. These optics approximate the geometrically ideal ellipsoidal
shape for a two dimensional focusing optics based on reflection. Since a single multilayer
reflector is already focusing the radiation in both dimensions, the X-rays are reflected
only once (instead of twice as in the KB geometry), leading to an increased efficiency.
Furthermore, two optics are applied in the setup to increase the solid angle of acceptance,
each aligned with 3 translational and 2 rotational stages, allowing to align both mirror
foci at the same position in the sample plane. The optics are characterized in the
Bachelor’s Thesis of R. Reusch [113]. There it is shown that a single optics facilitates a
focus size (FWHM) of 70×80 µm2.

With a bandwidth of 4% and a maximum reflectance at 1078 eV, the spectral reflection
properties of the two toroidal mirrors are similar to each mirror of the KB optics. The
gain, as with the KB optics compared to direct radiation of the LPP in a pinhole with
500 µm diameter, is 27100 for one of the mirrors. Thus, the total number of photons
in the sample plane is increased by a factor of 18 with one toroidal optics compared to
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Figure 5.4.: a) Schematic view of the spectroscopy chamber with the sample manipulator
(enlarged in b)) in the center. The sample can be moved in x, y and z direction and
rotated against the axes θ and φ [111].

the KB optics, while the spot size is decreased. The huge intensity increase is mainly
originating from a much easier optics alignment, enhanced coating properties because
of a better substrate and adapted processing techniques, and a slightly larger optical
area. In principle, a ring-shaped ellipsoidal optics could further increase the solid angle
of acceptance, but setup and alignment requirements as well as the high cost make that
concept unfavorable at the moment.

5.2.3. Spectroscopy Chamber

The spectroscopy chamber used for the GEXRF experiments is described in detail in
[111]. It is evacuated with a turbomolecular pump with resulting pressures down to
5×10−8 mbar. The high-vacuum guarantees clean measurement conditions and negli-
gible absorption of soft X-rays. In the center of the spectroscopy chamber, the sample
manipulator is located (Figure 5.4). It allows to move the sample in 3 translational di-
rections in a Cartesian coordinate system (x and y for movement in the vertical plane of
the sample holder, z for movement radial to a vertical axis), which can be rotated about
a vertical axis in the center of the spectroscopy chamber (θ) and a horizontal axis normal
to the sample holder (φ). The latter is facing the θ-axis, such that the intersection of
the θ-axis and the φ-axis defines the pivotal point of the goniometer and sample manip-
ulator. Furthermore, another linear stage (“diode”) is mounted on a second rotational
stage (“2θ”) to mount and align e.g. an X-ray sensitive diode in the setup.

If the pivotal point of the goniometer is located on the sample surface, and the sample
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is irradiated in this point, the excitation position will be fixed, even if the sample is
rotated. The pivotal point will also be essential for the angular calibration procedures
and serves as origin of the Cartesian coordinate system, in which the measurement
geometry is defined (LAB system in Section 5.2.5). Therefore, also the sample needs
to be excited in the pivotal point and the spectroscopy chamber needs to be aligned
precisely with respect to the optics’ focus, as is described in Section 5.2.5.

5.2.4. Charged Coupled Device

The CCD is integrated into the spectroscopy chamber with an adjustable positioning
system at the 300-mm flange (see Figure 5.4). The system allows to tilt the CCD via a
tripod and to traverse the CCD in the plane facing the flange. Furthermore, it is possible
to move the CCD radially towards the center of the spectroscopy chamber. With the
distance, also the angular resolution and the total solid angle of detection of the GEXRF
measurements are adjusted. Due to the small pixel sizes in modern CCD chips and the
more relaxed restrictions on angular resolution in soft X-ray GEXRF compared to hard
X-ray GEXRF (Section 2.2.3), it is usually beneficial to move the detector as close as
possible to the excitation spot on the sample. The smallest achievable distance with
the sample surface perpendicular to the chip surface is about 15 cm, due to obstructive
parts of the sample holder itself. However, this distance can be reduced further, if the
sample is mounted on a 20◦ wedge, allowing to move the goniometer axis θ further
away by 20◦ and giving way to the CCD positioning system. With this adaption, the
distance of the pnCCD chip to the pivotal point in the first beamtime is 6.5 cm and in
the second beamtime the CCD has a distance of 11.1 cm. The reason for the difference
is an additional adapter flange and a different CCD housing of the conventional CCD.

5.2.5. Alignment Procedures

Various alignment procedures are developed during this thesis, which are crucial for
the angular calibration of the GEXRF measurements. In principle, for every pixel of
the CCD, the respective emission angle of the fluorescence radiation and solid angle of
detection can be calculated (Section 2.3.2), if the positioning of the CCD with respect to
the excitation position and sample surface direction is well-known. The excitation focus
of the multilayer optics, the sample surface and the CCD camera are thus aligned with
respect to the pivotal point of the goniometer, which defines the origin of the coordinate
system used for the angle calculations.
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Figure 5.5.: Schematic of the alignment steps for the precise adjustment of the toroidal
optics foci into the pivotal point of the goniometer. The dotted blue X-ray beam is
not used at the alignment step. It can be easily aligned to a position, where it does
not interfere with the other beam. For details about the alignment refer to text.
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Goniometer Alignment

For the description of the goniometer alignment, the setup equipped with the superior
toroidal mirrors is used. As requisite for the alignment of the goniometer with respect
to the optics’ focus, the two optics should be already adjusted and their foci overlapped.
For beam diagnostics, a pinhole (diameter 500 µm) and a CMOS sensor (768×576 pixel
of size 6.33×6.33 µm2) are mounted on the sample holder, facing the direction of the
convergent X-rays of the toroidal optics. The relative distance of the y position between
CMOS chip surface and pinhole is roughly known (e.g. measured with slide gauge), as
well as the y position of the pinhole, if it is roughly in the pivotal point.

In a first step, the vertical (here, the x axis is used, it could be the y axis, depending
on the φ position), radial (z axis) and rotational (θ and φ) positions of the pinhole, when
its normal intersects with the pivotal point of the goniometer, have to be found. This
is done by scanning the X-ray beam, which is reflected by one of the optics, with the
pinhole and an X-ray sensitive diode attached to the 2θ stage. Then, pinhole positions
with maximum intensity transmitting through the pinhole have to be found before and
after rotating θ and subsequently φ by 180◦. The pivotal position is then the mean of
the maximum positions for each axis. For further details about these scans see [114].

When the pinhole is in its pivotal position (Figure 5.5 a)), the optics focus must be
shifted a distance ∆z and ∆x (i.e. vertical axis, which is perpendicular to the plane
of projection in Figure 5.5) until it intersects with the pinhole’s pivotal position. For
this purpose, the X-ray focus on the CMOS detector is marked (Figure 5.5 b)) and the
CMOS detector shifted by ∆z and ∆x. Now the optics can be focused again on the
marked spot on the CMOS detector (Figure 5.5 c)). If the new focus position of the
toroidal optics is too far from the optimum (i.e. the optics cannot be focused on the
mark), the whole spectroscopy chamber, which is mounted on a motorized base frame,
must be moved in the corresponding direction and the process repeated. Now the setup
is roughly aligned. Depending on the accuracy of the pivotal position of the pinhole in
y direction and the measurement of the distance between CMOS chip and pinhole, the
focus is probably as close as 0.5 mm to the pivotal axis.

Fine adjustment is now performed by scanning θ (e.g. by 20◦) at several y positions
of the CMOS detector and recording the focus shift of one of the optics in the CMOS
image (Figure 5.6 d)). The y position, at which the focus does not shift with changing
θ is the position for which the CMOS surface is in the pivotal point of the goniometer.
This position is the intersection point of two linear fits to the position dependent z

shifts (Figure 5.6 d), right). If the beam spot is not stationary for θ scans at the
determined z position, the alignment steps starting at a) need to be repeated. Now
the whole spectroscopy chamber can be shifted in the direction of the y axis of the
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Figure 5.6.: Figure 5.5 continued.
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goniometer by the distance between the pivotal y position of the CMOS detector and
the y position when the two toroidal foci intersect (Figure 5.6 e)). The whole procedure
can be performed with a φ scan to further adjust the height of the optics focus. However,
since the beam in the setup is propagating almost in a horizontal plane, the alignment
procedures performed so far should be sufficient for the x position of the optics’ focus.
Finally, the foci of both optics can be fine adjusted to the marked position on the CMOS
chip (Figure 5.6 f)). The foci distance to the pivotal axis is now better than 50 µm in
all directions.

The exact pivotal position of the pinhole in beam direction (y) can now be found
by scanning the z axis at various y positions (Figure 5.5 g)) and at each marking the
maximum intensity positions for both X-ray beams (of both toroidal optics). At the
y position, where the two fitted linear curves intersect, the pinhole is in the pivotal
position for y (Figure 5.6 g), right). Scanning the remaining axes yields then the pivotal
pinhole position, also with an accuracy of about 50 µm.

Now, the focus position of the toroidal optics is well-defined. A sample with its surface
in the pivotal point can be rotated, while the excitation spot on the sample is stationary.
For the calculation of the angular scale on the CCD during the GEXRF measurements,
the CCD needs to be aligned relative to that excitation position. To describe the CCD
positioning, an optical axis must be defined, as is shown in the following chapter.

Defining the LAB System and CCD Alignment

For the alignment of sample and CCD, a Cartesian coordinate system (LAB system) is
defined. Its origin is in the pivotal point of the goniometer, so that after the alignment of
the spectroscopy chamber, this is overlapped with the toroidal optics focus position. An
optical axis is defined and used for sample and CCD alignment by an optical adjustment
laser ((Figure 5.7). Since the direct laser spot will be imaged on the CCD chip for sample
alignment and angular calibration purposes later, gray glasses and a mechanical shutter
are deployed in the beam path outside the spectroscopy chamber to adjust the intensity
and define exposure times. The laser is aligned through the pinhole in its pivotal position
(determined in the previous chapter) rotated about θ by 90◦. Indeed, the angle between
excitation beam and optical laser does not have to be exactly 90◦ and might vary to
enable an easier CCD positioning. The laser beam defines the xLAB axis and the θ axis
of the goniometer is parallel to the zLAB axis of the LAB system.

After the CCD is in its measurement distance, the tilt of the CCD and the translational
direction are aligned with respect to the optical laser. The laser spot, which will mark
the angle line where the emission angle of the fluorescence radiation in the GEXRF
measurements is 0◦, should hit the CCD at the edge of the chip (but still fully on
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Figure 5.7.: Schematic top view of the spectroscopy chamber with the optical alignment
laser (1), gray glasses (2), mechanical shutter (3) and the CCD positioning system (4).
The adjustment laser is aligned through the pivotal point of the goniometer onto the
edge of the CCD chip. In this final arrangement, it defines the LAB system. Also
note the 20◦ wedge (5), which allows to move the sample holder further away from the
CCD positioning system, while keeping the sample surface (here pinhole) aligned to
the optical laser.
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the chip), so that the angular scale can extend over most of the remaining chip area.
Furthermore, it is important to measure the position of the laser beam reflected from
the chip surface, to calculate the tilt angles of the CCD chip with respect to the optical
axis, as will be shown in Section 5.3.2. Alternatively, the laser reflection can be adjusted
back on the laser to align the CCD chip in the yLABzLAB plane.

Sample Alignment

The samples are mounted on a 20◦ wedge on the sample holder, allowing to set the θ
motor of the goniometer 20◦ further away from the CCD detector, while keeping the
position of the samples (see Figure 5.7). Thus, the detector can be aligned closer to the
sample holder without touching the motors of the translational stage of the goniometer,
increasing the solid angle of detection.

The alignment of the excitation position on the sample surface is carried out by move-
ments relative to a fixpoint on the sample holder (pinhole position or a fluorescent
screen). The relative positions can be measured with a slide gauge or a photograph con-
taining a scale before load locking the sample holder and are accurate to about 0.5 mm.
Now, the sample surface has to be aligned into the pivotal point of the goniometer with
high accuracy, to assure that the excitation spot and thus the origin of the fluorescence
radiation is in the origin of the LAB system. For this purpose, iterative scans with the
θ and z motors of the goniometer can be used. Thus, the sample surface is aligned by
moving it into the laser beam and monitoring the laser beam intensity on the CCD chip.
If the shadowing leads to half of the maximum intensity, θ scans are used to maximize
the laser intensity. Details can be found in the Bachelor’s thesis of L. Bauer [114].

The application of the 20◦ wedge on the sample holder changes the alignment slightly.
Now, the tilt of the sample surface with respect to the transitional axes y and z of
the goniometer has to be considered. This results in combined y-z scans with step
sizes ∆y = ∆z tan(20◦) instead of the pure z scans for the radial adjustment of the
sample surface (see Figure 5.7). If this is not considered, the excitation spot on the
sample surface would shift due to the alignment. Slightly depending on the sample
extensions, this alignment procedure assures a positioning of the sample surface with
respect to the pivotal point within about 50 µm. The zero angle of the sample, which
is the θ position of the goniometer when the sample surface is parallel to the xLAB axis
of the LAB system, can be determined with an accuracy of better than 0.01◦, as is
demonstrated in Section 6.3. Of course, this value varies with the CCD and sample
dimensions and positions. If necessary, further scans with the goniometer stages in the
plane of the sample surface can be used to adjust the lateral excitation position on
the sample with higher precision. However, it might be necessary to repeat the surface
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adjustment afterward.
After the alignment of the sample is completed and the sample is set in its measure-

ment position, the fluorescence emission angle to pixel assignment is defined and can be
calculated by an angular calibration procedure (Section 5.3).
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5.3. Calibration of the Angular Scale

Since GEXRF profiles are plots of fluorescence intensity with respect to the fluorescence
emission angle, the control of the emission angle is crucial for the GEXRF experiment.
If the fluorescence emission angle is scanned, for example by rotating the sample, the
angular axis is defined by the motor steps of the rotational stage except for an offset
of the angular scale. This offset is typically found by measuring a calibration GEXRF
profile with a well-known feature, e.g. the inflection point in the GEXRF profile of Si-Kα

originating from a silicon wafer [23, 115]. The wafer can either be a different sample, or
the substrate of the sample to be analyzed. Kayser et al. also use a calibration GEXRF
profile (signal of the Ge wafer) in their scanning-free GEXRF experiments in [24]. The
relative angular scale is calculated from the measured sample-to-detector distance and
detector extension.

The use of a calibration GEXRF profile can lead to systematic uncertainties in the
angular scale. First, if the substrate signal is used for calibration, the analyzed struc-
ture (thin layers or dopant profiles) can have an influence on the propagation of the
fluorescence radiation, which might have to be taken into account. Since the properties
of the analyzed structure, which affect the optical response (e.g. roughness, density or
stoichiometry), might not be known a priori, this approach can lead to inconsistencies
in the analysis. Second, if a well-known independent sample is applied for the angular
calibration, there is an uncertainty in the alignment of the measurement samples with
respect to the calibration sample.

The following considerations will focus on the angular calibration of a scanning-free
GEXRF setup. If the sample-to-detector distance is large compared to the detector
width, the detector can be aligned such, that each pixel column (or row) detects fluo-
rescence of a well-defined emission angle (see Section 2.3.2, Figure 2.10 a)). However,
especially in the soft X-ray regime, the restrictions to the angular resolution are more
relaxed, allowing for a shorter sample-to-detector distance to increase the solid angle of
detection and the analyzed angular range. In this range of large solid angles of detec-
tion, the actual hyperbolic shape of the equi-angle lines has to be taken into account.
Furthermore, it is not sufficient to assume an average solid angle of detection for each
pixel (or pixel row), but rather the opening angle of each pixel needs to be calculated,
as is shown in Section 2.3.2.

For both GEXRF experiments shown in this thesis (Sections 6.2 and 6.3), the corre-
sponding fluorescence emission angles and solid angles of detection for all pixels of the
detectors are calculated as described in Section 2.3.2. To do so, the exact geometry of
the detector with respect to the sample, defined by all the geometric parameters (GPs)
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GP distance to /
rotation of CCD

dCCD along xLAB
lCCD along yLAB
hCCD along zLAB
φCCD about xLAB
θCCD about yLAB
ωCCD about zLAB
ωsample about zLAB

Figure 5.8.: Schematic view of the GEXRF measurement geometry and definition of the
geometric parameters in the LAB system (see table). The xLAByLAB plane is approx-
imately a horizontal plane. Indicated is also a hyperbolic equi-angle line on the CCD
chip for a fluorescence emission angle ψfl.

in Figure 5.8, needs to be known. As mentioned in Section 5.2.5, xLAB and zLAB are
parallel to an adjustment laser and the θ axis of the goniometer, respectively. The ori-
gin of the LAB system is the pivotal point of the goniometer and the sample surface is
adjusted in the xLABzLAB plane. Then, 6 GPs (3 displacements of the edge center of
the CCD and 3 rotations) need to be known to calculate the corresponding fluorescence
emission angles and solid angles of detection of each pixel of the two-dimensional detec-
tor. To determine these parameters, a calibration sample is used in the first beamtime
(Section 6.2) and in the second beamtime (Section 6.3) an absolute angular calibration
is applied. The latter is achieved by measuring all the GPs with high precision by means
of an optical laser setup.

5.3.1. Calibration with GEXRF profile

In principle, it is possible to fit all geometric parameters with an algorithm, which
compares a measured GEXRF profile with a theoretical or well-known GEXRF profile.
Each variation of the GPs leads to a change in the angular calibration of the measured
GEXRF profile and therefore to a different form of that profile. If the measured and
the theoretical GEXRF profile match, the fitted GPs describe the angular calibration
correctly. However, the calculation of the whole angular distribution on the CCD chip
is time consuming (tens of seconds to minutes on a modern desktop PC), since angle
and solid angle are calculated for every pixel. This can be critical in a procedure with
tens or hundreds of iterations if all 6 GPs are taken into account. Therefore, it is
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Figure 5.9.: Schematic view of the spectroscopy chamber. The aligned optical laser beam
intersects the pivotal point of the goniometer and defines the LAB system (left). It is
reflected at the CCD chip (center) and exits the vacuum chamber through the same
window flange where it enters. Outside the vacuum chamber, the beam path can be
measured to determine the tilt of the CCD camera (right).

helpful to combine the direct measurement of some of the GPs with a fitting routine,
which determines for example only the GPs with the strongest influence on the angular
scale. It has to be kept in mind that the fitting algorithm can only be as precise as the
assumptions on the theoretical GEXRF profile. That means a wrong theoretical curve
might still lead to a good fitting result, but induces a systematic error in the angular
scale. Even more, a wrong geometry leads to a wrong normalization to the solid angle
of detection for each angle, which could alter the shape of the GEXRF profile and lead
to wrong depth profiling results.

5.3.2. Absolute Angular Calibration

The basic principle of measuring all relevant GPs to achieve an absolute angular cali-
bration is worked out within the scope of the Bachelor’s thesis of L. Bauer [114]. For the
beamtime in Section 6.3, the evaluation procedure is automatized and refined. To apply
the evaluation procedure, the setup needs to be aligned according to the description in
Section 5.2.5. Then, all GPs can be derived in the following way.

The angles ωCCD (see Figure 5.9 left) and θCCD (lies in xLABzLAB plane and is not
shown in the image) might deviate from zero to achieve a smaller sample-to-detector
distance in the alignment procedure. Both can be measured outside the spectroscopy
chamber. For this purpose, the positions (yi,r,zi,r) of the incident and of the reflected
optical laser beam need to be measured at two x′ positions x′1 and x′2 (Figure 5.9 right).
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Figure 5.10.: a) Section of the maximum pixel intensities of 9 images of a θ scan. Besides
the direct laser beam, the reflected beam positions are shown. In b) the intensities
of the image in a) are summed along the equi-angle lines computed with the angular
calibration.

Then, the tilt of the CCD with respect to xLAB can be calculated with

tan(ωCCD) = |y
i
1 − yr

1| − |yi
2 − yr

2|
2× |xi

1 − xi
2|

(5.3.1)

tan(θCCD) = |z
i
1 − zr

1| − |zi
2 − zr

2|
2× |xi

1 − xi
2|

.

The GPs lCCD and hCCD (displacement of edge center of the CCD with respect to
yLAB and zLAB) are determined by a single recording with the CCD camera of the direct
adjustment laser beam (shown in Figure 5.10 a)). The position (CCD0

x, CCD0
y) can be

measured with a two-dimensional Gaussian fit with sub-pixel accuracy. This, together
with the known tilt angles ωCCD and θCCD, yields the position of the CCD camera in
the yLABzLAB plane.

Now, dCCD and φCCD are extracted from the final θ scan of the goniometer from
the sample alignment∗ (Figure 5.10 a)). For each scan position, an image of the ad-
justment laser beam reflected at the sample surface is recorded with the CCD cam-
era. The positions of the reflected beam on the CCD chip can again be fitted with
two-dimensional Gaussian functions, yielding the center positions (CCDx(θ), CCDy(θ)).

∗ It is important that the radial position of the sample (z axis) is already aligned
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Figure 5.11.: a) Linear fit to the CCD positions of the adjustment laser reflected at the
sample surface for various θ positions of the goniometer. b) Distances d(θ) of the
reflected laser beam positions to the direct laser beam position on the CCD for various
θ positions of the goniometer and the corresponding fit.

Plotting CCDx(θ) over CCDy(θ) and a linear fit of m and n in

CCDy(θ) = m× CCDx(θ) + n

yields φCCD = 1/tan(m) (Figure 5.11 a)).
The distance dCCD can be calculated with the relation d(θ)/dCCD = tan(2θ), d(θ) being

the distances of each reflected laser beam position to the direct laser beam on the CCD
chip for a tilt angle θ of the sample. In the case that the unobstructed adjustment laser
beam is perpendicular to the CCD chip surface (ωCCD = θCCD = 0), d(θ) can be calcu-
lated by the Pythagorean theorem d(θ)2 =

(
CCDx(θ)− CCD0

x

)2
+
(
CCDy(θ)− CCD0

y

)2
.

For a more general case, the tilt of the CCD has to be taken into account. The surface
of the sample is in good approximation parallel to the θ axis of the goniometer, which is
parallel to the zLAB axis of the LAB system. Therefore, the plane of all (at the sample
surface) reflected beams is parallel to the horizontal xLAByLAB plane of the LAB system
and a tilt of θCCD does not affect the positions of the reflected laser spots. However, a tilt
of ωCCD needs to be considered with a correction factor K(ωCCD, θ) (see Appendix F),
so that

dK(θ) = d(θ)× (K(ωCCD, θ))−1 , with
K(ωCCD, θ) = cos(ωCCD) + sin(ωCCD) tan(2θ). (5.3.2)

With θ0 being the position of the goniometer when the sample surface is aligned
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parallel to the xLAB direction of the LAB system, the following relation is valid:

d(θ − θ0) = tan(2|θ − θ0|)× dCCD ×K−1(ωCCD, θ − θ0) (5.3.3)

Figure 5.11 b) shows a fit of equation 5.3.3 to the measured distances d(θ− θ0) on the
CCD with θ0 and dCCD as free parameters. Consequently, both, the alignment angle θ0

and the sample-to-detector distance dCCD can be obtained.
The knowledge of all 6 GPs and θ0 allows now to calculate the corresponding fluores-

cence emission angle and the solid angles of detection for every pixel on the CCD chip
for every goniometer position θ adjusted during a measurement. As proof of consistency,
the image of the maximum pixel intensities of the θ scan is used and the intensities along
the equi-angle lines from the angular calibration are summed. Figure 5.10 b) shows the
resulting plot. If GEXRF data were used, the x axis would corresponds to fluorescence
emission angles. The expected reflection angles with respect to the xLAB axis (2|θ− θ0|)
are indicated by the vertical lines for each θ value. They match with the maximum
positions of the plot, demonstrating the validity of the calibration. The performance of
this procedure with respect to reproducibility and stability will be presented along with
the measurements of the second beamtime in Section 6.3.
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5.4. Single Photon Analysis

After a careful setup and sample alignment, the recording of the raw data of the GEXRF
experiment is straight forward. While the source is in operation and fluorescence radia-
tion from the sample is excited, the CCD acquires images (GEXRF frames). The source
intensity and camera parameters have to be adjusted in a way that the total intensity
on each frame is low enough to detect and distinguish single photon events (SPEs) and
that dark current and readout noise are minimized. Due to the typically short recording
times (< 1 s) and low chip temperatures (< -50◦C), the readout noise is dominant and
can be regulated by the readout frequency of the CCD, leading to a compromise between
long readout times and low noise levels.

While for the first beamtime a pnCCD is used (Section 6.2), measurements in the
second beamtime are performed with a conventional CCD (Section 6.3). The former is
optimized to detect SPEs and the raw data treatment is carried out by PNSensor GmbH.
The treated data provides already information about position and intensity of each
detected photon. For the measurements with the conventional CCD, this information is
not readily available. Therefore, the methods developed to analyze the raw data from
the second beamtime are explicitly described in the following.

For the measurements with the conventional CCD, it is useful to record e.g. ndark = 3
dark images every nmeas = 50 GEXRF frames to monitor the noise level in the dark
frames (which is a function of chip temperature due to dark current, see Section 2.3.1).
The GEXRF frames are dark frame corrected with a “master” dark (MD) image, which
can be e.g. the median image of the ndark dark images prior to the nmeas measurements.
Thus, long-term instabilities of the camera temperature can be monitored and accounted
for. For the measurements used in this thesis, the standard deviation of the dark frames
σdark changed by less than 0.5% over a whole GEXRF measurement.

In Figure 5.12, a clean GEXRF frame (after subtraction of a MD frame) is shown.
The detected fluorescence radiation originates from a C/Ni-multilayer irradiated with
1078 eV photons from the LPP source, so that mainly Ni-Lα radiation reaches the
detector. SPEs can be seen in the magnified image on the bottom left panel. Different
shapes of the photon events can be differentiated. On the one hand, one-photon events
are shown consisting of up to four pixels (labeled 1-px, 2-px etc.). The SPEs, which
consists of more than one pixel are split events (see Section 2.3.1). On the other hand,
two examples for photon events which consist of more than four pixels are labeled as
pile-up. These events are usually created by more than one photon, as will be seen in
the next evaluation steps.

Of each photon event, the position, where the photon was absorbed in the CCD chip,
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Figure 5.12.: Single photon events detected with a CCD camera. Top: Whole dark frame
corrected CCD frame. Bottom: Enlarged view of indicated image section. Different
patterns of single photon events can be discriminated.

Figure 5.13.: Histogram of master dark frame (top axis) and clean GEXRF frame (bottom
axis). A region dominated by noise and a high pixel intensity shoulder originating from
photon events can be identified in the plot.
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and the energy of the detected photon are of interest. If all photon events were 1-px
events (i.e. no split events are present), both properties are retrieved straight forward by
the pixel coordinate and the pixel intensity. In this case, an energy-dispersive spectrum
is identical to an (energy calibrated) plot of the number of detected SPEs against their
intensity (histogram). For the CCD image in Figure 5.12, such a histogram is shown in
Figure 5.13.

At zero intensity, a Gaussian-shaped peak is visible in the histogram of the clean
GEXRF frame (or “SPE frame” hereafter, purple curve). Its height and width depend
on the actual noise contribution. The Gaussian-shaped noise in the MD frame (black
curve) has a standard deviation of σMD=3.09 ADU. The Gaussian-shaped noise in a
single dark frame yields a standard deviation of σdark=4.67 ADU and is assumed to be
similar to the noise in the SPE frame∗. Thus, from error propagation it follows that the
noise in the clean SPE frame is expected to be

σmeas =
√
σ2

dark + σ2
MD = 5.63 ADU. (5.4.1)

However, the measured value of σmeas = 6.05 ADU (from Gaussian fit in Figure 5.13)
is slightly higher, indicating a further noise contribution, maybe due to visible light
from the LPP source. The noise level in the SPE frames is crucial to the split event
recombination, influencing the final energy resolution and the analyzable low energy
region, as will be investigated in Section 5.4.2.

At higher pixel intensities (> 30 ADU), the histogram of the clean SPE frame shows
contributions, which originate from the detected fluorescence radiation. However, no
clear fluorescence peak of the expected Ni-Lα radiation from the C/Ni-multilayer sample
can be differentiated in the histogram, since the total fluorescence photon intensity is
most often randomly distributed over more than 1 pixel. This indicates the need for
precise split event recombination.

5.4.1. Split Event Recombination

The main challenge in SPE detection in the soft X-ray range with the conventional
CCD applied in this thesis is the low signal-to-noise ratio. Firstly, the total number
of created charge carriers is relatively small compared to the case with hard X-ray
photons and secondly, these charge carriers are also distributed over more than one pixel,
further reducing the signal of a single pixel. In addition, the applied CCD camera is not
optimized for single photon detection concerning gain and dynamic range. Therefore, a

∗ The noise in the SPE frame cannot be measured by simply taking the standard deviation of the image,
since the SPEs influence that value.
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Ni-Lα photon with an energy of 849 eV, which creates on average 849 eV / 3.62 eV = 234.5
electron-hole pairs in pure silicon, is only detected with a signal of ≈ 120 ADU, although
the dynamic range is about 50000 ADU. In the case of split events, the discrimination
of pixels dominated by noise and those giving information about the detected photon is
not always possible, especially for fluorescence radiation with yet lower energy.

Clustering

The first approach to recombine split events is a clustering method. The algorithm to
identify SPEs and to find the corresponding pixels in the clean SPE frame is illustrated
in Figure 5.14. In a first step (top row), all pixels in a clean SPE frame are searched for,
whose intensity is above a certain threshold. The threshold is defined by a multiple n′σ
of the estimated noise level σmeas in the clean SPE frame according to equation 5.4.1.
Typical values of n′σ are 3 to 8, in the example n′σ = 3 is chosen. If pixel positions x
and y are found such that the pixel intensity I(x, y) > n′σ × σmeas, it is checked if this
pixel has the highest intensity in a 3×3 area centered at (x,y). If not, the conditions
are checked for the next pixel. Otherwise (2nd row), the neighboring pixels P (x− 1, y),
P (x+ 1, y), P (x, y− 1) and P (x, y+ 1) are investigated. If their value is above a second
threshold n′′σ × σmeas (1 ≤ n′′σ ≤ n′σ), these pixels are assigned to the same cluster Nev

and the neighboring pixels are again investigated in the same way iteratively, leading
finally to an n-px event, n being the number of pixels in the cluster. In the end, a total
number N t

ev of clusters is found in the image, each consisting of n(Nev) ≥ 1 pixels. The
total intensity of each cluster is then

I(Nev) =
∑

I(x, y), P (x, y) ∈ Nev (5.4.2)

Furthermore, a center of gravity can be determined with the coordinates

X(Nev) =
∑
x× I(x, y)
I(Nev) , P (x, y) ∈ Nev

Y (Nev) =
∑
y × I(x, y)
I(Nev) , P (x, y) ∈ Nev. (5.4.3)

The center of gravity in principle yields a better spatial resolution than the pixel size,
i.e. a better angular resolution for the scanning-free GEXRF measurements. However,
for the measurements shown in Section 6.3, the angular resolution is not critical and
therefore no sub-pixel resolution will be introduced. Investigations on the possible sub-
pixel resolutions can be found in [64, 59]. The calculated intensity can be used to
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Figure 5.14.: Exemplary description of the three investigated split event recombination
methods: Clustering, 4px-Area and 4px-Area Clustering. The identification of the
most intense pixel of an SPE is the same for all methods (top row). The threshold
factors are n′σ = n′′σ = 3 and σmeas = 5.63 ADU. For a complete description, please
refer to the text.
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Figure 5.15.: Energy-dispersive spectra (uncalibrated) created with the three SPE recom-
bination methods from the clean SPE frame and its histogram for comparison. In the
spectra of all three methods a peak for Ni-Lα fluorescence is visible. The two clustering
methods also handle pile-up.

create an energy-dispersive spectrum from the detected SPEs, if the number of SPEs
is plotted with respect to their intensity. Such a spectrum for the Clustering method
(and subsequent methods) is compared in Figure 5.15 to the plain histogram of the clean
SPE frame. For the present and the following analysis in the chapter, the two threshold
factors for the analysis are set to n′σ = n′′σ = 3. The high number of events at low event
intensities (≈ 25 ADU) can be attributed to noisy pixels with high noise intensities, as
shows the comparison to the Gaussian peak fitted to the noise peak in the histogram.
At about 35 ADU, a small, narrow peak appears. This peak can also be attributed to
noise events, as will be shown later. The actual fluorescence peak of the Ni-Lα is located
at x0 = 109.7 ADU with a full width at half maximum of ∆xFWHM = 57 ADU. This
yields a resolving power E/∆E = x0/∆xFWHM = 1.9 at Ni-Lα. Note that at 243 ADU
a second broad peak with much lower intensity is visible, originating from pile-up events
(also shown later).

The energy-dispersive spectrum can also be analyzed with respect to the type of cluster
the spectrum is composed of. Figure 5.16 a) shows the contributions of n-px events to
the total number of detected clusters. For n > 4 the number of photon events drastically
decreases, but also n as large as 14 is detected. In Figure 5.16 b), the contribution of
the 1-px to 6-px events (filled curves) to the total spectrum (blue curve) is shown. It
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Figure 5.16.: a) Histogram of SPE types (1-px, 2-px ...). The probability decreases strongly
for the appearance of 5-px events and larger ones. b) Share of the n-px events in the
total spectrum shown for n ≤ 6. The histogram in the inset is the same as in a).

can be seen that the high intensity peak in the low energy range, starting at 16.9 ADU
≈ 3 × σmeas, is only containing 1-px events, supporting the explanation that these are
pure noise pixels. The second peak at about 35 ADU ≈ 2× 3×σmeas, consists of mainly
2-px events. This in addition to the shape and position of that peak indicate that it is
also an artifact in the spectrum originating from two pixels with high noise levels. The
actual photon peak consists of mainly 2-px, 3-px, 4-px and 5-px events, each displaying a
much narrower but shifted peak in the spectrum. This shift in the n-px spectra results in
the large width of the combined spectrum and is responsible for the low energy resolution
of the Clustering method. Theoretically, for a photon event split in e.g. 2 pixels, on
average it should make no difference for the calculated intensity (i.e. position in the
spectrum) if further noise pixels are contributing to the cluster of the SPE. Yet, this is
only true if the mean intensity of the added noise pixels is zero, which is not valid since
the pixels have to be above the threshold n′′σ × σmeas to be accepted. A more detailed
study on the influence of the two thresholds n′σ and n′′σ on the n-px spectra is presented
in Appendix G. It is shown and rendered plausible that the spectra can be shifted to
overlay the peaks of all the n-px spectra, resulting in a slightly better resolving power
for the peak in the combined spectrum. However, since the effect on the linearity of the
energy scale is not clear (to simultaneously overlay the pile-up peaks the abscissa would
need to be stretched, too), this approach will not be followed further. Instead, a second
approach is pursued for SPE recombination in the following section. Finally, please note
that the peak at about 243 ADU is composed of n-px events with n > 4, which supports
the interpretation as pile-up.
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4px-Area

The main idea in the 4px-Area method is that the charge cloud of an SPE has a finite
size. Indeed, already by visual inspection of Figure 5.12 it can be seen that a great part
of the detected photon events consist of more than one pixel, but usually of less than 2×2
pixels. This is expected, if the detected charge cloud is of the size of the pixels, which
is true for the shown measurements, as will be investigated in Section 5.4.2. Therefore,
an approach is tested in which always 4 pixels are regarded as the whole photon event.

Similar to the Clustering method, all pixels with an intensity greater then n′σ × σmeas

are searched for, which have also the highest intensity compared to their neighboring
pixels (Figure 5.14, top row). Then, all 8 surrounding pixels are regarded further and
the summed intensity of the four 2×2-pixel areas are compared (Figure 5.14, third row).
The 2×2 pixel area with the highest summed intensity is assigned to the photon event.
SPE intensity and position can be calculated according to equations 5.4.2 and 5.4.3.

The spectrum obtained with the 4px-Area method is printed as red curve in Fig-
ure 5.15. The first peak is centered at 35 ADU and can be assigned to noise events.
Its slope is much shallower compared to the noise peak in the Clustering method, since
always four pixels contribute to the noise events (i.e. a corresponding Gaussian-shaped
noise peak would have twice the width). As expected, the fluorescence peak is nar-
rower compared to the Clustering method, resulting in a resolving power of E/∆E
= x0/∆xFWHM = 3.4 at Ni-Lα. The peak is also slightly shifted to higher event inten-
sities compared to the Clustering method because of the on average higher number of
pixels assigned to the SPEs.

Since all evaluated SPEs consist of four pixels, pile-up events might be counted in a
wrong way. If the charge cloud of two photons strongly (but not completely) overlap, the
two events will be counted only as one with a photon event intensity of less than the sum
of the two SPEs. This leads to a broadened and shifted pile-up background as compared
to the Clustering method (high energy tail in Figure 5.15), making it difficult to use the
pile-up events in the evaluation. However, with respect to measurement time it could
be useful to allow a specific level of pile-up events be recorded during the measurement,
if these events can be evaluated correctly. Therefore, in a third SPE recombination
method, the superior energy resolution of the 4px-Area method is coupled to the better
pile-up detection of the Clustering method.

4px-Area-Clustering

Figure 5.14 shows the principle of split event recombination with the 4px-Area-Clustering
method in rows 3 and 4. The start is the same as in the 4px-Area method. Then, for all
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Table 5.1.: Evaluation of the fluorescence peak position x0, its width ∆xFWHM and the
resulting resolving power x0 / ∆xFWHM for the Ni-Lα peak. The 4px-Area method
yields the best resolving power, but pile-up events cannot be handled correctly.

x0 / ADU ∆xFWHM / ADU x0 / ∆xFWHM

Clustering 109.7 57 1.9

4px-Area 117.1 34.5 3.4

4px-Area-Clustering 120.2 41.4 2.9

four pixels, the adjacent pixels are investigated and assigned to the same cluster if their
intensity is above a second threshold n′′σ × σmeas, just as in the Clustering method. This
process is iterated until no more pixels above the threshold are found. The example in
Figure 5.14 shows the difference in the resulting pixel assignment for all three methods
(last column). Here, the 4px-Area-Clustering method seems to lead to the most complete
event recombination. As can be seen in the resulting spectrum in Figure 5.15 and in
Table 5.1, the resolving power of E/∆E = 2.9 is better than for the Clustering method
while the spectrum still allows to identify pile-up events. The broadening of the Ni-Lα
fluorescence peak as compared to the peak in the 4px-Area method is caused by the on
average higher number of pixels contributing to the recombined SPEs.

Figure 5.17 summarizes the results of the 3 different split event recombination meth-
ods. The first column illustrates the differences of the pixel-to-cluster assignment for all
three methods, the green circle indicating the example of Figure 5.14. All three methods
detect the same photon events, but assign different pixels to each event. The spectra
for the 4px-Area and 4px-Area-Clustering method are shown in Figure 5.17 d) and e),
respectively. Of course, the former is composed of only 4-px events, resulting in the best
energy resolution. The decreased energy resolution of the 4px-Area-Clustering method
compared to the 4px-Area method originates from a contribution of 5-px events, as can
be seen in Figure 5.17 e). The choice of the threshold factors n′σ and n′′σ affects the
resolution and depends on the actual data. This will be shortly investigated for one of
the measurements in Section 6.3.

In the final part of this chapter, the influence of various camera and charge cloud
properties are numerically simulated to evaluate optimal properties for soft X-ray SPE
evaluation.

5.4.2. Numerical Simulations

Dark frame corrected CCD frames with single photon events (SPEs) can be simulated
by a 2-dimensional array, the entries representing the pixel intensities. SPEs are sim-
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Figure 5.17.: Comparison of the evaluation with the three SPE recombination methods.
The left column (figures a), c) and d)) shows the resulting pixel to cluster assignment
of the methods. Circled is the area of Figure 5.14. The right column (figures b),
d) and f)) compares the calculated spectra. The contribution from the various split
event types is shown. Of course, no 1-px to 3-px events appear in the 4px-Area and
4px-Area-Clustering method.
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ulated with a Monte Carlo approach. Each simulated photon Nph creates a Gaussian-
distributed total intensity Iph(Nph) in the CCD chip with an average intensity of Iph

and a standard deviation of σph(Iph, Eph) given by

σph(Iph, Eph) = Iph ×

√
F ×

Eph
3.62 eV

Eph
3.62 eV

. (5.4.4)

In equation 5.4.4, Eph is the energy of the detected photon, Eph/3.62 eV the number of
electron-hole pairs created by such a photon in pure silicon [30], and F the Fano factor,
which is for silicon 0.115. The latter takes into account the deviation of the statistical
charge carrier creation from a pure Poisson process. Thus, the energy resolution is
assumed to follow the behavior of an ideal semiconductor radiation detector [116].

The algorithm randomly distributes a number n(Nph) of such photons Nph homo-
geneously on an initially empty CCD mesh with 2046×515 pixels and a pixel size of
13.5×13.5 µm2, similar to the conventional CCD used for the measurements shown
above. The total intensities Iph(Nph) are split to several adjacent pixels, if the charge
cloud created by the photon is of the size of the pixels or the hit position close to a
pixel border. The charge cloud is modeled by an axially symmetric two-dimensional
Gaussian distribution with a standard deviation of σcc and centered at the exact photon
hit position. The intensity for the individual pixels is calculated by an integration of
the Gaussian distribution over the pixel dimensions of each pixel (Appendix H). Finally,
a random, Gaussian-distributed noise intensity with a width of σdark is added to each
pixel of the simulated CCD image.

The first simulations shall match the single photon event measurements in Section 5.4,
where mainly fluorescence radiation of Ni-Lα is detected. The size of the charge cloud
is derived from these measurements, using the plateau height of the difference-ratio
histogram as proposed by Lawrence et al. [62]. This method yields a value of σcc =
7.6 µm (FWHM = 17.8 µm), as is shown in the Master’s thesis of S. Staeck [117].
Furthermore, it is found that the charge cloud size calculated with this approach is
consistent with simulated data representing the present measurement conditions. The
noise value of the dark images σdark = 4.67 ADU is also chosen according to the values
of the actual measurement and a total mean intensity of Iph = 145 ADU is set for the
monochromatic 849 eV photons. Three dark images (without single photon events) and
a single SPE frame are created. A master dark is calculated by taking the median image
of the three dark frames. The master dark is subtracted from the SPE frame to get
a clean SPE frame, which is then evaluated by the 4px-Area-Clustering method using
noise thresholds n′σ = n′′σ = 3.
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Figure 5.18.: Spectrum of SPE evaluation with the 4px-Area-Clustering method for a)
simulated and b) measured data. In the spectrum a noise peak, a fluorescence peak of
Ni-L lines and a pile-up peak are visible. The peaks in the measurement are broader
than in the simulation.

Figure 5.18 compares the spectra of the SPE evaluation for a single frame of measured
and simulated data, the latter performed with 10000 SPEs in the SPE frame. Clearly,
the main features, a noise peak below 50 ADU, the fluorescence peak at ≈ 120 ADU
and a pile-up peak at ≈ 250 ADU are visible. Furthermore, the ratio of 4-px events to
5-px events is similar, indicating a correctly simulated charge cloud size. Indeed, the
main difference in the two spectra is a broader peak width and a more intense noise peak
in the measured data, which seems to originate from an additional noise contribution
to σdark in the SPE frame, as is already suspected above. Therefore, in the next step,
additional noise is introduced by increasing σdark in the SPE frame only.

Figure 5.19 a) shows how the spectrum evolves with increasing noise in the SPE
frame only. The noise is increased by 10% from bottom to top, resulting in a good
match of simulated and measured data for the Ni-Lα fluorescence peak and pile-up
peak at an increase of about 30% (red curve). However, it becomes obvious that some
additional background contribution below 80 ADU is present in the measurement, which
cannot be explained by the simulation. This contribution cannot be assigned to further
fluorescence lines, since they would have been detected in the measurements with the
pnCCD, where similar excitation conditions and a much better energy resolution are
applied (Figure 6.7 in Section 6.2.3). C-Kα and O-Kα are present in the spectrum, but
with intensities about 2 orders of magnitude lower than the Ni-Lα intensity. Possible
background contributions might be introduced due to stray light or detector artifacts, but
no satisfactory explanation has been found, yet. Indeed, an enhanced energy resolution
would not only be beneficial in terms of photon discrimination, but would also help to
better understand the recorded spectra and identify noise contributions.

To study the parameters that might influence the energy resolution, SPE frames are
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Figure 5.19.: Spectrum evolution for variation of several parameters. The spectra are
separated by an offset for reasons of clarity. In a) the noise σdark is increased in the
SPE frame only (and not in the master dark image) in 10% steps with respect to σdark
= 4.67 ADU in the dark frames. The red curve with an increase of 30% is the starting
point for all further simulations. This curve is also present in b)-d) painted in red.
In b) the charge cloud size σcc and in c) the noise level σdark is decreased in 20%
steps. d) shows spectra with different numbers of SPEs simulated on the CCD chip to
investigate pile-up.
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simulated with varying charge cloud size, reduced CCD noise and different photon num-
bers. The starting point for the variation of the parameters is always the red curve in
Figure 5.19 a), where the noise in the SPE frame is increased by 30% with respect to
the dark frames. Figure 5.19 b) and c) show the evolution of the spectrum with de-
creasing charge cloud size (σcc) and decreasing CCD noise (σdark) in steps of 20%. The
reduction of σcc leads to a blue shift and narrowing of the fluorescence (and pile-up)
peak. The reason for this is that split events become less probable and the total charges
Iph(Nph) are collected more thoroughly, since less pixels below the noise level appear.
The noise peak is rather unaffected. When reducing σdark, as is shown in Figure 5.19 c),
the fluorescence and pile-up peak also get narrower and blue shifted. Besides the more
complete charge cloud collection, also noise for every pixel contributing to the SPE is
reduced and therefore the width of the lines. Furthermore, also the width of the noise
peak decreases and the noise peak is red shifted. This leads to a reduced background in
the low energy part of the spectrum, which is helpful for the analysis of light elements.
Finally, in Figure 5.19 d) it can be seen that a change of photon numbers and thus of
pile-up probability does not affect the energy resolution in the spectra after split event
recombination. However, for spectra with several fluorescence lines pile-up will increase
the background and lead to intensity losses. This is especially critical for GEXRF pro-
files, where the pile-up probability depends on the fluorescence emission angle and thus
might distort the profile.

The enhancement in resolving power is now investigated in a more quantitative way.
For all curves in Figure 5.19 b) and c) the fluorescence peak is fitted with a Gaussian
function and a value for the resolving power at this peak is calculated by E/∆E =
x0/∆xFWHM. Figure 5.19 shows the results not only for the 4px-Area-Clustering method,
which is used above, but also for similar investigations performed with the Clustering
method. In Figure 5.19 a), the change of the resolving power with decreased charge
cloud size in units of the measured charge cloud size σcc = 7.6 µm is shown. For
the 4px-Area-Clustering method, the resolving power seems to increase linear up to a
maximum for negligible σcc, the value of the maximum resolving power being influenced
by equation 5.4.4 and the noise in the images. The Clustering method shows also a
linear behavior for small σcc, but the curve flattens for values approaching the measured
charge cloud size. Interesting to note is the intersection of both curves at about 0.4. For
smaller charge cloud sizes, the split event recombination of always at least 4 pixels (as
in 4px-Area-Clustering) is no longer beneficial, since most of the charge cloud is more
likely contained in a smaller number of pixels. However, for large charge cloud sizes, the
4px-Area-Clustering method is superior with respect to resolving power.

In Figure 5.19 b), the dependency of the resolving power on the noise in the image
is illustrated. It is strongly nonlinear with a strong increase of resolving power for
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Figure 5.20.: Increase of resolving power when a) σcc or b) σdark are reduced in simulated
data. Split event recombination is performed with the 4px-Area-Clustering and the
Clustering method.

ever smaller noise levels, reaching almost the theoretical limit of E/∆E = 19.2 given by
Equation 5.4.4 (a conversion factor for the FWHM width of 2.35 has to be applied). The
determined resolving power of the simulations is slightly reduced because only natural
numbers are allowed in the calculation of pixel intensities in the split events. This leads
to some discrimination noise in the simulation, which limits the resolving power to 18.2
but hardly affects the energy resolution when other noise contributions dominate. The
overall behavior for the 4px-Area-Clustering and the Clustering method is very similar
for noise levels reduced by more than 40% with respect to the noise of the measurement.
In this regime, the charges can be differentiated from noise similarly well, while for higher
noise levels, the Clustering method results in a less complete charge collection.

Summarizing, the benefits of the 4px-Area-Clustering method over the Clustering
method with respect to charge collection for the measurement parameters are demon-
strated. Therefore, this method is used in Section 6.3 for split event recombination.
Furthermore, it has been found that the noise level, e.g. readout noise and thermal
noise of the CCD system, more drastically affects the energy resolution than the charge
cloud size, or more precisely the charge cloud size to pixel size ratio. Since angular
resolution plays a major role in GEXRF analysis, a rather extended charge cloud size
to pixel ratio and the use of sub-pixel resolution methods (e.g. by determining the
center of gravity [64, 59]) might be beneficial. Instead of absolute noise level, rather
the signal-to-noise ratio is of importance, i.e. Iph/σmeas. This also explains why SPE
recombination is much easier for hard X-rays, where the photons create more charges
in the detector, then for soft X-rays. However, in [61] an Electron Multiplying CCD is
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presented, which is pre-amplifying the charges before readout, so before readout noise
is added to the signal. Thus, not only the overall signal-to-noise ratio is increased, but
also high readout frequencies can be preserved, efficiently reducing measurement time.
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5.5. Compilation of GEXRF Profiles

The measured data of a full GEXRF measurement at one sample position consists of
typically several hundred CCD images, where single photon events can be discriminated.
To each SPE, an intensity (corresponding to the photon energy) and a hit position
on the CCD mesh can be attributed with the algorithms described in the previous
Section 5.4. Furthermore, the angular calibration (Section 5.3) can be used to assign
a fluorescence emission angle and a solid angle of detection to each pixel of the CCD.
All this information can now be combined to obtain GEXRF profiles, i.e. the angular
dependent fluorescence intensity normalized to the solid angle of detection for each angle,
for distinctive (element specific) fluorescence lines (Figure 5.21). To achieve this, two
evaluation options are described in the following and applied later for the compilation
of the GEXRF profiles of the two beamtimes in Sections 6.2 and 6.3.

5.5.1. Region of Interest Method

With this method, the integral spectrum of the GEXRF measurement is used to define
regions of interest (ROIs) of SPEs that are evaluated for a GEXRF profile. This could
be for example all SPEs with intensities within the FWHM (or a multiple) centered
around a peak position. Then, according to the angular calibration, regions on the CCD
grid are defined, where the corresponding fluorescence emission angle is ψfl±∆ψfl. Note
that since the equi-angle lines are not parallel to the CCD pixel rows or columns, ∆ψfl

can be chosen smaller than the angular resolution corresponding to a single pixel and
still pixel positions might be found belonging to the (small) angular area. However,
only with the determination of the SPE hit position with sub-pixel resolution (using
the center of gravity) a real gain in angular resolution is achieved. Now, the number of
SPEs of a ROI are summed in each angular region for each GEXRF image, yielding the
detected photon numbers (of the specific ROI) for all fluorescence emission angles ψfl.
Finally, this number can be normalized to the solid angle of detection of each angular
area, which is also given by the angular calibration. A plot of the (normalized) photon
numbers with respect to ψfl results in the GEXRF profiles.

5.5.2. Spectra Deconvolution Method

While the region of interest method is computationally quick and straight forward, spec-
tral background contributions or line overlaps can lead to distortions of the GEXRF
profile. In this case, it might be necessary to deconvolve each spectrum belonging to
angular regions on the CCD chip, which correspond to fluorescence emission angles
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Figure 5.21.: Evaluation chart describing the steps necessary to compute GEXRF profiles
from the clean GEXRF frames and the angular calibration.

117



5. DEVELOPMENT OF LABORATORY SCANNING-FREE SOFT X-RAY GEXRF

ψfl ± ∆ψfl. At first, the spectra are created by calculating the number of SPEs with
equal SPE intensities for each angular region. Then, these spectra are deconvolved with,
e.g., Gaussian functions for the noise, fluorescence and pile-up peaks and a suitable
background model. This is applied and compared to the ROI method for the evaluation
of the second beamtime. Here, only few spectral features are present, but these features
are somewhat distorted due to high noise levels and small energy resolution (see Sec-
tion 6.3 for details). In general, it is also possible at this step to use external software
for spectra deconvolution, e.g. PyMca [118]. The result of the spectral deconvolution
should be the number of SPEs in the fluorescence lines of interest. This numbers can
again be normalized to the solid angle of detection of the angular region and displayed
as GEXRF profile.
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6. Feasibility Study of Laboratory
Scanning-Free Soft X-Ray GEXRF

The first test of the suggested laboratory, scanning-free, soft X-ray GEXRF setup de-
scribed in the previous Chapter 5 is performed with a C/Ni-multilayer sample, typi-
cally used as an X-ray mirror. The well-controlled fabrication process and a standard
characterization of the multilayer by X-ray reflectometry (XRR) is performed by AXO
DRESDEN GmbH. Thus, the sample structure is well-known, which makes it applicable
for proof of principle measurements.

Moreover, besides as X-ray optics, multilayers are e.g. used as protective coatings or as
ceramic capacitors and development of novel multilayer structures and adapted material
systems is ongoing [119, 120, 121, 122]. Amongst others, this development is accompa-
nied by investigations of diffusion processes, layer roughness and layer thicknesses using
GI- or GEXRF methods at synchrotron radiation facilities [123, 124], indicating exem-
plarily the approachable analytical questions with these techniques. Since multilayers are
a representative of technical stratified materials, such as thin-film solar cells [43], ther-
moelectric devices, transistor gate stacks [19] or gas sensors [125, 126], investigations
on multilayers further indicate the analytical potentials of a laboratory scanning-free
GEXRF setup for the above-mentioned material systems.

After describing in detail the structure of the multilayer sample and its modeling for
the GEXRF forward calculations in Section 6.1, the results of two beamtimes with the
laboratory scanning-free GEXRF setup are presented. While in Section 6.2 the descrip-
tion and evaluation of the very first measurements are shown, the second beamtime
(Section 6.3) focuses on the characterization of setup and methodological improvements.

Most of the findings of Sections 6.1 and 6.2 are published in a paper by this author
and co-authors in [84].

6.1. Multilayer Sample

The multilayer structure under investigation is fabricated by Dual Ion Beam Deposition
(DIBD) and consists of 15 bilayer pairs of carbon and nickel on a silicon wafer. Its struc-
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Figure 6.1.: a) Transmission electron microscopy (TEM) image of the periodic
C/Ni-multilayer structure used in the GEXRF analysis. b) Analytical results of the bi-
layer thickness of the multilayer obtained with conventional XRF, X-ray reflectometry
(XRR) and TEM measurements. A schematic of the sample is shown in the inset.

ture has a wedge-shaped form with a bilayer thickness changing from 5 nm to 6 nm over a
sample length of 40 mm. Since such structures are fabricated to be used as X-ray mirrors,
interfaces need to be sharp and with low roughness and the in-depth thickness variation
needs to be less than a few per mill to achieve good reflectivities. The quality of the
multilayer structure is also confirmed by transmission electron microscopy (TEM) mea-
surements (Section 6.1.1) carried out at the Zentraleinrichtung Elektronenmikroskopie
(Zelmi) of the Technical University of Berlin.

The size of the whole multilayer stripe is 13 cm × 5 mm. To mount it properly on
the sample holder, the sample is cut at +3 mm distance to the center into two parts.
In the following, zero mm marks the middle of the multilayer, the bilayer thickness is
increasing at the positive scale. A schematic of the multilayer structure is shown in the
inset of Figure 6.1 a).

6.1.1. Structure Analysis with Complementary Methods

Besides GEXRF, the multilayer sample is also characterized with X-ray reflectometry,
conventional XRF and transmission electron microscopy, the results of which are shown
in Figure 6.1 a).

The XRR measurements are performed by AXO DRESDEN GmbH with a twin mirror
arrangement (TMA) using the characteristic Cu-Kα radiation of an X-ray tube. The
sample is irradiated at 5 positions (-30 mm, -15 mm, ... 30 mm) with the plane of
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incidence parallel to the thickness gradient. To confine the footprint on the sample,
i.e. the probed thickness range, a slit system is used, resulting in an effective footprint
length of 1.2 mm at about 1◦ incidence angle. The probing width perpendicular to the
thickness gradient is of the size of the sample width (5 mm). The measured reflectivity
curves are fitted with simulated curves of a model of the sample using the software IMD.
In the fit, density, roughness and thicknesses of the layers are used as free parameters.
The thickness of the bilayers in the fit is mainly dependent on the position of the Bragg
peak at about 1◦ incidence angle. Because of the fairly linear thickness gradient, mainly
a broadening of the Bragg peak in the reflectivity measurements is observed due to the
extended footprint length, instead of a peak shift. This ensures the accuracy of the
determined bilayer thickness for a given position on the multilayer.

Conventional XRF analysis is carried out with a Fischerscope X-Ray XDV-SDD (Hel-
mut Fischer GmbH), using a tungsten anode and a 100 µm Al filter in the excitation
channel. The high voltage is set to 50 kV. The sample is measured in 3 parallel lines
with a distance of 1.5 mm and a spot size of about 1 mm diameter. Each line scan con-
sists of 135 points over a total of 12 cm length of the multilayer. In each point, spectra
are recorded (the live-time is 120 s per measurement), deconvolved and evaluated with
the WinFTM software implemented in the Fischerscope. For the calculation of bilayer
thicknesses, a sample model consisting of a single Ni layer on top of a Si substrate is
assumed, since absorption of primary and fluorescence radiation in the C layers is negli-
gible for hard X-rays∗. The layer thickness is then divided by the number of bilayers of
the multilayer and the relative thickness ratio for nickel Γ = dNi/dbilayer = 0.45 to deduce
a bilayer thickness for every measurement point. Inherently, the Fischerscope measures
a mass deposition, which is converted to a layer thickness by the software, given a den-
sity of the layer. In Figure 6.1 a), an extended area for the conventional XRF results is
plotted rather than precise measurement points. The lower border indicates the results,
if bulk density is assumed for the Ni layers. However, the XRR measurements showed
that the layer density is reduced by up to 10%. To illustrate the influence of this effect,
the upper border of the area corresponds to a Ni layer in the sample model with such
a density reduction. Statistical uncertainties given by the Fischerscope evaluation are
negligible. As can be seen, the XRF values underestimate the XRR measurements, even
with the reduced density taken into account. Therefore, probably a further uncertainty
of the XRF analysis due to the fundamental parameter based evaluation of the WinFTM
software has to be considered. Alternatively, also the Ni layer density could be smaller
than is found with the XRR measurements. Since layer density and layer roughness have
similar effects on the calculated XRR curve, both values can to some extend compensate

∗ For example, the transmission of Ni-Kα through 1 µm C is larger than 99.9% [39].
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each other. Nevertheless, the bilayer thickness gradient (i.e. the slope of the curve) is
in good agreement with the XRR measurements and further extends the curve towards
the edges of the multilayer sample. There, strong deviations from the linear profile are
measured, which originate from the production process.

TEM measurements are performed at two sample positions at the Zentraleinrichtung
Elektronenmikroskopie (ZELMI) of the Technical University of Berlin. For this purpose,
cross-sections have to be prepared, making a sample consumption of about 5 mm length
at the positions to be measured unavoidable. For the preparation of the cross-sections
the 5-mm long sample piece is cut in two halves at the measurement position and glued
with a hot resin (130◦ for 30 min.) face to face. A thin slice is cut from the stack and is
further thinned by polishing and ion milling parallel to the direction of the interface, to
create a dimpled shape. At the center, the sample provides positions with thicknesses in
the range of 10 nm, sufficient for TEM microscopy. The TEM micrographs are recorded
with a FEI Tecnai G2 20 S-TWIN at up to ten positions of the two sample cross-sections.
An example of a micrograph is shown in Figure 6.1 b). Due to the mass contrast, the
nickel layers are visible as dark lines with the brighter carbon layers in between and the
silicon substrate on the bottom of the picture. The layers appear smooth, homogeneous
and equidistant. Only at the silicon substrate interface a 16th nickel layer with less
homogeneous thickness is visible. The origin of this layer is probably diffusion from the
15th nickel layer (which also appears a bit brighter than the layers on top) through the
thin carbon layer on the substrate. Whether this diffusion is induced during the sample
fabrication or during the preparation of TEM cross-sections cannot be verified. However,
the bilayer thickness results should not be affected, since the signal in GEXRF and XRR
measurements of the top layers is dominant and for the conventional XRF analysis the
total mass deposition is measured. For the TEM measurements, the bilayer thickness is
deduced from the intensity profiles along the normal of the layers and the magnification
factor. Uncertainties are estimated from statistical deviations of the bilayer thickness
measurements. The results are shown in Figure 6.1 a).

6.1.2. GEXRF Simulations

For the simulations of the GEXRF profiles a model of the multilayer sample is used in
the xrfLibrary framework (Section 2.4.1), which is in accordance to X-ray reflectometry
measurements. In the evaluation of these measurements it is found that the thickness
ratio of nickel is Γ = dNi/dbilayer = 0.45. The layer densities are 8.21 g/cm3 for nickel,
which is a reduced density of 7.5% compared to bulk and 2.75 g/cm3 for carbon, which
fits rather to amorphous carbon than diamond-like carbon (both can in principle be
deposited with DIBD). Furthermore, for the GEXRF simulations with the xrfLibrary,
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Figure 6.2.: a) Ni-Lα,β and b) Ni-Ll,n GEXRF profiles for two bilayer thicknesses of
the C/Ni-multilayer sample. Also shown are the intensities of each contributing line
(dashed lines) and the position of the respective Bragg angle (vertical line).

atomic scattering factors are used from Chantler et al. [40]. Because of the energy
resolution of the measurements, GEXRF profiles for Ni-Lα,β and Ni-Ll,n can be separated
in the first beamtime (Section 6.2). These two profiles are simulated with summed
contributions from Lα1 , Lα2 and Lβ1 for Ni-Lα,β and Ll and Ln for Ni-Ll,n. The relative
intensities are calculated using subshell photoionization cross sections from Ebel et al.
[33] and transition probabilities and fluorescence yields from Elam et al. [32].

The simulations of the Ni-Lα,β and Ni-Ll,n GEXRF profiles for two different bilayer
thicknesses d = 5 nm and d = 6 nm of the C/Ni-multilayer are shown in Figure 6.2 a)
and b). Up to 2◦, the intensity of the fluorescence line increases strongly because of the
reduced reflection at the interfaces of the sample, preventing the radiation from leaving
the sample. The further, shallower intensity increase results from reduced self-absorption
when the path length in the sample is reduced. Then, near the first order Bragg angle
α = arcsin(λ/2d) of the multilayer sample with the respective photon wavelength λ and
bilayer thickness d, a local intensity maximum followed by a minimum (vice versa in b))
appears. For the respective angles, intensity maxima (and minima) of the XSW field
used for the calculations emerge in the nickel layers. This means that for fluorescence
photons from atoms located at these positions, the probability to reach the detector
is increased (reduced) due to self-interference of the probability wave functions of each
photon (Section 2.2.3). This interference effect in multilayers is similar to the Kossel
effect, which describes the diffraction pattern of X-rays originating from sources inside
a crystal [127, 128]. Therefore, the features in the GEXRF profiles of multilayers are
also called Kossel lines. They are used to get information about the structure factor of
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crystals [129].
The simulated GEXRF profiles will be used in the next chapters for the evaluation of

the measured GEXRF profiles and in the angular calibration for the measurements of
the first beamtime.
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6.2. First Beamtime - Proof of Principle

The first beamtime serves as proof of principle for the suggested laboratory scanning-free
GEXRF setup. For this purpose, a pnCCD of PNSensor GmbH is applied, providing
reliable single photon analysis. As test sample, the multilayer described in the previous
Section 6.1 is used. The following chapters focus on the setup alignment (Section 6.2.1),
the first measured integral XRF spectrum with the setup (Section 6.2.3), the angular
calibration (Section 6.2.4) and finally the compilation and evaluation of the measured
GEXRF profiles (Sections 6.2.5). The raw data handling, performed by PNSensor GmbH
is described shortly in Section 6.2.2.

6.2.1. Setup Description and Alignment

The principle setup and setup alignment is discussed in Section 5.2. In the following, only
deviations to this setup and alignment procedures are described, which are applied in the
first beamtime. As optics, the Kirkpatrick-Baez (KB) mirrors are used and the detector
is a pnCCD of PNSensor GmbH. The CMOS sensor, beneficial for alignment and beam
diagnostics, and the optical laser for precise definition of the measurement geometry and
sample alignment are only available in the second beamtime. Therefore, goniometer and
sample alignment here is carried out relative to the beam of the KB optics with a pinhole
and an X-ray sensitive diode and the angular calibration is performed with a reference
measurement.

Goniometer Alignment

Goniometer alignment is carried out relative to the beam of the KB optics with a pinhole
on the sample holder and an X-ray sensitive diode on the 2θ axis behind the pinhole.
Firstly, the diode is positioned in the direct beam of the LPP source. Then, the position
of the KB focus is found by scanning the radiation with the pinhole. The pivotal point
position for the pinhole is known from former measurements. Therefore, the two axes
of the pivotal point perpendicular to the beam direction can be adjusted by moving the
motorized base frame of the spectroscopy chamber in the calculated position. However,
the movement of the spectroscopy chamber changes the forces pulling on the vacuum
chamber containing the KB optics and induces a shift in the focus position due to a
slight misalignment of the KB optics. Therefore, the procedure needs to be repeated
iteratively. The position of the pivotal point of the goniometer parallel to the beam of
the KB optics is defined by the setup, which is performed in accordance to a CAD model
of the whole setup. Since the focal length of the focus of the KB optics is in the range of
1 cm, the focus is not further adjusted parallel to the LPP radiation. After all adjustment
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Figure 6.3.: a) Intensity scans of a 500 µm pinhole through the pivotal point of the
goniometer. The width (FWHM) of the beam profile is less than 0.5 mm. b) Impact
of the footprint size on the angular resolution of the GEXRF measurements for the
applied geometry. The red line indicates an upper limit of the allowed footprint size
not to affect the angular resolution. The yellow disc illustrates the maximum footprint
size during the measurements.

steps are completed, the alignment of the goniometer to the KB focus and the alignment
of the KB focus itself are checked. For this purpose, a pinhole with 500 µm diameter
is scanned through the focus spot position and the respective intensity is recorded (the
CMOS is not available during this beamtime). As can be seen in Figure 6.3 a), the
profiles show a Gaussian-like shape with full widths at half maximum (FWHM) of less
than 0.5 mm in the vertical and horizontal axis and thus the FWHM of the focus spot is
less than 0.5 mm. Note that the spot size can be even smaller but is unresolved by the
applied pinhole. Figure 6.3 b) shows the impact of the footprint size in the sample plane
to the angular resolution of the GEXRF measurements for the actual setup geometry
(from Section 6.2.4). A detailed description of the computation of the graph and its
interpretation can be found in Section 2.3.2 for a general case. Here, the results show
that even with an upper limit of the footprint size of 0.5 × 0.5 mm2, the influence of
the footprint size on the angular resolution is negligible.

To check the position of the KB focus at the beginning and at the end of each measure-
ment day, a fluorescent screen is applied. The screen has a quadratic shape of < 1x1 mm2

and its position on the sample holder is determined just after the alignment of the spec-
troscopy chamber. For this purpose, the sample holder is moved while the LPP source
is in operation, until the fluorescence light from the screen is visible and the spot size
is minimized. For the daily control of the position of the KB focus, the corresponding
motor positions of the fluorescence screen are adjusted and the fluorescence light checked
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Figure 6.4.: Photograph of the specimen holder with the fluorescent screen and the mul-
tilayer sample part P. Indicated are also the measurement positions for the GEXRF
analysis.

visually. During the whole measurement period, no misalignment of the KB optics is
detected.

Sample Holder

The specimen holder is equipped with the 20◦ wedge (Section 5.2.5), on which the
samples are mounted (Figure 6.4). On part P, which is the half of the multilayer sample
with larger bilayer thickness, GEXRF measurements are performed at positions P1, P2,
... P6. On part Q, a single GEXRF measurement is performed at position Q1. The
lateral positions of the measurements are given in Table 6.2.1.

Sample alignment is performed by measuring the sample-induced shadowing similar
as in Section 5.2.5, but making use of the direct beam and the X-ray sensitive diode
mounted on the 2θ axis. The relative distances between the first measurement point
on the multilayer sample and the fluorescence screen are determined with a slide gauge.
Thus, the position can be set into the focus of the KB optics by movement of the
specimen holder with the x and y motors. Then, alignment of the zero angle (θ scan)
and radial position (x-z scan) are carried out. For the final GEXRF geometry, the
sample is rotated by θ = 84.2◦ to get the full angular scale on the pnCCD chip. For
the measurements of positions P1 to P6 on the same part of the multilayer sample, the
sample surface is shifted through the pivotal point of the goniometer by using only the
y motor. For these measurements, the whole geometry with respect to the pnCCD chip
stays the same, which allows to use the same angular calibration for these measurements
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Table 6.1.: C/Ni-bilayer thickness on several GEXRF measurement positions interpolated
from XRR measurements.

measurement position / mm XRR bilayer thickness / nm

P1 36 ± 1 out of range

P2 21 ± 1 5.63 ± 0.05

P3 31 ± 1 5.90 ± 0.05

P4 26 ± 1 5.78 ± 0.05

P5 37 ± 1 out of range

P6 16 ± 1 5.48 ± 0.05

Q1 -3 ± 2 4.89 ± 0.05

(see section 6.2.4).
As can be seen in Figure 6.5, the data for the determination of the zero angle and

the alignment of the sample surface into the pivotal point of the goniometer are noisy.
For the x-z scan (Figure 6.5 a)) the diode is read-out 50 times per measurement point,
resulting in a total scan time of 165 s. For the θ scan, the mean of 150 read-outs is
used per measurement point, resulting in a total scan time of over 15 minutes but still
high statistical uncertainties. Since longer scan times are inconvenient, the uncertainties
for the z and θ adjustment, which are estimated to be ∆z = 0.1 mm and ∆θ = 0.5◦

cannot be reduced further. The high noise level of the measurement originates from an
amplifier not optimized for the short pulses of the LPP source and the slow readout times
of the X-ray sensitive diode from the applied LabVIEW software used for the readout.
The rather high uncertainties in the sample alignment are compensated by the angular
calibration with a reference and in the second beamtime (Section 6.3.1) circumvented
by using an optical laser instead of the direct LPP beam.

pnCCD

In contrast to conventional CCDs, the pnCCD facilitates a fully depleted wafer vol-
ume, a frame store area and on-chip amplifiers for every pixel column [130, 116]. This
allows for fast read-out (up to 1 kHz) while preserving low noise levels, making the
detector suitable for single photon detection. The pnCCD used in this beamtime has
264×264 pixels with a size of 48 × 48 µm2. It is mounted to the spectroscopy chamber
via the CCD positioning system as described in Section 5.2.4. Since no optical laser is
used for the alignment procedures, only the distance of the pnCCD is adjusted to the
specimen holder. In the final position, the camera is fixed and not moved for the whole
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Figure 6.5.: a) x-z scan of the sample through the incoming beam with the surface parallel
to the beam. At the half of the maximum intensity the sample shadows half of the
beam. b) θ scan of the sample after its surface is adjusted to shadow half of the
incoming beam. At maximum intensity, the surface is parallel to the beam.

measurement period. At the end of the beamtime, some parameters to describe the
position of the camera are measured, while the other parameters are determined in an
angular calibration procedure (see section 6.2.4). Using a cathetometer, the height of
the 4 corners of the pnCCD chip and the height of the pivotal point of the goniometer
(using the fluorescent screen aligned with the known motor positions, section 6.2.1) are
determined. With this information, the tilt angle of the pnCCD relative to a vertical
axis can be calculated to φCCD= (3.2± 0.5)◦ and the relative height of the pnCCD to
hCCD= (4.1± 0.2) mm. Furthermore, from the CAD model and the distance between
flange and pivotal point, measured with slip gauges, the distance of the chip to the
pivotal point of the goniometer is calculated to dCCD= (63± 1) mm.

For the GEXRF measurements, the pnCCD is cooled down to -70◦ to minimize thermal
noise. The readout of the camera is triggered with the laser trigger of the LPP source.
This allows to take a frame with the pnCCD for every shot of the LPP source (1.2 ns
pulse every 10 ms). Due to the quick readout times, a shutter, preventing radiation to
reach the detector during readout, is not necessary.

6.2.2. Data Recording and Image Processing

After setup alignment and positioning of the θ axis of the sample to the GEXRF mea-
surement value (which is 84.2◦ to use the full detector area) the LPP source is put into
operation and the pnCCD starts recording images. A measurement for one measure-
ment position consists of several hundred thousand frames in 1-2 hours. Each frame is
background corrected by subtracting a master dark frame (calculated from some tens
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Figure 6.6.: Energy calibration function for the measurements performed with the pnCCD.

to hundreds of dark frames, which are recorded without the LPP source running), and
by correction of gain and charge transfer efficiency [130, 131]. Noise is discriminated by
setting all pixel values with intensities of less than a multiple of the standard deviation
of a single dark frame to zero. Split events occur with a maximum of 4 pixels belonging
to the same photon event, which means that the charge cloud is much smaller than
the pixel size∗. These split events are recombined by adding the pixel intensity of the
adjacent pixels, providing the event intensity. The event position is set to the position
of the pixel with maximum intensity. Thus, information about energy and position of
each detected photon are obtained.

6.2.3. Integral XRF Spectrum

An integrated spectrum over the whole angle range (integral spectrum) can be created by
plotting the number of photon events as a function of their intensity. From measurements
on the C/Ni-multilayer and on a solid Cu pallet, peak positions of the fluorescence lines
are evaluated to obtain an energy calibration for the pnCCD measurements. Figure 6.6
shows in first approximation a linear response for the energy calibration, but the detected
charge intensity seems to be underestimated for the low energy fluorescence photons of
C-Kα and O-Kα. This effect might originate from incomplete charge collection due to
low signal to noise ratios of the single photon events in this energy region. Nevertheless,
the shown energy calibration will be used for the further illustrations of the spectra.
In Figure 6.7 a) the integral spectrum of measurement P2 of the multilayer sample is

∗ In [130] a charge cloud radius of about 10 µm is given for a pnCCD

130



6.2. FIRST BEAMTIME - PROOF OF PRINCIPLE

Figure 6.7.: a) Integral X-ray fluorescence spectrum of the C/Ni-multilayer sample. 1.4 mil-
lion Ni-L photon events are detected in a measurement time of 140 minutes. Reprinted
with permission from [84]. Copyright 2017 American Chemical Society. b) XRF spec-
trum for shallow angle regions as indicated ± 0.6◦. The oxygen peak is marked with
a red arrow.

shown. The spectrum intensity increases sharply at about 38.7 eV (105 ADU), which is
the cut-off intensity for the noise discrimination. All channels up to 184.5 eV (500 ADU)
are dominated by noise events. Fluorescence lines that can be attributed to C-Kα,
Ni-Ll,n, Ni-Lα,β and elastically scattered radiation at 1078 eV are expected from the
C/Ni-multilayer sample and clearly visible. O-Kα originates most likely from sample
contamination or surface oxidation, as the spectra in Figure 6.7 b) indicate. Here, the
angular calibration (see section 6.2.4) is already used to discriminate photons, which are
emitted at shallow angles, only. It can be seen that the oxygen signal relative to the
nickel signal is strongest at about 3◦, which is an indication that the signal originates
from a surface near region.

The integral spectrum shows a possibility to use the setup in a conventional XRF
mode. Indeed, by irradiating the sample at e.g. 45◦ and scanning the sample in the
surface plane, the CCD detector can be used as efficient energy-dispersive detector for
soft X-ray fluorescence analysis with the LPP source (note that a single SDD detector
suffers from pile-up effects because of the short X-ray pulses). In the following, the
integral spectrum in Figure 6.7 a) is used to estimate lower limits of detection (LLD)
for carbon and nickel. Peak intensities are retrieved from the spectrum by subtracting a
background based on linear interpolation between supporting points and using Gaussian
fits for the fluorescence peaks (shown in Figure 6.7 a)). The energy resolution at the
Ni-Lα,β line obtained from the Gaussian fit is 113 eV. The data evaluated for the integral
spectrum is recorded at P2 of the multilayer sample. For this position, the bilayer
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Table 6.2.: Estimated lower limit of detection (LLD) from an integral spectrum of the C/Ni-
multilayer recorded with the pnCCD. The sample is excited with 1078 eV photons from
the laser-produced plasma source and a reference time of 1000 s is used.

element LLD / ng cm−2 LLD / atoms cm−2 LLD / g

nickel 200 2 × 1015 1 × 10−10

carbon 1000 6 × 1016 6 × 10−10

thickness is d= 5.63 nm with a thickness ratio of Γ= dNi/dbilayer= 0.45 and the densities
for nickel and carbon are ρNi= 8.21 g/cm3 and ρC= 2.75 g/cm3 according to the XRR
measurements. This yields a total mass deposition for nickel and carbon of

m̂Ni = 15 d Γ ρNi = 31.2 µg/cm2 and
m̂C = 15 d (1− Γ) ρC = 12.8 µg/cm2.

The LLDs are now calculated by

LLDi = m̂i

3
√
Ndet
i,j

Ndet
i,j

×
√
t

t0
, (6.2.1)

with the measurement time t= 140 min., a reference time of t0= 1000 s and Ndet
i,j being

the number of detected photons of Ni-Lα,β and C-Kα, respectively. The results are shown
in Table 6.2 in various units for reason of comparison. For the last column, the size of
the excitation footprint is multiplied to the relative LLDs, yielding absolute detection
limits.

Typical detection limits for conventional XRF with an X-ray tube based spectrometer
are in the range of 10−6 to 10−8 g [132]. In TXRF geometry, usually the analytes are
deposited on a reflecting wafer surface and thus the scattering background produced in
the wafer is drastically reduced. This leads to detection limits of 10−9 g to 10−11 g
[133] or even further to the fg range [42] when applying monochromatic synchrotron
radiation. The estimated absolute LLDs for the laboratory GEXRF setup are well in
the range of typical TXRF detection limits, even though the angular range up to 12◦

is used, which exceeds the critical angle for total external reflection. Indeed, when
exciting with monochromatic soft X-rays, the larger photoionization cross section as
compared to hard X-ray excitation and the lower resonant scattering background in
contrast to polychromatic excitation strongly enhance the LLDs. In the future, it might
be possible to monitor the incident flux on the sample (since it cannot be assumed to
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Table 6.3.: Determination of the geometric parameters with various methods as indicated
in thetable. lCCD is not measured directly.

parameter determination determined value

dCCD slip gauge and CAD (63 ± 1) mm

lCCD - -

hCCD cathetometer (4.1 ± 0.2) mm

φCCD cathetometer (3 ± 1)◦

θCCD defined by setup (0 ± 2)◦

ωCCD defined by setup (0 ± 2)◦

ωsample motor position (5.800 ± 0.001)◦

be constant over time because of accumulation of debris on filters in the beam path and
thus increasing absorption) and use standard samples to properly calibrate the setup
and perform quantitative trace element analysis.

6.2.4. Angular Calibration

For the present measurements of the first beamtime, the optical laser to define the coor-
dinate system and the geometry of the setup, is not applied. Therefore, the coordinate
system to describe the geometry (LAB system) has to be defined differently. It proves
reasonable to define the LAB system such, that the surface normal of the sample after
sample alignment points in the x direction of the LAB system (towards the pnCCD)
and the origin is still defined by the pivotal point of the goniometer.

After sample alignment (sample surface is parallel to the incident X-ray beam, ωsample

= 90◦), the θ motor of the goniometer is moved by 84.2◦, to shift the zero-angle of the
fluorescence emission to one edge of the pnCCD and thus make use of the whole detector
chip for the measurements. However, this tilt of the sample surface, ωsample= 5.8◦ with
respect to the x axis of the LAB system, needs to be considered in the angular calibration.

Table 6.3 summarizes the knowledge of the various geometric parameters (GPs, defined
in Figure 5.8 on page 95) determined by independent measurements using e.g. slide gauge
or cathetometer. Note that φCCD is measured with respect to a horizontal plane (the
cathetometer is aligned with a spirit level) and not with respect to the coordinate system
described above. Due to the unavoidable tilt of the sample normal on the specimen holder
with respect to the horizontal plane, the uncertainty of φCCD is increased.

The GPs φCCD, dCCD and lCCD have the strongest influence on the angular axis and
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lCCD is not directly measured. This prohibits the use of an absolute angular calibration
and makes a reference measurement (see Section 5.3.1) and the application of a fitting
algorithm necessary. The other GPs are fixed according to their measured value in
Table 6.3. The GEXRF profile for the calibration is provided by one of the GEXRF
measurements, namely the measurement at position P2. The simulated GEXRF profile
of the respective measurement is based on the sample structure derived from X-ray
reflectometry measurements. The interpolated values of the XRR measurements at P2
yield a bilayer thickness of 5.63 nm, densities for the Ni and C layers of 8.21 g/cm3

and 2.75 g/cm3, respectively and a thickness ratio Γ = dNi/dbilayer = 0.45. For the
GEXRF profiles of Ni-Lα,β , the intensities of Ni-Lα1 , Ni-Lα2 and Ni-Lβ1 are calculated
and summed. The GEXRF profiles of Ni-Ll,n consist of the summed GEXRF profiles
of Ni-Ll and Ni-Ln. Measured and simulated GEXRF profiles are used in the fitting
algorithm for the angular calibration described in the following.

In a first step of the fitting algorithm, φCCD is optimized by maximizing the feature
contrast in the measured Ni-Lα,β GEXRF profile (Figure 6.8 a)). For this purpose, val-
ues for dCCD and lCCD are taken from Table 6.3 as starting parameters and (measured)
Ni-Lα,β GEXRF profiles are compiled for a set of φCCD values from 0◦ to 6◦. Each profile
is smoothed using a Savitzky-Golay filter and the contrast is defined as the difference
between the maximum intensity close to the Bragg angle and the local minimum inten-
sity. For the next fitting step, the φCCD value which gives the maximum contrast is used
(Figure 6.8 b)).

In the second step of the fitting algorithm, the angular scale of the measured GEXRF
profile is stretched and shifted by adapting dCCD and lCCD, to identify the best match
with the simulated profile. It is found that the best result in terms of convergence and
stability is achieved by using a brute force algorithm. Therefore, (measured) GEXRF
profiles are compiled for a grid of 15 × 15 values (15 values for dCCD and lCCD, each)
and compared to the simulated GEXRF profile. The shapes of measured and simulated
curves show significant deviations (see section 6.2.5), preventing to use the whole curves
for the evaluation. However, at least two criteria are needed for the unambiguousness of
the algorithm (due to the two fit values). These criteria are chosen to be on the one hand
the difference of the local intensity minimum position in the measured and simulated
Ni-Lα,β GEXRF profile (Figure 6.8 a)) and on the other hand the angle difference of
the inflection point of the measured and simulated Ni-Ll,n GEXRF profiles (Figure 6.8
c)). To find now the best dCCD and lCCD values in the brute force grid, the couple is
chosen, where the maximum of the two angle differences (inflection point and minimum
position) is minimized (Figure 6.8 d)).

Finally, the process is repeated iteratively 4 times, while always the grids for φCCD in
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Figure 6.8.: Results of final iteration step for the angular calibration. a) Compiled Ni-Lα,β
GEXRF profile and comparison of feature minimum position of measured and simu-
lated data. b) Change of the feature contrast (see a)) with respect to φCCD. c)
Compiled Ni-Ll,n GEXRF profile and comparison of inflection point position of mea-
sured and simulated data. d) Maximum of angle differences for the inflection point
and the minimum position for a given set of dCCD and lCCD. The red line indicates
the angular resolution due to pixel size (0.05◦), which is used to estimate uncertainties
for dCCD and lCCD.
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Table 6.4.: Result of the angular calibration procedure. In addition to the actual value
of each GP, its (estimated) uncertainty and influence on the shift of the minimum
position are given.

parameter determination determined value estimated uncertainty shift of int. min.

dCCD fit algorithm 65.0 mm 1.3 mm 0.02◦

lCCD fit algorithm 7.70 mm 0.06 mm 0.04◦

hCCD measured 4.1 mm 0.2 mm 0.04◦

φCCD fit algorithm 3.6◦ 1.2◦ 0.06◦

θCCD defined by setup 0◦ 2◦ 0.02◦

ωCCD defined by setup 0◦ 2◦ 0.03◦

ωsample motor position 5.80◦ 0.001◦ 0.03◦

the first step and dCCD and lCCD in the second step are refined.
The four frames in Figure 6.8 show the final fitting steps. The uncertainties of the

fitted GPs are estimated to be for φCCD of the length of the plateau in Figure 6.8 b) and
for dCCD and lCCD about size of the area in Figure 6.8 d), where the maximum feature
shift is less than 0.05◦, which is about the pixel resolution of the measurement.

Table 6.4 summarizes the results of the geometric parameters used in the angular
calibration and also shows their influence on the angular scale. The latter is determined
by calculating GEXRF profiles with an angular calibration where all but one GP are
kept at the values shown in Table 6.4. The given influence is then the difference in the
minimum position of the Ni Lα,β GEXRF profile created with two angular calibrations,
one with the parameter as in the table and the other one with the estimated uncertainty
added.

Figures 6.9 a) and b) show the result of the angular calibration in terms of fluorescence
emission angles and solid angles of detection for each pixel on the pnCCD. An angular
range of about 10◦ will be measured with decreasing pixel numbers contributing to the
high angular range above 10◦ due to the tilt of the CCD. The calculated solid angles
of detection will be used to normalize each angular region to its total solid angle of
detection. The overall solid angle of detection is ΩDet=0.038 sr.

6.2.5. GEXRF Profiles

GEXRF measurements are performed at 7 positions of the multilayer sample, corre-
sponding to 7 different bilayer thicknesses (Table 6.2.1 in Section 6.2.1). On each posi-
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Figure 6.9.: Distribution of a) detected fluorescence emission angles and b) solid angles of
detection for each pixel on the pnCCD chip according to the angular calibration.

tion, several thousand to a few millions of frames are recorded in up to a couple of hours
measurement time. In every frame on average 3 to 5 single photon events (SPEs) are
detected and evaluated with respect to event position and intensity. The photon event
position can be converted to an emission angle using the angular calibration described
in the previous Section 6.2.4. The photon event intensity can be used to further evalu-
ate the photon events of a specific bandwidth of the fluorescence spectrum, enabling to
generate GEXRF profiles of specific fluorescence lines, only. For this purpose, regions of
interest (ROI) are defined in the integral spectrum (Figure 6.7 in Section 6.2.3). Using
the deconvolution of the integral spectrum, the lower and upper limits of the defined
ROIs for Ni-Lα,β and for Ni-Ll,n are chosen to maximize the integral intensity on the
one hand and on the other hand guarantee the spectral purity of the respective lines
(Appendix I).

The GEXRF profiles are compiled by counting the number of photons in the specific
ROIs and angle increments, for all frames of one measurement. The angle increment for
every emission angle is set to 0.05◦ and corresponds roughly to the pixel size resolution.
Plotting the photon number against the emission angle provides the GEXRF profiles.
The results of measurement P1 and P2 are shown together with corresponding simula-
tions in Figure 6.10. The general shape of the GEXRF profiles follows the simulation,
featuring a stronger intensity increase at shallow angles compared to steeper angles and
also a local intensity minimum close to the Bragg angle is visible. However, a direct
comparison shows also significant deviations from the simulation. First, the steep in-
crease at shallow angles is overestimated in the simulation and, second, the predicted
intensity maximum close to the Bragg angle is strongly damped. Typically, in GI- and
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Figure 6.10.: Simulated and measured GEXRF profiles for measurement points P1 and
P2. While the simulations with the tabulated atomic scattering factors show strong
deviations from the measurements, f0

1 and f0
2 can be changed to fit the simulation to

the measured data.

GEXRF analysis, such deviations are compensated by fitting the model of the sample,
allowing then to determine the sample structure, layer density, roughness or to detect
diffusion processes. In the present case, changing all these parameters cannot satisfacto-
rily explain the deviations. Yet, if the atomic scattering factors f0

1 and f0
2 for nickel are

used as fit parameters, the simulation can well describe the measured GEXRF profiles
(see 6.10, purple curve). In the fit result, f0

1 is reduced by a factor 0.6 and f0
2 is increased

by a factor 3.2 compared to the data for f0
1 and f0

2 taken from the Chantler database
[40] for nickel at the Ni-Lα1 fluorescence line (849 eV). As is described in section 2.2.1,
f0

2 is directly linked to the absorption behavior of the material. Therefore, an increase
of f0

2 means increased absorption, damping the features in the GEXRF profile, as can
be observed in the measurement.

The applied adaptions to f0
1 and f0

2 are quite drastic. Chantler states in [40] uncer-
tainties for the atomic scattering factors of about 1% in the high energy range, which can
increase to 10% to 20% for energies between 30 eV and 1 keV. However, these values do
not explain the strong adaptions necessary in the present study. In Figure 6.11, database
values of the atomic scattering factors of nickel are shown from compilations of Chantler
[40] and Henke et al. [39]. Clearly, the L resonances strongly affect the atomic scatter-
ing factors. For the GEXRF profiles with adapted atomic scattering factors, photons of
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Figure 6.11.: Database values for the atomic scattering factors a) f0
1 and b) f0

2 taken from
Chantler [40] and Henke et al. [39].

the Ni-Lα1 fluorescence are simulated with an energy of 849 eV (according to the Elam
database [32]), which is near the L3 absorption edge of nickel (853 eV). Consequently, a
small uncertainty in the energy scale of the databases can lead to changes in the atomic
scattering factors by e.g. a factor of 5 for f0

2 . Also, the different databases show strong
deviations between each other, indicating high uncertainties for the values close to res-
onances. This supports the validity of the fitted atomic scattering factors. Since the
shape of the GEXRF profiles can be altered so strongly with the variation of atomic
scattering factors, and the uncertainties of these are so drastic, any further evaluation
on diffusion or roughness is doubtful and is not performed for the presented proof of
principle measurements.

Nevertheless, the difference of the minimum position of the simulated GEXRF profiles
with database values and fitted values for f0

1 and f0
2 is less than 0.03◦. Also, moderate

changes in the layer densities, Debye-Waller factors (modeling interlayer roughness [134])
or implementing surface contamination do not change the minimum position significantly

Table 6.5.: Effect of parameter variation in simulated Ni-Lα1 GEXRF profiles on the
minimum position close to the Bragg angle of the C/Ni-multilayer sample.

parameter variation shift of minimum

carbon layer density ± 10% <0.005◦

nickel layer density ± 10% <0.005◦

Debye-Waller factor 0 nm - 2 nm 0.02◦

carbon contamination layer 0 nm - 10 nm 0.015◦

Ni thickness ratio Γ ± 10% 0.065◦

139



6. FEASIBILITY STUDY OF LABORATORY SCANNING-FREE SOFT X-RAY
GEXRF

Figure 6.12.: Measured GEXRF profiles for all 7 measurement points. The inset shows
the determined minimum position and the estimated angular uncertainty.

with respect to the angular resolution (Table 6.5). Only the relative thickness ratio for
nickel Γ, varied by ± 10%, changes the minimum position in the range of the angular
resolution, so that uncertainties in Γ might slightly increase the uncertainties of the
bilayer thickness determination. Uncertainties for Γ are estimated to a few percent by
the manufacturer of the multilayer [135] and therefore the influence on the angular scale
smaller than in Table 6.5. In total, uncertainties due to the used sample model are in
the range of 0.05◦ and thus it is possible to use the minimum position as a measure
of the bilayer thickness of the multilayer. Furthermore, the given uncertainties due
to the sample model are systematic and therefore, for the current measurements, are
compensated by the angular calibration to a reference measurement. However, they
need to be taken into account for the second beamtime, where an absolute angular
calibration is applied (Section 6.3).

In Figure 6.12, the normalized GEXRF profiles for all measurements are shown.
The profiles are smoothed using a Savitzky-Golay filter and the local minimum of the
smoothed curve is used to determine the bilayer thickness. For this purpose, GEXRF
profiles are simulated using the model of the multilayer (with the unchanged database
values for f0

1 and f0
2 from Chantler [40]) with varying bilayer thicknesses from 3 to 7 nm

with an increment of 0.02 nm. The minimum position of the simulations is evaluated
similar to the measurements and provides the dependency of this position with the bi-
layer thickness (Figure 6.13). This allows for the assignment of measured minimum
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Figure 6.13.: Minimum positions close to the Bragg angle of the simulated Ni-Lα,β GEXRF
profiles for the multilayer sample with various bilayer thicknesses.

position to a bilayer thickness. The estimated uncertainties for the minimum position
are 0.1◦, including the pixel resolution for the angular calibration, the precision of the
determination of the minimum position and all above mentioned effects (density, rough-
ness, etc.). For measurement Q1 the uncertainties are increased because of the poor
statistics of the data and an additional contribution from sample alignment (ωsample),
since part Q of the multilayer is mounted separately on the sample holder. The mini-
mum position uncertainties are directly transferred to thickness uncertainties using the
data in Figure 6.13.

Figure 6.14 shows the bilayer thickness results of the GEXRF approach in comparison
to the complementary methods from Figure 6.1 b) on page 120. Since XRR data is used
to calibrate the angular scale of the GEXRF measurements at position P2, the thickness
results of these two methods agree perfectly at this point. However, also for the other
positions, there is a good match between values obtained by XRR and GEXRF. As
already mentioned in Section 6.1.1, TEM measurements overestimate the XRR results,
while the thickness values of the conventional XRF approach are systematically lower.
Nevertheless, the bilayer thickness gradient is in good agreement for all four methods.

The uncertainties of the bilayer thickness determined by GEXRF are dominated by
the angular resolution of the setup and the angular calibration. If necessary, they could
be improved by smaller pixel sizes of the detector, the application of center of gravity
methods yielding sub-pixel resolution (Section 5.4.1) or larger sample-to-detector dis-
tances. Indeed, via the CCD positioning system, a larger sample-to-detector distance
is easily adjusted and the angular resolution can be improved at the expense of signal
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Figure 6.14.: Bilayer thickness results for a part of the C/Ni-multilayer sample deduced
with conventional XRF, X-ray reflectometry (XRR), transmission electron microscopy
(TEM) and grazing emission XRF (GEXRF). The latter are calibrated to the XRR
measurements at P2. Nevertheless, the thickness gradient obtained with GEXRF is
in good agreement with the other methods. Reprinted with permission from [84].
Copyright 2017 American Chemical Society.

intensity.
The GEXRF results demonstrate the feasibility of the method for the analysis of mul-

tilayer structures and serve as proof of principle for depth profiling approaches. The
recorded GEXRF data is of high quality concerning energy (113 eV at Ni-Lα) and angu-
lar resolution (0.05◦) and measurement times (1 to 2 hours) are already practical with the
presented laboratory setup, especially when considering the early stage of development.
Several major setup improvements (e.g. absolute angular calibration, enhanced excita-
tion conditions) can be envisaged and are partly already implemented in this thesis, as
will be described in the following Section 6.3.

Finally, if precise optical constants of the investigated sample were available, a fit of the
complete GEXRF profile could be performed. This would not only increase the accuracy
of the analysis, but also allow to investigate the sample structure, e.g. roughness, density
and diffusion processes, more thoroughly.
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6.3. Second Beamtime - Setup Development and
Characterization

The pnCCD, which is used for the first proof of principle measurements, is costly in price
and complex in operation. Therefore, in a second beamtime with the laser-produced
plasma source, the suitability of a conventional CCD camera for scanning-free GEXRF
measurements is investigated. Furthermore, some changes in the setup and alignment
strategies are developed and applied. All the improvements concerning the general
setup and the methodology that is proposed for scanning-free GEXRF measurements
are already described in Chapter 5. They will be briefly named hereafter and compared
to the measurements in the first beamtime (Section 6.2). However, the main part of this
chapter will be concerned with the stability of the modified setup, the reproducibility
of the absolute angular calibration and the comparison of the GEXRF profiles of the
C/Ni-multilayer sample to those obtained before.

6.3.1. Setup Development

The main goals for the setup modification are the implementation of a less complex CCD
camera, reduced measuring times and an angular calibration independent on reference
measurements.

As stated in Section 2.3.1, also conventional CCDs can be used as energy-dispersive
detectors if operated in a single photon counting mode. Therefore, a back-illuminated
CCD (Greateyes GE 2048 512 BI) with 2046 × 515 pixels of 13.5 × 13.5 µm2 size is
implemented in the setup. It can be adjusted with the same positioning system used
for the measurements with the pnCCD, applying a further adapter flange (see also Sec-
tion 5.2.4). Since the CCD chip is rectangular with an aspect ratio of 1 to 4, the CCD
can be mounted with the larger dimension in the direction of strongest change of the
detected emission angles (y direction in the LAB system) or perpendicular to it. For
all measurements shown hereafter, the latter geometry is chosen to maximize the solid
angel of detection at the expense of angular dynamic range. Thus, regions of interest
in the GEXRF profiles have to be chosen for each measurement (e.g. the angular range
close to the Bragg angle for the C/Ni-multilayer sample) or successive measurements
can be performed with tilted ωsample and merged subsequently. For future applications,
it might even be worthwhile to consider a diagonal alignment of the CCD to make use of
large solid angles of detection for emission angles detected in the center of the CCD chip
and still enable a rather wide angular dynamic range. One of the major drawbacks of
the conventional CCD is the long readout time. Typically, a readout frequency of 1 MHz
is chosen as a good compromise between introduced readout noise (which is increasing
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with higher readout frequencies) and convenient readout time, which is about 1 s for the
applied CCD chip. However, since noise contribution is critical to single photon event
evaluation, especially in the soft X-ray range, measurements are also performed with
a readout frequency of 250 kHz (lowest possible setting), resulting in readout times of
up to 4 s. With a recording time per frame of 500 ms to 1 s it is obvious that total
measurement times are limited by the slow readout in the present setup. This has to be
considered if further optimizing the setup with respect to the detector system.

The somewhat declined readout conditions are compensated in the new setup by
improvements with respect to excitation condition. Instead of the Kirkpatrick-Baez
mirrors, two toroidal optics are implemented (Section 5.2.2). Because of the better total
angle of acceptance and higher efficiency (only one reflection instead of two for focusing),
the total flux in the sample plane is increased compared to the KB optics. Furthermore,
optics alignment is comparatively easy and the focus size in the sample plane is reduced
from 100× 500 µm2 to 70× 80 µm2 with the new optics.

To make the angular calibration independent of reference measurements, an optical
alignment laser is applied. This is used to exactly define the geometry of the setup
and also allows for precise alignment of the sample surface into the pivotal point of the
goniometer (see Section 5.2.5).

6.3.2. Measurement Stability and Reproducibility

Adapted Operation Mode of the LPP Source

Because of the fast readout times of the pnCCD (below 1 ms), it is possible to use the
trigger signal of the LPP source to guarantee readout between two subsequent X-ray
pulses and a continuous operation of the LPP source. With the conventional CCD,
readout times are in the range of seconds. During this time, no photon should hit the
detector to avoid smearing of the GEXRF profile. Therefore, a mechanical shutter is
triggered by the CCD, to block the seed laser pulse of the LPP laser system and thus
plasma formation during readout (“staccato” operation).

The stability of the toroidal focus is investigated by recording images with the CMOS
detector in the focal plane during “staccato” operation of the LPP source. The recording
of 3 sequences consisting of 3 dark frames and subsequent 3 GEXRF measurement frames
is simulated by opening the shutter for the measurement frames only. The recording time
is set to 1 s and the laser pulse energy is 150 mJ. The CMOS detector records a movie of
the focus spot of the toroidal optics. For the evaluation, the bright frames of the movie
are extracted, which gives a set of 3×3×18±1 frames (sequences × measurement frames
per sequence × CMOS frames per measurement frame). For each frame, the mean value
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Figure 6.15.: Stability investigation of a) the toroidal focus width and b) and c) position in
units of the CMOS pixel size along the horizontal and vertical direction. Real GEXRF
measurement conditions are simulated by operating the LPP source in a “staccato”
mode and taking three times 3 dark frames (vertical black lines) and 3 measurement
frames (indicated by the different colors).
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of the rows, respectively columns, is computed and a Gaussian function fitted to the
focus peak position, yielding results for the horizontal (mean value of rows) and vertical
(mean value of columns) direction in the laboratory. The position and full width at half
maximum (FWHM) values of all fits are displayed in Figure 6.15 together with the X and
Y signal of the 4Q-diode (see Section 2.5.2). Figure 6.15 a) shows that the peak width
is rather stable and that the FWHM in the horizontal direction is slightly larger than in
the vertical direction. The standard deviation of the FWHM is 8% for both, horizontal
and vertical direction. The mean value of the FWHM is (142±5)×(186±7) µm2, which
is overestimated with respect to the 70×80 µm2 of a single toroidal optics (Section 5.2.2)
because of the overexposed CMOS detector.

Figure 6.15 b) and c) show the stability of the focus position for the vertical and
horizontal axis in the laboratory system. In the vertical direction, there are sudden
displacements visible (at frame numbers 3, 54, 62, 110) of up to 30 µm. The Y value
of the 4Q-diode (same Figure) shows a similar behavior, correlating the focus position
in the CMOS frames directly to the plasma position of the LPP source. The displace-
ments originate from the missing correction of the target (performed also in the vertical
direction) during the time when the 4Q-diode gets no signal and the subsequent sudden
correction as soon as the plasma is created again. This effect is especially strong after
recording of the dark frames, so before every three measurements, because of the longer
time without plasma. The readout (and thus missing signal) is not strongly affecting
the position of the focus, since the readout times are too small to induce a drastic target
misalignment. The horizontal position of the focus is much more stable, even though
there also appear displacements in the X signal of the 4Q-diode. The 4Q-diode is ad-
justed in a way that plasma displacements along the radius of the copper cylinder are
monitored with Y , while not affecting X. Since a change of the laser position is not
expected, the displacements in X can originate either from a small misalignment of the
4Q-diode or an effect of the determination of the X value. Concerning the latter, the
change of total intensity detected by the 4Q-diode in combination with a non-Gaussian
shape of the plasma image on the 4Q-diode can lead to differences in X. The standard
deviation of the focus position is 10 µm for the vertical direction and 2.5 µm for the
horizontal direction, thus smearing of the average focus size is stronger in the vertical
direction, but still small compared to the focus size.

Figure 6.16 a) shows the intensity distribution of the two superimposed optics foci in
the focus plane measured with the CMOS detector and averaged over all bright frames
used for the stability investigations. The shape of the combined foci with its diagonal
tails is similar to a single focus and indicates the good spatial overlay. The spot size
(FWHM in center row and column) of 126 × 177 µm2 is again overestimated as compared
to the focus size with a single optics (Section 5.2.2) because of the overexposed CMOS
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Figure 6.16.: a) Average intensity map of the two toroidal mirror foci superimposed in the
sample plane recorded with the CMOS detector. b) Impact of footprint size on the
angular resolution of the GEXRF measurements calculated for the final measurement
geometry. The red line indicates a footprint size which would affect the angular reso-
lution similar to the pixel size of the detector. The yellow disc illustrates a footprint
shape with 100 µm diameter and shows that the angular resolution is not affected by
the footprint size.

detector. In summary, the average spot size is well suited for GEXRF measurements
and does not influence the angular resolution, as can be seen in Figure 6.16 b).

Usually, every laser pulse of the LPP source is focused onto a fresh spot on the
rotating copper cylinder. After the whole surface of the target cylinder is used for
plasma formation, which is the case after 11 hours of continuous operation, the target
cylinder is replaced by a twin that has been turned down on a lathe and polished.
The use of this two target cylinders makes daily operation possible, but about two hours
(including venting and evacuating the vacuum chamber) are needed to change the target
cylinder. To overcome this, the target cylinder is not changed, but used again a second
time during this beamtime. The influence of the somewhat rougher target surface on the
focus stability of the toroidal optics is investigated by using the same area of the target
cylinder up to four times and recording images with a CCD camera in the focus plane
of one of the toroidal mirrors. The laser pulse energy is set to 200 mJ and the recording
times are 1 s. Figure 6.17 shows the results for the evaluation of the focus position
and size. Similar to the evaluation of the CMOS images, rows, respectively columns are
summed and a one-dimensional Gaussian fit is used for the evaluation. Note that due
to the chosen evaluation of rows and columns to get direct correlation to changes in the
corresponding direction and a probably imperfect adjustment, values for the focus size
are larger than compared to the results of [113] in Section 5.2.2. It seems that position
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Figure 6.17.: Size (FWHM) and position variation of a single toroidal mirror focus recorded
with a CCD camera in the focus plane. A target area of the LPP source is reused several
times.

Table 6.6.: Mean values and standard deviation σ of the size (FWHM) and position of the
focus spot from measurements in Figure 6.17.

target
horiz. FWHM horiz. pos.

mean / µm σ / µm σ / µm

polished 103 ± 4 6.1 3.9

1 × used 101 ± 4 6.3 5.7

2 × used 106 ± 4 3.9 6.0

3 × used 105 ± 4 9.9 5.9

target
vert. FWHM vert. pos.

mean / µm σ / µm σ / µm

polished 135 ± 5 5.4 3.1

1 × used 131 ± 5 7.9 2.5

2 × used 140 ± 5 8.2 2.7

3 × used 139 ± 5 9.4 4.7
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and focus size fluctuations are induced with increasing number of used target material,
probably because of the increased surface roughness of the target material. However,
with a maximum standard deviation of the focus size (FWHM) of ≈ 10 µm and of the
focus position of ≤ 6 µm in the horizontal and vertical direction, the effect is rather
small (Table 6.6). It can be stated that the copper target can be used at least 4 times
for GEXRF measurements without drastically reducing the lateral or angular resolution.

Reproducibility of Absolute Angular Calibration

In the following, the stability of the absolute angular calibration is investigated with
data from the second beamtime and uncertainties for the angular scale are determined.
During the whole beamtime, 8 sample alignments and angular calibrations are performed
on different samples, each yielding values for the geometric parameters (GPs) defining the
setup geometry (see Section 5.3.2). At first, ωCCD = (5.9±0.5)◦ and θCCD = (0.0±0.5)◦

are determined using Equation 5.3.2. Then, all other GPs are calculated with the data
of an angular scan of the sample (θ axis of the goniometer) and the position of the
direct adjustment laser beam on the CCD, as is described in Section 5.3.2. Figure 6.18
summarizes the results for all the angular calibrations. In Figure 6.18 a) it can be
seen that the position of the alignment laser on the CCD changes arbitrarily in the
range of a few tens of micro meters on the CCD. Whether this shift is mainly caused
by a change of the laser or CCD position (e.g. by thermal influence) or by the laser
alignment through the pivotal point of the goniometer (performed prior to each angular
calibration) is difficult to identify. Both effects will change the beam position on the
CCD slightly, but as long as the position is known, all these shifts are compensated
for during the angular calibration. In Figure 6.18 b) and d), the variation of the CCD
tilt φCCD and of the goniometer position θ0, when the sample surface is aligned parallel
to the adjustment laser (i.e. ωsample = 0◦), can be seen. Angular calibrations with the
numbers (1,2), (3,4,5) and (7,8) are performed on the same sample without changing the
sample holder but at different dates. A corresponding grouping of φCCD and θ0 is visible.
The angular calibration number 6 is performed on the same sample as used for (1,2),
but the sample holder is load locked in between. This might result in the differences
visible in φCCD, since this angle is defined with respect to the sample surface, which
might be tilted for the various samples. Here, a reference sample holder should lead to
more reproducible values. The effect is also seen in the variation of θ0 in Figure 6.18
d), where the same correlation between θ0 values and samples is visible. The results for
the CCD chip-to-sample distance, dCCD, are shown in Figure 6.18 c). Here, the values
are all in good agreement to each other but for the angular calibration number 2. In
the beginning of the beamtime the cable for the shutter signal is plugged into the CCD
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Figure 6.18.: Results for geometric parameters obtained with 8 different angular calibra-
tions. a) shows the position of the direct adjustment laser beam. b) and d) show
the angular tilt of the CCD θCCD and the zero angle (ωsample = 0) position of the
goniometer θ0. The 3 different samples that are used for the angular calibration are
illustrated by the circle with solid, dashed and dotted line. c) shows the determined
CCD chip-to-sample distance. All the given uncertainties result from the fitting pro-
cedures described in Section 5.3.2.

directly. This might have affected the CCD position slightly and is changed for the
subsequent measurements. Also, a slight misalignment of the sample surface into the
pivotal point of the goniometer could affect the calculated distance.

Table 6.7 illustrates the effect of the uncertainties on the angular calibration. For this
purpose, a GEXRF measurement from the next Section 6.3.3 on the C/Ni-multilayer
is used and the GEXRF profile of the Ni-L fluorescence line is obtained by using the
respective absolute angular calibration. Now, the GEXRF profiles are evaluated similar
to the procedure in Section 6.2.5, once for the GPs given in Table 6.7 and once for
each GP with the respective uncertainty added to the GP’s value. The influence on
the angular scale is estimated as the angular change of the intensity minimum in the
respective GEXRF profiles. As can be seen, all shifts but the one for lCCD are ≤ 0.006◦,
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Table 6.7.: Results of the absolute angular calibration. The influence of the uncertainties
of the GPs on the angular scale is determined as the shift of the minimum position
in the Ni-L GEXRF profile when adding the uncertainty to the respective GP, while
leaving all other GPs fixed.

value shift of int. min.

dCCD 113.0 mm ± 0.3 mm 0.003◦

lCCD 0.60 mm ± 0.05 mm 0.03◦

hCCD 3.10 mm ± 0.05 mm 0.005◦

φCCD 9.27◦ ± 0.02◦ 0.003◦

θCCD 0.0◦ ± 0.5◦ 0.006◦

ωCCD 5.9◦ ± 0.5◦ 0.006◦

ωsample 5.956◦ ± 0.004◦ 0.004◦

and thus their influence on the angular resolution small compared to the influence of
the pixel size, which yields 0.011◦. The uncertainty of lCCD of 50 µm, resulting in an
angular shift of about 0.03◦, is estimated from the sample alignment accuracy, which is
performed online and will be improved in the future. Some aspects about the sample
alignment can be found in Appendix J. In total, the uncertainty of the angular scale is
estimated with 0.04◦ for all the measurements of the second beamtime.

6.3.3. GEXRF Profiles of the C/Ni-multilayer

During this second beamtime, several measurements at different dates and with varying
CCD camera parameters are performed at position P2 of the C/Ni-multilayer already in-
vestigated in Section 6.2 and described in Section 6.1. The multilayer sample is mounted
together with the CMOS detector, the 500 µm pinhole (both for adjustment control of
the LPP focus and the optical laser), some fluorescent screen (to get a reference for the
x and y position of the goniometer close to the sample) and the thermoelectric sample
DM0149A, as can be seen in Figure 6.19. Also, the 20◦ wedge is applied to reduce the
achievable camera-to-sample distance (see Section 5.2.4).

First, the setup needs to be aligned according to the procedure in Section 5.2.5. To
exclude misalignment during the measurement, before and after each measurement, the
position of the toroidal focus and of the adjustment laser for the angular calibration and
sample alignment are monitored by the CMOS detector. Then, by visual inspection, the
surface of the fluorescent screen is aligned into the focus plane of the toroidal optics to
obtain a reference value for the position of the x and y axes of the goniometer. These axes
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Figure 6.19.: Sample holder as it is used in the second beamtime. On the multilayer
sample measurement spot P2 is indicated.

are shifted according to the distances measured on the photograph of the sample holder,
to align the measurement spot of the sample into the toroidal focus. By this procedure,
uncertainties reach about 1 mm for the lateral alignment, which is satisfactory for the
current purposes. The precision in the lateral alignment can be increased if necessary, if
the sample edges are scanned and for each position spectra with the CCD detector are
recorded. Then, accuracies in the range of the focus size (< 100 µm) can be achieved.
Now, alignment of the z and θ axes of the goniometer is performed with the adjustment
laser and the CCD camera (see Section 5.2.5). The final θ scan is used for an absolute
angular calibration (Section 5.3.2).

Figure 6.20 shows exemplarily the fluorescence emission angle and solid angle of de-
tection distribution on the CCD chip for the angular calibration of measurement 1. In
Figure 6.20 a), it can be seen that the angular range covers 4.8◦ to 10.4◦. Furthermore,
some parts of the CCD image are not used for the final compilation of the GEXRF
profiles (marked black). These parts include first of all a frame border of 3 pixels width,
to prevent counting a charge cloud that is not fully detected on the CCD chip. Secondly,
in dark frames recorded at room temperature, some hot pixels are detected. These, and
all the pixels in the direction of the readout of the CCD chip are also excluded preven-
tively, since they might alter single photon event (SPE) intensities. Finally, some spots
on a bright CCD image appear darker, probably because of dust particles on the chip.
Soft X-ray photons might be absorbed in these dust particles, so that the corresponding
pixels have a reduced detection efficiency and are also excluded from the evaluation.

In Figure 6.20 b) the distribution of the solid angle of detection of each pixel is shown.
The maximum differences on the whole chip are ≈ 4% and will be increased for shorter
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Figure 6.20.: a) Detected fluorescence emission angle and b) solid angle of detection for
each pixel of the CCD chip according to the angular calibration of measurement number
1. Dark regions in the image are likely to create distorted signals and are thus excluded
from the compilation of GEXRF profiles.

sample-to-detector distances (which should be the aim for such measurements). The
sum of the solid angle of detections of all pixels yields 0.015 sr. Compared to the setup
of the first beamtime with the pnCCD, both, the covered emission angle range and the
solid angle of detection are about half as large. That means, even though the angular
dynamic range is reduced, the solid angle of detection per angular range is similar. On
the other hand, the angular resolution is more than 4 times better for the measurements
with the conventional CCD, which reduces the uncertainties in the determination of the
bilayer thickness of the C/Ni-multilayer.

From the aligned position, the θ axis of the goniometer can be used to adjust the
segment of fluorescence emission angles, which is detected by the CCD chip. For the
measurements of the C/Ni-multilayer, θ is moved by ≈ 6◦. At the final position, CCD
images are recorded while the LPP source is operated in the “staccato” mode, i.e. the
seed laser pulse of the LPP laser system is blocked during dark frame recording and
readout. Typically, sequences of 3 dark frames and subsequent 50 measurement frames
are recorded, using an in-house labview control for the CCD camera. Measurements at
P2 of the multilayer are performed with camera temperatures below (-45± 1)◦C and
with varying exposure times, readout frequencies and with or without binning of two
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Table 6.8.: CCD settings for the GEXRF measurements performed at P2 of the C/Ni-
multilayer sample and the achieved resolving power measured at the Ni-Lα,β line in
the integral spectra. CCD chip temperature is (-45 ± 1)◦C for all measurements. The
values in brackets of the column ’frames recorded’ indicate the number of dark frames
and measurement frames for each sequence.

number
meas. frames exposure readout 1 × 2 resolving

time / min. recorded time / ms freq. / kHz binning power

1 72 9 × (3+50) 1000 250 no 3.05

2 46 10 × (3+50) 1000 1000 no 2.67

3 46 13 × (3+50) 500 250 yes 3.40

4 37 9 × (3+50) 1000 250 yes 3.39

5 15 6 × (3+50) 1000 1000 yes 2.92

pixels in the direction of the smaller aspect ratio of the camera. The binning of pixels in
the other direction can only be performed software-wise, so without decreasing readout
time or noise, and is thus disregarded. The various measurement settings are listed in
Table 6.8.

The recorded CCD images are evaluated as described in Section 5.4. The 4px-Area-
Clustering method shows the best performance with respect to resolving power for the
applied CCD and is therefore chosen for all further evaluations. The influence of the two
noise thresholds on the integral spectra of the GEXRF measurement number 1 is inves-
tigated in Figure 6.21. First, the low resolving power compared to the spectra recorded
with the pnCCD (E/∆E = 7.5 at Ni-Lα,β in Figure 6.7 on page 131) is apparent. With
the conventional CCD, the Ni-Ll,n and Ni-Lα,β peaks cannot be resolved. Furthermore,
the contributions of cluster events consisting of up to 7 pixels are shown in the plotted
spectra of Figure 6.21. The global threshold factor n′σ is influencing the cut-off at the
low energy side of the spectrum and thus reduces the intensity of the noise peak. The
local threshold factor n′′σ on the other hand reduces the contributions of n-px SPEs with
n > 4, thereby enhancing the resolution of the main fluorescence peak but also reducing
and maybe distorting the pile-up intensity. As compromise between the reduction of
noise, the enhancement of resolution and keeping the pile-up peak unaffected, n′σ=n′′σ=4
is chosen for all further investigations.

Besides the measurement conditions, Table 6.8 also shows the respective resolving
power at the Ni-Lα,β line in the integral spectra evaluated with the 4px-Area-Clustering
method and n′σ=n′′σ=4. Reducing the readout frequency (measurement number 2 → 1
and 5 → 4) and using binning (1 → 4 and 2 → 5), both increase the resolving power
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Figure 6.21.: Integral spectra of GEXRF measurement 1 (see Table 6.8) on the C/Ni-
multilayer, evaluated with the 4px-Area-Clustering method using the given factors n′σ
and n′′σ for the noise threshold.

by about 15% and 10%. While the former reduces the readout noise contribution in the
CCD images, the latter leads to a more complete SPE recombination without additional
noise contribution due to additional pixels assigned to the SPE. The measuring time
(4 → 3) has no significant influence on the resolving power, indicating that the dark
noise current, and thus the camera temperature, are sufficiently low. Indeed, the CCD
camera is cooled with an external water cooling system to achieve chip temperatures
down to -45◦C. For future applications it could be tested, if the CCD operation at -
25◦C, which can be reached by the air venting system of the CCD camera only and
simplifies operation, is sufficient.

With the SPE evaluation and the angular calibration at hand, the GEXRF profiles can
be compiled by summing the number of detected fluorescence photons in all the angular
areas on the CCD chip, which include the same angular range, i.e. ψfl ± 0.5 × ∆ψfl,
with ∆ψfl being the angular resolution due to the pixel size. To reduce background
contributions from noise events and to properly handle pile-up, only SPEs in specific
regions of interest (ROIs) of the integral spectrum are used for the compilation of the
GEXRF profiles. The lower and upper limits of the two ROIs for the fluorescent peak
and for the first pile-up peak are defined by the peak center x0 and the width (FWHM)
of the peak, i.e. x0 ± FWHM. For the GEXRF profile, the events in the pile-up ROI
are counted double, since each event consists of two photons.
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Figure 6.22.: Normalized GEXRF profiles of Ni-L fluorescence of the C/Ni-multilayer. For
the determination of the minimum position (red dot) the profiles are smoothed with
a Savitzky-Golay filter with window size 37 and of order 3 (green curve). An offset is
added to the curves for reasons of clarity.

Figure 6.22 shows the GEXRF profiles of all 5 measurements with some offset for
reasons of clarity. As can be seen, the local intensity minimum close to the Bragg an-
gle is well reproduced in all measurements. Its position is again used to determine a
bilayer thickness with the same model for the sample as in Section 6.2 and with the
same procedure, but now taking into account the reduced energy resolution by summing
the GEXRF profiles of Ni-Lα1 , -Lα2 , -Lβ1 , -Ll and -Ln for the simulation. The bilayer
thickness results are compared in Figure 6.23 with complementary methods and the
results of the GEXRF measurements of the first beamtime, where a reference for the
angular calibration is used (Sections 6.1 and 6.2). The inset shows the bilayer thickness
results of all 5 measurements with absolute angular calibration. Measurement numbers
1 and 2 and measurement numbers 3 and 4 have the same sample alignment and angular
calibration, resulting in 3 different sample alignments and angular calibrations for the 5
measurements. The results of the bilayer thickness of all 5 measurements are identical
with respect to their uncertainties, which shows the excellent reproducibility for the 5
measurements. Furthermore, uncertainties are similar compared to the measurements
of the first beamtime. However, now these uncertainties are dominated by the sample
alignment (contributing with 0.03◦) and uncertainties of the model structure (contribut-
ing with 0.05◦, see Section 6.2.5), while the uncertainty of the actual determination of
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the intensity minimum is estimated with the value of the pixel resolution of about 0.01◦.
The former two uncertainties can be expected to be reduced by further investigations
concerning the sample alignment procedure (see also Appendix J) and better known
optical scattering factors to improve the simulations. In the main panel of Figure 6.23,
the mean value of the five measurements is plotted (red dot). It can be seen that the
bilayer thickness results of the second beamtime are systematically higher than the XRR
measurements, and thus also the GEXRF measurements of the first beamtime, which
are calibrated to the XRR measurements at P2. To exclude a drastic change of the sam-
ple composition (e.g. by oxidation) and an increase of the bilayer thickness over time,
a further XRR measurement directly at P2 is carried out by the manufacturer AXO
Dresden GmbH. The result is added to the graph and also used for the comparison in
the inset. Even though the new XRR value for the bilayer thickness seems to be slightly
increased, it does not fully explain the overestimation of the GEXRF measurements.
Thus, some further systematic error seems to be present and needs to be investigated in
future work. New measurements on a multilayer without thickness gradient and with a
main component, whose fluorescence photon energy is not close to an absorption edge
(which would reduce uncertainties of the atomic scattering factors), might be envisaged.

Whatever the outcome, it can still be concluded that the GEXRF measurements
with an absolute angular calibration are in general successfully performed. GEXRF
profiles in the soft X-ray range can be acquired even with a conventional CCD in good
measurement times of down to 15 minutes. Indeed, due to the excellent efficiency of
the toroidal optics, the bottleneck concerning measurement time is the long readout
time of the conventional CCD. The actual recording time for all measurements is only
5 to 9 minutes for the whole GEXRF profile. Further increasing the readout frequency
on the other hand would lead to significant additional noise, and thus reduced energy
resolution. To circumvent this correlation, some other type of CCD might be optimal
for soft X-ray GEXRF measurements. For example, in [136, 61], an electron multiplying
(EM-) CCD is presented, which amplifies the signal of each pixel before readout, allowing
to use much higher readout frequencies without distortion of the signal-to-noise ratio.
Thus, the enhanced signal-to-noise ratio leads directly to an enhanced resolving power
and also allows for more accurate split event recombination, again beneficial for the total
resolving power. On the other hand, the amplification process induces some noise on the
signal itself and it might be indeed worthwhile to analyze the effective gain in resolving
power. In the end, the EM-CCD could be a good compromise between applicability for
soft X-ray GEXRF and cost.
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Figure 6.23.: Results of the bilayer thickness of the C/Ni-multilayer. The mean value of the
5 GEXRF measurements of the second beamtime (red dot) is compared to the results
of the first beamtime (green dots) and complementary methods. The inset shows each
of the 5 results in comparison to the result from repeated XRR measurements at the
same measurement point P2. Reprinted with permission from [84]. Copyright 2017
American Chemical Society.
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6.3.4. GEXRF Profiles of Thermoelectric Nanofilms

Besides the measurements on the C/Ni-multilayer for characterization purposes of the
setup, GEXRF profiles of the thermoelectric nanofilm DM0149A are also recorded. In
Section 4.5 the same sample is investigated by synchrotron radiation based grazing inci-
dence XRF and it is found that the surface contamination prevents precise depth profiling
of the thermoelectric nanofilms using the oxygen signal. Also, the Cu GIXRF profile in
the shallow angular range is not trustworthy because of high uncertainties originating
from sample misalignment and the effective solid angle of detection. However, some
model for the contamination is found, which can explain the shape of the GIXRF pro-
files. Especially the carbon profile can be modeled by introducing carbon contamination
into the thermoelectric thin film. Concerning the laboratory based GEXRF measure-
ments, the low energy resolution and high noise levels of the conventional CCD make
an evaluation of the oxygen signal difficult and of the carbon signal impossible. On the
other hand, the solid angle of detection in the GEXRF setup changes only slightly with
the detected fluorescence emission angle, leading to a low susceptibility of the GEXRF
profile to uncertainties in the solid angle of detection. Thus, a depth profiling approach
for DM0149A is pursued in the following.

Since the sample is mounted on the same sample holder as the C/Ni-multilayer (see
Figure 6.19 on page 152) and measured during the same beamtime, measurement con-
ditions and geometry are very similar. Of course, a separate sample alignment and
thus also angular calibration are performed according to the procedure described in Sec-
tions 5.2.5 and 5.3.2. To record a wider angular range, 3 GEXRF measurements are
performed at the same sample spot (and with the same calibration) but tilting the sam-
ple by 3◦ and 6◦ for the second and third measurement, respectively. The measurement
parameters are listed in Table 6.9. The total measurement time of 3 hours is reasonable.
The camera settings are chosen to maximize the expected resolving power for the mea-
surements, i.e. exposure time is 500 ms, readout frequency is 250 kHz and 1×2 binning
is used. The chip temperature is (-51± 1)◦C for the first and (-48± 1)◦C for the second
and third GEXRF measurement.

All GEXRF frames are evaluated as described in Section 5.4 with the 4px-Area-
Clustering method. However, the small oxygen signal in the measurement is only hardly
detected due to the overall low resolving power of the (not optimized) conventional CCD
camera. To get any signal at all, further refinement of the evaluation with the aim to
enhance the resolving power have to be performed. First of all, the master dark image,
which is subtracted from the GEXRF frames, is smoothed with a median filter, which
puts in every pixel the median of the 5×5 square, centered at this pixel. By this pro-
cedure, some high frequency oscillation of very low amplitude is found in the spectra.
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Table 6.9.: Measurement parameters for the GEXRF measurements on the thermoelectric
nanofilms.

number ωsample / ◦
meas. frames

time / min. recorded

1 -0.048 ± 0.003 104 30 × (3+50)

2 2.952 ± 0.003 46 13 × (3+50)

3 5.952 ± 0.003 18 5 × (3+50)

Since this artefact is hardly distinguishable from statistical noise, it should not affect
the further evaluation. Second, the noise threshold factors n′σ and n′′σ are increased to 6
(instead of 4 in the previous measurements on the C/Ni-multilayer).

A resulting spectrum of single photon events with a fluorescence emission angle be-
tween 3.98◦ and 4.20◦ is shown in Figure 6.24. As mentioned in Section 5.5, the further
computation of the GEXRF profiles can be performed by using a region of interest (ROI)
or a proper deconvolution to obtain energy discrimination. Both is performed for the
measurements on DM0149A to compare the resulting profiles, since the spectra show
strong noise contribution, which can distort the GEXRF profiles. The ROIs are chosen
as is indicated in Figure 6.24 with channels 75 to 90 for the O-Kα fluorescence and
x0 ± w for the Cu-Ll,n,α,β and pile-up peak, x0 being the respective peak position and
w the width (FWHM) of the peak. For the deconvolution, an exponentially decreasing
background signal Anexp(−x/tn) is found empirically. The origin of this background
is not clear, since rather a Gaussian noise peak (and thus a decrease with quadratic
exponent) is expected. It could arise either from the split event recombination of noise,
single photon and pile-up events, or from an additional noise contribution to the GEXRF
frames by e.g. stray light, as is suspected to be present in Section 5.4.2. Therefore, it
is difficult to judge, whether the background does or does not originate from fluores-
cence photons. A wrong treatment of the background could introduce artifacts to the
GEXRF profile, especially to the low intensity line of O-Kα. Nevertheless, assuming the
empirical background model and 4 Gaussian shaped peaks for O-Kα, Cu-Ll,n,α,β and
two pile-up peaks, the whole spectrum can be fitted satisfactorily. In the implemented
fitting routine, besides the slope tn and the amplitude An of the exponentially decreasing
background intensity, the intensities Ij , positions xj,0 and widths ∆xj (j ∈ {0, 1, 2, 3})
of the Gaussian functions are chosen as free parameters. Width and position are set as
free parameters to compensate for small variations of these (especially O-Kα), probably
induced by a variation of the noise contribution. The GEXRF profiles are then compiled
by plotting the area in the ROIs, respectively of the Gaussian functions, against the
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Figure 6.24.: Spectrum of DM0149A excited with 1078 eV photons of the LPP source and
recorded with a conventional CCD. The fluorescence emission angle of the detected
photons is between 3.98◦ and 4.20 degree. For the further computation of the GEXRF
profiles, energy discrimination is achieved by using only the photons belonging to the
ROIs as indicated or by deconvolution of the spectra with Gaussian functions and an
exponentially decreasing background signal.

fluorescence emission angle. The pile-up signal of the first pile-up peak is added with
twice its intensity to the Cu signal (since 2 photons contribute to a single pile-up event)
for both the ROI and the deconvolution approach.

Figure 6.25 shows the O-Kα and Cu-Ll,n,α,β GEXRF profiles of the thermoelectric
nanofilm DM0149A compiled with ROIs (a) and c)) on the one hand and using the
deconvolution (b) and d)) on the other hand. The three subsequent measurements with
rotated sample are concatenated by applying an intensity factor to the second and third
measurement, so that the mean of an angular overlap of the profiles is the same. As
can be seen, the angular resolution for the deconvolution approach is worse compared
to the ROI evaluation, since a larger angular range (10× pixel resolution) is chosen
to achieve better statistics in the deconvolved spectra. Furthermore, the Cu-Ll,n,α,β
GEXRF profiles of both methods are very similar, since the high signal-to-noise ratio
reduces the effect of the background treatment. However, the oxygen GEXRF profiles
show distinct differences. While there is a maximum at about 5◦ in the deconvolution
approach, no such feature is present in the evaluation with the ROI method. Such a
maximum in a GEXRF profile can appear for thin layers of the fluorescing material, but
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is not present in the calculations of 30 nm thick Cu2O or CuO. Therefore, the layer from
where the fluorescence radiation originates must be somewhat thinner. It could be an
indication for a surface contamination of a few nm with high oxygen content or a highly
oxidized thin surface layer (CuO) on top of less oxidized material (CuxO1−x, x > 0.5).
The errors given in the plots of Figure 6.25 refer to counting statistics only. Thus, the
strong scattering of the data points in the O GEXRF profile using the deconvolution
approach probably arises from the deconvolution itself. A better understanding of the
background and more appropriate modeling might reduce this effect. For this purpose,
a better energy resolution of the CCD camera should be envisaged.

When applying the N -layer model of Section 4.5.2 to the GEXRF measurements, the
curves can be fitted simultaneously by varying the total layer thickness dtot, the Cu
atomic concentrations x(n) and scaling factors for the fluorescence intensity sCu and sO.
The resulting GEXRF simulations for both evaluation methods, ROI and deconvolution,
are also shown in Figure 6.25 for N = 1, 2 and 5. Similar as for the GIXRF measurements
in Section 4.5.2, the Cu signal can be well reproduced already with N = 1, apart
from some overestimation above 8◦. In the present data, counting statistics for the last
measurement (above ≈ 6◦) are comparatively large, so that the fit allows for the biggest
deviation in that region. Probably, the actual discrepancy between model and data is
rather in the low angular range and there caused by, e.g. the roughness of the sample
or the rather simple density model (linear interpolation between bulk densities of Cu,
Cu2O and CuO) applied.

In the case of the O GEXRF profile, using at least 2 layers in the N -layer model
seems to slightly increase the fit result. But still, for the evaluation using the ROI
method (Figure 6.25 c)), the rise of the slope cannot be explained with the applied
model. Since contributions from the noise peak to the O-Kα ROI are also likely, it is
difficult to judge, whether the rise of the slope originates from the fluorescence intensity
or from an evaluation artifact. The simulated and measured GEXRF profiles evaluated
with the deconvolution approach are in better agreement to each other for N > 1. The
maximum at about 5◦ is reproduced by the simulations and also the slope at shallow
angles is in better agreement. But also here, the huge scattering of the data, which does
not have to be statistically distributed and thus could conceal the actual shape of the
GEXRF profile, makes any quantification using this data questionable.

Figure 6.26 summarizes the fitting results if only the rather trustworthy data of the
Cu-Ll,n,α,β GEXRF profile (from the deconvolution) is used. As for the fits mentioned
above, the simulated and measured GEXRF curves (Figure 6.26 a)) are in fair agreement,
but some small deviations are present for all tested N = 1, 2 and 5, probably because of
the simplicity of the model. Interestingly, even though the O GEXRF profile is not fitted,
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Figure 6.25.: a) and b) Cu-Ll,n,α,β and c) and d) O-Kα GEXRF profiles of the ther-
moelectric nanofilm DM0149A measured with the laboratory scanning-free GEXRF
setup. The profiles are compiled out of 3 measurements, the second (3◦ - 7◦) and third
(6◦ - 10◦) are scaled and concatenated to the first one (0◦ - 4◦). The left side (a) and
c)) show the results using ROIs and the right side (b) and d)) using a deconvolution
approach for energy discrimination. Also shown are simulated GEXRF profiles from a
fit result with the N -layer model (see text).
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Figure 6.26.: a) Measured and simulated Cu-Ll,n,α,β GEXRF profiles using only the de-
convolved Cu signal in the fit with the N -layer model. The same fit resulted in the
O-Kα GEXRF profiles in b), which are normalized to the mean of the last 10 mea-
surement points. c) and d) Results for the concentration profiles of the N -layer model
with N = 2 and 5.
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Table 6.10.: Fit results for the N -layer model using the Cu-Ll,n,α,β GEXRF profile from
deconvolved spectra.

N = 1 N = 2

sCu / 1012 4.864 ± 0.010 4.63 ± 0.03

dtot / nm 48.3 ± 0.2 42.5 ± 0.4

x(1) / at.% 50.00 ± 0.07 51.16 ± 0.12

x(2) / at.% - 75.1 ± 1.1

m̂Cu / (ng×cm−2) 24020 ± 80 24600 ± 300

m̂O / (ng×cm−2) 5990 ± 20 3100 ± 30

m̂Au / (ng×cm−2) 732 ± 3 751 ± 7

the fit of the Cu signal leads to a model, whose calculated O GEXRF profile exhibits
some intensity maximum at about 5◦ for N > 1 (Figure 6.26 b)). As can be seen in
Figure 6.26 c) and d), where the resulting concentration depth profile of the model is
plotted for N = 2 and 5, the intensity maximum in the O GEXRF profile arises from
a strong surface oxidation. This is qualitatively in agreement with the findings of the
GIXRF-NEXAFS measurements in Section 4.4. Also, since only the Cu signal is fitted
here, confusion with a signal from oxygen in contaminants on top of the surface, which
is the case in the GIXRF study in Section 4.5.3, is unlikely. However, the quantitative
values of the depth profile are questionable due to the simplicity of the model and the
rather low sensitivity of the Cu GEXRF profile for such oxidation changes.

In Table 6.10, the fitted parameters and calculated mass depositions m̂ from the fitted
model are listed. First of all, it should be mentioned again that the uncertainties given
in the table are the estimates from the fitting procedure, which are only correct, if the
applied model is correct and uncertainties in the data are purely Gaussian distributed.
While the Poisson distribution of the counting error for large photon numbers is a good
approximation to a Gaussian distribution, uncertainties due to the angular calibration
for example are clearly not normal distributed. Furthermore, the simplicity of the model
(limited number of layers, fixed density, no roughness) and uncertainties in the model
from fundamental parameters and atomic scattering factors will surely lead to underesti-
mated uncertainties from the fitting procedure. But as in Section 4.5.2, the uncertainties
can be used to identify probable interferences in the chosen parameters, which are low
in the present case.

The results of the total layer thickness dtot for N = 2 are in agreement with the
values obtained from the measurements at the PGM beamline (Section 4.5.2). On
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the one hand, this is not surprising, since a similar model is used and GIXRF and
GEXRF are based on the same physical principles. On the other hand, the result
shows that a quantitative, reference-free approach for single layers is basically possi-
ble with laboratory based scanning-free GEXRF. The mass depositions of Cu, m̂Cu,
are higher than the respective results from the integral quantification of the PGM
beamline measurements (m̂Cu= (18500±1300) ng/cm2) and rather support again the
results from the GIXRF approach (m̂Cu= (20500± 1200) ng/cm2) and from the com-
mercial setup (m̂Cu= (22100± 300) ng/cm2, Chapter 3). The mass deposition for O,
m̂O, agrees for N= 2 much better with the results obtained from the integral quantifi-
cation (4300±900) ng/cm2, Section 4.3), than the results for N= 1, again indicating a
better quality of the model with N> 1.

In contrast to the GIXRF measurements and fits in Section 4.5.2, the scaling factor sCu

applied here does not only compensate for uncertainties in the fundamental parameters,
but also for life time, detector efficiency and primary photon flux. Thus, with a life time
of the first measurement of ≈ 750 s, a detector efficiency close to 1 and neglecting the
uncertainties of the fundamental parameters, approximately 6 × 109 primary photons
per second hit the sample in the toroidal focus. This is only 1 order of magnitude lower
than the 4 × 1010 photons / s at a similar energy of 1060 eV during the measurements
of the PGM beamline at BESSY II and demonstrates the performance of the laser-
produced plasma source in combination with the toroidal mirrors. Furthermore, due to
the application of the scanning-free GEXRF concept, a large solid angle of detection of
1.5× 10−2 is achieved, allowing already in this early stage of development measurement
times (3 hours) comparable to the synchrotron radiation based GIXRF measurements
of the same sample (2 hours).
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In this thesis, a laboratory spectrometer for soft X-ray fluorescence (XRF) measure-
ments, using excitation with 1078 eV radiation, is successfully developed and established
at the Berlin Laboratory for Innovative X-ray Technologies (BLiX). The presented mea-
surements provide the first analytical XRF results obtained with a laser-produced plasma
source in the soft X-ray range. It is shown that not only micro-XRF analysis is ren-
dered feasible by applying a two-dimensional, energy-dispersive area detector in a single
photon counting mode, but even elemental depth profiling in the nanometer regime is
achieved via scanning-free, grazing emission (GE-) XRF measurements.

To render highly efficient, scanning-free GEXRF measurements possible, the sample-
to-detector distance is minimized, which requires a precise knowledge of the detection
geometry. Therefore, methodologies for the angular calibration based on the precise
determination of sample-to-detector distances and tilt angles are developed, which ad-
ditionally enables an absolute angular calibration. Furthermore, a part of the work
focuses on the evaluation of soft X-ray single photon events (SPEs) detected with a
conventional charge-coupled device (CCD). Due to the low signal-to-noise ratio at the
low photon energies of soft X-rays, algorithms are developed to optimize the energy-
dispersive properties of the CCD while maintaining the best possible efficiency in the
evaluation process.

High stability, accuracy and reproducibility of setup and methodology are tested and
confirmed by recording GEXRF profiles of a well-defined C/Ni-multilayer sample. Subse-
quently, the spectrometer is applied to thermoelectric gold-doped copper oxide nanofilms,
demonstrating the relevance of the setup for research and development cycles of renew-
able energy sources.

In the following, the main results of the thesis concerning the setup development of
the laboratory-based, scanning-free GEXRF spectrometer and the analytical findings of
the gold-doped copper oxide nanofilms are discussed in some detail.
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7.1. Methodological Development of the Laboratory
Scanning-Free GEXRF Setup

The key components of the setup are a laser-produced plasma (LPP) source, providing
highly brilliant radiation in the soft X-ray regime (1078 eV photons are used for XRF),
efficient focusing multilayer optics with large solid angle of acceptance and a scanning-
free approach utilizing a two-dimensional, energy-dispersive area detector. The latter
maximizes the solid angle of detection and allows to circumvent pile-up due to the short
LPP X-ray pulses of 1.2 ns, which prohibit the use of conventional energy-dispersive
detectors. The scanning-free GEXRF setup described in this thesis is developed in
several steps and tested in two beamtimes, i.e. BT1 and BT2.

In BT1, two reflective multilayer optics in Kirkpatrick-Baez (KB) geometry produce
a 100 × 500 µm2 spot in the sample plane. The sample is aligned by detecting the
shadowing of the primary beam with an X-ray sensitive diode. For the detection of
fluorescence measurements, a pnCCD is applied and the geometry of the setup defined by
a combination of direct distance measurements and calibration with a reference GEXRF
profile.

To demonstrate the feasibility of the setup and the alignment procedures, measure-
ments on a C/Ni-multilayer sample with a one-dimensional thickness gradient are per-
formed. The thickness of each of the 15 bilayers varies from 5 nm to 6 nm over a length
of 40 mm. A single, integral (no angular discrimination) measurement is used to esti-
mate a lower limit of detection (LLD) of 10−10 g, which is comparable to laboratory
TXRF measurements. The bilayer thickness is determined by GEXRF measurements at
7 different positions, the measurement time for one position being 1-2 hours. Because of
(at present) high uncertainties in the atomic scattering factors, it is not possible to use
the whole GEXRF profile for the GEXRF evaluation∗. Instead, the minimum position
of the Kossel lines in the GEXRF profiles is exploited. The reproduced gradient is in
good agreement with results from complementary measurements like X-ray reflectome-
try, transmission electron microscopy and conventional XRF†.

In BT2, several setup and methodological improvements are developed. Instead of
two one-dimensionally focusing multilayer optics in Kirkpatrick-Baez geometry, now
two two-dimensionally focusing toroidal optics are applied. These optics reduce the
focus excitation spot down to 100 × 100 µm2 (BT2) while improving the photon flux

∗ Indeed, the energetic proximity of the Lα fluorescence line to the L3 resonance, will complicate GEXRF
measurements using the Lα fluorescence line for samples with main compositions of elements with Z
< 28. On the other hand, the measurements could be used to gain access to the atomic scattering
factors, if the sample composition and structure is well-known.

† Conventional XRF uses only one non-shallow incident and detection angle.
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on the sample to about 109 photons/s due to a larger solid angle of acceptance and
a more robust alignment. Furthermore, an optical alignment laser is implemented for
sample alignment and to enable an accurate and reproducible measurement of the whole
detection geometry. This allows an absolute angular calibration, which makes the typ-
ical use of a reference GEXRF profile (e.g. from a reference sample) for the angular
calibration obsolete. Finally, instead of the complex and costly pnCCD, a conventional
CCD is applied for SPE detection. The slow readout time of the CCD, which is at
the moment the bottleneck for faster measurements, is overcompensated by the large
increase of efficiency in the excitation channel. Therefore, measurement times applied
to the C/Ni-multilayer sample are < 1 hour. The high accuracy and reproducibility of
the absolute angular calibration are confirmed with independent angular calibrations on
the same sample position of the C/Ni-multilayer sample.

To compile GEXRF profiles for different X-ray fluorescence lines (allowing composi-
tional sensitivity), the energy discrimination of a CCD, when operated in a single photon
counting mode, is used. In BT1, the single photon evaluation is performed by PNSensor,
providing also the pnCCD detector for the measurements. However, with the conven-
tional CCD in BT2, the SPE evaluation is more challenging due to increased noise level
and severe splitting of the SPEs to more than one pixel. Therefore, various split event
recombination methods are developed, characterized and compared, to optimize the en-
ergy resolution for the GEXRF measurements. For the applied detector, it is found that
using a quadratic four-pixel box plus adjacent significant pixels yields the best compro-
mise between resolving power and correct pile-up identification. The latter is important
for correct GEXRF compilation when using the CCD at high count rates, allowing to
reduce the measurement time. The resolving power achieved with the conventional CCD
(≈ 3.4) is worse than with the pnCCD (7.5), because of higher CCD noise and larger
charge cloud size. Simulations show that reducing both would significantly improve the
resolving power, while especially the signal-to-noise ratio of every photon event is of im-
portance. Probably the commercial CCD can be optimized for single photon detection
in close cooperation with the manufacturer. Otherwise, an electron multiplying (EM)
CCD, which can strongly increase the SNR in the soft X-ray range, might be a good
compromise between enhanced energetic resolution and cost, while also allowing faster
readout times.

Besides the SPE evaluation, also the operation of the LPP source must be adapted
due to the utilization of the commercial CCD. Since readout times are in the order of
seconds, a mechanical shutter is used during readout to prevent distortion of the CCD
images. Blocking the seed laser pulse of the LPP laser system proves to be suitable
to also reduce the sputter rate on the debris protection foils, while maintaining high
stability of the X-ray focus in the sample plane. In combination with positive tests of
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multiply using the copper target cylinder of the LPP source, maintenance shifts from
once a day for two hours (BT1) are reduced to about 3 hours per week (BT2).

7.2. Thermoelectric Nanofilms

Two gold-doped copper oxide nanofilms are prepared in the research group of Prof.
K. Rademann in the department of physical chemistry at the Humboldt University of
Berlin. First, Au and Cu are simultaneously magnetron sputtered on a Si wafer. Then,
one of the samples (DM0150A) is stored and oxidized in ambient conditions and the
second sample (DM149A) is intentionally oxidized by tempering.

Characterization of the samples is accomplished by various laboratory-based and syn-
chrotron radiation-based XRF methods. Conventional XRF mapping is performed with
a commercially available device, revealing a slowly decreasing mass deposition m̂Cu of
Cu towards the edges of the samples, caused by the non-uniformity of the plasma in the
sputter coater. In a 2 × 2 mm2 area close to the center of the sample, m̂Cu is homoge-
neous within a 1% limit and the Au mass deposition m̂Au within at least 10% for both
samples. For a more accurate statement concerning m̂Au, statistics could be increased
in future measurements with measurement times of several days, which is possible for a
laboratory setup. With the conventional setup, a first estimation of the layer thickness
yields ≈ 25 nm for both samples when assuming bulk densities for Cu. However, to get
access to the mass deposition of oxygen, the oxidation state of copper and elemental
depth profiling capabilities of the nanofilms, further analysis with synchrotron radiation
(SR) is applied.

All SR-based measurements are performed at the laboratories of the Physikalisch Tech-
nische Bundesanstalt (PTB) at the synchrotron radiation facility BESSY II in Berlin.
The oxidation state of Cu in the nanofilms is qualitatively investigated by near edge
X-ray absorption fine structure (NEXAFS) analysis at the Cu-L3 edge in combination
with different shallow incident angles to vary the excitation depth. As reference, NEX-
AFS spectra of pure Cu2O and CuO are measured and compared to literature data.
The initially strong deviations due to self-absorption effects are reduced by normalizing
the Cu-Lα,β to the O-Kα fluorescence intensity and the same procedure is used for the
angular dependent NEXAFS scans. As expected, the main contribution to the NEX-
AFS spectra of the non-treated sample DM0150A is Cu2O, showing the oxidation of the
gold-doped Cu layer due to exposure to ambient conditions. For the tempered sample
DM0149A, surface-near regions probed at the shallowest incident angles display main
contributions of CuO, indicating the progressed oxidation because of thermal activation.
However, for larger depths Cu2O is dominant, revealing that only a surface-near region
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is affected by the further oxidation.
To get more quantitative information about the depth dependent concentration profiles

for Au, Cu and O, GIXRF measurements are performed at two different beamlines,
providing access to Cu-Lα,β , O-Kα and C-Kα on the one hand and Cu-Kα and Au-Mα

on the other hand. The GIXRF profiles of Cu-Kα and Au-Mα are found to be similar in
the limits of the methods’ sensitivity, indicating a similar depth distribution. As for the
GIXRF measurements at larger wavelengths, severe surface contamination is found. In
a three-step evaluation process with increasing complexity of the applied model of the
sample, it is shown that the surface contamination prohibits accurate reconstruction of
the oxygen depth profile due to interferences of the O-Kα signal from the contamination
and the gold-doped copper oxide layers. Furthermore, a misalignment of the sample
increases the uncertainties of the effective solid angle of detection for shallow angles below
1.5◦, decreasing the sensitivity of the depth profiles. This prevents reliable statements
concerning the elemental depth profiles from the Cu-Lα,β GIXRF profiles.

Nevertheless, the measurements are used to obtain information about the contami-
nants. By using additionally the C-Kα GIXRF profile, a model for the contamination is
found, which can reproduce the measurements (within their uncertainties). According
to these findings, the GIXRF signal of the contaminants originates from larger particles
with diameters of several 100 nm. Furthermore, on the measurement spot of DM0150A
one particle or a few particles with diameters in the micrometer range are present.
The detection of similar particle sizes in atomic force micrographs of the thermoelectric
nanofilm surfaces supports this model. According to the GIXRF measurements, these
particles do not only contain carbon, but also oxygen and are thus probably consist-
ing of organic compounds and water. For the tempered sample DM0149A, a further
contribution to the C-Kα GIXRF signal from C implemented in the gold-doped copper
oxide nanofilm has to be assumed. To find further evidence of C implemented in the
thermoelectric nanofilm, and if this contamination is introduced during the tempering
process, future measurements could be performed with in-vacuum sample preparation,
storage and transfer to the beamline. Studies on potential positive or negative effects of
carbon implementation into the nanofilms with respect to the thermoelectric behavior
could also be envisaged. The whole study on contamination illustrates the importance
of sample preparation for precise measurements and the benefits of short feedback loops
from analysis to sample preparation and development.

Finally, the thermoelectric nanofilm DM0149A is analyzed in BT2 with the labora-
tory scanning-free GEXRF spectrometer developed in this thesis. Because of the high
efficiency of the laboratory scanning-free GEXRF setup, measurement times for the
analysis of the thermoelectric nanofilms are about 3 hours, which is well in the range of
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the applied measurement times of 2 hours at the synchrotron radiation facility. Yet, the
rather small oxygen signal in combination with the low energy resolution and large noise
peak of the conventional CCD makes spectrum evaluation challenging. Therefore, not
only a region of interest (ROI) method is chosen to compile the GEXRF profiles, but
also a deconvolution of the angular dependent spectra is pursued. It is found that some
additional noise contribution, probably due to stray light in the spectroscopy chamber,
has to be considered and needs to be further analyzed for future measurements. Both
O-Kα GEXRF profiles (ROI and deconvolution approach) are subject to distortions and
thus not used in a depth profiling approach. However, when applying the sample model
of the GIXRF measurements to the Cu-Lα,β GEXRF profiles, evidence for surface oxi-
dation is found and the calculated (not fitted) O-Kα GEXRF profile shows similarities
to the measured O-Kα GEXRF profiles using the deconvolution approach.

The GEXRF measurements on the thermoelectric gold-doped copper oxide nanofilms
demonstrate the applicability of the spectrometer to a scientific case with relevance for
renewable energy sources.

From the measurements at BESSY II and from the laboratory measurements at BLiX,
several quantification results for the mass depositions of O, Cu and Au in the thermo-
electric nanofilms are obtained. Table 7.1 summarizes the findings for A) conventional
XRF with a commercially available spectrometer (Section 3.2), B) and C) conventional
SR-based XRF in the soft and hard X-ray regime (Section 4.3), D) SR-based GIXRF
in the soft X-ray regime (Section 4.5, using additional information about the Au-to-Cu
ratio from B)) and E) GEXRF with the laboratory scanning-free GEXRF spectrometer
at BLiX from Section 6.3.4.

First, it has to be mentioned again, that the uncertainties should be understood as
lower limits. The uncertainties of B) and C) can be directly traced to uncertainty estima-
tions of the well-characterized measurement equipment of the PTB and the uncertainties
of the applied fundamental parameters (FPs). The latter are also only estimated values
from [100] and [99] and can easily be over- or underestimated, especially in the soft
X-ray range. In D) and E), the influence of the fundamental parameters, on which the
calculated fluorescence intensity depends linearly (i.e. the FPs in ξi,j,s(Epr) in Equa-
tion 2.1.1) is canceled out by a fitting parameter, which explains the low values of the
uncertainties. However, modeling and fitting is necessary and the given uncertainties for
D) and E) are retrieved from the estimated covariance matrix of the fit. This alone is
not quite accurate as is described throughout the thesis, since the models are probably
no sufficient description of the sample. Particularly the influence of uncertainties in the
FPs and atomic scattering factors would need thorough investigations. Thus, the small
uncertainties in E) mainly originate from the good counting statistics and neglect the
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Table 7.1.: Summary of the quantification results of the thermoelectric nanofilms. A)
conventional XRF (laboratory), B) conventional SR-based XRF in the hard X-ray
regime (KMC and BAMline beamlines), C) conventional SR-based XRF in the soft X-
ray regime (PGM and information from B)), D) SR-based GIXRF (PGM and BAMline
beamlines), E) laboratory-based, scanning-free GEXRF.

mass deposition m̂i / (ng×cm−2)
DM0150A DM0149A

Cu O Au Cu O Au
A) 23600±300 - 600±300 22100±300 - 600±300
B) 18900±1400 - 580±80 18500±1300 - 560±80
C) 18000±5000 3800±800 600±170 18000±5000 4300±900 560±160
D) 22600±800 3490±110 740±90 20500±1200 3350±200 620±80
E) - - - 24020±80 5990±20 732±3

above-mentioned effects. Indeed, further validation of uncertainties obtained by fitting
approaches of GIXRF and GEXRF measurements is a challenge for the still maturing
methodology in the future. Probably using (time consuming) statistical methods like
bootstrapping as is mentioned in Section 2.4.2 in combination with uncertainty valida-
tion (through standard samples) can lead to more reliable uncertainty estimates. As
for A), FP modeling of the sample is applied and uncertainties of the FPs should be
included. Yet, how accurate the overall uncertainties are for arbitrary samples is not
known by the user.

In principle, all quantification approaches in Table 7.1 lead to similar values for the
mass depositions of Cu, O and Au and no large outliers are obtained. For copper, m̂Cu is
about 20000 ng cm−2 for both samples DM0150A and DM0149A and probably slightly
larger for DM0150A, originating from the sputtering process. The oxygen and gold mass
depositions m̂O and m̂Au are about 4000 ng cm−2 and 600 ng cm−2, respectively. From
the quantification measurements, it is difficult to judge, whether, and how much, addi-
tional oxygen is incorporated into the copper oxide nanofilm by the tempering process.
The best evidence for an oxygen increase is given by C) in the direct comparison of the
O signal, but this could also originate from contaminants.

If using a part of the GEXRF profile for the quantification of a single layer, as in E),
and when applying superior techniques for the determination of reliable uncertainties
(e.g. bootstrapping, validation of uncertainties with reference materials), reference-free
thin film analysis can be performed even without a fully calibrated setup. This might
be also one of the future applications for the laboratory scanning-free GEXRF setup
developed in this thesis. A second possibility to perform quantitative measurements
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could be the use of the integral spectrum of the CCD and thorough calibration of the
setup by monitoring the X-ray flux variation and using standard samples. Then, also
quantitative micro-XRF mapping in the soft X-ray regime could be envisaged.

7.3. Future Perspective

Large-scale synchrotron radiation facilities provide highly brilliant X-ray beams over a
wide spectral range, which can be optimized with respect to spatial or energetic resolu-
tion for individual experiments. However, access to beamlines is usually restricted and
the process of beamtime application can be time-consuming and its success uncertain
for routine investigations during the development of novel materials. Clearly, there is a
need for reliable, sensitive and readily available laboratory setups, which can perform
similar analysis.

The laboratory scanning-free GEXRF spectrometer developed in this thesis applies
high-efficiency concepts for the utilized source, optics, detector and detection geometry.
This results in already competitive GEXRF measurement times as compared to SR-based
GIXRF for the analysis of elemental depth profiles in nanofilm materials. Additionally,
further development in LPP sources, optics and methodology can be expected. In the
future, this possibly leads to a wider availability of this or a similar spectrometer concept
to support research and development processes and advancements in e.g. renewable
energy sources.

With respect to the present scanning-free GEXRF setup, specific scientific questions
with relevance for thin film solar cells could be approached. For example, the investiga-
tion of copper depletion close to the surface (below 100 nm) of Cu(In,Ga)Se2 absorbers
or diffusion processes in perovskite thin films of only 70 nm thickness are envisaged.

Furthermore, the measurement principle of the scanning-free GEXRF spectrometer
and the methodologies implemented for a precise sample alignment and angular calibra-
tion can be transferred to applications with other excitation sources. By using X-ray
or electron nanoprobes in synchrotron radiation facilities or electron microscopes, the
combination of nanometer lateral and in-depth resolution could be possible. Such a
device might further enable the characterization and development of nano-structured
devices, which until now is challenging with modern GIXRF analysis [137, 138]. On the
other hand, the application of an X-ray tube in the excitation channel would result in
an overall effective and low-cost GEXRF spectrometer (if using the conventional CCD)
with excellent angular and good energy resolution. Such a device, due to the relatively
low cost, could even further expand the availability of non-destructive depth profiling to
a wider user community.
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A. Angular Limits of the Sherman Equation

The Sherman equation after solving the integral yields

Ni,j = Npr(Epr) G(Ei,j) ξi,j,s(Epr) Ci
1− exp (−µ∗tot(Epr, Efl)ρd)

µ∗tot(Epr, Efl) ,with

G(Ei,j) = εdet(Ei,j)
Ω

4π sin(ψpr)
ξi,j,s(Epr) = τi,s(Epr) ωi,s pi,j

µ∗tot = µtot(Epr)
sin(ψpr)

+ µtot(Ei,j)
sin(ψfl) (A.1)

and the notation as in Section 2.1.1.
For reasons of simplicity let hereafter εdet(Ei,j) = 1, Ω = 1 and Npr(Epr) = 1 photon/s.

Furthermore, a single element layer is considered. Then, for incident or emission angles
approaching zero it follows

ψpr → 0 : µ∗tot(Epr, Efl)→ µtot(Epr)
sin(ψpr)

(A.2)

ψfl → 0 : µ∗tot(Epr, Efl)→ µtot(Ei,j)
sin(ψfl) (A.3)

which further leads in Equation A.1 to

ψpr → 0 : Ni,j ≈
1

4π sin(ψpr)
ξi,j,s(Epr)

1− exp
(
−µtot(Epr)

sin(ψpr)
ρd

)
µtot(Epr)
sin(ψpr)

≈ 1
4π

ξi,j,s(Epr)
µtot(Epr)

(A.4)

for shallow incident angles and similar

ψfl → 0 : Ni,j ≈
1

4π sin(ψpr)
ξi,j,s(Epr)

1− exp
(
−µtot(Ei,j)

sin(ψfl) ρd

)
µtot(Ei,j)
sin(ψfl)

≈ sin(ψfl)
4π sin(ψpr)

ξi,j,s(Epr)
µtot(Ei,j)

(A.5)

for shallow detection angles.
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THERMOELECTRIC NANOFILMS

B. Atomic Force Micrographs of the Silicon Substrate for the
Thermoelectric Nanofilms

Figure B.1 shows 2 sections of an AFM image. The white lines mark height jumps of a
few nm. Such structures are also visible on the copper oxide nanofilms, as well as similar
particles due to (organic) contamination. The root mean squared roughness (RMS) in
an area without particles (lower white square in right image) is 1.2 nm and thus similar
to the value of the thermoelectric samples (≈ 1 nm).

Figure B.1.: Atomic force microscopic image of a blank Si wafer similar to those used for
the thermoelectric nanofilms.

C. Estimation of Uncertainties for Fluorescence Calculations

Table C.1 lists the applied uncertainties used for the quantification in reference-free XRF
measurements.

Table C.1.: Estimated uncertainties for the fluorescence yield ω, transition probability p
and attenuation coefficient µ from [99, 100] and for the geometric factor G from [42].

C-Kα O-Kα Cu-Lα Cu-Kα Au-Lα
∆ω/ω 20% 20% 25% 3% 3%

∆p/p 2% 2% 2% 2% 2%

∆µ/µ 2% 2% 2% 5% 2%

∆G/G 3% 3% 3% 3% 3%

total 21% 21% 26% 7% 6%
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D. Effective Solid Angle of Detection for an Off-Axis Sample
Surface

Figure D.1 a) sketches, how the footprint size can be taken into account when calculating
the effective solid angle of detection for a GIXRF measurement with SDD. The footprint
is approximated by a two-dimensional Gaussian profile in the sample plane. The profile
is discretized by N ×M positions and for every position the solid angle of the detector
ΩN,M is calculated using the formulas of [67]. The effective solid angle of detection Ω is
then the Gaussian-weighted sum of the partial solid angles ΩN,M .

Figure D.1.: a) Sketch of how the effective solid angle of detection is calculated. b) Setup
geometry with aligned sample (top) and misalignment of 60 µm (bottom). c) Calcu-
lated effective solid angles of detection and relative differences for shallow angles.

With this approach, the effective solid angle is calculated for the measurement ge-
ometry used in Section 4.5 once with perfectly aligned sample and once with a sample
misalignment by 60 µm from the rotational axis (Figure D.1 b)). The relative difference
for the effective solid angle of detection is plotted in Figure D.1 c).
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E. Estimation of Efficiency of GI- and GEXRF Spectrometer
Concepts

In the following, the solid angle of acceptance of a multilayer optics in the excitation
channel of a spectrometer is estimated. The spectrometer shall utilize the laser plasma
interaction chamber of the BLiX LPP source and the spectrometer chamber for sample
positioning. Thus, the distance from source to optics and from optics to sample needs
to be about d = 550 mm due to setup restrictions. The surface area of the multilayer
optics is 200× 25 mm2.

Figure E.1.: Schematic view of a multilayer optics applied to collect radiation from the
LPP source.

In the case of parallelizing optics for GIXRF measurements, let the distance of the
optics to the connecting line source-focus h be 1 mm (Figure E.1). Then

∆ψpr,p = arctan
(

h

d− 0.5 l

)
− arctan

(
h

d+ 0.5 l

)
= 0.04◦ , (E.1)

which is a reasonable value for the angular divergence for GIXRF experiments.
For the solid angle of acceptance, the second opening angle ∆ψpr,s (in the plane of

projection in Figure E.1 bottom) is also of importance. This angle can be estimated by
the width of the optics w and the distance d via

∆ψpr,s = 2 arctan
(0.5 w

d

)
≈ 2.6◦ (E.2)
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With the two opening angles, the projected area A of the optics is calculated with

A = 2 d tan (0.5 ∆ψpr,p)× 2 d tan (0.5 ∆ψpr,s) (E.3)

and the solid angle of acceptance ΩGI
opt

ΩGI
opt = A

d2 ≈ 3.1× 10−5 sr (E.4)

In the case of focusing optics for GEXRF measurements, a shallow incident angle with
respect to the optics surface of ≈ 7.8◦ and h = 75 mm is feasible. Indeed, these are the
values applied for the Kirkpatrick-Baez and toroidal multilayer optics utilized in the
GEXRF setup. Then, a similar approach as above yields ∆ψpr,p = 2.9◦ and the solid
angle of acceptance is

ΩGI
opt ≈ 2.3× 10−3 sr , (E.5)

which is about 75 times larger than in the grazing incidence case.
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F. Effect of Tilted CCD on Distance Calculation

Figure F.1.: Schematic view of the distance calculation for a tilted CCD.

To calculate correctly the distance dK(θ) of the reflected laser beams to the direct
laser beam for a tilt angle θ of the sample and a tilt angle ωCCD of the CCD, consider
Figure F.1. Then, the following three trigonometric functions hold:

dK(θ) = b

sin(ωCCD) (F.1)

dK(θ) = d(θ)− a
cos(ωCCD) (F.2)

a = b tan(2θ) (F.3)

with notation as in Figure F.1. Further, using Equation F.1 in F.3 yields:

a = dK(θ) sin(ωCCD) tan(2θ) (F.4)

Using the result in Equation F.4 in F.2 leads to

dK(θ) = d(θ)
cos(ωCCD) − d

K(θ) tan(ωCCD) tan(2θ) , (F.5)

which is identical to the final expressions

dK(θ) = d(θ)× (K(ωCCD, θ))−1 , with
K(ωCCD, θ) = cos(ωCCD) + sin(ωCCD) tan(2θ) . (F.6)
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G. Study on the Influence of Noise Thresholds on CCD
Spectra using the Clustering Method

As can be seen in Figure G.1, both noise thresholds n′σ × σmeas and n
′′
σ × σmeas have a

huge influence on the integral spectra evaluated with the Clustering method. In the top
row, n′σ is varied from 2 to 6. This shifts the sharp low-energy cut-off to photon event
intensities n′σ × σmeas (rows). An increase of n′′σ leads to a red-shift of the fluorescence
peak and pile-up peak, thus to a compressed energy scale (columns).

Figure G.1.: Integral spectra of the C/Ni-multilayer evaluated with the Clustering method.
Spectra computed with various noise thresholds are shown.

It is also seen in Figure G.1, that the peaks in the various n-px spectra are shifted by
a constant value. Examination of the peak intensity positions suggests that this shift is
just n×n′′σ × σmeas. The interpretation is, that with every additional pixel contributing
to the SPE cluster, a mean value of approximately the second noise threshold n′′σ×σmeas
is added to the SPE cluster intensity. More precisely, this is the minimum value added
to the cluster intensity, but it is also the most likely (noise) value, since higher pixel
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intensities due to noise become more and more unlikely.
As can be seen in Figure G.2 a) and b), a correction for this offset leads indeed to a

narrower peak. However, the peak is also strongly red-shifted and the resolving power of
2.56 is only slightly increased with respect to the resolving power of 2.44 of the untreated
spectrum. The ratio of the peak positions of the fluorescence peak and the first pile-up
peak is in Figure G.2 a) 1.49 and in b) 1.55, indicating a probably non-linear compression
of the energy scale.

A similar effect is also present in the spectra evaluated with the 4px-Area-Clustering
method used in the evaluation procedures in this thesis. Because of the drastic treat-
ment of the spectra and the low resolution enhancement, a correction of n-px spectra
positions is not performed there. Nevertheless, in the future, this effect could be further
investigated.

Figure G.2.: Comparison of the spectra from Figure G.1 with n
′

σ = n
′′

σ = 2 once with and
once without shifting the n-px spectra.
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H. Simulated Intensity Distribution of SPEs on a CCD Mesh

If a single photon is detected by a CCD camera, the charge collected in the potential
minimum below the pixel structure is Gaussian-distributed in two dimensions (in the
chip plane). Let the center position of the charge cloud with peak intensity A and
widths σx and σy be (xc, yc). The pixels are quadratic in the chip plane and have an
edge length p. Then, integrating the two-dimensional Gaussian function over a pixel
with center at (x′, y′) yields

I(x′, y′) =
∫ x′+ p

2

x′− p2

∫ y′+ p
2

y′− p2
A exp

(
−(x− xc)2

2σ2
x

− (y − yc)2

2σ2
y

)
dxdy . (H.1)

The integral can be solved for the x and y coordinate separately, while the procedure is
the same for both.

I(x′, y′) =
∫ x′+ p

2

x′− p2
A exp

(
−(x− xc)2

2σ2
x

)
dx × ... . (H.2)

Now, using the error function with codomain from -1 to 1 leads to

I(x′, y′) = A 0.5
[
1 + erf

(
x− xc√

2 σx

)]x′+ p
2

x′− p2

× ...

= A 0.5
(

erf
(
x′ + p

2 − xc√
2 σx

)
− erf

(
x′ − p

2 − xc√
2 σx

))

× 0.5
(

erf
(
y′ + p

2 − yc√
2 σy

)
− erf

(
y′ − p

2 − yc√
2 σy

))
. (H.3)

The final equation and the relation of the Gaussian peak intensity A with the number
of charges in the charge cloud size (volume)

Iph = 2π A σxσy (H.4)

is then used for the calculation of charges in every pixel of the CCD. Note that for the
applied simulations σx = σy = σcc is set. The intensities in the simulation are rounded
to more physical natural numbers. This introduces a small noise, since no special care
is taken to control that the integral over the whole pixel plane is indeed Iph.
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I. Choose ROIs

For setting the regions of interest (ROIs) for the evaluation of the Ni-Ll,n and the Ni-Lα,β
GEXRF profiles in the first beamtime, the integral spectrum of a measurement (no
angular discrimination) is considered. The spectrum between 600 eV and 1000 eV is
fitted with two Gaussian functions for the Ni-Ll,n line and the Ni-Lα,β line, respectively.
The result is shown in Figure I.1. The limits of the ROIs where then chosen in such a
way that the intensity of the fitted Gaussian functions for the Ni-Ll,n and the Ni-Lα,β
line are 99.6% and 80% of the total intensity at the corresponding limit. This results
in a fraction of 94.1% of Ni-Ll,n fluorescence photons in the Ni-Ll,n ROI and 97.7% of
Ni-Lα,β fluorescence photons in the Ni-Lα,β ROI. It has to be noted, firstly, that the
Ni-Ln line and the Ni-Lβ line are not resolved and are neglected together with further
background contributions due to their low influence. Secondly, the intensity ratios of
the Ni-Ll,n and Ni-Lα,β line change with the emission angle according to the grazing
emission X-ray fluorescence profiles. Therefore, also the given numbers for the actual
photon ratios in each of the ROIs might vary slightly, depending on the emission angle.

Figure I.1.: Section of the integral X-ray fluorescence spectrum of the first beamtime used
for the definition of the regions of interest for the Ni-Ll,n and the Ni-Lα,β line.
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J. Sample Alignment with a CCD

The radial sample alignment with an optical adjustment laser is performed by succes-
sively moving the sample into the laser beam and recording the beam intensity on the
CCD, as is shown in Figure J.1 a). The intensity of the direct laser beam on the CCD
will decrease due to increased shadowing of the beam. To evaluate the laser beam inten-
sity on the CCD during the measurements, the intensity of every image in the scan is
summed in a box of approximately 40 pixel width (Figure J.1 b). This already produces
small variations in the reproducibility, since the box position is manually defined for
every sample alignment. Figure J.1 c) shows the intensities of a radial scan for different
box sizes. As can be seen in the plot on top and in the derivative at the bottom, the
curves shift with the box size by about almost 100 µm for the shown box size range.
Interestingly, the minimum position in the derivative plot does not change for large pixel
boxes, suggesting that the effect originates from incomplete intensity summation. The
difference between the minimum position applied in the measurements and the proba-
bly more accurate position obtained with large pixel boxes is about 50 µm. For future
measurements, the evaluation with a two-dimensional Gaussian fit or fit with an Airy
disk should also be tested.
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J. SAMPLE ALIGNMENT WITH A CCD

Figure J.1.: a) The principle of the radial scans is similar to a knife-edge scan. b) CCD
images of the direct laser beam for 4 different radial positions of the sample. The
intensity drops because of the increased shadowing of the laser beam by the sample.
c) the laser intensity in the CCD image is integrated in a quadratic box. In a) such
boxes with edge sizes of 10, 20 and 40 pixels are exemplarily shown.
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[23] A. Kubala-Kukuś, D. Banaś, W. Cao, J.-C. Dousse, J. Hoszowska, Y. Kayser,
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[51] C. Brönnimann, R. Baur, E. F. Eikenberry, S. Kohout, M. Lindner, B. Schmitt,
and R. Horisberger, “A pixel read-out chip for the PILATUS project,” Nuclear
Instruments and Methods in Physics Research Section A: Accelerators, Spectrom-
eters, Detectors and Associated Equipment, vol. 465, no. 1, pp. 235–239, 2001.

[52] M. C. Peckerar, W. D. Baker, and D. J. Nagel, “X–ray sensitivity of a charge–
coupled–device array,” Journal of Applied Physics, vol. 48, no. 6, pp. 2565–2569,
1977.

[53] M. C. Peckerar, D. H. McCann, and L. Yu, “X–ray imaging with a charge–coupled
device fabricated on a high–resistivity silicon substrate,” Applied Physics Letters,
vol. 39, no. 1, pp. 55–57, 1981.

[54] M. G. Vasin, Y. Ignatiev, A. E. Lakhtikov, A. P. Morovov, and V. V. Nazarov,
“Energy-resolved X-ray imaging,” Spectrochimica Acta Part B: Atomic Spec-
troscopy, vol. 62, no. 6-7, pp. 648–653, 2007.

[55] M. Alfeld, K. Janssens, A. Sasov, X. Liu, A. Kostenko, K. Rickers-Appel,
G. Falkenberg, M. Denecke, and C. T. Walker, “The Use Of Full-Field XRF For
Simultaneous Elemental Mapping,” in X-ray optics and microanalysis: Proceedings
of the 20th International Congress, AIP Conference Proceedings, pp. 111–118, AIP,
2010.

[56] F. P. Romano, C. Caliri, L. Cosentino, S. Gammino, L. Giuntini, D. Mascali,
L. Neri, L. Pappalardo, F. Rizzo, and F. Taccetti, “Macro and micro full field
x-ray fluorescence with an X-ray pinhole camera presenting high energy and high
spatial resolution,” Analytical chemistry, vol. 86, no. 21, pp. 10892–10899, 2014.

[57] G. C. Holst, CCD Arrays Cameras and Displays. JCD Publishing, 2nd ed., 1998.
[58] E. Miyata, M. Miki, J. Hiraga, H. Kouno, K. Yasui, H. Tsunemi, K. Miyaguchi,

and K. Yamamoto, “Application of the Mesh Experiment for the Back-Illuminated
Charge-Coupled Device: I. Experiment and the Charge Cloud Shape,” Jpn. J.
Appl. Phys. (Japanese Journal of Applied Physics), vol. 41, no. Part 1, No. 9,
pp. 5827–5834, 2002.

[59] A. Abboud, S. Send, N. Pashniak, W. Leitenberger, S. Ihle, M. Huth, R. Hartmann,
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[138] P. Hönicke, B. Beckhoff, M. Kolbe, S. List, T. Conard, and H. Struyff, “Depth-
profiling of vertical sidewall nanolayers on structured wafers by grazing incidence
X-ray flourescence,” Spectrochimica Acta Part B: Atomic Spectroscopy, vol. 63,
no. 12, pp. 1359–1364, 2008.

210



Teile dieser Arbeit wurden auf mehreren nationalen und internationalen Konferenzen,
sowie in der nachfolgenden Veröffentlichung präsentiert.
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ich, nach abenteuerlichen TOEFL-Tests in Peru und Skypekonferenzen aus Bolivien, das
Stipendium ergattern, welches die Grundlage meiner Promotion werden sollte. Aber
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